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An asymptotic approximation of multiple-scattering theory has been used to analyze the intensity
of very-low-energy-electron diffraction~VLEED!. An analytic expression relating the
amplitudes of the Bloch waves excited in a crystal~and, hence, the VLEED intensities! to the
critical zone points of an infinite crystal has been obtained. The possibilities of the new
approach are compared with a calculation of partial electron-transmission coefficients made by
the matching method employed conventionally in interpretation of VLEED data. While
providing a comparable accuracy, the proposed approach is fairly simple and free of the
instabilities inherent in matching-method calculations. The explicit connection of the quantities
obtained by this method with the electron dispersion relation for an infinite crystal makes it
promising for analysis of band-structure effects in VLEED and photoemission experiments.
© 1999 American Institute of Physics.@S1063-7834~99!00112-4#
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The interest in VLEED experiments performed in t
energy range of;0240 eV is largely accounted for by th
possibility of their use in determination of the electron
band structure of high-lying excited states.1–4

The corresponding analysis of the VLEED intensity
connected intimately with the computational methods p
mitting one to classify its structure and establish refere
points for experimental bulk-band mapping. Interpretation
VLEED experiments for this purpose involves decompo
tion of the wave function of the scattered electron in Blo
waves of the bulk crystal, which permits determination of t
contribution due to thej th bandEj (k).2,5 One employs for
this purpose, as a rule, the matching method.6,7 The main
problem with this method consists in that even without ta
ing into account absorption, which is usually low for th
energies of interest, the Bloch waves have to be determ
by solving a secular equation including complexk',7,8 which
presents considerably more serious difficulties than the s
dard problem of finding the dispersion relationEj (k) with
real k' . Additional problems arise in connection with th
instability of the computational procedure.9 Therefore ex-
perimental VLEED data are presently interpreted prima
using qualitative semiempirical methods.5,9

Another approach to the solution of this problem, whi
is used in dynamic LEED theory, is offered by the multip
scattering theory.10 When employed in its standard form
however, the multiple scattering theory is inconvenient
analyze bulk band-structure effects; indeed, it yields the t
wave function in a crystal without decomposing it in Bloc
1921063-7834/99/41(12)/4/$15.00
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waves, and, thus, with no explicit relation toD j (k).
We are presenting here a new approximate appro

within the multiple-scattering theory formalism, a
asymptotic multiple-scattering~AMS! method, where the
emphasis is placed on scattering in the bulk of the crys
This method establishes a connection between VLEED sp
tra and an asymptotic presentation of the wave function
side a crystal, which is expressed through the characteris
of the Bloch electron in a bulk crystal. In particular, whe
neglecting inelastic processes, it offers a direct relation of
bulk-band critical points to the VLEED structure, which u
derlies experimental mapping of final-state bands in pho
emission.

1. FORMULATION OF THE AMS APPROACH

Neglecting inelastic processes, which are insignific
for VLEED energies,1–3 the AMS approach is based on tw
physically straightforward and reasonable approximation

~1! Within the unit cell of a semi-infinite crystal, includ
ing the surface transition region where the potential diff
noticeably from the bulk and vacuum limits, the wave fun
tion is approximated by its asymptotic bulk~on the side of
the crystal! and vacuum~on the side of free space! forms.

~2! One neglects the contributions to the wave functi
of the scattering electron which decay exponentially aw
from the crystal surface.~This approximation is not funda
mentally necessary and is introduced only for the sake
physical clarity and simplification of expressions.!
9 © 1999 American Institute of Physics
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It can be shown that in the case of electron scatter
from metal surfaces and at energies typical of VLEED e
periments the above approximations cause only a small e
in the intensity of that part of the VLEED structure which
due to the nature of bulk-band dispersion.6,7,9

The meaning of these approximations consists es
tially in separating the contribution due to the bulk ba
structureEj (k) to the scattering process.

Strictly speaking, the characteristics of the electro
structure of an infinite crystal can enter multiple-scatter
theory in the case of a bounded crystal of a large size o
asymptotically, through the behavior of the wave function
the scattering electronC(r ) deep inside the crystal. There
fore in order to separate the bulk contribution to partial tra
mission coefficients in the model of a semi-infinite cryst
we neglect, in accordance with the above approximatio
the structure of the surface potential barrier and set the
tential V1(r ) of a semi-infinite crystal occupying a hal
spacex'>0 to

V1~r !5V~r !Q~x'!, ~1!

whereV(r ) is the potential of an infinite crystal, andQ(x) is
the Heaviside function.

If all electrons in an incident beam have an energyE and
a wave-vector component parallel to the surfaceK i , then in
the bulk of the crystal (x'@0) we have11

C~K i ,E;r !5 (
j 51

N(E,K i)

TjF j~ki ,k'
( j )~E!;r !, ~2!

where ki5K i2gn is the reduced quasimomentum,gm are
reciprocal-lattice vectors of a semi-infinite crystal,N(E,K i)
is the number of energy bands of an infinite crystal satisfy
the energy conservation relation

Ej~ki ,k'
( j )!5E ~3!

and the condition of the absence of electron sources in
crystal bulk]Ej (ki ,k'

( j )(E))/]k'.0, andEj (ki ,k'
( j )) is the

dispersion relation for the Bloch electron in thej th band of
an infinite crystal with a wave functionF j (ki ,k'

( j )(E);r ).
The partial transmission coefficientsTj entering Eq.~2!

are of considerable interest and represent the subject of
investigation. The contribution of the corresponding band
VLEED ~partial absorbed current! and to photoemission
~partial photocurrent! was shown2,5 to be proportional to
uTj u2.

The wave function of a scattering electron satisfies
equation

C~K i ,E;r !5exp$ i ~K i ,AE2K i
2!r%

2E
V

Gk~r,r 8;E1 i0!V1~r 8!C~K i ,E,r 8!dr 8

~4!

with the free-electron Green’s function12,13defined in the cell
V (2`,x',`) of a semi-infinite crystal.

Following this model, we replace the functionC(r 8) in
the regionV1 (x'8 >0) with its asymptotic expression~2!.
g
-
or

n-

c
g
ly
f

-
,
s,
o-

g

e

his
o

e

Then in the vacuum region and forx'!0 we obtain, to
within terms decaying exponentially inux'u,14

C~K i ,E;r !5exp$ i ~K i ,AE2K i
2!r%

2 (
gm50

gm
max

iexp$ i ~ki1gm ,2AE2~ki1gm!2!r%

2SAE2~ki1gm!2

3 (
j 51

N(E,K i)

Tjaj
2~ki1gm ,E!, ~5!

whereS is the area of the section of theV cell by the surface
plane, and

aj
2~ki1gm ,E!5E

V1

exp$ i ~ki1gm ,

2AE2~ki1gm!2!r%

3V~r !F j~ki ,k'
( j )~E!;r !dr . ~6!

All nondecaying terms, for which (ki1gm)2<E, are re-
tained in the sum overgm in ~5!.

Consider now a semi-infinite crystal with a Hamiltonia
Ĥ152D1V1(r ) as an infinite crystal but with thex',0
layers removed, i.e., we set

Ĥ15Ĥ`2V~r !Q~2x'!. ~7!

If Gk
(`)(r ,r 8;E) is Green’s function of theĤ` operator de-

fined in theV cell, then it can be shown that

C~K i ,E;r !5E
V2

Gk
(`)~r,r 8;E!V~r 8!C~K i ,E;r 8!dr 8,

~8!

whereV2 is thex',0 region of theV cell.
For x'.x'8 one obtains,15 to within terms decaying ex-

ponentially forux'2x'8 u→`,

Gk
(`)~r,r 8;E!5 id (

j 51

N(E,K i) F j~r ;ki ,k'
( j )!F j* ~r 8;ki ,k'

( j )!

]Ej~ki ,k'
( j )!/]k'

,

~9!

whered is the interplanar distance.
As before, we setC(r 8) in V2 equal to its asymptotic

expression~5! to obtain forx'@0, with due account of Eqs
~8!, ~9!, and~2!,

(
j 51

N(E,K i)

TjF j~r ;ki ,k'
( j )~E!!

5 id (
j 51

N(E,K i) F j~r ;ki ,k'
( j )!

]Ej~ki ,k'
( j )!/]k'

Fbj
1~K i ,E!

2 (
gm50

gm
max

ib j
2~ki1gm ,E!

2SAE2~ki1gm!2

3 (
j 51

N(E,K i)

Tiai
2~ki1gm ,E!G , ~10!

where
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bj
6~ki1gm ,E!5E

V2

F j* ~r ;ki ,k'
( j )~E!!V~r !

3exp$ i ~ki1gm ,

6AE2~ki1gm!2!%dr . ~11!

Averaging ~11! over an arbitrarily small but finite
primary-beam energy interval yields

bj
6~ki1gm ,E!5E

S
exp$ i ~ki1gm!r i%

3H ]

]x'

F j* ~r i,0;ki ,k'
( j )~E!!

7 iAE2~ki1gm!2F j* ~r i,0;ki ,k'
( j )~E!!J dr i

~12!

and

aj
2~ki1gm ,E!52bj

2* ~ki1gm ,E!. ~13!

In view of Eq. ~10!, the partial transmission coefficien
Tj satisfy the coupled equations

(
i 51

N(E,K i) F d i j

]Ej~ki ,k'
( j )!

]k'

1
d

2S (
gm50

gm
max

bj
2~ki1gm ,E!bi

2* ~ki1gm ,E!

AE2~ki1gm!2 GTi

5 idbj
1~K i ,E!. ~14!

2. EFFICIENCY OF THE AMS APPROACH: ACCURACY AND
PRACTICAL REALIZATION

The possibilities of the AMS approach were tested
comparing it with the results obtained2,5 by the matching
method on a model cubic~100! crystal. This model is very
close to the Cu~111! case. We chose it because by varyi
properly the model crystal-field potentialV(r ) one could ob-
tain various band configurationsEj (k) similar to the real
ones, and study in detail the properties of the AMS approa
A typical situation is displayed in Fig. 1. The results o
tained are presented in the form of partial absorbed curr
I j5uTj u2vg' (vg' is the electron group-velocity compone
normal to the surface!.

The AMS approach demonstrated a good accur
throughout the range of reasonable variation ofV(r ); indeed,
the singularities in the energy dependence ofTj obtained in
the two calculations practically coincide. This aspect is c
cial for an analysis of VLEED data. The agreement is clea
better than that obtained using semiempirical methods5 It
becomes still better if the fraction of Fourier components
the type of decaying plane waves in Bloch states increa
~see Fig. 1!, although the AMS approach does not make u
of the free-electron approximation. The slightly larger d
crepancy seen far from the free-electron parts of the band
caused by the limited basis set employed in the match
method. Remarkably, the agreement remains good even
y
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der strong scattering, i.e., for potentialsV(r ) which yield
dispersion relationsEj (k) differing considerably from the
free-electron one.

It should be noted that in theV(r )52V0Q(x') case
~the jellium model with a stepped surface barrier! the AMS
approach does not involve any approximations, because
wave function in a crystal coincides with its asymptotic for
even in the near-surface region. In this case the problem
Tj determination allows an analytic solution, and the resu
obtained coincide completely with those of AMS.

The AMS approach is fairly straightforward. The qua
tities of interest can be derived using standard computatio
programs developed for bulk band structure calculations~see
Ref. 5 for practical aspects!. Because of the equation syste
obtained being low order and of the absence of instabi
effects, the method permits one to operate with crystals h
ing many atoms in the unit cell, which are still not amenab
to numerical calculation by the exact matching procedure
should be pointed out that Eq.~14! acquires the simplest an
most revealing form when the unit cell of a semi-infini
crystal is set perpendicular to its surface. For real crys
this can require introduction of a large bulk unit cell,16 which
contains a greater number of atoms than the standard on
band structure calculations this is simply equivalent to
creasing the basis set.

Thus the AMS approach to analyzing VLEED data ou
lined above is based primarily on the fact that because
weak absorption the structure of VLEED spectra is dom
nated by the behavior of the wave function in the bulk o
crystal. This becomes manifest in a direct relation betwe
the VLEED intensity and the volume dispersion relati
Ej (k), which has been expressed for the first time in t

FIG. 1. A typical VLEED-spectrum calculation for normal incidence
electrons on a cubic~100! crystal. Left:Ej (k'), right: partial Bloch-wave
absorbed currentsI j5uTj u2vg' : thin lines — matching procedure, solid
lines — AMS approach. Energy in 4uGXu2 units. In this calculation, the
V(r ) Fourier components wereV0520.5, V450.01, V850.02, V1650.06,
and the others are zero.
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form of an analytic expression connecting the Bloch wa
amplitudes with the critical points (]Ej /]k'50) in the
Ej (k) relationship. The two approaches exhibit a remarka
good agreement over a broad range ofEj (k) configurations,
including bands differing strongly from the free-electro
ones. The approach is straightforward and computation
efficient. It is promising for wherever one has to analy
band aspects of VLEED, in particular, in experimental ba
structure mapping by the VLEED method.

* !Permanent address: Institute of High-Speed Computations and Datab
Russian Academy of Sciences, 194291 St. Petersburg, Russia.
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Influence of interatomic correlation effects on short-range order in hexagonal close-
packed polycrystalline alloys
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The first x-ray diffraction procedure suitable for the investigation of short-range order in
polycrystalline alloys having a hexagonal close-packed~hcp! lattice is developed on the basis of
the theory proposed by M. A. Krivoglaz for diffuse x-ray scattering by hcp single-crystal
alloys. This procedure takes into account specific details of the crystal structure of the hcp lattice,
in particular, the presence of two atoms in the unit cell and the close radii of the individual
coordination spheres. The realistic character of the procedure is demonstrated experimentally in the
example of hcp Mg–Dy and Mg–Tb alloys. The new procedure is used to calculate, for the
first time, the modulating functions of linear and quadratic size effects in Mg–Dy and Mg–Tb
alloys. It is shown that the size-effect modulating functions for coordination spheres with
close radii have different characters, and their inclusion in diffuse scattering sets the stage for
solving the problem of calculating the short-range order parameters on these spheres.
© 1999 American Institute of Physics.@S1063-7834~99!00212-9#
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Atomic ordering in alloys having body-centered cub
and face-centered cubic structures have now been studie
a satisfactory degree. Up to now, however, there has be
lack of correct experimental methods for investigating
short-range order of polycrystalline hexagonal close-pac
~hcp! alloys. The main reason for this deficit is the comple
ity of the calculations required by the presence of two ato
in the unit cell, a condition that severely limits the applic
bility of the scattering theory for crystals with an hcp lattic
developed by M. A. Krivoglaz back in the 1960s,1 to experi-
mental studies of polycrystalline structures. In the past
standard procedure developed for alloys containing one a
in the unit cell has been used to investigate short-range o
in polycrystalline alloys having an hcp lattice.2–5 This ap-
proach ignores the fact that the hcp lattice is not a Brav
lattice, and its unit cell contains two atoms. In polycrystalli
alloys having an hcp lattice the individual coordinatio
spheres have close radii, compounding the difficulties of
termining the short-range order parameters on these sph
In the standard procedure such spheres are conjoined,
effective short-range order parameters are estimated
them.2–6 However, this approach can yield incorrect resu

It is a well-known fact~see, e.g., Refs. 1 and 2! that in
the scattering of x-rays by solid solutions the intensity d
tribution is governed both by factors characterizing spec
details of the internal structure of an alloy and by facto
associated with the general phenomena of x-ray scatterin
crystal structures. Among the factors identified with intern
structure are short-range order, static lattice distortions,
concentration and atomic factors of the alloy compone
etc. The specific features imparted to x-ray scattering by
1931063-7834/99/41(12)/7/$15.00
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ferences in the atomic factors of the components and s
lattice distortions are called size effects. They can be b
linear and quadratic.

The objective of the present study is to develop an x-
structural procedure for the investigation of short-range or
in hcp polycrystalline alloys, taking into account the distin
tive features of the crystal lattice, and to test the procedur
application to magnesium alloys doped with rare-earth m
als. The proposed procedure permits the presence of
atoms in the unit cell of alloys having an hcp structure to
taken into account in the investigation of short-range ord
along with the influence of interatomic correlation~size! ef-
fects on short-range order.

1. PROCEDURE FOR THE INVESTIGATION OF SHORT-
RANGE ORDER IN HCP POLYCRYSTALLINE ALLOYS

An expression for the intensity of diffuse x-ray scatte
ing by a single crystal having an hcp lattice has been deri
by Krivoglaz and Tyu Khao,1 who interpreted the lattice a
two intermeshed primitive lattices~Fig. 1!. By virtue of the
equivalence of the sublatticesg andg8(g,g851,2) the vec-
tors rgg8 connecting the sublattice sites and the correlat
parameters«(rgg8):

r115r22, r1252r21,

«~r12!5«~r21!, «~r11!5«~r22!. ~1!

Taking Eqs.~1! into account, we expand the equation f
the diffuse x-ray scattering intensity1 into two parts:

I ~q!5I 0~q!1I 1~q!, ~2!
3 © 1999 American Institute of Physics
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whereI 0(q) is a term that does not depend on the correlat
parameters,

I 0~q!52Nc~12c!@ f 2$~q–AQ11!~q–AQ11* !1~q–AQ21!

3~q–AQ21* !12 Re~~q–AQ11!~q–AQ21* !

3exp@ iG•~R12R2!# !%2 f D f $ Re~q–AQ11

3exp@ iG–R1# !1Re~q–AQ21exp@ iG–R2# !

1Re~q–AQ12exp@ iG–R1# !

1Re~q–AQ22exp@ iG–R2# !%1D f 2#, ~3!

and I 1(q) is a term associated with the correlation para
eters,

I 1~q!5NF2(
r11

«~r11!exp~ iQ•r11!~ f 2$~q–AQ11!~q–AQ11* !

1~q–AQ21!~q–AQ21* !12 Re~~q–AQ11!~q–AQ21* !

3exp@ iG•~R12R2!# !%2 f D f $2 Re~~q–AQ11!

3exp@ iG–R1# !12 Re~~q–AQ21!exp@ iG–R2# !%

1D f 2!12(
r12

«~r12!cos~Qr12!~ f 2$2 Re~~q–AQ11!

3~q–AQ12* !!1Re~~q–AQ11!
2 exp@ iG•~R12R2!#

1~q–AQ21* !2 exp@ iG•~R22R1!# !%

2 f D f $Re~~q–AQ11!@exp@ iG–R1#1exp@2 iG–R2##

1~q–AQ21!@exp@ iG–R2#1exp@2 iG–R1## !%

1D f 2!G . ~4!

HereN is the number of unit cells,q is the scattering vector
G is the reciprocal lattice vector,Q is the scattering vecto
normalized to the first Brillouin zone (Q5q2G), c is the

FIG. 1. Lattice having an hcp structure:r1 and r2 are the radius vectors o
the first and second coordination spheres.
n

-

concentration,D f 5 f A2 f B , f 5cAf A1cBf B , cA andcB are
the concentrations of the components,f A and f B are their
atomic factors,AQgg8 are the proportionality factors betwee
Fourier components of the static displacements a
concentrations, andR1 and R2 are the radius vectors of at
oms in the unit cell; the first of these radius vectors is co
veniently placed at the origin of a Cartesian coordin
system R15(0,0,0), so that when the basis vecto
a15(a/2,A3a/2,0), a25a/2,2A3a/2,0), a35(0,0,c) are
taken into account, the coordinates of the second atom
R25(0,a/A3,c/2); herea andc are the lattice constants.

The intensitiesI 1(q) in Eq. ~4! can be expanded into si
terms:

I 1~q!5I a
(1)~q!1I L

(1)~q!1I sq
(1)~q!1I a

(2)~q!1I L
(2)~q!

1I sq
(2)~q!. ~5!

By way of comparison, the expression for the diffu
scattering intensity (I D), in which only one atom is con-
tained in the unit cell,6 has the form

I D5I a1I L1I sq.

HereI a , I L , andI sq are the intensities associated with sho
range order and with linear and quadratic size effec
respectively.2

The superscript~1! attached to the intensities in Eq.~5!
indicates that correlations between atoms within each sub
tice are taken into account in the expressions forI a

(1)(q),
I L

(1)(q), andI sq
(1)(q). The superscript~2! indicates that corre-

lations between atoms of different sublattices are taken
account in the expressions forI a

(2)(q), I L
(2)(q), andI sq

(2)(q).
Thus, allowing for interactions within each sublattic

and making use of the relation between the correlation
rameters and short-range order parameters@(rgg8

«(rgg8)
5c(12c)(rgg8

a(rgg8)#, we have

I a
(1)~q!52Nc~12c!D f 2(

r11

a~r11!exp~ iQ•r11!, ~6!

I L
(1)~q!524Nc~12c! f D f(

r11

a~r11!exp~ iQ•r11!

3@Re~q–AQ11!1Re~q–AQ21exp@ iG–R2# !#, ~7!

I sq
(1)~q!52Nc~12c! f 2(

r11

a~r11!exp~ iQ•r11!$~q–AQ11!

3~q–AQ11* !1~q–AQ21!~q–AQ21* !12 Re~~q–AQ11!

3~q–AQ21* !exp@2 iG–R2# !%. ~8!

Taking into account interactions between atoms of differ
sublattices, we obtain

I a
(2)~q!52Nc~12c!D f 2(

r12

a~r12!cos~Q•r12!, ~9!
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I L
(2)~q!522Nc~12c! f D f(

r12

a~r12!cos~Q•r12!

3@Re~~q–AQ11!~11exp@2 iG–R2# !!

1Re~q–AQ12~11exp@ iG–R2# !!#, ~10!

I sq
(2)~q!52Nc~12c! f 2(

r12

a~r12!cos~Q•r12!

3$2 Re~~q–AQ11!~q–AQ12* !!

1Re~~q–AQ11!
2 exp@2 iG–R2#

1~q–AQ21* !2 exp@ iG–R2# !%. ~11!

Although the most accurate short-range order values
be obtained from measurements of the intensity of diffu
scattering by a single crystal, in practice it is customary
work with polycrystalline objects. We must therefore tran
form from the expressions for the single-crystal scatter
intensitiesI a

( j ) , I L
( j ) , andI sq

( j ) to expressions for the intensitie
I a,p

( j ) , I L,p
( j ) , andI sq,p

( j ) in the case of polycrystals. Such a tran
formation requires that we average Eqs.~6!–~11! over all
orientations of the scattering vector.

The averaging operation can be performed analytic
only for Eqs.~6! and ~9!:

I a,p
( j ) ~q!52Nc~12c!D f 2(

i
a iCi

sin~qRi !

~qRi !
, ~12!

wherej 51,2, Ci anda i are the coordination number and th
short-range order parameter for thei th coordination sphere
andRi is the radius of thei th coordination sphere.

All other terms can be averaged numerically by integr
ing in spherical coordinates over the anglesg andf. Inas-
much as the first Brillouin zone has translational symme
the integration can be performed within the limits of t
irreducible part, which occupies 1/24 of the volume of t
first zone. As a result, the averaging is carried out overf in
the limits from 0 top/6 and over the angleg in the limits
from 0 to p/2.

The expression forI 0(q) is conveniently expanded int
two parts, one that takes linear effects into account, and
other for quadratic effects:

I L,p~q!5
6

pE0

p
6 dfE

0

p
2 $Re~q–AQ11!1Re~q–AQ12!

1Re~q–AQ21exp@ iG–R2# !

1Re~q–AQ22exp@ iG–R2# !%singdg, ~13!

I sq,p~q!5
6

pE0

p
6 dfE

0

p
2 $~q–AQ11!~q–AQ11* !1~q–AQ21!

3~q–AQ21* !12 Re~~q–AQ11!~q–AQ21* !

3exp@2 iG–R2# !%singdg. ~14!

The intensities due to size effects with allowance
intrasublattice interactions can be written in the form
n
e
o
-
g

-

y

-

,

e

r

I L,p
(1) ~q!5

6

pE0

p
6 dfE

0

p
2 (

r11

a~r11!exp~ iqr11!

3@2 Re~q–AQ11!

12 Re~q–AQ21exp@ iG–R2# !#singdg, ~15!

I sq,p
(1) ~q!5

6

pE0

p
6 dfE

0

p
2 (

r11

a~r11!exp~ iqr11!$~q–AQ11!

3~q–AQ11* !1~q–AQ21!~q–AQ21* !

12 Re~~q–AQ11!~q–AQ21* !exp

3@2 iG–R2# !%singdg. ~16!

Analogous expressions can be written with allowan
for interactions between sublattices:

I L,p
(2) ~q!5

6

pE0

p
6 dfE

0

p
2 (

r12

a~r12!cos~qr12!

3@Re~q–AQ11~11exp@2 iG–R2# !!

1 Re~q–AQ21~11exp@ iG–R2# !!#singdg,

~17!

I sq,p
2 ~q!5

6

pE0

p
6 dfE

0

p
2 (

r12

a~r12!cos~qr12!

3$2 Re~~q–AQ11!~qAQ12* !!

1Re~~q–AQ11!
2 exp@2 iG–R2#

1~q–AQ21* !2 exp@ iG–R2# !%singdg. ~18!

We now write the sums

(
r11

a~r11!exp~ iqr11! and (
r12

a~r12!cos~qr12!

in explicit form for the first six coordination spheres.
We enumerate the radii of the coordinations sphe

r1 ,r2 , . . . ,r6 in order of increasing distance from the ato
designated as the origin. The first sublattice then contains
vectorsr2 , r4 , and r6 , and between the sublattices are t
vectorsr1 , r3 , andr5 ~Fig. 1!, so that we can write

(
r11

a~r11!exp~ iqr11!

5a2 (
N51

6

exp~ iqr2!1a4 (
N51

2

exp~ iqr4!

1a6 (
N51

6

exp~ iqr6!, ~19!

wherea25a(r2), a45a(r4), a65a(r6), r11 denotes the
radius vectors connecting the atom designated as the o
with all atoms in the first sublattice, andN is the number of
atoms on the corresponding coordination spheres.

Analogously, for the second sum we have
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(
r12

a~r12!cos~qr12!

5a1 (
N51

6

cos~qr1!1a3 (
N51

6

cos~qr3!1a5 (
N51

12

cos~qr5!,

~20!

wherea15a(r1), a35a(r3), a55a(r5), andr12 denotes
the set of vectors connecting the initial atom, located in
first sublattice, with atoms of the second lattice.

The Cartesian coordinates of atoms situated on the
responding coordination spheres are readily calculated f
the lattice geometry. The coordinates of the vectorq are:
(2p/a)qx , (2p/a)qy , (2p/c)qz .

Doing the calculations, we obtain

(
r11

a~r11!exp~ iqr11!5a2@2 cos~2pqy!

12 cosp~A3qx1qy!

12 cosp~A3qx2qy!#

1a4@2 cos~2pqz!#

1a6@2 cos~2pA3qx!

12 cosp~A3qx13qy!

12 cosp~A3qx23qy!#. ~21!

For the next sum we have

(
r12

a~r12!cos~qr12!5a1F2 cospS 2
2

A3
qx1qzD

12 cospS 1

A3
qx2qy2qzD

12 cospS 1

A3
qx1qy1qzD G

1a3F2 cospS 2

A3
qx12qy1qzD

12 cospS 4

A3
qx2qzD

12 cospS 2
2

A3
qx12qy2qzD G

1a5F2 cospS A7qx1
A7

A3
qy1qzD

12 cospS A7qx2
A7

A3
qy1qzD

14 cospS 2A7qx2
A7

A3
qy1qzD

14 cosS 2p
A7

A3
qyD cospqzG . ~22!

Substituting Eq.~21! into ~15! and ~16! and substituting
e

r-
mEq. ~22! into ~17! and~18!, we can then take into account th
influence of size effects in the diffuse x-rayscattering inte
sity out to the sixth coordination sphere.

The general expression for the intensity of diffuse x-r
scattering by a polycrystalline structure has the form

I D,p~q!5AIL,p~q!1BIsq,p~q!1I a,p
(1) ~q!1AIL,p

(1) ~q!

1BIsq,p
(1) ~q!1I a,p

(2) ~q!1AIL,p
(2) ~q!1BIsq,p

(2) ~q!,

~23!

where A522Nc(12c) f D f , and B52Nc(12c) f 2. It is
customary to facilitate the calculations by replacing expr
sion ~23! with the function

K~q!5I D,p~q!/I LR , ~24!

where I LR5Nc(12c)D f 2 is the Laue scattering intensity
The short-range order parameters can be determined from
experimentally measured values ofK(q) by, for example,
the least-squares method.2

2. SAMPLES AND EXPERIMENTAL PROCEDURE

The alloys chosen for the investigation were M
3.4 at.% Dy and Mg–2.9 at.% Tb, which were prepared at
A. A. Ba�kov Institute of Metallurgy. The raw materials ha
the following purities: magnesium 99.95%; rare-earth met
at least 99.82% with impurities mostly~0.10–0.13%! of
other rare-earth metals. The alloys were melted in steel
cibles under flux VI2, which consists of a mixture of chlo
rides with a CaF2 additive.7,8 After ingots of the alloys had
been cast, they were hot-pressed into rods of diameter 17
with an approximately 90% compression ratio. The ro
were cut into blanks in the form of wafers having dimensio
3317320 mm. The samples were then ground and polish
with diamond pastes.

The diffuse x-ray scattering intensities were measu
on an x-ray diffractometer of the DRON series using FeKa

radiation. Monochromatization was achieved on a flat silic
single crystal@~111! reflecting plane#. The scattered radiation
was recorded by means of a BDS-6-05 scintillation coun

The atomic factors and Compton scattering intensities
the components were taken from Ref. 9, and dispersion
rections were taken from Ref. 10. Thermal scattering w
calculated from theory.11

The measurement results are shown in Figs. 2 and 3.
evident from the figures that diffuse maxima typical of sho
range order exist in the range of angles up to the first str

FIG. 2. Diffuse x-ray scattering intensity in the alloy Mg–3.4 at.% Dy, e
perimental~circles! and synthesized~solid curve!; K j is the diffuse x-ray
scattering intensity normalized to Laue scattering.
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tural reflection, which is located in the scale-break inter
along the 2Q axis: 36252°. The curves are situated belo
the Laue background level, possibly because the actual
centration of rare-earth metals is lower in the subsurf
layer. This condition could very likely be fostered by th
sample preparation technology.

3. CALCULATION OF THE SIZE-EFFECT MODULATING
FUNCTIONS

To facilitate the calculations, as mentioned, the diffu
x-rayscattering intensity is normalized to Laue scatter
~24!; in this case the size-effect terms occurring in the diffu
x-ray scattering intensity are called modulating functions
the size effects. Accordingly, the size-effect modulati
functions characterize structural features associated
static lattice distortions, differences in the atomic factors
the alloy components, and the concentration of the latter

Equations~13!–~18! have been used to calculate th
modulating functions of linear and quadratic size effects
the zeroth and first two coordination spheres for polycrys
line alloys Mg–3.4 at.% Dy and Mg–2.9 at.% Tb.

The coefficientsAQgg8 are calculated by the method o
Krivoglaz and Tyu Khao, which is based on a simplifie
Born–Bagby model taking the lattice symmetry in
account.1

Since the functions represented in Eqs.~13!–~18! are
normalized, they must be multiplied by the characteristics
the alloy and divided by the Laue scattering intensityI LR .
We then have

Li
( j )~q!522Nc~12c! f D f I L,p

( j ) /I LR , ~25!

Qi
( j )~q!52Nc~12c! f 2I sq,p

( j ) /I LR , ~26!

whereLi
( j ) and Qi

( j ) are the modulating functions of linea
and quadratic size effects, respectively,i 50,1,2 enumerates
the coordination spheres, andj 51,2 enumerates intrasubla
tice interactions (j 51) and interactions between sublattic
( j 52). Atoms of different sublattices are situated on the fi
sphere:L1

(2)(q), Q1
(2)(q), and atoms of one sublattice a

found on the second sphere:L2
(1)(q), Q2

(1)(q).
Figure 4 shows graphs of the size-effect modulat

functions on the zeroth coordination sphere for the Mg–
alloy. The curves calculated for the Mg–Tb alloy have
similar form. Their similarity is attributable to the insignifi
cant difference in the alloy characteristics by which the n
malized functions are multiplied, owing to the close atom

FIG. 3. Diffuse x-ray scattering intensity in the alloy Mg–2.9 at.% Tb, e
perimental~circles! and synthesized~solid curve!; K j is the diffuse x-ray
scattering intensity normalized to Laue scattering.
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numbers of terbium and dysprosium~66 and 65!. It is evident
from the figure that the main contribution to the diffuse x-r
scattering intensity in the first interval of angles is from t
modulating functions of linear size effects, whereas those
quadratic effects are very close to zero in the range of an
from 10° to 32°, and only in the intervals from the second
the last do they have nonzero values and tend to increas
the scattering angle increases.

Figure 5 shows graphs of modulating functions of line
size effects, calculated by means of Eq.~25! for the Mg–Dy
alloy. The character of the modulations is similar for t
second alloy. On the other hand, the graphs of the functi
on the first coordination sphere and on the second sp
have different forms for each individual alloy.

Figure 6 shows graphs of the modulating functions
quadratic size effects, calculated according to Eq.~26! for
the Mg–Dy alloy. As in the case of the linear size effects,
character of the modulations is similar for the two inves
gated alloys. It is evident from the figure that their contrib
tion to the total intensity is not very large in comparison w
the contribution of the functions for linear size effects.

It is obvious from the figure that the functions for qu
dratic size effects, calculated for Mg–Dy and Mg–Tb alloy
which have an hcp lattice, differ significantly from the anal
gous functions for alloys having fcc and bcc structures.
the latter case the modulating functions for quadratic s

FIG. 4. Modulating functions of linear@L0(q), circles# and quadratic
@Q0(q), dots# size effects on the zeroth coordination sphere for the al
Mg-3.4 at.% Dy.

FIG. 5. Modulating functions of the linear size effect on the first (L1
(2) ,

dots! and second (L2
(1) , circles! coordination spheres for the alloy

Mg–3.4 at.% Dy.
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effects oscillate about a curve that slowly increases with
scattering angle according to the law (12e22M), where 2M
is a temperature factor2; the oscillations of the functions ar
reminiscent of the thermal diffuse scattering curve. The fo
of the functions for quadratic size effects differs for alloys
magnesium with rare-earth metals. For example, whereas
functions increase only slightly on the zeroth sphere as
scattering angle increases, the same trend is not observe
the first and second coordination spheres. Moreover,
functions calculated according to Eq.~24! for Mg–Dy and
Mg–Tb alloys are found to be small. To a certain degree
result is attributable to the fact that the difference in t
atomic factors (D f ) of magnesium and the rare-earth met
dysprosium and terbium is appreciable~54, 53!, while the
average atomic factor (f 5cAf A1cBf B) is approximately
equal to the atomic factor of magnesium (cAf A' f A512),
owing to the low concentration of the second compone
The end result of all this is that the factorf 2/D f 2 in Eq. ~24!
is found to be of the order of 1022, the quadratic-size-effec
functions multiplied with it are small, and their contributio
to the total intensity becomes insignificant. In contrast,
quadratic size effect strongly significantly influences the to
intensity in alloys whose components have close atomic
tors.

Consequently, for alloys of magnesium with rare-ea
metals the modulating functions of the size effects on
first and second coordination spheres differ in character,
main contribution to the total intensity coming from th
functions for linear size effects. Quadratic size effects,
which interactions of atoms between sublattices are ta
into account~first sphere!, are small and do not increase wi
the scattering angle as in the case of fcc and bcc alloys.

TABLE I. Short-range order parameters for the alloy Mg–3.4 at.%
~dimensionless units!.

a1 a2 a3 a4 a526 a0

20.018 0.017 0.04 1.25 20.12 20.42

FIG. 6. Modulating functions of the quadratic size effect on the first (Q1
(2) ,

dots! and second (Q2
(1) , circles! coordination spheres for the allo

Mg–3.4 at.% Dy.
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4. CALCULATION OF THE SHORT-RANGE ORDER
PARAMETERS

We have calculated the short-range order parame
from diffuse x-ray scattering data, taking into account t
modulating functions of size effects on the zeroth and fi
two coordination spheres. The results of the calculations
shown in Tables I and II.

It is evident from the tables that the short-range ord
parameters on the first coordination sphere are less than
and those on the second sphere are greater than zer
should also be noted that despite the extreme closeness o
radii of the first two spheres~3.20 Å and 3.22 Å for Mg–Dy;
3.21 Å and 3.22 Å for Mg–Tb!, the allowance for size effect
on these spheres permits them to be treated separately
the short-range order parameters to be determined for th
The separation of the two closely similar coordinati
spheres is made possible by virtue of the difference in
size-effect modulating functions on the first and seco
spheres.

From the calculated short-range order parameters
have plotted the synthesized curves shown in Figs. 2 and
is clear from the figures that the experimental and synt
sized intensities come acceptably close to one another.

We have thus developed an x-ray procedure for the
vestigation of short-range order in polycrystalline alloys ha
ing an hcp lattice, based on an analysis of the influence
correlations on size effects. In the example of the hcp all
Mg-3.4 at.% Dy and Mg-2.9 at.% Tb we have proved expe
mentally that the proposed model is realistic.

On the basis of the new procedure we have calcula
for the first time the modulating functions of linear and qu
dratic size effects for hcp alloys. We have shown that
alloys of magnesium with rare-earth metals the size-eff
modulating functions on the first and second coordinat
spheres differ in character, where the functions for linear s
effects contribute predominantly to the total intensity.

Allowance for the size-effect modulating functions o
the first two coordination spheres, which have close ra
has enabled us to solve the problem of calculating the sh
range order parameters on these spheres.

1M. A. Krivoglaz and Tyu Khao, Metallofizika~Kiev! 24, 63 ~1968!.
2V. I. Iveronova and A. A. Katsnel’son,Short-Range Order in Solid Solu
tions ~Nauka, Moscow, 1977!, p. 256.

3S. A. Veremchuk, A. A. Katsnel’son, V. M. Avdyukhina, and S. V
Sveshnikov, Fiz. Met. Metalloved.39, 1324~1975!.

4L. A. Safronova, A. A. Katsnel’son, S. V. Sveshnikov, and Yu. M. L’vo
Fiz. Met. Metalloved.43, 76 ~1977!.

TABLE II. Short-range order parameters for the alloy Mg-2.9 at.% D
~dimensionless units!.

a1 a2 a3 a4 a526 a0

20.011 0.018 0.05 0.84 20.13 20.40
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Isotope effect in manganites and hydrogenated palladium
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A theory of the isotopic dependence of the hydrogen content in palladium and the excess oxygen
content in manganites is formulated. The theoretical results for the first system are obtained
without any fitting parameters and reproduce the experimental data within 2–3% error limits in the
temperature range from 170 K to 1450 K. An exact expression for the magnitude of the
effect is also obtained for the second system, but owing to the lack of necessary experimental
data, it can only be estimated in order of magnitude. ©1999 American Institute of
Physics.@S1063-7834~99!00312-3#
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There are two physical solid-state systems in which
isotope effect is very pronounced and can be of utmost
portance in practical applications. The two systems are
drogenated palladium, which is used to separate hydro
isotopes, and the manganites, which have applications as
terials exhibiting colossal magnetoresistance. The isotope
fect in Pd:H has been known for a very long time and h
been thoroughly investigated~see, e.g., Refs. 1 and 2!. It is
manifested by a difference in the concentrations of hydro
and deuterium absorbed by the metal at a given pressure
temperature of the gas in which it occurs. Oddly enou
however, so far no one has succeeded in derivingab initio
expressions for the ratio of these concentrations without
course to fitting parameters.

Only very recently has the isotope effect been disc
ered in manganites, where it is manifested by substan
changes in their electrical and magnetic properties w
light oxygen16O is replaced by heavy oxygen18O ~Ref. 3!.
According to Zhaoet al.,3 for example, this substitution low
ers the Curie pointTC of the ferromagnetic compoun
La12xCaxMnO3 with x50.2 by 20 K, i.e., by 10%. Since
then a great many papers have been published, reportin
discovery of other manifestations of a giant isotope eff
~the papers are cited in Ref. 4!.

By analogy with the isotope effect in BCS supercondu
ors, Zhaoet al.3 have attributed the effect here to electron
phonon interaction. However, the new effect is at least
order of magnitude greater than should be expected from
dependence of the exchange integrals on lattice vibrati
For electron–phonon interaction to produce such strong
tope effects, it would have to be anomalously strong its
However, the giant isotope effect is observed only in cert
compositions and not in others. For example, in the sa
compound La12xCaxMnO3 as discussed in Ref. 3, but wit
x.0.4, the isotropic shift ofTC is only 2%, which corre-
sponds to the normal magnitude of electron–phon
interaction.5 This conclusion compels us to assume that
giant isotope effect is in fact associated with some kind
chemical factors. Accordingly, the hypothesis of anom
lously strong electron–phonon interaction,3 which is not cor-
1941063-7834/99/41(12)/5/$15.00
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roborated in other properties of manganites, is superfluo
It has been suggested previously4 that the giant isotope

effect in manganites is attributable to an oxygen excess r
tive to the stoichiometric composition. The manganites ha
p-type conductivity as a result of their doping with bivale
ions of the Ca type. Excess oxygen also functions as
acceptor and, in sufficiently large quantities, can significan
increase the density of holes in samples and, hence,
magnetization as well if their ferromagnetic properties a
entirely the result of indirect exchange mediated by holes.
the same time, excess oxygen creates a ‘‘chemical press
in manganites, altering their lattice constant. Judging fr
the fact that an insulator–metal transition in manganites
sometimes possible at very low external pressures,6 the tran-
sition can indeed be instigated by ‘‘chemical pressure.’’

Of course, trivial factors can also be cited as possi
causes of differences in the excess oxygen concentration
different isotopes. For example, in the preparation
samples by the exchange of oxygen with a surrounding
phase the samples can enter into nonequilibrium sta
whereupon the difference in the diffusion coefficients for d
ferent isotopes causes their concentrations in the samp
differ. Nonetheless, we intend to base our interpretation
the isotope effect in manganites on the fact that in prepa
tion the samples have attained a thermodynamic equilibr
state with the surrounding gas, rigorously so at equal te
perature and pressure.

Under these conditions the quantity of nonstoichiome
oxygen is found to be isotope-dependent, where the quan
of the lighter isotope is greater than that of the heavier o
Hence, the situation in them is similar to the situation
Pd:H, and the very existence of the isotope effect in Pd:H
the best evidence that the same effect must exist in ma
nites. Of utmost importance is the publication, simul
neously with the cited theoretical paper,4 of an experimental
study7 confirming that the giant isotope effect in manganit
is indeed related to excess oxygen. Accordingly, it does
occur for all manganite compositions, but only for those
which such an excess is possible.

The analysis below applies in equal measure to Pd:H
0 © 1999 American Institute of Physics
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to manganites. It differs from Ref. 4 in that lattice vibratio
are systematically taken into account; at high temperatu
this feature qualitatively changes the results of Ref. 4, wh
are valid at moderate temperatures. The first of these sys
is simpler and has been studied far more extensively. I
amenable to calculations that are valid at all temperatu
ranging from the ultraquantum to the classical limit. Witho
recourse to any kind of fitting parameters results have b
obtained with deviations of only 2–3% from the experime
tal over a wide range of temperatures from 170 K to 1450
The crossover to filling of the lattice with protium and de
terium has been predicted at even higher temperatures.

For the second system a general expression has
successfully derived for the equilibrium isotope effect, b
only at temperatures comparable with the Debye tempera
or lower has it been possible to estimate the magnitude of
effect. Although at first glance an investigation at these te
peratures may not appear to carry much weight, since iso
substitution takes place at far higher temperatures, the an
sis below will show that in fact this is not the case: A
isotope-substituted samples cool down, oxygen nonstoi
ometry is established at moderate temperatures determ
by the diffusion coefficient of oxygen. Strictly speakin
therefore, the nonstoichiometry here is a nonequilibri
condition, but the equilibrium approach still provides a re
sonable assessment of it. Unfortunately, a total dearth o
formation on the diffusion coefficients and vibrational spe
tra of manganites permits only an order-of-magnitu
estimation of the effect.

1. HYDROGENATED PALLADIUM

To determine the hydrogen concentration in Pd, it is n
essary to equate the chemical potentials of hydrogen in
Pd crystal and in the hydrogen gas atmosphere. Our inv
gation is carried out only at low gas pressures, when oc
pation of the interstices by H~D! atoms is low. The chemica
potentials for the gas and crystal phases are determined
the corresponding free-energy equations.

The following terms are included in determining the fr
energy of hydrogen in the crystal: 1! the hydrogen affinity of
the crystalA; 2! a termFc

conf associated with the configura
tional entropy ofn hydrogen atoms distributed among th
most energetically favorableN interstices~octahedral!; 3! the
phonon free energyFc

ph. Interaction between hydrogen a
oms, direct or mediated by the lattice, is disregarded.

Whereas the structure of the first two terms is obvio
the third term requires special consideration. In general,
given by the equation

Fc
ph5E

0

`

dv$T ln@12exp~2v/T!#1v/2%G~v,N,n!

~\51!, ~1!

whereG(v,N,n) is the phonon density of levels in a cryst
consisting ofN unit cells withn hydrogen atoms in each.

Inasmuch as the mass of the hydrogen atoms is m
smaller than that of the palladium atom, according to
theory of Lifshitz,8 the absorption of hydrogen by palladiu
es
h
ms
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should produce discrete phonon levels above the continu
phonon spectrum. This level corresponds to vibrations of
H~D! atom relative to neighboring Pd atoms. For small nu
bersn the density of levels can be written in the form

G~v,N,n!5G~v,N!1ng~v!,

g~v!5gL~v!1gc~v!. ~2!

The explicit expression for the density of levels of th
hydrogen-free crystalG(v,N) will not be needed below;
only the term proportional ton is significant. It must include
the contributionsgl(v) and gc(v) from localized phonons
generated by hydrogen absorption and from the perturba
induced by it in the continuous spectrum of the crystal,
spectively. As for localized phonons, it follows from the c
bic symmetry of the crystal that each hydrogen atom gen
ates three degenerate vibrational modes.

In regard to the perturbation of the continuous spectru
on the other hand, here we submit physical consideration
support its negligibility. First of all, there are indications th
in the pair of elastic constantş and ¸H(D) characterizing
interaction in pairs of atoms Pd–Pd and Pd–H~D!, respec-
tively, the first is substantially larger than the second. In fa
the Debye temperature of the crystal, which is proportio
to (¸/MPd)1/2, and the local-phonon frequencyv0, which is
proportional to (̧ H/MH)1/2, are mutually commensurate~the
first being equal to 0.0237 eV, and the second to 0.685
Refs. 1 and 2!. Moreover, the massMPd of the Pd atom is
two orders of magnitude greater than the massMH of the H
atom.

It must also be borne in mind that each Pd atom has
nearest-neighbor Pd atoms~the crystal has a fcc lattice!. In
addition, each H~D! atom occupying an octahedral site h
only six neighboring Pd atoms. This arrangement lessens
overall effect of H~D! atoms on the motion of Pd atoms
Finally, the free-energy contributiongc(v) is further re-
duced by virtue of the fact that this quantity is integrat
over all frequencies and, hence, becomes equal to zero, s
it does not alter the total number of degrees of freedom of
system@the contribution of hydrogen atoms to this number
given by the integrated functiongl(v)#. Consequently,
gc(v) is an alternating function, further diminishing its con
tribution to Fc

ph. This statement lends support to the abov
mentioned permissibility of disregarding its contribution
the free energy.

We can therefore write

g~v!53d~v2v0!. ~3!

According to Eqs.~1!–~3!, the hydrogen-dependent pa
of the free energy of the crystal is given by the equation

Fc52An1TN@u ln u1~12u!ln~12u!#13nv0/2

13n ln@12exp~2v0 /T!#, ~4!

whereu5n/N, A5Achem23v0/2, andAchem is the ‘‘chemi-
cal’’ part of the hydrogen affinity of the crystal.

On the other hand, allowing for the high vibration fre
quency vM of H2~D2) molecules in comparison with th
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characteristic temperatures, the free energy of these m
ecules in the gas surrounding the crystal is given by
equation9

Fg52n8D1Tn8S ln
n8

ng
2 ln

g

p
21D ,

g5T5/2S M

2p D 3/2

Zr , n85
nc2n

2
, ~5!

whereng@n is the total number of hydrogen atoms in th
system,n8 is the number of H2 or D2 molecules,D5Dchem

2vM/2 is the molecular dissociation energy, a
p5Tn8/V is the pressure of the gas. The rotational partit
functionZr is given by an expression that is written in qua
tum form, owing to the smallness of the massesM of the H
and D atoms:

Zr5g1Z11g2Z2 ,

Z15 (
k51,3 . . .

~2k11!expS 2
k~k11!

2IT D ,

Z25 (
k50,2 . . .

~2k11!expS 2
k~k11!

2IT D , ~6!

whereI 5Ml 2/2 is the moment of inertia of the molecule,l is
the interatomic distance, andk is the rotational quantum
number. The coefficientsg1 andg2 are equal to 3/4 and 1/4
for H2 or to 1/3 and 2/3 for D2. The quantity 1/2I is equal to
0.0074 eV for H2 and 0.0037 eV for D2. The classical limit
for the partition functionZr5IT imparts high accuracy to
the calculations beginning with 100 K.

Equating the chemical potentials of the hydrogen in
gas and in the crystal, we obtain an equation for the inters
occupation numbers:

u5
Ap

@12exp~2v0 /T!#3Ag
expS A2D/2

T D . ~7!

Making use of the fact thatl and the ‘‘chemical’’ contribu-
tionsAchemandDchemto A andD do not depend on the mas
of the hydrogen atom, from Eq.~7! we obtain the following
equation for the ratio of the low-pressure protium and d
terium concentrations~the rotation of the molecules is re
garded as classical!:

r 5
nH

nD
5S MD

MHD 5/4

expS vM
H /22vM

D /213v0
D23v0

H

2T D
3S 12exp~2v0

D/T!

12exp~2v0
H/T!

D 3

. ~8!

The molecular vibration frequenciesvM can be found in
many tables and are equal to 0.546 eV for H2 and 0.386 eV
for D2. The frequency of local phonons in the crystalv0 for
low occupations is equal to 0.0685 eV for H and 0.0465
for D ~Refs. 1 and 2!.

It follows from these results that the lower the tempe
ture, the stronger is the isotope effect. In the limits of valid
of Eq. ~8! at 115 K the ratior attains a value of 4.69. Th
effect is far stronger in the quantum realm: Taking Eqs.~6!
ol-
e

n

e
e

-

-

into account, we find thatr has values of 162 and 4.53108 at
liquid oxygen~20 K! and liquid helium~4.2 K! temperatures,
respectively. Of course, the question arises as to whethe
hydrogen diffusion required to establish thermodynam
equilibrium occurs at such temperatures. Such diffus
could be driven purely by the quantum tunneling of ato
between unit cells. Moreover, the diffusion of atoms cou
be enhanced by illumination or by irradiation of the crys
with ~e.g.! electrons.

However, even at room temperatures the isotope ef
remains strong: The parameterr 52.26. At just 600 K it is
close to 1.46, and around 1500 K it becomes smaller t
unity, i.e., the deuterium concentration becomes higher t
the protium concentration. At the melting point of palladium
1827 K, we haver 50.944.

If we formally let the temperature tend to infinity in Eq
~8!, then r must tend to 0.75, which is sufficiently close
the value r `5(MH/MD)1/250.84 formally obtained from
Eq. ~8! on the assumption that the localized phonon frequ
cies are proportional toM1/2.

In a system of this kind one might expect the isoto
effect to necessarily vanish altogether in the classical lim
In reality, however, the classical limit implies that the tem
perature greatly exceeds not only the frequency of the cry
vibrations, but also the molecular vibration frequency. If t
excitation of molecular vibrations is formally taken into a
count, it is readily verified that the isotope effect indeed va
ishes in this limit. But it is obvious at the same time that t
classical limit is simply unattainable in a real system.

In seeking to compare these results with experimen
should be mentioned that experimental data covering
broadest temperature range, from 170 K to 1450 K, are
ported in Ref. 10. A comparison of these data with Eq.~8!
shows that the discrepancy between them is not more
2–3% over this entire range. Equation~8! yields good agree-
ment with the experimental data of other authors.1,2 It is
particularly significant that such good agreement is obtai
in spite of the fact that Eq.~8! does not contain a single
fitting parameter and involves only frequencies determin
from independent measurements. In the meantime many
thors have attempted to describe the temperature depend
of the isotope effect analytically by introducing several fi
ting parameters in their equations~see Refs. 1 and 2!. In Ref.
2, in particular, nine fitting parameters were required to
scribe the experimental temperature dependence of the
tope effect over a wide range of temperatures. The need
such a large number of fitting parameters is a consequenc
the fact that the true temperature dependence of the iso
effect is described by the very complex temperature funct
~8!.

2. MANGANITES

The manganites comprise far more complex syste
than palladium, and experimental data pertaining to the
fluence of oxygen nonstoichiometry on their vibration
spectra have been nonexistent to date. In this section, th
fore, we cannot possibly look for such a simple analysis a
the preceding section.
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It is convenient to approach the problem with the expe
mental procedure used for isotope substitution in mang
ites. It is carried out at about 1250 K for approximately 48
at which time the appropriate deviation from oxygen stoic
ometry is established. The isotope-substituted samples
then slowly cooled in an atmosphere of the correspond
isotope at the rate of 30 K/h, so that room temperature
attained after more than 30 h~Ref. 3!. The excess oxygen
concentrationn should also vary during cooldown, followin
the temperature of the environment. However, the feasib
of precisely matching it depends on the oxygen diffusion r
at this temperature. In reality, therefore,n corresponds to
equilibrium at a certain temperature intermediate betw
1250 K and 300 K.

A more accurate approach should take into account
nonuniformity of the excess oxygen distribution in th
sample. We note — and this is important — that the proc
of relaxation to the equilibrium oxygen concentration in t
isotope-substituted sample by diffusion can be considera
faster than the substitution of a heavy isotope for a light o
because the latter process involves both diffusion and
substitution reaction. Moreover, diffusion can depend s
nificantly on the content of Ca or other acceptor impurity
the manganites and can therefore proceed more rapidl
some of their compositions than in others. In principle, t
consideration can account for the difference in the result
Refs. 3 and 5 as mentioned in the Introduction.

Although it is impossible to accurately determine t
excess oxygen temperature without precise data on the
fusion of oxygen in manganites, we can still venture cert
estimates. It is well known that the diffusion of oxygen
certain perovskites~e.g., in La2CuO4) is possible even a
230–250 K~Ref. 11!, and the diffusion coefficientD attains
1029 cm2/s in them at room temperature. The diffusion ac
vation energyQ usually amounts to several tenths of an ele
tronvolt and can even exceed 1 eV. The higher its value,
more rapidlyD increases as the temperature increases.Q
can be assumed to have the conservatively low value
0.5 eV, the characteristic diffusion time (L2/D) for a sample
of lengthL50.1 cm is equal to 1 h at 450 K. Since the d
fusion coefficient is even higher at higher temperatures,
can be certain that in cooldown of the sample the final n
stoichiometry will correspond to 400–600 K.

Generally speaking, it is comparable with the typic
Debye temperature of crystals, which is sufficient for t
isotope effect to exist~and indeed it is even higher in certa
oxides; for example, it is equal to 800 K in MgO, excee
1000 K in Al2O3, and should not be ruled out as being hi
in manganites as well!. In any case it is far from the classica
limit, at which the isotope effect is supposed to
nonexistent.

In the manganite LMnO3 the role of vacancies can b
assumed both by La atoms and by Mn atoms. To simplify
discussion, we include only one of these types of atoms~e.g.,
Mn! and, accordingly, consider a MnO crystal. Instead of
basic crystal containingN unit cells andn excess oxygen
atoms in each, we consider the extended crystal contai
(N1n) unit cells with the same numbern of Mn vacancies
in each. We also assume that it exists in thermodyna
-
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equilibrium with the gas atmosphere, even though this is
idealization of the true experimental situation.3 In principle it
is also possible to conduct experiments with thermodyna
ically equilibrium isotope substitution at moderate tempe
tures if the diffusion in them is appreciable.

If the number of Mn atoms in the interstices is disr
garded, the free energy of the extended crystal is given
the equation

Fc
e5Fc

0~N1n!1nWchem1T~N1n!

3@ncv lncv1~12ncv!ln~12ncv!#2n f~T!, ~9!

where Wchem is the isotope-substituted component of t
work function for the removal of a cation from the crysta
ncv5n/(N1n) is the relative density of excess oxygen in t
extended crystal,Fc

0(N)5NHc
chem1N f0(T) is the free en-

ergy of the ideal crystal containingN pairs of cations and
anions, andHc

chemis the isotope-substituted component of t
pair energy. The phonon free energies can be written in
form

f 0~T!5E
0

`

dv$T ln@12exp~2v/T!#1v/2%g0~v!

[6T ln$12exp@2n0~T!/T#%13V0 ; ~10!

f ~T!5E
0

`

dv$T ln@12exp~2v/T!#1v/2%g~v!

[3T ln$12exp@2n0~T!/T#%13V/2. ~11!

Hereg0(v)5G(v,N)/N is the density of phonon levels in
the ideal crystal, andg(v) is the variation of the density o
phonon states due to the emergence of a cation vaca
Equations~10! and ~11! are written with regard for the fac
that the integrated functionsg0(v) andg(v) give the num-
ber of degrees of freedom of the ideal crystal and
vacancy-induced variation:

E
0

`

dvg0~v!56, E
0

`

dvg~v!53

~the inclusion of two atoms in the unit cell is taken in
account here!. In contrast with the average frequencies of t
zeroth vibrational modesV andV0, the average frequencie
n andn0 depend on the temperature.

Minimizing the total free energy of the systemFg1Fc
e

given by Eqs.~5! and ~9! with respect to the number o
excess oxygen atoms, which is equal to the number of ca
vacancies in the extended crystal, we obtain

ncv5
Ap

Az
expS 2

Hc
chem1Wchem1Dchem/21 f 02 f 2vM/4

T D ,

z5~2S11!IT7/2S M

2p D 3/2

, ~12!

whereS is the spin of the hydrogen atom. Consequently,
ratio of the concentrations of light (l ) and heavy (h) atoms
is given by the equation
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r 5
ncv

l

ncv
h

5S Mh

Ml D 5/4

F~T!G~T!,

F~T!5expS ~vM
l 2vM

h !/413~V l2Vh!/223~V0
l 2V0

h!

T D ,

G~T!5

F12expS n l

T D G3F12expS 2
n0

h

T D G6

F12expS 2
nh

T D G3F12expS 2
n0

l

T
D G 6 . ~13!

The classical expression for the rotational partition funct
is used in writing Eq.~13!. Equation~13! differs from ~8! in
that it is a functional of the density of phonon levels, n
only of the crystal containing cation vacancies, but also
the ideal crystal.

It must be emphasized that Eq.~13! is just as accurate a
Eq. ~8!. However, the currently available experimental da
are too sparse to permit calculation of the functionsF(T)
and G(T) in Eq. ~13!. Bearing in mind that the vibration
frequencies of the16O2 and 18O2 molecules are equal to
0.2 eV and 0.19 eV, respectively, we can expect the fi
function to be very close to unity in the proximity of th
Debye temperatures or higher. The same must assured
true of G(T) at temperatures close to or below the Deb
temperature. We can therefore use the quantity (Mh/Ml)5/4

51.16 to estimater at temperatures in the vicinity of th
Debye temperature. In any case we can state that the e
librium concentration of light isotopes can be 10–15
n

t
f

t

be

ui-

higher than the concentration of heavy isotopes in the ra
of realistic working temperatures. This difference is suf
cient to account for the giant isotopic shift of the Curie po
~3! and other isotopic phenomena.
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the problem and experimental data on Pd:H.
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Interatomic correlations in the alloy Ni–11.8 at. % Mo
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An updated version of the Cohen–Matsubara–Georgopoulos method of separating the
components of the diffuse scattering intensity, taking into account corrections for the absorption
factors, is used to find the intensity distribution in reciprocal space from short-range order
in the alloy Ni–11.8 at. % Mo. It is shown that over a wide range of concentrations the short-

range order intensity maximum is localized at a stationary point of the type$1 1
2 0%; this

result follows from extremal sums derived in the paper for the experimental short-range order
parameters. ©1999 American Institute of Physics.@S1063-7834~99!00412-8#
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Concentration fluctuations due to interatomic corre
tions in alloys are usually characterized by the first terms
the concentration expansion of the free energy.1–3 For a
number of ordered alloys, in which equilibrium is attained
a result of the anharmonic components of the free ene
spinodal ordering described by static concentration wa
with Lifshitz wave vectorsk0 makes a first-order phas
transition.3,4 Representative of such alloys are Au–M
Au–V, Au–Cr, Au–Fe, and Ni–Mo. Their distinguishin

feature is the presence of diffusion peaks of the type$1 1
2 0%

in solid solutions and in hardened samples of stoichiome
composition Ni4Mo, and superlattice reflections of the typ
1/5$420%, which correspond toD1a structure, appear afte
prolonged anneals of such samples.

Existing notions concerning the short-range order str

ture described by$1 1
2 0% reflections are conflicting. They ar

usually formulated on a microdomain model in the prese
of nonconservative antiphase boundaries5–7 or a concentra-
tion wave packet model,8–11 which is considered to have a
atomic analog in the cluster model.4,10–12Attempts to recon-
cile these models7 have lacked substance. It should be no
in this regard that thorough electron microscope studies

alloys with points of the type$1 1
2 0% ~Refs. 5–12! have been

limited strictly to a qualitative analysis of the intensity di
tribution and, hence, cannot provide a quantitative desc
tion of short-range order.

In this paper we report an investigation of short-ran
order structure in Ni–Mo alloys using the method of diffu
x-ray scattering for single crystals.1,2 For the investigation
we have chosen an alloy containing 11.8 at. % molybden
i.e., an alloy close to the boundary of existence of theD1a

phase, with a view toward clarifying the role of anharmon
free-energy contributions, which could introduce anoma
into the short-range order structure.

Earlier short-range order studies using x-rays in alloys
nickel with 10.7 at. % and 20.0 at. % of molybdenum13 basis
were performed within the outdated Warren–Averbach d
fraction theory, which cannot support a sufficiently comple
analysis of the short-range order structure or be used to
1941063-7834/99/41(12)/6/$15.00
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scribe phenomena associated with static and dynamic dis
tions.

The short-range order structure has been investiga
more completely for hardened Ni4Mo ~Ref. 14! alloy using
the Borie–Sparks separation method. However, the appr
mations underlying this method are incorrect for the giv
alloy because of an appreciable difference in the ratio of
atomic scattering functions of the components for differe
points of reciprocal space,15,16 a situation that can signifi-
cantly distort the interpretation of experimental data.

1. EXPERIMENTAL PROCEDURE

The alloy Ni–11.8 at. % Mo was melted in an inductio
furnace in an alundum crucible in an argon atmosphe
Single crystals were grown in alundum crucibles with a co
cal seed zone in an argon atmosphere. The crystals wer
along directions of high symmetry. For the investigated al
the outer face of the sample coincided with the~100! plane.
The short-range order state was created by a two-hour an
at 1000 °C with subsequent gradual cooldown to room te
perature.

The diffuse scattering intensity, whose distribution w
used to determine the short-range order parameters,17 was
measured by means of hardKa –Mo radiation, so that by
running the apparatus in the proper working regime, hig
harmonics l/2,l/3, . . . and thefluorescence componen
could be separated from the spectrum of rays monochro
tized by a one-dimensionally bent LiF crystal.

On the other hand, the use of hard radiation required
introduction of corrections for the angular dependence in
absorption18,19 for the diffuse scattering intensity from th
sample and from fused quartz employed as a standard
converting the intensity into absolute electron units. W
these corrections taken into account, the equation for c
verting the intensity of diffuse scattering from the samp
into electron unitsI sp(u) with the aid of the measured inten
sity from the standard at an angleu0 has the form19
5 © 1999 American Institute of Physics
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I sp~u!5I st~u0!
I sp~u!

I st~u0!

~n/2mL !sp

~n/2mL !st

3
11g8cos22uM cos2 2u0

11g8cos22uM cos2 2u
. ~1!

HereI st(u0) is the scattering intensity from the fused quar
which is calculated with adjustment for anomalous disp
sion corrections and is equal to 37.27 e.u. for molybden
radiation atu0545°; Lst and Lsp are corrections to the ab
sorption factorm for the standard and the sample, resp
tively, and in general exhibit a complex dependence on
geometry of the sample arrangement, the collimation of
beams, and the x-ray absorption. For example, in the cas
Ka –Mo radiation the value of the correction for the standa
is Lst(45°)50.8944 e.u., which significantly influences th
scattering intensity of the standard. The parameterg8 takes
into account the degree of imperfection of the monoch
mator crystal and is close to unity for the LiF crystal used
our work.

The modulations of diffuse scattering in alloys can
expressed in terms of components associated with sh
range order and with static and dynamic displacements.1,2,15

In the present study these components are separate
means of an updated version of the Cohen–Matsuba
Georgopoulos method,20–23 which, like the Borie–Sparks
method,15 is based on the difference in the symmetries of
modulation of the diffuse background in reciprocal space
the indicated scattering components.

The total coherent x-ray scattering intensity in electr
units for all pairs of atoms (m, n) entering the scattering
volume can be expressed as follows in terms of the vec
of static (dm , dn! and dynamicum , un! atomic displace-
ments:

I nS s

l D5(
m

N

(
n

N

f mf n* expH 2p i
s

l
@~rm2rn!

1~dm2dn!1~um2un!#J . ~2!

Here f m and f n are the atomic scattering functions,rm andrn

are radius vectors defining the positions of the lattice si
s/l5h1b11h2b21h3b3 is the diffraction vector of an arbi
trary point of reciprocal space with coordinatesh1 ,h2 ,h3 ,
b1 , b2, and b3 are unit vectors in reciprocal space, whic
satisfy the conditionub1u5ub2u5ub3u51/a for cubic crystals,
a is the lattice parameters, andN is the number of atoms in
the volume in question.

We then expand exp(2pi (s/l) umn) out to terms of first
order of smallness and then average over time, and we
pand exp(2pi (s/l)dmn) out to second-order terms and ave
age over space. Transforming from summation overm andn
to a triple sum over the coordinatesl ,m,n of the real lattice
sites, whose radius vectors arerm2rn5r lmn5 l (a1)/2
1m(a2/21n(a3/2), wherea1 , a2, anda3 are the unit vectors
of the fcc structure (ua1u5ua2u5ua3u5a), we obtain an ex-
pression for the diffuse scattering intensity, in which the co
tributions from static and dynamic distortions are writt
separately. The expression for the diffuse scattering inten
,
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at a given point in reciprocal space (h1 ,h2 ,h3) can now be
written to include 25 components. Their determination e
tails the formulation of a system of equations using the d
fuse scattering intensities in thei th volumes of reciprocal
space with those point coordinatesh1

i ,h2
i ,h3

i for which, by
virtue of the symmetry of their positions relative to planes
the ~001! and ~011! type about the initial points of the bas
volume with coordinates (h1 ,h2 ,h3), the values of all 25
components remain identical. The signs of these compon
change according to the choice of coordinates of thei th vol-
ume. To take the signs into account, we express the coo
nates of a point in thei th volume (h1

i ,h2
i ,h3

i ) in terms of the
coordinates of the point in the basis volume (h1 ,h2 ,h3) by
the coordinate transformation rules

h1
i 56hp1

6Li ; h2
i 56hp2

6Mi ;

h3
i 56hp3

6Ni , ~3!

whereLi , Mi , andNi are integers, which for fcc crystals ar
either all even or all odd; the subscriptsp1 ,p2 ,p3 take values
representing any of the six combinations of the numb
$1,2,3%.

The displacement of thei th volume relative to symmetry
planes of the type~100! and~110! passing through the origin
do not alter the intensities at points with coordinat
(h1

i ,h2
i ,h3

i ). It can be shown that, from the standpoint
contributions to the diffuse intensity, this statement impl
one-to-one transformation between components of ident
symmetry. This implication is formally equivalent to simp
permutation of the coordinates of a point in thei th volume
and reduction to the formh1

i (h1),h2
i (h2),h3

i (h3).
The intensity of diffuse scattering by an atom at an

bitrary point (h1
i ,h2

i ,h3
i ) for the i th volume of reciprocal

space, including the basis volume, can now be written
follows in terms of the components of points (h1 ,h2 ,h3) of
the basis volume:

I D~h1
i ,h2

i ,h3
i !5

I ALL~si /l!2I BR~si /l!

N
5CACB~ f A,i8 2 f B,i8 !

3$I SRO1h ih1
i S@h1~h1

i !#Qx
AA~h1 ,h2 ,h3!

1« ih1
i S@h1~h1

i !#Qx
BB~h1 ,h2 ,h3!1h ih2

i S

3@h2~h2
i !#Qy

AA~h1 ,h2 ,h3!1« ih2
i S@h2~h2

i !#

3Qy
BB~h1 ,h2 ,h3!1h ih3

i S@h3~h3
i !#

3Qz
AA~h1 ,h2 ,h3!1« ih3

i S@h3~h3
i !#

3Qz
BB~h1 ,h2 ,h3!1h i

2~h1
i !2Rx

AA~h1 ,h2 ,h3!

12h1« i~h1
i !2Rx

AB~h1 ,h2 ,h3!1« i
2~h1

i !2

3Rx
BB~h1 ,h2 ,h3!1h i

2~h2
i !2Ry

AA~h1 ,h2 ,h3!

12h i« i~h2
i !2Ry

AB~h1 ,h2 ,h3!1« i
2~h2

i !2

3Ry
BB~h1 ,h2 ,h3!1h i

2~h3
i !2Rz

AA~h1 ,h2 ,h3!

12h i« i~h3
i !2Rz

AB~h1 ,h2 ,h3!1« i
2~h3

i !2

3Rz
BB~h1 ,h2 ,h3!
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1h i
2h1

i h2
i S@h1~h1

i !h2~h2
i !#

3Sxy
AA~h1 ,h2 ,h3!

12h i« ih1
i h2

i S@h1~h1
i !h2~h2

i !#

33Sxy
AB~h1 ,h2 ,h3!

1« i
2h1

i h2
i S@h1~h1

i !h2~h2
i !#

3Sxy
BB~h1 ,h2 ,h3!

1h i
2h2

i h3
i S@h2~h2

i !h3~h3
i !#

3Syz
AA~h1 ,h2 ,h3!

12h i« ih2
i h3

i S@h2~h2
i !h3~h3

i !#

3Syz
AB~h1 ,h2 ,h3!

1« i
2h2

i h3
i S@h2~h2

i !h3~h3
i !#

3Syz
BB1h i

2h3
i h1

i S@h3~h3
1!h1~h1

i !#

3Szx
AA~h1 ,h2 ,h3!

12h i« ih2
i h3

i S@h3~h3
i !h1~h1

i !#

3Szx
AB~h1 ,h2 ,h3!

1« i
2h3

i h1
i S@h3~h3

i !h1~h1
i !#Szx

BB~h1 ,h2 ,h3!%

1I TDS
2 ~si /l!1I TDS

3141 . . . ~sj /l!2CACB

3@~ f A,i2 f B,i !
22~ f A,i8 2 f B,i8 !2#. ~4!

Here I ALL is the total intensity,I BR is the intensity of struc-
tural reflection,f A,i and f B,i are the atomic scattering func
tions of componentsA and B of the alloy at the point with
coordinates (h1

i ,h2
i ,h3

i ) for the i th volume of reciprocal
space as defined by the vectorssi /l; f A,i8 5 f A,ie

2MA, f B,i8
5 f B,ie

2MB; CA and CB are the concentration of the allo
components,MA and MB are the corresponding Debye
Waller constants, h i5 f A,i8 /( f A,i8 2 f B,i8 ), « i5 f B,i8 /( f A,i8
2 f B,i8 ), S@hk(hk

i )# is the sign of the coordinatehk as deter-
mined from the transformation~3!, S@hj (hj

i )hk(hk
i )# is the

sign of the product of the coordinateshj and hk from the
coordinate transformation ~3!, and I TDS

2 (si /l) and
I TDS

3141 . . . (si /l) represent the contributions from two-phono
and multiphonon thermal diffuse scattering at the point w
coordinates (h1

i ,h2
i ,h3

i ). The last term in Eq.~4! is attribut-
able to modulation of the Laue background with allowan
for the dynamic displacements inf A,i8 and f B,i8 ~Ref. 23!.
These contributions are calculated from the total inten
apart from Bragg reflections, which are locally bounded
reciprocal space.

The intensity componentsQj
AA and Qj

BB describe the
scattering in Laue units at linear static distortions;Rj

AA ,
Rj

AB , andRj
BB describe the same at quadratic static and

namic distortions;Sjk
AA , Sjk

AB , andSjk
BB describe the same a

correlations of dynamic and static displacemen
I SRO(h1 ,h2 ,h3) is the intensity from short-range order.20–23

The proposed technique of representing the diffuse
tensity in terms of the components at a point of the ba
e

y

-

;

-
is

volume does not require a special search for them at po
of every i th volume.

2. EXPERIMENTAL RESULTS AND DISCUSSION

To investigate the short-range order structure in a sing
crystal Ni–11.8 at. % Mo sample, in accordance with Eq.~4!
we have separatedI SRO at points of reciprocal space of th

initial basis volumeODC8C with coordinates (12
3
2

3
2 ),

~011!, ~022!, ~012!, which is equivalent in size to the volum
of the irreducible part of the first Brillouin zoneODB8ACB,
a fragment of which is shown in Fig. 1. The measurement
the initial volume were performed with a discrete stepDK j

50.0625, and the number of pointsj for the basis volume
was equal to 512. The two-phonon and multiphonon therm
diffuse scattering were determined according to Refs. 24
25. To separate all the diffuse scattering components,
chose 44 volumes, whose point coordinates are related to
coordinates of the initial volume by the transformation ru
~3! relative to symmetry planes of the type~001! and ~011!.
It should be noted that these regions occupy a large volu
of reciprocal space and, hence, corrections must be in
duced, as proposed in Eq.~1!, to yield correct values of the
diffuse scattering intensities.

From Ref. 26 we have recruited a method of regulari
tion of the experimental data within their error limits in ord
to reduce the error of determination of the scattering com
nents due to experimental errors for the large number
unknowns involved in the system of equations~4!. We have
solved the system of linear equations for the scattering c
ponents after minimizing the regularization functional by t
least-squares method.

Clearly, the distribution of diffuse scattering from shor
range order~Fig. 2! is characterized by the presence of d

fuse maxima at the sites$1 1
2 0%. The diffuseI SRO peaks are

more or less symmetric, but they are followed by noticea
strands stretching toward superlattice sites1

5 $420%, which
could be evidence of the existence of transition processe

Table I shows the experimental Warren–Cowley sho
range order parametersa lmn

exp for the alloy Ni–11.8 at. % Mo,

FIG. 1. Diagram of the basis volumeOBC8C against the background of the
volume-equivalent part of the Brillouin zoneOBB8ACB. The small circles
indicate regions of diffuse scattering maxima.



th

e

s
th
b

n

ys
2

ty

thin
in-
stan-
he

e-
tion

s-
this

the
n of
-

a-
lues

pe

i–
su-

1948 Phys. Solid State 41 (12), December 1999 Poroshin et al.
along with the limiting short-range order parameters of
superlatticesD1a , DO22 and the hypothetical latticeN2M2,
clusters of which can be generated by an amplified conc

tration wave$1 1
2 0% ~Refs. 11 and 12!. These superlattice

have often been used in models purported to explain
nature of the short-range order in alloys characterized

maxima of the diffuse intensity at points of the type$1 1
2 0%.

The parametersa lmn
exp ~Refs. 15 and 17! are calculated both by

least-squares optimization and by Fourier transformatio22

according to the equation

I SRO~h1 ,h2 ,h3!5 (
l ,m,n

a lmn
exp cosp~ lh11mh21nh3!.

~5!

The results exhibit good mutual agreement. For the anal
Table I gives the short-range order parameters only for
coordination spheres, even though the values ofa lmn

exp have
been calculated toi 5150. The short-range order intensi

FIG. 2. Distributions of the diffuse scattering intensity~a! and equal-
intensity curves~b! for pointsh1k1l 1 of the (001)* plane in reciprocal space
of the initial basis volume.
e

n-

e
y

is
8

synthesized from 28 experimental parameters agree, wi
the error limits, with the experimental short-range order
tensity. The short-range order parameters decrease sub
tially in order of increasing coordination sphere number. T
signs of the parametersa lmn

exp agree up toi 512 with the signs
determined for short-term annealed hardened Ni4Mo
samples.14 On the other hand, the difference in the ratio b
tween the values of the parameters for different coordina
spheres differ appreciably. Moreover, for Ni4Mo the param-
etera0 deviates considerably from unity, indicating the pre
ence of additional scattering factors unaccounted for in
investigation.

A detailed analysis of the signs and ratios between
short-range order parameters shows that the correlatio
the parametersa lmn

exp both for the investigated alloy contain
ing 11.8 at. % Mo and for annealed Ni4Mo ~Ref. 14! with the
limiting valuesaDO22

is weak, and in large measure the p
rameters for both alloys agree to some extent with the va
for the superlatticesD1a andN2M2.

The possibility of the existence in Ni4Mo alloys, during
the initial stages of formation of the equilibriumD1a super-
lattice, of a hypotheticalN2M2 structure with the alternation
of NiNi MoMo atoms in the$420% plane, generating the

$1 1
2 0% reflection, has been noted in electron microsco

TABLE I. Experimental short-range order parameters for the alloy N
11.8 at. % Mo and limiting short-range order parameters for a series of
perlattices.

Short-range order parameters

No. of
coordination

Site
coordinates,

sphere,i lmn a lmn
exp aD1a

aDO22
aN2M2

0 000 1.0058
1 011 20.1281 21/4 21/3 21/3
2 002 0.1243 1/6 5/9 1/3
3 112 0.0400 1/6 1/9 1/3
4 022 20.0530 21/4 1/9 21/3
5 013 20.0203 21/24 21/3 21/3
6 222 20.0733 21/4 21/3 21
7 123 0.0194 1/6 1/9 1/3
8 004 0.0841 1/6 1 1
9 033 20.0094 21/4 21/3 21/3

10 114 20.0155 21/4 21/3 21/3
11 024 0.0098 21/24 5/9 1/3
12 233 20.0065 21/4 1/9 1/3
13 224 20.0058 1/6 1/9 21/3
14 015 0.0115 1/6 21/3 21/3
15 134 0.0028 1/6 21/3 21/3
16 125 0.0033 21/24 1/9 1/3
17 044 0.0149 21/4 1 1
18 035 20.0001 1/6 21/3 21/3
19 334 20.0017 1/6 21/3 21/3
20 006 0.0003 1/6 5/9 1/3
21 244 0.0068 1/6 5/9 1/3
22 116 20.0075 21/4 1/9 1/3
23 235 20.0075 21/4 1/9 1/3
24 026 20.0130 21/24 1/9 21/3
25 145 20.0043 21/4 21/3 21/3
26 226 20.0066 1/6 21/3 21
27 136 0.0055 1/6 1/9 1/3
28 444 20.0002 21/4 1 1
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studies of electron-irradiated samples.10–12 In the authors’
opinion, during the earliest stages of the ordering proc

when the$1 1
2 0% reflections are still isolated, this structu

can be described in terms of packets of concentration wa
each characterized by a low-amplitude wave concentratio

a certain variant of$1 1
2 0%. Waves corresponding to differen

variants can be amplified within the limits of a region spa
ning several interatomic distances. Wave packets with dif

ent variants of$1 1
2 0% can eventually become superimpose

resulting in the formation of clusters containing structu
elements of other types. In addition, the interference

$1 1
2 0% wave packets with packets of other concentrat

waves is possible, and this ultimately leads to an equilibri
ordered state.

A mathematical analysis of the function~5! in reciprocal
space for the purpose of exposing the localization of its
trema for the fcc lattice shows that they are possible only

four types of stationary points, viz.:$000%, $100%, $ 1
2

1
2

1
2%,

and$1 1
2 0%. The localization of the extremum positions do

not depend on the values of the parametersa lmn , because
the first derivative of the function~5! with respect to the
coordinates of reciprocal space is equal to zero, since
trigonometric term is equal to zero on each sphere. Con
quently, the obtaining of an extremum at one of the stati

ary points, including a stationary point of the type$1 1
2 0%,

does not require the introduction of concentration waves
inquiry into the condition for their amplification. From a

TABLE II. Extremal sums( I ,II and intensity of diffuse scattering from
short-range orderI SRO(h1 ,h2 ,h3) in Laue units for various stationary point
of the reciprocal fcc lattice space~summation overi spheres!.

Coordinates of Extremal sums Intensity
stationary points ( I and( II I SRO(h1 ,h2 ,h3)

000 ( I5( ia iciRi0 ( ia ici

001 ( I5
1
2( ia ici(Ri0Ci12Ri1)

1
3( ia iciCi1

( II 5( ia iciRi1
1
2

1
2

1
2 ( I5( ia ici(Ri0Ci2

0 1Ri2
0 Ci1

0 ) ( ia iciCi2
0

( II 5( ia ici(Ri0Ci2
0 22Ri2

0 Ci1
0 )

1
1
2 0 ( I5

1
2( ia ici(Ri0Ci1

0 2Ri1
0 )

(Ci121)
2

1
3( ia iciCi1

0

( II 5( ia iciRi1
0 (Ci121)

2
3

(Cil 21)
2

s,

s,
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analysis of the second derivatives of the intensity funct
~5! with respect to the coordinates of reciprocal spa
h1 ,h2 ,h3 we have been able to formulate the conditions
extrema to occur at each of the four stationary points. Th
conditions are formulated in Table II in the form of certa
extremal sums over thei th spheres, beginning with the firs
for different stationary points of the fcc lattice, which a
listed in the second column. For positive values of the su
I and II maxima of the short-range order intensity are o
served at each stationary point; if the values of the sum
and II are negative, intensity minima are observed at po

of the type$1 1
2 0%. The following abbreviated symbols ar

used in Table II:

Ri05 l 21m21n2,

Ri15 l 2 cosp l 1m2 cospm1n2 cospn,

Ri1
0 5 l 2 cos

p

2
l 1m2 cos

p

2
m1n2 cos

p

2
n,

Ri2
0 5 lm sin

p

2
l sin

p

2
m1nl sin

p

2
l sin

p

2
n

1mnsin
p

2
m sin

p

2
n,

Ci15cosp l 1cospm1cospn,

Ci1
0 5cos

p

2
l 1cos

p

2
m1cos

p

2
n,

Ci2
0 5cos

p

2
l cos

p

2
m cos

p

2
n. ~6!

The short-range order parameters for each site (lmn) on
the i th sphere are identical and equal toa i . The coordination
number of thei th sphere isci . The third column of Table II
gives the short-range order intensity in Laue un
I SRO(h1 ,h2 ,h3) for each type of stationary point with allow
ance for the zeroth coordination sphere, which further aid
determining the type of ordering from the experimen
short-range order parameters.

The results of substituting the short-range order para
eters directly into the extremal sums for different short-ran
order states in Ni–Mo alloys are summarized in Table III.
is
TABLE III. Values of extremal sums( I ,II and short-range order intensityI SRO for stationary points in Ni–Mo alloys.

Extremal sums( I ,II and intensitiesI SRO for stationary points

000 001 1
2

1
2

1
2 1

1
2 0

No.
Alloy,

at. % Mo Treatment
No. of

parametersi ( I I SRO ( I ( II I SRO ( I ( II I SRO ( I ( II I SRO @Ref.#

1 10.7 Harden 10 23.55 20.284 27.92 21.15 1.028 20.31 20.96 0.004 18.74 17.90 3.180 @13#
1000 °C

2 20.0 Same 31 44.57 1.810 25.23 3.340 0.738 7.28 20.60 0.021 46.28 102.2 7.706 @13#
7 11.8 Anneal 2 h 149 265.95 20.578 250.46 9.349 0.819 11.14 8.034 0.438 89.78 127.7 5.278 Th

1000 °C paper
Cool 60 246.33 20.407 250.70 8.507 0.817 12.18 10.15 0.447 89.07 126.5 5.270

2°/min 51 237.79 20.291 249.35 15.95 0.870 216.22 220.21 0.074 63.38 96.50 4.920
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follows from an analysis of the data in this table that t
ordering in the investigated Ni–Mo alloys is on the type

stationary point$1 1
2 0% over a wide range of values of th

short-range order parameters.
Consequently, ordering on the type of stationary po

$1 1
2 0% is preserved both in the region of existence of t

solid solution~alloy Ni–10.7 at. % Mo! and near its boundary
~alloy Ni–11.8 at. % Mo!, and also for the stoichiometri
composition of the hardened alloy Ni–20 at. % Mo.
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Superexchange pairing and magnetic ordering in cuprate superconductors
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The first analytic study of superexchange ion interaction in the cuprate layer of high-Tc

superconductors is reported. It is shown that the superexchange nonadditive contributions are
dominant in the onset of long-range magnetic order in a system, as well as are responsible
for hole pairing to produce an energetically preferable, stable spin configuration. The Heisenberg
parameter and the pair binding energy obtainedab initio are in a good quantitative agreement
with experimental data. ©1999 American Institute of Physics.@S1063-7834~99!00512-2#
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1. The main cuprate HTSC materials exhibit a distin
layered structure.1,2 The CuO2 cuprate layer is common fo
all these compounds. It plays an important part both in
onset of superconductivity and in the manifestation
anomalous magnetic effects. For instance, in the insula
phase one observes antiferromagnetic ordering, with
Néel temperature being of the same order for materials
fering in the elements sandwiched between the cup
layers.3 A small shift away from the stoichiometric compo
sition, for example, by 1–2% when doped by strontium, d
stroys antiferromagnetism and results in the onset of sh
range ferromagnetic ordering of the spin liquid with a lar
Heisenberg parameter. The spin statics and dynamics ac
panying this phenomenon are approximated well by
Heisenberg Hamiltonian for the cuprate plane. The so-ca
t2J model and the model of a nearly ferromagnetic Fer
liquid have been raising certain hopes until recently. Ho
ever the serious criticisms launched by Anderson4 against
these two quite popular approaches raise again the issu
choosing an adequate microscopic model for the cup
magnetism. At the same time the resonating-valence-b
model of Anderson,5 which sheds light on the quantum
chemical origin of parallel bound-electron spin orientati
and reveals the need of a more careful description of in
atomic ~interionic! interaction in the cuprate plane, remai
valid. The fact is that statistical models, no matter to w
extent they are correct,5 are based on the Heisenberg Ham
tonian containing as a fitting parameter an exchange integ
which is either estimated from an indirect experiment or c
culated in a simplified way in a two-electron approximati
using Wannier functions as a basis, as is the case with
Hubbard model, or in the approximation of nearly free ele
trons. At the same time, as this was shown in Ref. 6
quantum chemical analysis of interatomic interaction in its
permits one to make conclusions on the origin of sponta
ous spin ordering and to calculate correctly the Heisenb
parameter used in the theory of magnetism of supercond
ors. This calculation is performed from first principles usi
the formalism of the exchange perturbation theory6 ~EPT!.
The algorithm of this calculation takes into account the eff
of the bound-electron orbital state on the resultant total s
of the system. In this sense there is no need to invoke for
1951063-7834/99/41(12)/5/$15.00
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explanation of spin ordering the second-order effects ass
ated with the lifting of spin-orbit coupling, and the magn
tostriction, likewise a second-order effect. Some stud
however, pin hopes on the Jahn–Teller effect, which ess
tially takes into account the above-mentioned spin-or
coupling,7 but the Heisenberg parameter calculated here
terms of the statistical model is calculated in the two-elect
approximation. And although the numerical value and
sign of the exchange parameters are admitted7 to be ex-
tremely important for understanding the origin of the spo
taneous parallel spin orientation in the HTSC material un
study, on the whole a detailed microscopic analysis of
change interactions is very complex, particularly in the co
ditions where they are comparable to the singlet-triplet sp
ting.

The superexchange nonadditive effects play an imp
tant part in magnetic ordering and electron distribution in
cuprate layer.6 However a rigorous analytical calculation o
such contributions to energy is presently lacking. Super
change contributions are presented usually in the form o
combination of two-center exchange integrals calculated
the molecular-orbital method.7–9 These calculations are
based on the assumption of one-electron states being o
gonal,10 which is invalid for the delocalized states of th
oxygen-ion electrons.11 Besides, one does not take into a
count the nonadditive three-center contributions, which, g
erally speaking, cannot be considered as small correction
the pairwise ones.

This work reports on the first derivation of the ion inte
action energy in the cuprate layer in an analytic form a
analyzes in detail all possible three-center superexcha
contributions. These contributions are shown to be of
same order of magnitude as the two-center ones. A calc
tion is carried out of the Heisenberg parameter for an
chain with frustrated bonds in the vicinity of oxygen ion
with a different valence, as well as of the hole pairing e
ergy. It is demonstrated that inclusion of nonadditive sup
exchange terms permits one to understand the quantum
chanical nature of coexistence of the paired hole state w
ferromagnetic ion-spin ordering in the cuprate plane. T
calculated values of the Heisenberg parameter and of
1 © 1999 American Institute of Physics
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hole binding energy agree qualitatively with available e
perimental data.

2. Stoichiometric La2CuO4 has a bcc tetragonal structu
with a space group 14/mmm~copper dioxide doped, for in
stance, by strontium, La22xSrxCuO4, has the same lattice!.
NMR and muon precession experiments12 show that the an-
tiferromagnetic state occurs in this material due to the
plane Cu21-ion interaction, while the interplanar magnet
coupling is weak. The magnetic form-factor of the Cu21 ion
measured in the antiferromagnetic state13 corresponds to the
3d9 state. Having a filled electronic shell, the O22 ion lo-
cated between the interacting copper ions is not involved
any way in this coupling.

The electron wave function of a pair of interacting Cu21

ions corresponds, in a zero approximation, to states wi
total spin S51 or S50. Its coordinate-dependent part
asymmetric or symmetric, respectively. Then for the latt
parameterR57.3aB ~Ref. 6!, whereaB is the Bohr radius,
the Heisenberg parameterj 5«singl2« tr520.104 eV. In
this casej is a negative quantity, which corresponds to
antiparallel orientation of spins at neighboring lattice sites
an energetically preferable configuration.

Similar calculations of thej parameter performed for th
Cu21 ions lying in neighboring layers (R512.38aB) yield
j 529.731025 eV, which also corresponds to antiparall
spin orientation, but with a very small coupling constant.

Thus the assumptions of the interplanar antiferrom
netic coupling being weak, which were made in spin mod
of the type of Refs. 4 and 14–16, were fully justified, and
are dealing here indeed with a two-dimensional antifer
magnetic system.

The same experiments12 show that in the case of doping
for example, with strontium (La22xSrxCuO4) the Néel tem-
perature drops rapidly proportional to the doping levelx. The
fact is that doping with a doubly charged metal ion activa
the O22 ion located between copper ions, which becom
singly charged, O2, and has now an unpaired electron.
this case when considering the interaction between two c
per ions one should take into account the presence of
more electron belonging to the O2 ion, whose state is
strongly delocalized and, thus, overlaps substantially
electronic states of the Cu21 ions.

Consider two three-center fragments of a cupr
layer in doped La2CuO4, namely, Cu21 – O2 – Cu21 and
O2 – Cu21 – O2. An EPT calculation of the first fragment i
presented in Ref. 6. For the sake of brevity, denote the c
ters in the second chain I–II–III, and the electrons belong
to these centers in the original arrangement 1, 2, and 3
spectively. Then the operator describing three-center inte
tion can be divided into two-center ones in the usual man

Ŵ5ŴI II 1ŴII III 1ŴI III , ~1!

where, for instance,

ŴI II 5uRI2RIIu212ur12RIIu212ur22RIu211ur12r2u21

~2!

describes the interaction of the ion cores I and II, of
electron with the ‘‘foreign’’ nucleus, and of the electron
with one another, accordingly. Expressions~1! and ~2! cor-
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respond to the original arrangement of electrons 1,2,3 o
the centers I, II, and III. The unperturbed part of the Ham
tonian can be written

Ĥ05Ĥ I
0~1!1Ĥ II

0~2!1Ĥ III
0 ~3!, ~3!

and the coordinate-dependent part of the zero-approxima
eigenfunction

F0~1,2,3!5c I~r1!c II~r2!c III ~r3!, ~4!

where, for instance,r1 is the position vector of the first elec
tron, andc I(r1) is a one-electron wave function centered
center I. The wave function~4! can be symmetrized usin
Young’s diagrams in three ways corresponding to the f
lowing spin configurations: a — (1↑2↑3↑), b —
(1↑2↑3↓), andg — (1↑2↓3↑).

We invoke now the EPT algorithm,6 by which the en-
ergy corrections due to interaction~1! can be written

«15^F0~1,2,3!uV̂1uC i
0~1,2,3!&, ~5!

provided

detuD i j uÞ0,

whereuC0& is an antisymmetric function of the zero approx
mation,D i j 5^C i

0uC j
0&, and the indicesi and j run through

the valuesa,b,g corresponding to the Young diagram
specified. TheV̂i operator symmetrized in accordance wi
one of the Young diagrams, for example, witha, has the
form6

V̂a5(
p

f a
21ŴpuFp&^Fpu,

where the normalization factor

f a5(
p

^F0uFp&~21!gp

is obtained from the condition

^F0uC i
0&51.

The indexp corresponds to the number of electron permu
tion over the centers,gp is the parity of permutationp, and
Ŵp is the operator of interaction~1! for the case ofpth
electron permutation.

Secondary quantization yields the followin
Hamiltonian17 for an atomic chain in the model of neares
neighbor interaction taking into account three-center non
ditive coupling

Ĥ5~3 f !21(
j H (

i , j
«j

0~aj,i
1 aj,i1aj21,j

1 aj,i

1aj11,j
1 aj,1!1(

p
(
i , j ,k

i 8, j 8,k8

~21!p^k8,i 8uŴj,j21u i ,k&

3~aj,i 8
1 aj21,k8

1 aj21,kaj,i12aj11,i 8
1 aj,k8

1 aj21,kaj,i

12aj21,i 8
1 aj,k8

1 aj21,kaj11,i !^ j 8u j &~aj11,j 8
1 aj11,j

1aj, j 8
1 aj11,j1aj21,j 8

1 aj11,j 8!J . ~6!
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Hereaj,i
1 , aj,i are the operators of creation and annihilati

in a one-electron statei at centerj, Ŵj,j21 is the pairwise
interaction operator of type~2! of centersj and j21, and
^ j 8u j & are exchange one-electron densities of the t
^c j 8(r 2Rj)uc j (r 2Rj21)&. The f factor appears as a resu
of normalization. The summation is carried out over all ce
ters j in the chain and over one-electron statesi , j ,k, with
due account of the permutation signs. The rule of signs
front of the corresponding matrix elements follows from t
Young diagrams.

As seen from Eq.~6!, there are only three kinds of ex
change three-center terms, of which only the fifth and si
are truly superexchange. The matrix elements for the firs
them are

^cj11,i 8~r !cj,k8~r 8!uŴj,j21ucj21,k~r 8!cj,i~r !& ~a!,

and

^cj11,i 8~r !cj,k8~r 8!uŴj,j21ucj,i~r 8!cj21,k~r !& ~b!,

and for the second

^cj11,i 8~r !cj21,k8~r 8!uŴj,j21ucj,k~r 8!cj21,i~r !& ~c!,

and

^cj11,i 8~r !cj21,k8~r 8!uŴj,j21ucj21,k~r 8!cj,i~r !& ~d!.
~7!

Pairwise contributions to three-center interaction are p
vided by the fourth term in Eq.~6!. All the integrals pre-
sented here are of the same order of magnitude, whic
comparable to that of the direct, non-exchange contribut
Therefore the rule of signs with which these terms enter
~6! acquires a particular significance. This rule is related
the way in which the wave function of the system is symm
trized in accordance with the total spin of this system.

To make the integrals~7! more revealing, they can b
presented in a diagrammatic form:

Here the points identify the centers of interacting ion
the lines depict Green’s one-electron functions, and the
teraction is shown with a wavy line.

We can present now the numerical values of the sup
exchange contributions~7! calculated for the O2 – Cu21 – O2

ion chain ~I–II–III !. The wave function of the copper-io
electron corresponds to the hydrogenic state 3dx22y2

9

~Ref. 18!

c2~r !5~15•27/16p•6! !0.5r 2 sin2 u cos 2w.

The wave function of the oxygen-ion electrons correspo
to the 2p5 state11

c1~r !5Ap/0.55r sinu cosw exp~20.5r !.
e
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in
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Thus for the given center separations I–III and I–II,RIII

5R57.355aB and RII5R/253.678aB , respectively, we
obtain, for instance, for theQI,II contribution for the I–II–III
chain

QI,II[^F~123!uV̂I,IIbuCb~123!&5RII
2118~12I 1

21I 2
2

2I 2I 1
2!213$~22B111K2112!1I 2~2B132B11I 2

1K1232!2~22B12I 11K2112!2I 2~2B12I 12C12I 1

1K2312!%, ~8!

or, displayed diagrammatically,

The notation adopted in Eq.~8! is as follows

B115^c1~r !uur 2R/2u21uc1~r !&,

C125^c1~r !uur 2Ru21uc2~r 2R/2!&,

B125^c1~r !uur 2R/2u21uc2~r 2R/2!&,

B135^c1~r !uur 2R/2u21uc1~r 2R!&,

Kjxtz5^ca~r 12Rj!cb~r 22Rx!uur 12r 2u21u

3cc~r 22Rt!cd~r 12Rz!&,

I 15^c1~r !uc2~r 2R/2!&, I 25^c1~r !uc1~r 2R!&. ~9!

The numerical values of the above three-center contributi
to the energy of interaction between the first and sec
centers calculated for the given center separation are

~10!

As seen from Eq.~10!, one of the nonadditive three
center superexchange contributions, namely,~c!, is of the
same order of magnitude as the two-center direct~a! and
exchange~b! ones, and therefore it can yield a correction
the exchange energy of 10 to 100%, depending on the fa
which accounts for the extent of overlap of the third electro
In the given caseI 150.29 andI 250.17.

The energy corrections calculated for all possible s
configurations in the chain under study are

Ea~↑↑↑ !520.64 a.u,

Eb~↑↓↓ !520.76 a.u,

Eg~↑↓↑ !520.65 a.u. ~11!

For the similar triple of ions Cu21 – O2 – Cu21, the energy
corrections for the corresponding spin configurations are6
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Ea8 ~↑↑↑ !520.76 a.u,

Eb8 ~↑l↓ !520.67 a.u,

Eg8~↑↓↑ !520.64 a.u. ~12!

The Heisenberg parameter in the vicinity of an oxygen w
a different valence is

J5Eb82Ea850.09 a.u.52.51 eV.

Thus doping which activates oxygen ions O2 can indeed
give rise to electron spin reorientation on the Cu21 ions and
to the onset of strong ferromagnetism.

Therefore, as shown in Ref. 13 from an analysis of
perimental data, strong ferromagnetic coupling in the Cu2

plane destroys local antiferromagnetic order. In the case
strong localization, theF-bond concentration would bex. As
x increases, the localization lengthl 0 of each hole increase
too, and this brings about an increase of the effective c
centration ofF-bonds. The large value of the ratioJ/u j u was
recently shown13 to reduce the threshold concentrationx at
which antiferromagnetism disappears in doped La2CuO4

~Refs. 19 and 20!. An analysis of the energies of the corr
sponding spin configurations permits a conclusion on the
havior of oxygen-saturated chains.

If a cuprate-layer chain has at least two ‘‘holes’’ or,
other words, two O2 ions located far from one another, ea
of these ions stimulates orientation of uncompensated C21

spins parallel to the oxygen-ion spin to produce two confi
rations of the type↑↑↑ ~Ref. 12!. It can be expected tha
such two three-spin objects would move along the chain
ward one another because of an effective attraction~11! ~see
Figs. 1a and 1b!. On encounter, these objects combine
make up an energetically preferable configuration@see Eqs.
~11! and ~12!#, such that the hole spins are antiparallel, a
the copper ions, while retaining short-range ferromagn
order, behave as a fluctuating spin liquid~Fig. 1c!. This
qualitative conclusion contradicts neither the concept
resonating valence bonds proposed by Anderson5 nor nu-
merical ladder-diagram calculations.10

Let us calculate the energy difference between the s
configurations displayed in Figs. 1a and 1c:

DE5Ec2Ea50.5~Eb82Ea82Ea1Eb!520.41 eV.

FIG. 1. Spin ordering in cuprate-layer chains.
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Obviously enough, the spin configuration shown in Fig. 1c
energetically preferable. Thus the energy gained in the
perexchange hole-pairing mechanism is 0.41 eV.

Experiments on absorption in the medium IR range c
ried out on doped superconducting La2SrCu2O61d samples
show a resonance at a frequency corresponding to an en
gap of 0.3–0.6 eV.14 Such peaks in the medium IR range a
associated usually with the presence in the material of a
perconducting phase.20,21 An analysis was also made of po
sible transitions taking into account interaction with the l
tice; the experimental value of the gap forming in t
material was estimated as 0.34 eV.22 Models23 based on the
polaron mechanism of pairing yield similar gap energi
from 0.3 to 0.5 eV; they involve, however, a poorly substa
tiated assumption24 of a very strong attraction between tw
electrons residing at the same site, which overcomes the
screened Coulomb repulsion.

3. While not claiming a theoretical description of th
formation of the energy gap itself, the present authors h
focused their main attention here on an explanation of
magnetic phenomena and of the hole pairing effect in
cuprate layer. Pairing is a necessary but not sufficient co
tion for the existence of an energy gap, which, neverthele
coincides in order of magnitude with the calculated ho
pairing energy. Nevertheless, the presence of superexch
effects, which are introduced hereab initio, permits one to
explain, both qualitatively and quantitatively, the coexisten
of the short-range ferromagnetic order caused by
orientation of the copper-ion electron spins with the Coo
hole pairing. In this case the size of the pair is two latti
constants, i.e.,;7 a.u., exactly as specified in Ref. 22.

Thus one can make the following conclusions:
~1! An analysis of superexchange interaction in the c

prate layer chains not only permits one to calculatea priori
the Heisenberg parameter present in any spin model bu
fers a revealing pattern of a trend to establishment of
energetically preferable spin configuration as well. Witho
going into details of the dynamics of the process, one s
ceeds in predicting a static pattern of parallel spin orientat
of the electrons belonging to copper and oxygen ions. T
numerical value of this parameter is in an excellent agr
ment with available experimental data.25

~2! The superexchange three-center integrals appea
already in the first order of EPT yield energy contributio
comparable in order of magnitude, which, while not exce
ing, on the average, the pairwise exchange contribution,
at the same time not just small corrections to the lat
Therefore one should take into account all possible confi
rational superexchange terms with the corresponding si
which provide a nonadditive contribution and, hence, cont
long-range correlations. We have performed a classifica
and a numerical calculation of all possible three-center c
tributions.

~3! The calculated hole-pairing energies are in a go
qualitative agreement with experimental data.

The authors are indebted to T. Yu. Latyshevskaya
assistance in a larger part of computations.

One of the authors expresses gratitude to the Inte
tional Science Foundation for financial support.
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Éksp. Teor. Fiz.97, 439 ~1990! @Sov. Phys. JETP70, 244 ~1990!#.

7A. S. Moskvin and A. S. Ovchinnikov, Fiz. Tverd. Tela~St. Petersburg!
40, 1785~1998! @Phys. Solid State40, 1618~1998!#; A. S. Moskvin and
Yu. D. Panov, Fiz. Tverd. Tela~St. Petersburg! 40, 1795 ~1998! @Phys.
Solid State40, 1627~1998!#.
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Dependence of the superconducting transition parameters on the solid-solution
composition and Te excess in Sn 12zPbzTe:In
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A low-temperature~0.4–4.2 K! measurement of the temperature dependences of the resistivity of
two series of samples, SnTe11y and Sn0.8Pb0.2Te11y solid solution, doped with 5 at.% In, is
reported. The parameters of the superconducting transition, namely, the critical temperaturesTc

and the second critical magnetic fieldHc2 , and their dependences on tellurium excess
(0<y<0.06) have been determined. The observed variation of the critical parameters with
increasing tellurium excess in the samples is associated with a change in the filling by holes of the
indium-impurity resonance states. ©1999 American Institute of Physics.
@S1063-7834~99!00612-7#
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Doping IV–VI compounds with indium imparts unusu
physical properties to these materials, which are due to
existence of impurity resonance states within the allow
electron~hole! spectrum.1 The indium resonance states in t
telluride and Sn12zPbzTe solid solutions (z<0.4) lie within
the valence band.2,3 The energy of the In resonance statesEIn

and their broadeningG depend substantially on the solid
solution compositionz and the indium dopant concentratio
NIn .3 The existence of an In resonance-state band wit
high density of statesN(0);NIn ~which exceeds the densit
of states in the valence band of SnTe, Refs. 3 and 4! accounts
for the formation of a number of new physical phenome
such as pinning of the Fermi hole levelEF and resonant
scattering of band carriers into the In impurity states.2,5 The
onset of bulk superconductivity with critical superco
ducting-transition temperaturesTc in the helium region,
which are relatively high for semiconductors, and with cri
cal magnetic fieldsHc2(0 K);10250 kOe is intimately con-
nected with the filling of the In resonance states.2–6 It should
be pointed out that SnTe and Sn12zPbzTe without an In im-
purity are also superconductors, but with critical tempe
tures and magnetic fields lower by an order of magnitud7

The materials studied here, SnTe and the related solid s
tions, are of interest for development of superconducting
diation receivers~bolometers! to operate in the helium
temperature region. The present work deals with the effec
tellurium excess on the superconducting transition in Sn
and Sn0.8Pb0.2Te solid solutions doped with 5 at.%In.

1. SAMPLES

The samples were prepared by the ceramic technolo
and their composition corresponded to the chem
formulas Sn0.95In0.05Te11y and (Sn0.8Pb0.2)0.95In0.05Te11y

(y50, 0.5, 1, 1.5, 1.75, 2, 2.5, 3, 5, 6 at.%). The ingots w
produced by melting in vacuum the starting components
1951063-7834/99/41(12)/3/$15.00
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semiconductor-grade purity with subsequent quenching
room temperature. After crushing the ingots to a grain s
d;0.1 mm, the powder was pressed under heat
(P52000 kg/cm2). Next the samples were annealed
vacuum at 600 °C for 200 h. Electron microprobe analy
did not reveal any trace of a second phase in the sample
be studied.

2. EXPERIMENT

A study was made of the temperature dependences o
sample resistivityr at temperatures ranging from 0.4 t
4.2 K and magnetic fieldsH of up to 13 kOe. The jump in
the r(T) and r(H) dependences indicated a transition
superconducting state. The superconducting transition
observed to occur also in studies of the dependence of
magnetic susceptibility on temperature. Note that an inve
gation of low-temperature heat capacity8 established the su
perconductivity in Sn12xInxTe to have bulk character.

The critical parametersTc andHc2(T) were determined
from the conditionr50.5rN (rN is the normal-state resistiv
ity for T<4.2 K). Next theHc2(T) relations were used to
find the derivativesu]Hc2 /]TuT→Tc

for each sample. The
hole concentration was derived from room-temperature H
data using the expressionp3005(eR)21, whereR is the Hall
coefficient, ande is the absolute value of the electron
charge. The experimental data obtained in the work are
played in Figs. 1 and 2.

3. DISCUSSION OF THE RESULTS

Prior to starting discussion of the results, we no
that the superconducting transition observed in
(Sn0.8Pb0.2)0.95In0.05Te11y solid solutions studied by us, a
well as in In-doped SnTe, exhibits substantially higher cr
cal parameters@Tc reaches 3 K, andHc2(T50 K), 24 kOe#
6 © 1999 American Institute of Physics
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than in samples that do not contain an In impurity,2,3,7 thus
indicating an unusual behavior of superconductivity in ma
rials with impurity resonance states, which interact stron
with band states.

Consider the experimental data in more detail. As s
from Figs. 1 and 2, the dependences of the superconduc
parametersTc and u]Hc2 /]TuT→Tc

on Te excessy observed
in SnTe and the solid solution (z50.2) behave in a similar
way. An increase of the Te excess in samples brings abo
rapid decrease of the critical parameters and destroys su
conductivity forT.0.4 K.

Note that the excess Te (y) in SnTe11y and
Sn0.8Pb0.2Te11y is electrically active and creates metal v
cancies, which in the IV–VI compounds act as accept
~they produce two holes in the valence band per vacancy!. In
In-doped materials, however, one does not observe a no
able growth of the hole concentration in the valence ba
~Fig. 1!. This is associated with the Fermi levelEF becoming
pinned by the In impurity resonance states, which, as alre

FIG. 1. Dependences of the critical superconducting-transition tempera
Tc and Hall hole concentrationp300 on tellurium excessy in the
Sn0.95In0.05Te11y and (Sn0.8Pb0.2)0.95In0.05Te11y solid solutions.

FIG. 2. Dependences of the normal-state resistivityr4.2 at T54.2 K and
of the derivative of the second critical magnetic field with respect
temperature,u]Hc2 /]TuT→Tc

, on tellurium excessy introduced in the
Sn0.95In0.05Te11y and (Sn0.8Pb0.2)0.95In0.05Te11y solid solutions.
-
y

n
ng

t a
er-

s

e-
d

dy

mentioned, generate a high density-of-states peak. Thus
troduction of a Te excess into Sn12zPbzTe:In does not result
in a substantialEF shift in the valence band while at th
same time increasing the filling of the In resonance states
holes ~up to complete filling!. This results inEF gradually
shifting out of the In band, and this shift ofEF from the
center of the impurity band with the maximum density
resonance states toward its lower edge~on the electron en-
ergy scale! is accompanied by a decrease of the density
states at the Fermi level,N(0), and by adecrease in the
intensity of electron interaction in the band and impur
states. This is evidenced by estimates of the density of st
at the Fermi level based on our experimental data and m
using the relationN(0)52.8431014

•u]Hc2 /]TuTc
•rN

21 and
the sample resistivity measurements~Fig. 2!. It is the above
factors that account for the general pattern of the obser
relations, which are characterized by a decrease of the c
cal parameters of the superconducting transition in the c
positions under study as a Te excess is introduced.

At the same time the behavior of the parameters
the superconducting transition in the series withz50 and
z50.2 studied here exhibits quantitative differences.
(Sn0.8Pb0.2)0.95In0.05Te11y ~for small y), Tc and u]Hc2 /
]TuT→Tc

are substantially higher; note, however, that as
Te excess (y) increases, the critical parameters decre
more rapidly than those for Sn0.95In0.05Te ~Figs. 1 and 2!.
These features in the experimental data can be interpret
one takes into account the complex valence-band structur
the materials studied. One also should take into accoun
accordance with Ref. 9, that as the Pb content in
Sn12zPbzTe solid solution increases, the mutual positions
the deep extrema~supposedly at theD and S points of the
Brillouin zone! vary relatively little~for z,0.5), whereas the
In resonance states shift rapidly toward the valence-band
~the extrema at the BZL points!. As a result, the In band
filling by holes in the solid solution increases with increasi
z because of holes transferring from the additional extrem
the resonance states, and this is what accounts for the
crease of the critical parameters. The corresponding decr
of the joint density of band states at the Fermi level sho
bring about a stronger Te-excess dependence of the su
conducting transition parameters and of the resonance s
tering intensity in the Sn12zPbzTe:In solid solution; this con-
clusion is in accord with the experiment.
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Measurements of the basal-plane resistivityra(T,H) performed on highly oriented pyrolitic
graphite, with magnetic fieldHic-axis in the temperature interval 2–300 K and fields up to 8 T,
provide evidence for the occurrence of both field-induced and zero-field superconducting
instabilities. Additionally, magnetizationM (T,H) measurements suggest the occurrence of Fermi
surface instabilities which compete with the superconducting correlations. ©1999
American Institute of Physics.@S1063-7834~99!00712-1#
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The magnetic field—temperature (H2T) phase diagram
of conventional type-II superconductors is well known.
the Meissner state, the surface currents screen the ap
magnetic field. Above the lower critical fieldHc1(T), the
field penetrates the superconductor in the form of a lattice
vortices~Abrikosov lattice!. Superconductivity persists up t
the upper critical fieldHc2(T), described by the Abrikosov–
Gor’kov theory.1,2 On the other hand, it has been propose3

that the superconducting state can appear~or reappear! under
application to an electron system of high enough magn
field, such that the Landau quantization of the energy sp
trum is important. In particular, when all electrons are in t
lowest Landau level, the superconducting transition temp
ture Tc(H) is expected to increase with field increasing, o
posite to the Tc(H) dependence in the classical low
field-limit.3 However, superconductivity in the quantum r
gime has not been identified in experiments so far, remain
the subject of theoretical investigations only.

In the present work, we report the results of basal-pla
resistivity ra(T,H) measurements performed on highly o
ented pyrolitic graphite~HOPG!, which provide evidence for
the occurrence of superconducting correlations in both qu
tum and classical limits. Besides, magnetization meas
mentsM (T,H) suggest an interplay between supercondu
ing and other Fermi surface instabilities, possibly sp
density-wave~SDW! or charge-density-wave~CDW! type.

The HOPG sample was obtained from the Research
stitute ‘‘GRAPHITE’’ ~Moscow!. X-ray diffraction (Q
22Q) measurements give the crystal lattice parame
a52.48 Å andc56.71 Å. The high degree of crystallite
orientation along the hexagonalc-axis was confirmed from
x-ray rocking curves (FWHM51.4°). The geometrica
1951063-7834/99/41(12)/4/$15.00
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sample density was 2.2660.01 g/cm3. A cylindrical speci-
men with diameter of 5.2 mm, and thickness 3.14 mm, an
parallelepiped 4.934.332.5 mm, both made from the sam
piece of HOPG, were used for magnetization and transp
measurements, respectively. Thec-axis was along the small
est size of the samples. The studies were performed
Hic-axis. M (T,H) dc magnetization was measured in fiel
up to 5 T and temperatures between 2 and 300 K by mean
SQUID magnetometer MPMS5~Qunatum Design!. Low-
frequency (f 51 Hz) standard four-probe resistance me
surements were performed in fields up to 8 T, in the sa
temperature interval, with PPMS~Physical Properties Mea
surement System, Quantum Design!.

Low-temperature portions of the basal-plane resistiv
ra(T) measured for magnetic fieldsH<0.08 T are shown in
Fig. 1. As can be seen from Fig. 1,ra(T) has a well defined
maximum at a temperatureTmax(H) ~as defined in the inset o
Fig. 1! which is decreasing function of field. Thus,Tmax(H)
separates a high-temperature semiconducting-like beha
(ra increases with temperature decreasing! from a low-
temperature metallic-like behavior (ra decreases with tem
perature decreasing!. In the field interval 0.08,H,2.6 T,
the maximum inra(T) does not occur~Fig. 2!. With a fur-
ther increase in the field, the maximum inra(T) can be
observed again for certainH ~Fig. 3!. A non-monotonous
behavior of Tmax vs H, and the competition between th
metallic-like and semiconducting-like behavior can be se
in Fig. 3. At H>3.9 T, Tmax(H) occurs at all measuring
fields. Temperature dependences ofra(T)/ra(Tmax) vs T for
several fields in the interval 4<H<8 T are shown in Fig. 4.
In this high-field regime, Tmax increases withH increasing.

Temperature dependences of normalized magnetiza
9 © 1999 American Institute of Physics
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M (T)/uM (2K)u at various applied fields are presented
Figs. 5 and 6. The inset to Fig. 6 showsM (T) measured for
H54, 4.5 and 5 T demonstrating that the absolute value
diamagnetic magnetizationM (T,H) increases with field in-
creasing and temperature decreasing, in agreement with
vious reports.4 The novel feature is the occurrence of a min
mum in M (T) ~Fig. 5!. At low applied fields,H,0.3 T, the
minimum in M (T) takes place at nearly field-independe
temperatureTmin532– 35 K. AtH.0.3 T, Tmin(H) is a non-
monotonous function of the field. For fieldsH.3 T, uM (T)u
monotonously increases with temperature decreasing.

Figure 7 presents magnetizationM (H) and susceptibil-
ity x5dM/dH vs H at T52 K. As seen in Fig. 7,x(H)
exhibits pronounced oscillatory behavior in the field interv
1,H,3.5 T due to de Haas–van Alphen effect coupled
the Landau level quantization. The reduction of de Haas–
Alphen oscillations atH.3.5 T indicates that carries occup
only lowest Landau levels at higher fields.

All the experimental results are summarized in Fig.
where points 1 and 2 correspond toH(Tmax) and H(Tmin),

FIG. 2. Normalized resistivityra(T)/ra(2K) in the field interval where
Tmax(H) does not occur.

FIG. 1. Basal-plane resistivityra(T) in the low-field-limit. Inset shows
ra(T) in the whole temperature interval under study forH50.01 T.
f

re-

t
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respectively. The inset in Fig. 8 depicts a high-field porti
of the H(Tmax), plotted in a linear scale.

The resistivity drop belowTmax(H) can be understood
assuming the occurrence of Fermi surface instabilities
Tmax(H) with respect to the Cooper pairs formation.

Actually, the rapid increase ofTmax with field increasing
(H.3.9 T, see the inset in Fig. 8! resembles very much tha
of the superconducting transition temperatureTc(H) in the
quantum limit (H.HQL), where carriers are in the lowes
Landau level.3 The Tc(H) given by3

Tc~H.HQL!51.14Vexp@22p l 2/N1~0!V#, ~1!

results from the increase in a 1D density of statesN1(0) at
the Fermi level, where 2p l 2/N1(0);1/H2, l 5(\c/eH)1/2,
V is the BCS attractive interaction, andV is the energy cut-
off on V. With a further increase in field, a saturation
Tc(H) followed by a reduction ofTc(H), is expected.3 Thus,
the saturation inTmax(H) occurring forH.6 T, see Fig. 8, is
consistent with the predictedTc(H) behavior. One of the
reasons for the suppression ofTc(H) is the Zeeman splitting,
leading to a destruction of the spin-singlet superconductiv
above a spin-depopulation fieldHd.HQL . It is important to

FIG. 3. Normalized resistivityra(T)/ra(2K) in the field interval where
Tmax(H) reappears.

FIG. 4. Normalized resistivityra(T)/ra(Tmax) in the quantum limit for
several fields. Arrows indicateTmax(H).
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note that a relatively small effective g-factor of graphi
g* 5(m* /m0)g;0.1, ensures a substantial field interv
aboveHQL where both spin-up and spin-down states sho
be occupied3 ~hereme* /m050.058(9), mh* /m050.04 are ef-
fective masses of the majority electrons and majority ho
divided by free-electron mass,5,6 andg'27!. For H,HQL ,

the theory predicts an oscillatory behavior ofTc(H),3,8–10

which is also in excellent agreement with the no
monotonousTmax vs H behavior, found in the regime of pro
nounced Landau level oscillations~Figs. 3 and 8!.

On the other hand, as emphasized in Ref. 3, the h
field superconductor can be a non-superconducting mat
in the classical low-field-limit. Assuming, however, that s
perconducting instabilities are responsible for the resista
drop atT,Tmax(H) for all studied fields, one tends to verif
the relation3

HQL;~EF /Tc0!2Hc2~0!. ~2!

FIG. 5. Normalized magnetizationM (T)/uM (2K)u for various fields.
Arrows indicateTmin(H).

FIG. 6. Normalized magnetizationM (T)/uM (2K)u in the quantum limit for
several fields. Inset exemplifies temperature dependences of magnetiz
at H54, 4.5 and 5 T.
,
l
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Interestingly, the behaviorH(Tmax);(Tmax(0)2T)0.5

~dotted line in Fig. 8! perfectly agrees with the upper critica
field behavior of granular superconductors nearTc

11,12

Hc2~T!;~Tc02T!a, ~3!

where a50.5 is the characteristic exponent of inhomog
neous systems of nearly isolated superconducting grains,
Tc0 is the zero-field superconducting transition temperatu
Taking the Fermi energyEF50.024 eV,5 and considering
Tc0;50 K andHc2(0);0.1 T, one calculates using Eq.~2!
that HQL'2.3 T. This value is close to the experiment
value H53.9 T above whichTmax monotonously increase
with H. Supporting the occurrence of superconducting ins
bilities in the low-field-limit, the resistivity below;50 K
exhibits a strong field dependence~see Fig. 1!, consistent
with the field-induced suppression of superconducting co
lations.

tion

FIG. 7. MagnetizationM and susceptibilityx5dM/dH vs H at T52 K.
Susceptibility oscillations are due to de Haas–van Alphen effect.

FIG. 8. Magnetic field-temperature diagram constructed fromra(T,H) and
M (T,H) data.1 — H(Tmax) obtained fromra(T,H), 2 — H(Tmin) obtained
from M (T,H). The dotted line is the fit to the upper critical field bounda
~see text! Hc2(T)5A(12T/Tc0)0.5 with the fitting parametersA50.115 T
andTc0550.5 K. Inset presents a linear plot ofH vs Tmax, measured at high
fields.
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In the magnetization measurements, the lack of evide
for the Meissner effect should be noted, first of all. The a
sence of the Meissner effect at high fields is in agreem
with the theory of superconductivity in the quantum limit.3,10

On the other hand, at low fields Meissner effect can be
seen due to the small size of superconducting regi
~grains!. The Meissner effect can also be masked by
proximity of Tmax(H) to Tmin(H), below which uM (T)u de-
creases. We stress that the non-monotonous behavior ofTmin

vs H ~Figs. 5 and 8! excludes a trivial origin of the magneti
anomaly, such as arising, e.g., from paramagnetic impuri
In search for an explanation of the minimum inM (T), one
should take into account that all contributions to t
temperature-dependent magnetization of graphite come f
carrier states situated in a vicinity of the Fermi level.5 At the
same time, Fig. 8 demonstrates that at small fieldsH(Tmax)
line terminates exactly at theH(Tmin) boundary, and tha
Tmin(H) rapidly increases with field above;2 T, where
Tmax(H) reappears. Based on these observations, it is tem
ing to conclude that Fermi surface instabilities, compet
with superconducting instabilities, are responsible for
magnetic anomaly. These can be either CDW or SDW, b
enhanced at high fields due to increase inN1n(0), the 1D
density of states for then-th Landau level,3 which explains
the Tmin(H) increase forH.2 T. One may further speculat
that CDW or SDW states overcome the superconducting
relations atH.0.08 T, while superconducting correlation
are stronger in the quantum limit (H>3.9 T). The tendency
to saturation inra(T) at T,Tmax(H), in low fields ~Fig. 1!,
as well as the ‘‘reentrant’’ (dra /dT,0) behavior observed
for high fields ~Figs. 3 and 4! are also consistent with th
competition between superconductivity and CDW or SD
At the same time, such resistance behavior is character
of inhomogeneous~granular! superconductors~see, e.g.,
Refs. 12–16!. Here, a further both experimental and theor
ical work is needed.

Finally, we want to comment on the semiconducting-li
high-temperature behavior ofra(T). The HOPG is a poly-
crystalline layered material with a random orientation
crystallites within the layers. Thus, one may assume that
ra(T) is governed by the inter-crystallite boundaries. Ho
ever, our zero-field value ofra(300 K)'45mV•cm nearly
coincides with the single-crystal resistivity value.17 There-
ce
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fore, we conclude that the inter-crystallite boundary effec
negligible. On the other hand, thera(T) may originate from
a reduced overlap ofp orbitals, leading to a reduced carrie
mobility, and the dominant effect of carrier density~which
decreases with temperature decreasing! on ra(T). Note also,
that the decrease in thep-electron overlap would imply an
increase in the density of states, responsible for the oc
rence of superconducting correlations at high temperature
our HOPG.

In conclusion, we demonstrated the experimental e
dence for the magnetic-field-induced superconducting in
bilities due to Landau level quantization and the occurre
of zero-field superconducting correlations atTc0'50 K in
the highly oriented pyrographite.
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A new method of studying the energy characteristics of dislocations is proposed, which is based
on the investigation of the interaction of moving dislocations with purposefully introduced
electronic and hole centers. A study has been made of KCl, NaCl, KBr, LiF, and KI alkali halide
crystals containing electronicF and holeVK andMe11 (Cu11, Ag11, Tl11, In11) centers.
Investigation of the temperature dependence of the dislocation interaction with theF centers
permitted determination of the position of the dislocation-induced electronic band~DEB! in
the band diagram of the crystal. In KCl, the DEB is separated by'2.2 eV from the conduction-
band minimum. It is shown that dislocations transport holes from the centers lying below
the dislocation-induced hole band~DHB! (X1, In11, Tl11, VK) to those above the DHB~the Cu1

and Ag1 centers!. Such a process is temperature independent. The DHB position in the
crystal band diagram has been determined; in KCl it is separated by'1.6 eV from the valence-
band top. The effective radii of the dislocation interaction with the electronicF and hole
X1, VK , and Tl11 centers have been found. ©1999 American Institute of Physics.
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Dislocations are known to affect considerably the el
tronic spectrum of a crystal, thus inducing a change of m
physical properties~electrical, optical, and magnetic! of the
latter.

A number of processes are stimulated by moving dis
cations. When dislocations move in colored alkali hali
~AH! crystals, one observes emission of photons and e
trons accompanied by annihilation of some centers, e.g. oF
and VK , and creation of others (Cu11, Ag11).1–4 In ZnS
crystals, moving dislocations give rise to the onset of tr
sient and steady-state dislocation-induced luminesce
electron emission, electroplastic effect odd in the field, a
structural rearrangements in the crystal.5–7

In order to identify the mechanisms responsible for
effect of dislocations on the physical properties of crysta
one has first of all to understand the way in which the dis
cations change the energy spectrum of a crystal. Unfo
nately, despite a wealth of publications dealing with the
fluence of dislocations on the physical properties of cryst
the information on the energy characteristics of dislocati
is extremely scant.

The present work proposes a new method for determ
ing the energy characteristics of dislocations, which is ba
on studying dislocation interaction with centers introduc
purposefully into AH crystals. In this way electronic an
hole centers with known energy characteristics are create
a crystal. Next one investigates the variation with tempe
ture of the concentration of these centers after the mov
dislocations have interacted with them. The electronic a
hole centers act in this process as energy ‘‘tags.’’ This te
1961063-7834/99/41(12)/7/$15.00
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nique permits one to obtain information on the energy
rameters of the electronic and dislocation-induced hole ba
in the band diagram of the crystal. Another merit of th
method is that in this way one can determine the ene
characteristics of moving dislocations, which are free of
impurities decorating them when they are immobile.

1. DISLOCATION INTERACTION WITH THE ELECTRONIC
AND HOLE CENTERS IN IONIC CRYSTALS

Theoretical treatment of the effect of such a comp
system as the dislocation on the spectrum of electronic st
is a very serious problem even in the case of alkali hal
crystals, whose band diagram is studied in considerable
tail and the dislocation structures are known.

Quantum mechanical calculations show the existence
dislocations of bound states of both electrons and hole8,9

However the binding energies determined in these stu
should be considered only as order-of-magnitude estima
because they make use of the short-range~deformation! po-
tential approximation. At the same time an analysis sho
the radius of the carrier bound state to be of the order of
lattice constant, which renders the starting approximation
valid. Therefore experimental investigation of the dislocati
energy characteristics obtained by studying the interactio
moving dislocations with the electronic and hole centers is
considerable interest for physics of the solid state.

A moving dislocation always interacts with electron
and hole centers. Obviously enough, if the energy level of
electronic center~EC! lies above the dislocation-induce
electronic band (De), the dislocation will capture an electro
3 © 1999 American Institute of Physics
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from the EC. This process does not require any activa
energy, because dropping to a lower lying state is energ
cally favorable for an electron. Conversely, it is as favora
for a hole to rise up in the crystal band diagram. Therefor
the dislocation-induced hole band (DF) is located energy-
wise higher than the hole center~HC!, the capture of a hole
by a dislocation can likewise occur without any activati
energy. The above no-activation processes are depicte
Fig. 1~a!. These processes will be seen experimentally a
temperature-independent decrease of the concentration o
electronic and hole centers following a plastic deformat
of a sample.

Figure 1b shows the energy positions of the hole a
electronic centers for the case where the capture by disl
tions of electrons and holes in interaction with these cen
requires an activation energy. In these conditions, the n
ber of the centers destroyed by dislocations will depend
the temperature at which the crystal is strained.

Thus electronic and hole centers act as specific ene
tags, so that by studying their interaction with dislocatio
one can determine the energy characteristics of the latte
AH crystals.

About 30 types of various centers are presently known
exist in AH crystals, and their energy characteristics w
determined. The studies of dislocation interaction with
electronic and hole centers were performed on centers o
simplest type, which do not interfere with the motion of d
locations. By varying properly the temperature at which
centers were introduced, the concentration of the impuri
~Cu, Tl, Ag, In!, as well as the irradiation dose, we were ab
to introduce in a controlled manner the electronicF centers
and theVK , Cu11, Tl11, Ag11, and In11 hole centers.1

The electronic and hole centers were created by irradiatin
crystal with Co60 gamma-rays.

Irradiation at 300 K produces electronicF centers. The
holes (p) in crystals doped with one impurity (Me1) be-
come distributed among theMe1 activator centers and th
shallow, optically inactiveX centers. The number of theX1

(Xp) and Me11 (Me1p) centers can be easily found b
solving the rate equations describing this process.

For np!na
0 , np!nX

0 we have

FIG. 1. Schematic energy diagram of the electronic~EC! and hole~HC!
centers relative to the dislocation-induced bands. a—Electron and hole
ture by a dislocation does not require activation; b—capture of electrons
holes by a dislocation is a thermally activated process.
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0np

Wana
01WXnX

0 , nX5
WXnX

0np

Wana
01WXnX

0 ,

wherena
0 andnX

0 are the numbers of theMe1 andX centers,
Wa and WX are the hole capture probabilities by theMe1

andX centers,np is the number of holes, andna andnX are
the numbers of theMe1 andX1 centers, respectively.

If Wana
0@WXnX

0 , thenna'np , i.e. practically all holes
are captured by theMe1 centers. Fornp.na

01nX
0 all the X

andMe1 centers are filled.
If np.na

0 , np2na
0,nX

0 , but (np2na
0)Wa /WX.nX

0 ,
then the holes are first captured by theMe1 centers, to be-
come later distributed among theX andMe1 centers. Their
final concentrations arenX'np2na

0 ; na'na
0 .

Thus by varying properly the irradiation dose (np) and
the activator concentrationna , one can change the numbe
of the Me1 andX1 centers within a broad range.

The interaction of dislocations with the electronic ce
ters was studied, as a rule, in the conditions whereWana

0

@WXnX
0 , and with the hole centers, forWana

0,WXnX
0 .

If a sample was codoped with two impurities (Me1
1 and

Me2
1), their concentrationsna1

0 andna2
0 were chosen so as t

meet the conditionWainai
0 @WXnX

0 ( i 51,2). In this case the
holes will be distributed among theMe1

1 andMe2
1 activator

centers. The positions of some centers in the band diagra
the crystal are shown schematically in Fig. 2.

In this work, the energy characteristics of dislocatio
will be determined from our experimental data.1,2,4,5,10,11

2. INTERACTION OF DISLOCATIONS WITH ELECTRONIC
CENTERS

Investigation of theF absorption band profile before an
after a deformation showed plastic strain to result in a
crease of the number of theF centers, i.e., in an increase o
the crystal transmission.2,3 The variation of the number of the
F centers with strain is shown graphically in Fig. 3. O
readily sees that the crystals studied by us exhibit a lin
relation between the number of destroyedF centers and the
strain, at least up to«'8%. Because plastic deformation
intimately connected with the motion of dislocations, the d
struction of theF centers is a result of their interaction wit
dislocations (D). This process can be described schem
cally as D1F→ed , where ed is the dislocation-captured
electron.

p-
nd

FIG. 2. Energy positions of some centers in the band diagram of the
crystal.
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In accordance with the above concepts, in order to
termine the position of the dislocation-induced electro
band in the band diagram of a crystal one has to study
temperature dependence of the number of theF centers de-
stroyed by dislocations,DNF5DN(T).

HoweverDNF decreases rapidly with decreasingT, and
because it is small already atT5300 K, the temperature de
pendence ofDNF can be measured only with a large erro
The pattern of theDNF5DN(T) variation can be found
more accurately by measuring the temperature depend
of the luminescence generated in deformation of colored
crystals doped withMe1 ions. The strain-induced lumines
cence~SIL! occurs in two stages

~1! D1F→ed ,

~2! ed1Me11→~Me1!* →Me11hnMe1. ~1!

In the first stage, which has just been discussed, dislo
tions capture electrons, which later recombine with holes
calized at theMe1 centers to generate the intracenter lum
nescence of the activator (hnMe1).

In all the crystals studied, the SIL intensity (J) decreases
exponentially with decreasing temperature~see Table I!

J5J0 exp~2DU/kT!.

As follows from Table I, the activation energyDU for
the given type of the crystal does not change when the a
vator is replaced, although the positions of the Ag, Cu, a
Tl activator energy levels are different. This permits a co
clusion that only the first SIL stage, the interaction of dis
cations with theF centers, is thermally activated and gover
the temperature dependence of the SIL. Therefore the ex
mentally determined activation energyDU is actually the
energy difference between the states of the electron at thF
center (UF) and at the dislocation (UE), DU5UF2UE .
This means that the dislocation-induced electronic band
above theF center level byDU ~Table I!.

FIG. 3. Variation of the number ofF centers with strain for the KCl crystals
irradiated by Co60 gamma rays~to a dose of 23105 rad) at 300 K. Open
symbols—data obtained in Refs. 1, 2, filled symbols—data of Ref. 3.
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3. EFFECTIVE RANGE OF THE DISLOCATION
INTERACTION WITH THE F CENTERS

The number of theF centers destroyed by moving dis
locations (DNF) can be written

DNF5SrFNF , ~2!

whereS is the area swept by the moving dislocations,r F is
the effective dislocation interaction range with theF centers,
and NF is the F-center concentration. Because the plas
strain

«5Sb/2V, ~3!

whereb is the dislocation Burgers vector, andV is the crys-
tal volume, we find from Eqs.~2! and ~3!

r F5bDNF/2«NFV. ~4!

The values ofr F for various« are listed in Table II.10

As seen from Table II, within experimental accuracyr F

does not depend on« and is approximately equal to the la
tice constant at 300 K. Thus at room temperature dislo
tions capture electrons fromF centers into the dislocation
induced electronic band from a region with a cross sect
equal approximately to one lattice constant.

4. INTERACTION OF DISLOCATIONS WITH HOLE CENTERS

The holes created in an AH crystal by an ionizing rad
tion ~at 300 K! are captured, as already mentioned, into sh
low, optically inactive traps, namely, theX centers1 and the
activator Me1 centers. By properly varying the activato
concentration and the irradiation dose, one can control
purposeful manner the concentration of theX1 and Me1

centers. When a colored crystal is illuminated withF light,
the F electrons recombine with the holes bound to optica
activeMe1 centers to generate the activator luminescenc

TABLE I. SIL activation energy (DU) and the binding energy of
a dislocation-bound electron (Ue). The accuracy ofDU determination
0.01 eV.

Crystal Activator DU, eV Ue , eV

KCl Cu 0.08
Ag 0.09
Tl 0.78 2.1

Undoped
intentionally

0.06–0.1*

KBr Cu 0.13 1.85
NaCl Cu 0.11 2.55
KI Tl 0.05 1.73
LiF Undoped

intentionally
0.1 4.83

Note: *Data taken from Ref. 3, the others—from Ref. 10.

TABLE II. Effective range ofF center destruction by dislocations vs stra
obtained for a KCl crystal at 300 K.

«, % 0.3 0.4 0.6 0.8 0.9 1.5 2.1 3 3.8 4.1 7.8 1

r F /b 0.9 0.8 1.0 1.1 0.8 0.9 0.8 1 1.0 0.9 0.9 0.

Note: For r F /b520%, NF5331016 cm23.
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Me111e→~Me1!* →Me1hnMe1. ~5!

Application of a strain to KCl, KBr, NaCl, and KI crys
tals doped byMe1 ions (Ag1, Cu1, Tl1, In1) at 300 K
brings about an increase in the intensity of the activator
minescence (Ja) stimulated by theF light. In the beginning,
Ja grows rapidly with strain, to reach subsequently saturat
at «'2.5%. This process, which was called by us stra
induced sensitization~SIS! has a dislocation nature and o
curs in two stages.11 In the first stage, dislocations captu
holes (p) from the optically inactive, shallow hole traps, th
X1 centers~denote them byP1), and transfer them subse
quently to theMe1 centers~the second SIS stage!:

~1! D1P1→P1Dp,

~2! Dp1Me1→Me111D. ~6!

The number of the strain-createdMe1 centers was de
termined by the technique described in Ref. 11. One m
sured the number of photons (Nn) emitted in the activator
luminescence band in a strained sample illuminated until
intensity of the activator luminescence stimulated by theF
light reached the pre-strain level. Obviously enough,
number of the strain-createdMe11 centers measured by th
above technique isNa5Nnh21, where h is the quantum
yield of the intracenter luminescence.

A study of the temperature dependence of SIS, i.e. of
number of the strain-generatedMe11 centers, showed tha
for the KBr–Cu, KI–Tl, as well as the KCl–Cu, KCl–Ag
crystals the SIS process is temperature independent w
the temperature range of 77–300 K~Table III!.

At the same time the number of the strain-genera
Me11 centers in the Tl- and In-doped KCl crystals falls o
exponentially with decreasingT ~Fig. 4!. The SIS activation
energy for the KCl–Tl and KCl–In crystals is 0.06 an
0.04560.020 eV, respectively.

Based on the above considerations, the SIS tempera
dependences permit one to determine the position of
dislocation-induced hole band~DHB! in the band diagram o
the crystal. It was found that the DHB lies below the leve
of the Cu1 and Ag1 centers but above those of the Tl1 and
In1 centers by 0.06 and 0.045 eV, respectively.

The available experimental data12,13 permit a conclusion
that the Ag1 and Cu1 levels in KCl crystals are'2 and
'1.7 eV away from the valence-band maximum, resp
tively. Although the exact position of the thallium level i
the band diagram of the crystal is unknown, an analysis
the data presented in Ref. 14 suggests that it
'1.5– 1.7 eV away from the top of the valence band. T
means that the DHB is located'1.6 eV above the valence
band top in the KCl crystal.

TABLE III. Temperature dependence of the relative number of theMe11

centers (Na) created in KCl–Ag and KCl–Cu crystals.

T, K 300 250 200 180 150 110

NAg , rel. units. 1 0.9 1.1 1.05 1 0.95
NCu , rel. units. 1 1.2 1.07 1.2 1 1

Note: The accuracy ofNa determination is 20%.
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If these deductions are correct, then, if two activato
(a1 anda2) with the levels above and below the DHB, a
cordingly, are introduced into a crystal one may expect pl
tic deformation to transfer holes from the lower (a1) to the
upper (a2) level. This process should become manifest in
decrease of thea1 band in intensity and an increase of thea2

band intensity in the luminescence spectrum stimulated
the F light ~FL!.

For such an experiment to be successful, the FL band
the a1 and a2 activators should not overlap. The Tl1 and
Cu1 activators in KCl crystals meet this condition.15 An in-
vestigation of these samples supported the above assu
tions. One observed a decrease in the number of Tl11 cen-
ters and an increase in the Cu1 concentration in strained
KCl–Cu–Tl crystals.

The FL spectrum of the original sample~Fig. 5! exhibits
two bands peaking at 300 and 400 nm. They coincide w
the spectra of intracenter luminescence of the Tl1 and Cu1

centers, respectively. This means that the observed lumi
cence is generated in accordance with the scheme~5!.

Plastic strain results in a considerable change of
spectral pattern, namely, the intensity of thelmax5300 nm
and corresponding to the intracenter luminescence of the1

centers decreases, and the band atlmax5400 nm, for which
the Cu1 centers are responsible, increases in intensity.
evolution of the spectrum is monotonic and comes to an
at a strain«'10%. This process of intensity redistributio
between the FL bands in the KCl–Cu–Tl crystals is o
served to occur within the temperature range from 100
300 K studied by us.

For certain relations between the concentrations of
Tl1 and Cu1 activator centers the number of the Tl11 cen-
ters destroyed in the course of deformation (DnTl) is equal,
within the ;10% error range, to the number of the creat
Cu11 centers (DnCu). This implies that hole transport b
dislocations takes place from the Tl11 to Cu1 centers. The
equality (DnCu5DnTl) persists within the 100–300-K rang
studied.

The temperature independence of the SIS proces
KCl–Cu–Tl crystals indicates that both the first and the s

FIG. 4. Temperature dependences of the number of the strain-cre
Me11 centers in doped KCl crystals irradiated by gamma rays~to a dose of
23105 rad). ~1! KCl–In, ~2! KCl–Tl.
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ond stage of SIS~6! do not involve thermal activation. In
other words, in each stage holes are raised in the gap,
when they transfer from the Tl11 centers to the dislocation
induced hole band and when they are promoted from
DHB to the Cu1 centers.

Thus the experiments carried out on KCl–Cu–Tl cry
tals confirm the above conclusions of the position of
dislocation-induced hole band in the band diagram of
crystal ~Fig. 2!.

5. EFFECTIVE RANGE OF DISLOCATION INTERACTION
WITH HOLE CENTERS

Assuming the dislocations to be distributed uniform
throughout the crystal, the volume from which the disloc
tions can capture holes isVp5Srp ~wherer p is the effective
range of dislocation interaction with hole centers!. Recalling
Eq. ~3! we obtain

r p5Vpb/2V«. ~7!

5.1. Interaction of dislocations with the X1, Tl11, and Cu 11

centers

As already mentioned, in AH crystals doped with o
activator~Cu, Ag, Tl, or In! one observes an increase in t
number of theMe11 centers through transfer of holes b
dislocations from the shallowX1 to the Me1 centers. The
SIS process is completed in the crystals studied by the t
when«5«0'2.5– 3.0%. Further increase of the strain do
not increase theMe11 concentration. This implies that at«0

the dislocations capture the holes bound to theX1 centers
present throughout the crystal volume, so thatVp5V.

FIG. 5. Variation of the spectrum ofF-stimulated luminescence of KCl–
Cu–Tl crystals under plastic deformation. The crystals were irradiated
Co60 gamma rays~to a dose of 23105 rad), T5300 K. ~1! unstrained crys-
tal, ~2,3! following deformation of up to 3 and 8% strain, respectively.
th

e

-
e
e

-

e
s

Equation ~7! permits one to determine the effectiv
dislocation interaction range with theX1 centers asr X

'(20216) b.
The constancy of«0 ~within the experimental accuracy!

for crystals containing activators whose levels lie both abo
~Cu, Ag! and below~Tl or In! the dislocation-induced hole
band implies that only the interaction of dislocations with t
X1 centers determines the kinetics of the dislocation-indu
sensitization in crystals doped by one of the abo
mentioned activators. This point is an additional argum
for the validity of the method used to determine the effect
range of dislocation interaction with theX1 centers.

It should be noted that the strain«0 at which the
F-stimulated activator luminescence reaches saturation in
crystals with one activating dopant studied by us does
depend on temperature within theT interval of 77 to 300 K
covered in this investigation. Hencer X is likewise tempera-
ture independent.

Equation~7! permits one also to determine the effecti
range of dislocation interaction with the Tl11 centers (r Tl).
The hole transport by dislocations from the Tl11 to Cu1

centers is complete by«0'8%, and thereforer Tl'6 b. Be-
cause the value of«0 for the process under discussion do
not depend onT, r Tl , as r X , should be constant within the
77–300 K range.

The effective dislocation interaction range with theX1

and Tl11 centers determined in the above manner is a low
estimate of the true values ofr X and r Tl , because bothr X

and r Tl were obtained, as already mentioned, under the
sumption of dislocations being distributed uniform
throughout the crystal. Generally speaking, this assump
does not adequately describe the situation realizing i
strained crystal.

Note that the effective dislocation interaction range w
the holeX1 and Tl11 centers is larger by 16 and 6 time
respectively, than that with the electronicF centers
(r F'b). This appears only natural, because the capture
electrons by dislocations from theF centers is a thermally
activated process, whereas the hole capture from theX1 and
Tl11 centers does not require activation.

5.2. Interaction of dislocations with the VK centers

At temperatures below the ones specified in Table
holes become self-trapped in the regular lattice of AH cr
tals to formVK centers.16

At 77 K, the VK centers are immobile. AboveTV , the
VK centers are destroyed, and the holes are captured by o
traps~e.g., by theMe1 centers! or recombine with the elec
trons localized at electronic traps. Despite the considera

y

TABLE IV. The temperature at which theVK centers become mobile (TV),
and the activation energy of the hopping diffusion ofVK centers (EV).

Crystal KCl KBr KI NaCl

TV , K 170 140 90 130
EV , eV 0.53 - 0.28 -
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interest in theVK centers on the side of many researchers,
position of this center in the crystal band diagram is still n
known accurately.

The number ofVK centers in a crystal can be judge
from the intensity of theF-stimulated band generated by th
luminescence of the self-trapped excitons. This proces
described by the well-known scheme

e1VK→hn.

Unfortunately, the luminescence of self-trapped excito
in the KCl crystals, which have been studied by us m
comprehensively, is observed to occur only forT,20 K.17

We investigated the interaction of dislocations withVK cen-
ters in KBr, KI, and NaCl. The spectrum of theF-stimulated
luminescence of self-trapped excitons at 77 K in KI cryst
colored at the same temperature contains18,19 two bands, at
l15300 nm andl25370 nm ~Fig. 6!. In KBr, a similar
spectrum contains only one band atlmax5281 nm~Fig. 7!.18

Plastic strain affects considerably the spectral characteri

FIG. 6. Effect of plastic strain on theF-stimulated luminescence of self
trapped excitons in KI crystals irradiated by gamma rays at 77 K to a d
of 23105 rad. ~1! original sample,~2! sample strained to 4% at 77 K.

FIG. 7. Same as in Fig. 6, but for the KBr–Cu crystal. Dashed line
decomposition of curve2 into components.
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of the F-stimulated luminescence. In KI crystals one o
serves a decrease in intensity of both FL bands, which c
relates with the increase of the strain~Fig. 6!. Doped samples
exhibit, besides the decrease of the exciton luminescenc
considerable growth of the activated luminescence, for
stance, of that due to Cu ions (lmax5395 nm) in KBr–Cu
~Fig. 7!.

The enhancement of the activator luminescence imp
that plastic deformation at 77 K of crystals colored at t
same temperature, both irradiated and strained at 300 K
sults in an increase of theMe11-ion concentration. The
holes participating in the process of strain-induced sensit
tion are captured by dislocations from theVK centers, which
is evidenced by the drop in the exciton luminescence int
sity when the crystal is being strained. This decrease is n
consequence of a possible change in the quantum yield o
exciton luminescence, because plastic deformation of a c
trol sample performed before the irradiation does not aff
the FL intensity.

The VK centers can be destroyed also by recombinat
of the electrons released in a strained sample. Howeve
estimate of the number of theVK centers destroyed in thi
process, made from an analysis of the intensity of the lu
nescence observed, is one to two orders of magnit
smaller than the total number of these centers destroye
the course of the deformation. The strain-induced sensit
tion processes occur above and below the hole self-trap
temperature~Table IV!, and therefore the transport of hole
from theVK to Me1 centers in the samples both irradiated
77 K and colored at 300 K is effected by moving disloc
tions.

Indeed, if the holes became mobile in dislocation int
action with theVK centers atT,TV , then on moving away
from the dislocation they would become self-trapped imm
diately with the formation ofVK centers. Therefore such
process would not provide the experimentally observed s
stantial decrease of theVK concentration. This can only
mean that the holes from theVK centers are captured b
moving dislocations.

The effective range of dislocation interaction with th
VK centers (r V) can be readily determined from~7!. As fol-
lows from Figs. 6 and 7, at«54% the volume from which
the dislocations capture the holes bound toVK centers in KI
and KBr–Cu crystals isVp50.5V; substituting this in Eq.
~7! yields r V56b.

Having found the position of the dislocation-induce
hole band in the crystal band diagram, one can solve
inverse problem, namely, determine the position of the h
centers in the energy spectrum of the crystal by studying
interaction of dislocations with these centers.

As already mentioned, the number of the In11 centers
(NIn) created in KCl–In crystals decreases exponentia
with decreasingT, i.e. the SIS process in these samples
thermally activated,NIn5N0 exp(2DUp /kT), whereN0 is a
constant, andDUp is the activation energy. BecauseDUp in
KCl–In is 0.04560.02 eV, the In level lies 0.045 eV below
the dislocation-induced hole band.

In the KI and KBr–Cu crystals studied by us one o
serves destruction of theVK centers as a result of the hole

e
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transferring from the latter into the dislocation-induced h
band. According to the above concepts, this implies that
VK level is located below the DHB in the band diagram
the crystal. The DHB, in its turn, lies below the Cu1 level in
KBr.

It should be noted that the levels of theMe1 andMe11

centers lie at different energies. TheMe11 level is most
probably located below theMe1 level in the band diagram
If the position of a level of a center remains unchanged re
tive to the dislocation-induced hole band~i.e. always above
or always below the DHB! while varying as a result of the
charge exchange with moving dislocations, then the cha
in the position of the center induced by the charge excha
should not affect in any way the SIS process. For the Tl,
Cu, and Ag impurities studied here, charge exchange m
probably does not change the position of the levels w
respect to the DHB. Indeed, the Tl11 and Tl1, In11 and In1

levels lie below the DHB~the levels of Tl1 and In1, as
pointed out earlier, by 0.06 and 0.045 eV, respectively!. If
the Ag11 or Cu11 levels were below the DHB, then th
strain at which the SIS is observed to saturate («0) in the
77–300 K range would depend onT, and the values of«0

for crystals doped with Ag or Cu would be different at d
ferent T. The independence of«0 of temperature and the
equal values of«0 for the KCl–Cu and KCl–Ag crystals
indicate most probably the validity of this conjecture.

Thus an investigation of the interaction of dislocatio
with purposefully introduced centers has permitted us to
termine the position of the dislocation-induced electronic a
hole bands in the band diagram of a number of ionic cryst
e
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Negative Poisson coefficient of fractal structures
V. V. Novikov* )

Odessa State Polytechnic University, 270044 Odessa, Ukraine

K. W. Wojciechowski

Institute of Molecular Physics, Polish Academy of Sciences, 60-179 Poznan´, Poland
~Submitted in final form April 22, 1999!
Fiz. Tverd. Tela~St. Petersburg! 41, 2147–2153~December 1999!

On the basis of a fractal model the macroscopic elastic properties of an inhomogeneous medium
with random structure have been determined. It is shown that if the ratio of the bulk
moduli of the phasesK2 /K1→0, then the percolation thresholdpc the Poisson coefficient is
equal to 0.2. A study of the behavior of a two-phase medium with negative Poisson coefficient is
carried out. ©1999 American Institute of Physics.@S1063-7834~99!00912-0#
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Typical materials surrounding us have positive Poiss
coefficientsn.0 ~Ref. 1!. However, in recent years it ha
been shown that under certain conditions the Poisson co
cient can be less than zero (n,0).2–15

Such media have still not received adequate theore
study. In the present paper the Poisson coefficient of an
homogeneous medium with random structure is investiga
on the basis of an iteration method of averages which
proven to be highly effective in the study of conductivity a
the dielectric and elastic properties of composites.16–20

Studies of the elastic properties of inhomogeneous
dia with random structure and large differences in the pr
erties of their components have been performed in the
jority of cases using numerical methods on percolat
lattices.21–28 In particular, studies have been carried out
transitions of an unconnected set of bonds or sites int
connected set, andvice versa.29–33 It has been establishe
that at the critical point~the percolation threshold! pc a con-
nected set forms a percolation cluster which is a self-sim
set, i.e., a fractal,32–35 and the bulk modulus has the scalin
dependence

K'~p2pc!
t in the elastic region~p>pc!, ~1!

K'~p2pc!
s in the highly elastic region~p<pc!,

~2!

wherep is the concentration of whole bonds, and the critic
indices t and s depend only on the dimensionality of th
spaced.

Typical representatives of such materials are polym
and colloidal and composite materials.35–37

It should be noted that the problem of determining el
tic properties on a percolation lattice will be formulated co
pletely if we determine the Hamiltonian on the consider
set of sites and bonds whose geometrical characteri
~number of sites or bonds, distance to the most distant
ments, degree of meander, etc.! are prescribed statistically. In
this case the Hamiltonian describing the elastic propertie
the percolation system should satisfy certain requireme
Specifically, elastic connectivity should be realized: the l
1971063-7834/99/41(12)/6/$15.00
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tice for p>pc should have finite macromoduli of elasticity
vanishing asp→pc10; the tensor properties of the elastici
of extended chains forming the percolation cluster should
correctly reproduced; and free states of the Hamilton
should be invariant with respect to rotations.

The first condition is satisfied, for example, by the Bo
model;29 however, it does not satisfy the second conditi
and as a result leads to a system of equations analogou
the Kirchhoff equations for electric currents in a network
resistances, and as a consequence to the result that the
cal indext is equal to the critical index of the conductivityt.

Kantor and Webman23 suggested a Hamiltonian tha
takes account of changes in the energy of the system du
changes in the angles between the bonds of the lattice.
Hamiltonian satisfies all three conditions and as a result le
to a correct description of the elastic properties of perco
tion systems.24–28

It is also necessary to mention that some configurati
of bonds~local regions! can possess unusual properties,
particular a negative Poisson coefficientn,0. Thus, for ex-
ample, the chain of bonds depicted in Fig. 1 when stretc
out not only lengthens but also ‘‘thickens.’’ If such configu
rations make the defining contribution to the macrosco
properties of the system, then this can lead to the result
the Poisson coefficient will be negative.

Numerical studies24 of planar (d52) elastic random per-
colation networks have shown that if their linear dimensi
L,0.2z, then the Poisson coefficient of the system will
negative, and ifL.0.2z, the Poisson coefficient will be posi
tive (z is the correlation length!. In this case, ifL/z→`, the
limiting value of the Poisson coefficient will be equal
n50.0860.04 and is a universal constant, i.e., it does n
depend on the relative values of the local elastic characte
tics; if L/z→0, thenn52 1

3; if L/z55, thenn50.
Averaging of the local elastic properties of percolati

~fractal! systems can be done in different ways. In what f
lows we propose an averaging method based not on a
crete ~percolation! lattice, but on a continuum ‘‘droplet’’
model which takes account of the tensor nature of the ela
0 © 1999 American Institute of Physics
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properties. The approach is based on the transfer-ma
method.22

In the description of percolation systems, along w
fractal geometry use is also made of various analogs of
renormalization-group~RG! method, which is based on th
idea of scale invariance,32,33 which has led to fruitful results
in the theory of temperature phase transitions.38

In the present paper we present the results of nume
calculations of the elastic properties of a random medi
based on an iteration method of averaging, which is base
results of fractal geometry and renormalization-gro
transformations.16–20

1. STRUCTURAL MODEL

The basic set of bondsV was obtained with the help o
an iteration process the first step of which (k50) starts off
with a finite lattice in a space of dimensionalityd52 or
d53 with probability p0 that a bond between neighborin
lattice sites is whole—‘‘painted’’ with a certain color. Bond
painted with the same color are assumed to possess the
properties. In the following steps (k51, 2, . . . ,n) each
bond in the lattice is replaced by the lattice obtained in
preceding step~Fig. 2!. The iteration process terminate
when the properties of the lattice cease to depend on
number of the iteration. Thus, we obtained lattices with l
ear dimensionsLn (Ln is much greater than the correlatio
length!, on which the effective physical properties were d
termined. The set of bonds obtained with the help of t
iteration procedure,Vn( l 0 ,p0), depends on the size of th
initial lattice l 0 and the probabilityp0.16–18

The probability that a set of bonds will form a connect
set at thekth step,R( l k ,pk), was defined as the ratio of th
number of connected sets to the total number of casts~to the
number of ways of coloring the lattice! of bonds for fixed
values ofl 0 andp0. The functionR( l k ,pk), being a polyno-
mial of degreeN, whereN is the number of bonds in th
lattice, whole or otherwise~if the dimensionality of the lat-
tice isd52, thenN52l 0

k), can be determined with whateve
accuracy is desired for anyp0 and l 0.

On the basis of fractal models of the structure of a r
dom inhomogeneous medium constructed on various in
rectangular lattices: 333, 434, 534, 535, 636, 938,
939 for d52 and 33333 for d53 ~Ref. 16! we have
determined the percolation thresholdpc , the critical indices
for the correlation lengthnp , the densities of the percolatio
clusterb and the fractal dimensionalitydf . We have shown
that the geometrical properties of the obtained fractal set
the percolation threshold coincide with the properties of
percolation cluster if the linear dimensions of the initial la
tice l 0>8 for d52 andl 0>3 for d53.

FIG. 1. Configuration of a chain of bonds of a percolation system.
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Next we considered the effective elastic properties of
inhomogeneous medium imbedded in a space of dimens
ality d53. To calculate these properties we used the fu
tion R(p) based on the 33333 model (l 053, d53)
~Fig. 3!.

2. ELASTIC PROPERTIES

Let us consider a two-phase system with distributi
function

FIG. 2. Illustration of the renormalization-group transformation on a re
angular lattice for the casel 052: a — p051; b — p050.75.

FIG. 3. Probability of formation of connected sets versus concentratio
whole bonds (l 053, d53).
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P0~C!5~12p0!d~C2C2
(0)!1p0d~C2C1

(0)!, ~3!

whered(x) is the Diracd function,p0 is the probability that
the given local region possesses the propertyC1

(0) ~it pos-
sesses the propertyC2

(0) with probability 12p0).
After k steps of renormalization-group transformatio

the density function takes the form

Pk~C!5~12pk!d~C2C2
(k)!1pkd~C2C1

(k)!. ~4!

As k→`

Pk~C!5d~C2Ce f!, ~5!

whereCe f are the effective properties of the medium, a
pk5R( l k21 ,pk21) is the concentration of whole bonds at th
kth step.

The effective properties of the structural model can
determined in general according to the following schem
first the properties of the various configurations are found
the first step; these properties are then averaged and ass
as inputs to the following step, etc.16 Averaging of the prop-
erties of all possible configurations of the set of bonds le
to quite cumbersome calculations. Therefore we use an
proximate method which consists in not calculating the pr
erties of configurations obtained for casts of whole bonds
the lattice, but rather in distinguishing two types of config
rations of sets of bonds: connected sets~CS! and uncon-
nected sets~UCS!, and then transforming from discrete mo
els ~on lattices! to continuum models in which the connecte
and unconnected sets together form a continuous med
To model the structure of connected and unconnected
we used the droplet model~ball in a homogeneous medium
see Fig. 4!.

Thus, at each step~scale! of the iterative calculation of
the elastic properties the structures of the connected and
connected sets are modeled by composite ‘‘droplets’’: a c
nected set — in a continuous mass of ‘‘elastic’’ phase
found an inclusion in the form of a ball~droplet! of ‘‘soft’’
phase~Fig. 4a!; an unconnected set — in a continuous ma

FIG. 4. Toward a model of the structure of a connected set~a! and an
unconnected set~b! of whole bonds~the ‘‘droplet’’ model! at different steps
~scales! of the iteration.
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of ‘‘soft’’ phase is found an inclusion in the form of a ba
~droplet! of ‘‘elastic’’ phase~Fig. 4b!. The fractions of con-
nected sets and unconnected sets at each step of the ca
tions were defined to be equal topk5R( l k21 ,pk21) and
12pk5R( l k21 ,pk21), respectively.

The effective elastic properties~bulk modulusK and
shear modulusm) of the connected and unconnected s
based on the droplet model were determined with the hel
formulas obtained in the physics of inhomogeneo
media39,40 with allowance for the tensor nature of the elas
properties.

The scheme of the calculation of effective properties h
the following form: 1! the functionR(p,l ) is determined on
the basis of the fractal model~on lattices!; 2! at the kth
iteration step of the calculations the concentration of c
nected sets is calculated according to the formula

pk5R~pk21 ,l k21!, ~6!

and the elastic properties, on the basis of the ‘‘drople
model according to formulas of the form

Cc
(k)5 f 1~Cc

(k21) ,Cn
(k21) ,p~k21!! ~ for a connected set!, ~7!

Cn
~k!5 f 2~Cc

~k21! ,Cn
(k21) ,p~k21!! ~ for an unconnected set!,

~8!

where f 1 and f 2 are known functions which depend on th
structural model and the elastic properties of the connec
and unconnected sets at the (k21)-th step, these being
Cc

(k21) andCn
(k21) , respectively.

The effective properties of the inhomogeneous medi
Ce f satisfy the inequalities

Cc
(k)>Ce f>Cn

(k) .

In the limit k→` the sequenceC(k) converges toCe f

lim
k→`

Cc
(k)5 lim

k→`

Cn
(k)5Ce f . ~9!

To calculate the elastic properties of fractal structu
according to the given scheme it is desirable to have an a
lytical dependence for the functionR(p).

If starting lattices of small linear dimensionsl 0,5 for
d52 are used to construct the fractal set, then the func
R(p) can be found analytically. For lattices withl 0.5 (d
52) andl 0>3 for dimensionalityd53 finding an analytical
expression forR(p) leads to cumbersome expressions wh
can be investigated only numerically.33

Fitting the results of numerical calculations of the fun
tion R(p) for a 33333 lattice16 showed that the function

R~p!5p2~418p214p2240p3116p41288p51655p6

1672p72376p81112p9214p10!, ~10!

which was obtained earlier in Ref. 39 gives a good fit to t
numerical results.

The percolation thresholdpc according to formula~10!
@pc is the solution of the equationp5R(p)# is equal to
;0.2085, i.e., the unconnected set transforms into a c
nected set atpc50.2085~Fig. 3!.

To calculate the elastic properties of a percolation s
tem with the aid of the step-by-step~iterative! averaging
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FIG. 5. Dependence of the elastic properties on the number of the iterationn for 1! p50.2088,2! p50.2092, and3! p50.2098:~a! logarithm of the shear
modulus logm; ~b! logarithm of the bulk modulus logK; ~c! Poisson coefficientn.
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method we used the Hashin–Shtrikman formulas,40,41 which
are based on the structural model ‘‘ball in a homogene
medium’’ ~Fig. 4!.

For a connected set the bulk modulusKc and the shear
modulusmc at the (i 11)-th step have the form40,41

Kc
( i 11)5Kc

( i )1
~12pi !~Kn

( i )2Kc
( i )!

11piac
( i )~Kn

( i )2Kc
( i )!

, ~11!

mc
( i 11)5mc

( i )1
~12pi !~mn

( i )2mc
( i )!

11pibc
( i )~mn

( i )2mc
( i )!

, ~12!

where

ac
( i )5

3

3Kc
i 14mc

i
; bc

( i )5
6~Kc

( i )12mc
( i )!

5mc
( i )~3Kc

( i )14mc
( i )!

, ~13!

Kc
05K1 and mc

05m1 are the bulk modulus and the she
modulus of the ‘‘elastic’’ phase, respectively, andKn

05K2

andmn
05m2 are the bulk modulus and shear modulus of
s

e

‘‘soft’’ phase, respectively (K1 , K2 , m1, and m2 are the
elastic properties of the phases of the inhomogeneous
dium!.

For an unconnected set the elastic propertiesKn
( i 11) and

mn
( i 11) are given by formulas obtained from formulas~11!–

~13! by interchanging the indicesc↔n andpi↔(12pi).

3. RESULTS OF CALCULATIONS

Figure 5 plots the dependence of the logarithm of
shear modulusm ~Fig. 5a!, the logarithm of the bulk modu-
lus K ~Fig. 5b!, and the Poisson coefficient~Fig. 5c! of the
fractal set on the iteration numbern. Up to the point at which
they level off to a horizontal dependence the curves of
elastic properties have a fractal character. The departure
horizontal dependence points to an upper bound on the f
tal asymptotic behavior, i.e., to the fact that the elastic pr
erties of the system do not depend on scale~on iteration
number!.

Figure 6a plots the logarithm of the bulk modulusK as a
FIG. 6. Elastic properties.~a! — logarithm of the bulk modulus versusp @a5 log(K2 /K1)#; 1 — K1 /m15K2 /m255; 2 — K1 /m15K2 /m250.025.
~b! — ratio of the bulk modulus to the shear modulusK/m: 1 — K1 /m15K2 /m250.025;2 — K1 /m15K2 /m250.75;4 — K1 /m15K2 /m255.
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function of the volume concentration of the ‘‘rigid’’ compo
nentp. On the basis of these calculations we determined
index t for the elastic region

K;~p2pc!
t, p.pc ~14!

and the indexs for the highly elastic region

k;~pc2p!s, p,pc . ~15!

The dependence of the logarithmic derivative

t5 lim
p→pc10

D~ logK !

D~ log~p2pc!!
~16!

on the ratio of the bulk moduli of the phase
a5 log(K2 /K1) is plotted in Fig. 7.

The critical indext, which is determined by the singula
behavior of the bulk modulusK near the critical pointpc

10, is equal according to the results of our numerical cal
lations, to 3.2560.05 ~Fig. 7!, which is somewhat less tha
the values given in Ref. 23 (t53.55) and Ref. 28 (3.64,t
,3.85), and coincides with the results of Ref. 2
(t53.26).

Our calculations for the highly elastic region (p,pc)
showed that the critical indexs depends on the elastic prop
erties of the phases and varies froms50.5260.02 at
K1 /m15K2 /m255 to s50.7560.05 at K1 /m15K2 /m2

50.025.
In the vicinity of the percolation threshold the ratio

the bulk modulus to the shear modulusK/m tends to a con-
stant value~Fig. 6b!. We found that (K/m) >1.33. This re-
sult is in agreement with Refs. 23 and 27, which obtaine
theoretical proof of the equality (K/m) 5 (4/d) in the limit
p→pc .

Figure 8 plots the results of calculations of the dep
dence of the effective Poisson coefficient on the volume c
centration of the ‘‘rigid’’ phase for assorted values
a5 log(K2 /K1). The calculations were made for values
the Poisson coefficients of the phases that encompass
wide spectrum of possible values, extending from20.9 to
0.4 ~Figs. 8 and 9!. It follows from the figures that at the
percolation threshold the Poisson coefficient is equal ton
50.2 ~in the limit K2 /K1→0). Here the functional depen

FIG. 7. Critical index of the bulk modulus forp.pc @a5 log(K2 /K1)#.
e

-

a

-
-

eir

dence of the Poisson coefficient on the volume content of
phases of the inhomogeneous medium~Figs. 8 and 9! is non-
monotonic and for arbitrary elastic properties of the pha
passes through the point (pc, 0.2), i.e., in the vicinity of the
percolation threshold the effective Poisson coefficient
positive even for negative values of the Poisson coeffici
of the local regions~phases! of the inhomogeneous medium
The Poisson coefficient changes sign far from the thresh
pc : if n1,0 andK1@K2, thenn changes sign at a concen
tration of the ‘‘rigid’’ phasep.pc ; if n1,0 andK1!K2,
thenn changes sign forp,pc , i.e., in this case the medium
at first offers resistance to a change in its shape and only
p.pc does it offer resistance to a change in the volume
the medium.

In addition to the material presented above, we will
tempt to estimate the dependence of the Poisson coeffic

FIG. 8. Dependence of the effective Poisson coefficient on the volu
concentration of the ‘‘rigid’’ componentp for various ratios of the elastic
moduli of the phasesa5 log(K2 /K1).

FIG. 9. Dependence of the Poisson coefficient on the volume concentra
of the ‘‘rigid’’ component p. 1 — n15n2520.9; 2 — n15n250;
3 — n15n250.4.
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on the structure of the material, basing our derivation
Refs. 10 and 23.

To explain the dependence of the Poisson coefficien
the structure, Kantor and Webman23 proposed the depen
dence

m/K5
Z

8
, ~17!

whereZ is the coordination number of the percolation lattic
If we assume that the Poisson coefficient for

d-dimensional isotropic inhomogeneous medium is giv
by10

n5
Kd22m

d~d21!K12m
5

d2b

d~d21!1b
, b52m/K, ~18!

then we obtain that ifb.d thenn,0 (n521 in the limit
b/d→`); if b5d then n50; if b,d then the maximum
value ofn is equal to (1/d21) ~in the limit b/d→0).

Now, if we substitute relation~17! into Eq. ~18!, we can
write

n5
d2Z/4

d~d21!1Z/4
. ~19!

Hence it follows that the Poisson coefficient at the p
colation threshold is positive (n.0) if Z,4d, equal to zero
(n50) if Z54d, and negative (n,0) if Z.4d.

Thus we can conclude that by making the appropri
choice of the structure of the inhomogeneous medium~the
coordination numberZ), we can obtain a material with nega
tive Poisson coefficient far from the percolation threshold

The proposed method for constructing a fractal mode
the structure of a random medium and the step-by-step~it-
erative! method of determining the elastic properties are
good agreement with a numerical model of the elastic pr
erties of percolation systems and can be used to predic
elastic properties both of percolation systems and of ma
als with a finite difference in the properties of their comp
nent phases.

To summarize, we have determined the critical index
the bulk modulusK in the elastic region:t53.2560.05. We
have elucidated the dependence of the indexs on the elastic
properties of the phases of the medium in the highly ela
region.

We have shown that in the limitp→pc , K/m→1.33,
and the Poisson coefficient of a percolation system near
thresholdpc is independent of the properties of the phases
the inhomogeneous medium and at the percolation thres
is equal to 0.2. The dependence of the effective Poisson
efficientn on the volume concentration of the ‘‘rigid’’ com
ponentp of an inhomogeneous medium with random stru
ture is nonmonotonic.

We have shown that a percolation system can hav
negative Poisson coefficient if the lattice has coordinat
numberZ.4d.
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Weak exchange interactions in the heteronuclear crystal CuPr 2„CCl3COO…8–6H2O
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The new heteronuclear crystal CuPr2(CCl3COO)8•6H2O, constructed of chains containing
copper and praseodymium atoms, has been synthesized and investigated by EPR at 9.3 GHz at
temperatures ranging from room temperature down to 10 K. At temperaturesT;300
2130 K, EPR spectra are observed which are characteristic of isolated polyhedra of copper
ions with gz52.33060.005, gx,y52.05360.005, Az513931024 cm21, and Ax,y

,2631024 cm21. At temperaturesT,130 K a complex spectrum is observed, associated with
the appearance of weak exchange interactions between the copper ions in the chain
(JCu2CuSSi•Si 11), comparable in magnitude with the hyperfine interactionsJCu2Cu50.015 cm21

at T510 K. The magnitude of the exchange interaction decreases smoothly as the temperature
is raised. It is conjectured that orbitals of the praseodymium ions participate in the process of
indirect exchange between the copper ions. ©1999 American Institute of Physics.
@S1063-7834~99!01012-6#
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With the aim of studying the character and peculiarit
of the interaction of ions of the iron group and rare-ea
ions, we have carried out a study of the interactions
ions of divalent copper and trivalent rare-earth io
in the quasi-one-dimensional heteronuclear compou
CuRe2(CCl3COO)8•6H2O (Re31 is a rare-earth ion!.1,2 The
present paper reports results of an EPR study of the c
pound with the praseodymium ion (Re315Pr31), which is a
non-Kramers ion.3,4

1. EXPERIMENTAL RESULTS

Thorough structural studies have been performed on
crystalline compound CuNd2(CCl3COO)8•6H2O ~Ref. 1!;
for the crystalline compound CuPr2(CCl3COO)8•6H2O
it has been established that it is isostructural with
former compound ~triclinic space group P1, Z52).
The parameters of its unit cell have been det
mined: a51180.5(2), b51219.0(2), c52001.7(2) pm,
a598.94(1), b5106.68(1), g5102.05(1)°. The crystal
consists of heteronuclear chains. A fragment of a chain of
crystal CuNd2(CCl3COO)8•6H2O ~Ref. 1! is shown in
Fig. 1. The chain consists of two structurally nonequival
polyhedra of the rare-earth ions Re1 and Re2 , which are
joined by a CuO4 fragment. Two water molecules of th
polyhedra of the Re1 and Re2 ions finish off the polyhedron
of the copper ion to a distorted octahedron.

The EPR studies were performed on a single crysta
CuPr2(CCl3COO)8•6H2O at the frequency 9.3 GHz in th
temperature range from room temperature down to 10 K

At room temperature a spectrum is observed that is c
acteristic of isolated copper centers (3d9, I 53/2) with al-
lowed hyperfine structure. The angular dependence of
1971063-7834/99/41(12)/4/$15.00
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EPR spectra at room temperature is described by the pa
etersgz52.33060.005 ~0.230, 0.287, and 0.930 are the d
rection cosines forgz in the XYZ coordinate system chose
with theZ axis aligned with theb axis of the crystal and the
X axis in thebc plane!, Az513931024 cm21, gx,y52.053
60.005, andAx,y,2631024 cm21.

Figure 2 displays the temperature dependence of
EPR spectra of a CuPr2(CCl3COO)8•6H2O crystal for the
magnetic field aligned with thez axis of theg tensor. As the
temperature is lowered from room temperature down
130 K, the shape of the spectrum does not alter substant
~Figs. 2a and 2b!. At temperaturesT,130 K the picture of
the hyperfine splitting begins to change: the four compone
of the hyperfine structure decay into a series of compone
and symmetrically located lateral signals beyond the lim
of the spectrum appear which are characteristic at h
(2902130 K) temperatures. The spectra in Figs. 2c–2g ill
trate the smoothness of the observed transformation of
spectra. The distance to the lateral signals from the cente
the spectrum increases as the temperature is lowered~Figs.
2d–2g!. For the magnetic field oriented parallel with th
other axes for which hyperfine splitting is manifested, a sim
lar picture is observed although the shape of the resul
spectrum varies depending on the orientation~Fig. 3!. The
lateral signals are preserved for all orientations including
orientation of the magnetic field along theX and Y axes of
the g tensor, where hyperfine splittings are not observed.
can be seen from Fig. 3, the ratio of intensities of the late
signals to the main spectrum decreases when the mag
field is tilted away from theZ axis of theg tensor. Note that
the spectra in Fig. 2 were taken under different conditio
therefore they do not reflect the increase in the intensity
6 © 1999 American Institute of Physics
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the EPR spectra observed when the temperature is lowe
In order to graphically demonstrate the change in the p
tion of the signals in the low-temperature spectrum in co
parison with the high-temperature spectrum, the position
the four components of the hyperfine structure are marke
Fig. 2g to correspond to the splittings in Figs. 2a and b. T
distances between the lateral signals in the low-tempera
spectrum and the outer arrows corresponding to the sig
with m563/2 (m is the projection of the nuclear spin of th
copper ion!, are equal to 14 mT for the orientation present
in Fig. 2, and increase in units of the field as the field is tilt
away from this orientation but remain fixed in units of e
ergy and are equal to 0.015 cm21.

As will be shown below, the observed transformation
the spectra with temperature is evidence of the appearan
a weak exchange interaction between the copper ions
T,130 K and a smooth weakening of this interaction do
to zero in the temperature region 130–290 K.

2. DISCUSSION OF RESULTS

The investigated compound is constructed
chains in which the copper-ion fragments alternate w
praseodymium-ion dimer fragments~Fig. 1!. Rare-earth ions
are characterized by short paramagnetic relaxation time3–5

and the interaction with rapidly relaxation ions can lead t
broadening of the EPR spectrum of the copper ions. Re
ences 6 and 7 established experimentally and investig
theoretically peculiarities of the temperature dependenc

FIG. 1. Fragment of a chain of the compound CuNd2(CCl3COO)8•6H2O,
isostructural with the compound CuPr2(CCl3COO)8•6H2O ~Ref. 1!. Ligand
atoms of carbon C and oxygen O, and neodymium atoms (Nd1 , Nd2) are
denoted by small, medium, and large filled circles, respectively, while
large and medium-size empty circles represent copper Cu and chlorin
atoms, respectively. Two water molecules are not shown in the figure,
each per neodymium polyhedron, the directions of the Nd–O bonds
which are nearly perpendicular to the plane of the figure.
ed.
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the spectra of@CuNd2 (C4O4)4)(H2O)16] 2H2O constructed
of copper and neodymium ions due to variation of the pa
magnetic relaxation rate of neodymium. We showed th
that the shape and position of the spectrum depend sub
tially on the ratio of the magnitude of the exchange inter
tion between these ions and the paramagnetic relaxation
of neodymium. Because of this, the spectrum can vary fr
the spectrum characteristic of copper-ion centers at high t
peratures to the spectrum corresponding to the Cu–Nd f
ment at low temperatures. As the temperature is lowe
from room temperature, the transformation of the spectr
shows up primarily in a broadening of the ‘‘copper’’ spe
trum with its subsequent shift. Broadening of the ‘‘coppe
signal as the temperature is decreased was also observ
CuNd2~CCl3COO)8•6H2O, which is isostructural with
CuPr2(CCl3COO)8•6H2O ~Ref. 8!. For the copper–
praseodymium crystal broadening of the signal with decre
ing temperature is absent.

Trivalent praseodymium is a non-Kramers ion and t
ground state of this ion can be a non-Kramers doublet or

e
Cl
ne
r

FIG. 2. Temperature dependence of the EPR spectra (n59.3 GHz) of a
CuPr2(CCl3COO)8•6H2O crystal for the magnetic field oriented along thez
axis of the g tensor (gz52.330, Az513 mT): a — T5290 K ~16!,
b — 190 K ~8!, c — 127 K ~8!, d — 73 K ~4!, e — 40 K ~4!, f — 18 K ~1!,
g — 10 K ~1!. The numbers in parentheses are the relative amplification
the spectra, with the amplitude of modulation being equal to 2.4 G and 1
for spectra a–e and f–g, respectively.
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isolated singlet.4,9 If we assume that the latter situation
realized in the given crystal, where the ground state of
praseodymium ion is an isolated nonmagnetic singlet, t
the absence of an interaction between the praseodymium
copper ions at low temperatures becomes understandab

At the same time, the change in the picture of the hyp
fine splitting at low temperatures in comparison with t
high-temperature spectrum points to the presence of a w
exchange interaction between the copper ions in the ch
The authors of Ref. 10 investigated features of the EPR s
trum for a chain of copper ions bound by a weak excha
interaction, less in magnitude~or comparable! than the hy-
perfine splitting, in the instance of the compou
@N(n-Bu)4#2 @Cu(mnt)2#. In this crystal with triclinic sym-
metry the planar anions Cu(mnt)2] 22 @mnt5(C4N2S2)22#
form chains which are effectively isolated from one anoth
by cations. The intrachain distance between the copper
is 9.403 Å. It has been shown experimentally and theor
cally for this compound that the weak exchange interact
between the copper ions can lead not to an averaging o
hyperfine structure, but to the appearance of additional s
tings and the presence of lateral signals in the spectrum
distance to which from the outer components of the hyp

FIG. 3. Angular dependence of the EPR spectra (n59.3 GHz) of a
CuPr2(CCl3COO)8•6H2O crystal atT510 K, Q50 ~a!, 20 ~b!, 55 ~c!, 70
~d!, and 90~e!. Q50 corresponds to the magnetic field being oriented alo
the z axis of theg tensor.
e
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fine structure is of the same order of magnitude as the
tropic exchangeJ.

For a one-dimensional system the isotropic exchange
teraction is described by the HamiltonianHex5JSSiSi 11 ,
whereSi51/2 for a copper ion at thei th site of the chain.

The exchange interaction between ions in the chain
significantly greater in magnitude than the hyperfine inter
tion and leads to averaging of the hyperfine splitting and
appearance in the spectrum of an isolated exchan
narrowed signal. If the exchange interaction is less than
hyperfine splitting, then the interaction between neighbor
centers along the chain will differ depending on what re
tion obtains between the projections of the nuclear spin
neighboring sites:mi5mi 11 or mi#mi 11 , where m53/2,
1/2, 21/2, or23/2. Such a situation was analyzed in det
in Ref. 10. Taking the indicated nonequivalence into a
count, the chain can be considered as constructed of sta
cally distributed equivalent and nonequivalent ions. The
fore, the chain can be represented as consisting of fragm
inside which all centers have the same projection of
nuclear spinm. In Ref. 10 it was shown that since the pro
ability of the formation of a fragment of lengthN decreases
with increase ofN, to model the spectrum of a chain with
weak interaction it is sufficient to consider fragments w
N<3. Taking the isotropic exchange interaction between
spins inside a fragment into account does not alter the p
tion of a signal with prescribedm. The signals split after
considering the interaction of the total spinSN of an
N-dimensional fragment with the spins of neighboring fra
ments. The interaction with the two neighboring fragments
described by the HamiltonianH5J(SN21SN1SNSN11).

The model spectra of each fragment depend on wh
fragments are located to the right and the left of the giv
fragment. All situations were analyzed in Ref. 10 with allow
ance for the probability of their occurrence and the auth
restricted the discussion to an account of the three situat
responsible for 60% of the spectrum: (m,m,m), (m,d,m),
and (d,m,m) or (m,m,d), wherem is a monomer andd is a
dimer.

An analysis of the model spectrum showed that the
eral lines in the spectrum in this case are associated
splitting of the componentsm563/2 of the hyperfine struc-
ture into three componentshn2J, hn, and hn1J. This
maximum splitting is connected with the exchange inter
tion in the sequence (m,m,m). Each component of the hy
perfine structure splits, but in the central part of the spectr
the splittings of different sequences of the fragment are
perimposed, giving a complicated shape to the spectrum
whole. The EPR spectra observed at low temperature
CuPr2(CCl3COO)8•6H2O agree qualitatively with the
model spectra presented in Ref. 10, leaving no doubt that
nature of the complicated splitting picture is associated w
the weak exchange interaction between the copper ions in
given chain in analogy with the compound@N(n-Bu)4#2

@Cu(mnt)2# although the magnitude of the exchange int
action in the compound investigated here is essentially c
parable with the magnitude of the hyperfine splitting in t
parallel orientation and only the relationA,J,2A is ful-
filled. In Ref. 10 it was shown that in this case it is necess

g
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to consider not fragments with the samem but fragments for
which umi2mi 11u<2 and, as in the case forJ,A, splitting
from the position corresponding tom563/2 in the absence
of an interaction, out to the lateral signals is determined
the magnitude of the exchange interactionJ. For the com-
pound investigated here, the magnitude of the interac
does not depend on the orientation and forT510 K is equal
to 0.015 cm21.

The detected interaction is very small in magnitude,
comparable in magnitude with other examples of weak
change interactions11 detected between copper ions at d
tances not less than in the investigated compound~the dis-
tance between the interacting copper ions in the given ch
is R512.7 Å). In principle, the distance between the copp
ions in neighboring chains is less than within a chain, but
absence of bridge elements linking the copper ions of
neighboring chains allows us to maintain that the detec
interaction is realized within the chains.

As can be seen from the temperature dependence o
spectra in Fig. 2, the magnitude of the exchange interac
increases smoothly with decreasing temperature. At ro
temperature the interaction is not detected. A dependenc
the exchange interaction on the temperature was detecte
many compounds with a weak (J,0.1 cm21) exchange in-
teraction between the copper ions. There is even an exam
of a change of sign ofJ with temperature.11 Although in the
majority of cases there is a tendency to link the tempera
dependence of the exchange with thermal expansion of
crystal with increase of the temperature, there are ground
assume that other mechanisms can in principle be res
sible for this effect, and their roles in different crystals c
differ.11

In CuPr2 (CCl3COO)8•6H2O the nearest copper ions i
the chains are linked by a dimer fragment of praseodym
ions~Fig. 1!. The structure of the chain allows us to conclu
that the praseodymium subsystem may have an influenc
the temperature dependence of the interaction between
copper ions. Note that the EPR spectra of the isostruct
crystal CuNd2(CCl3COO)8•6H2O indicate the absence of
temperature dependence of the parameters of the spin–
interaction in this crystal in the temperature range 2025 K
while the exchange interaction in the praseodymium co
pound in the indicated temperature interval continues
grow. It can be expected that the orbitals of the praseo
mium ions take part in the indirect exchange between
copper ions and the efficiency of the interaction increase
the temperature is lowered, noting that lowering the tempe
ture results in a decrease of the population of the exc
magnetic states of the praseodymium ion. At high tempe
tures, when the excited magnetic states of the praseodym
ion are populated, rapid fluctuations in the praseodymi
y
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subsystem, as, for example, is discussed in Ref. 12, modu
the exchange interaction between the copper ions, makin
practically equal to zero at room temperature. The expec
change in the properties of the praseodymium ions in
temperature interval from room temperature down to 10
due to the change in the population of the nonmagn
ground state and the excited magnetic states is respon
for the smooth change in the efficiency of the interacti
between the copper ions. Note that the suggestion has
ready been made in the literature that the orbitals of
rare-earth ion with diamagnetic ground state participate
the indirect exchange between copper ions.13

Thus, although EPR spectra of the praseodymium
are not detected, it can be conjectured that a study of
heteronuclear compound CuPr2(CCl3COO)8•6H2O demon-
strates the influence of the praseodymium subsystem on
efficiency of indirect exchange between the copper ions
the possibility that they may play the role of a regulator
this interaction. In the investigated compound the magnitu
of the interaction is small, and we are talking here abou
change in very small quantities. But precisely because
magnitude of the interaction does not exceed the hyper
splittings, we have obtained an accurate value of this in
action and its variation from the EPR spectra.
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The results of application of gradient theory of elasticity to a description of elastic fields and
dislocation and disclination energies are considered. The main achievement made in
this approach is the removal of the classical singularities at defect lines and the possibility of
describing short-range interactions between them on a nanoscopic level. Non-singular
solutions for stress and strain fields of straight disclination dipoles in an infinite isotropic medium
have been obtained within a version of the gradient theory of elasticity. A description is
given of elastic fields near disclination lines and of specific features in the short-range interactions
between disclinations, whose study is impossible to make in terms of the classical linear
theory of elasticity. The strains and stresses at disclination lines are shown to depend strongly on
the dipole armd. For short-range interaction between disclinations, whered varies from
zero to a few atomic spacings, these quantities vary monotonically for wedge disclinations and
nonmonotonically in the case of twist disclinations, and tend uniformly to zero as
disclinations annihilate. At distances from disclination lines above a few atomic spacings, the
gradient and classical solutions coincide. As in the classical theory of elasticity, the
gradient solution for the wedge-disclination dipole transforms to the well-known gradient
solution for a wedge dislocation at distancesd substantially smaller than the interatomic spacing.
© 1999 American Institute of Physics.@S1063-7834~99!01112-0#
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1. Traditional description of the elastic fields and ener
of disclinations is based on solutions obtained within
linear theory of elasticity.1–3 In the isotropic case, the corre
sponding expressions for the strain and stress tensors
fairly simple, which permits one to use them widely wh
modeling the structure and mechanical behavior of a var
of materials ranging from conventional metals, alloy
and composites3,4 to nanoparticles,3,5,6 nanostructural
materials,6–9 metallic glasses,3,6,7,10–13 and thin-film het-
eroepitaxial systems.14,15 Some components of these field
however, undergo a discontinuity at disclination lines, wh
entails considerable inconveniences in theoretical descrip
of the situations where one has to know the stresses
strains near disclination lines. This relates, for instance
disclination models of grain boundaries, metallic-glass str
ture, and mechanical behavior of nanocrystalline materi
where one has to deal with high-density disclination e
sembles. Thus one meets here the same problems as in
the well-known solutions for elastic fields in the vicinity o
dislocations1,16 or cracks,17,18 which are treated in the class
cal linear theory of elasticity.

The first attempts to modify the elastic fields of the
defects while staying within continuum models were direc
1981063-7834/99/41(12)/9/$15.00
e

are

ty
,

n
nd
to
-

s,
-
ing

d

at taking into account the effect of couple stresses.18–26

Dislocations,19–25 disclinations,25,26 and cracks18 were con-
sidered both in the Cosserat continuum and in a microp
medium. The solutions found for the elastic stresses
strains differed from those obtained in the classical theory
elasticity, while containing, nevertheless, the same singul
ties at the dislocation and disclination lines and crack tip

Following the classification of Kunin,27 the Cosserat and
micropolar continua may be considered as having a w
nonlocality in the elastic properties, which manifests itself
the appearance in the expression for the elastic energ
differential operators of second and higher orders on the
placement field, and of the corresponding additional mate
constants. Treatment of defects in media with a strong n
locality, where the elastic stress and strain tensors are
nected through integral relations, provides substantially b
ter results; indeed, the singularities in the stress fields at
dislocation27–31 and disclination31 lines, as well as at crack
tips,29,32,33disappear. The quasicontinuum models27,28 taking
into account the discrete structure of the solid were found
be the most efficient. One obtained in a closed analytic fo
stress fields for straight screw and edge dislocations, wh
are zero at the dislocation line and reach maximum value
0 © 1999 American Institute of Physics
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a distance from the latter, to finally decay with weak osc
lations relative to the classical solution. At the same ti
solution of the same problems within the elastic continu
model with the stresses related to strains through integ
required introduction of ana priori form of an integral ker-
nel in the definition. The solutions for screw dislocatio
were obtained in a different analytic form and reduced to
classical representation in the limiting case of loc
elasticity.29 The solution for screw dislocations was deriv
only in an integral form, and no such passage to the li
could be made.29 No weak oscillations characteristic of
quasicontinuum were observed. Interestingly, the soluti
for displacement fields and elastic strains retained the f
obtained in classical local elasticity, i.e., the existing clas
cal singularities remained. Note that although Ref. 31 u
completely analogous models of a nonlocal continuum, th
features of the nonlocal solutions were not pointed out th

Thus within the continuum theories of elasticity cons
ered one has not succeeded until present in construc
models of line defects~dislocations and disclinations! which
would combine such properties as the absence of singu
ties in the stress and strain fields at defect lines with a sim
analytic formulation convenient for use in physical applic
tions. The above-mentioned quasicontinuum models27,28 sat-
isfy these requirements, but a transition to quasicontinu
entails inevitably formidable technical difficulties when co
sidering real nonuniform nanostructural systems. It appe
therefore reasonable to continue the search for continu
models which would produce results consistent with exp
mental observations; results which would, for instance, p
mit one to estimate the displacements and strains near d
cores and compare them with real values that can be obta
from electron microscope images and computer models.

One of the possible ways to solve this problem lies
replacing the conventional Hooke’s law governing the re
tions in linear theory of elasticity with its simple gradie
modification34

s5l~ tr «!I 12m«2c¹2@l~ tr «!I 12m«#, ~1!

wherel andm are the conventional Lame´ constants,s and«
are the tensors of conventional elastic stresses and straI
is the identity tensor,¹2 is the Laplacian, andc.0 is a
gradient coefficient, which is zero for the convention
Hooke’s law. Note that Eq.~1! is a particular case of an
extremely cumbersome constitutive relation derived
Mindlin35 who took into account in the elastic energy seco
gradients of the elastic-strain tensor. Application of the c
stitutive relation~1! ~Refs. 34 and 36–38! and of similar
relations39,40 to crack problems eliminated the classical s
gularities from the elastic displacement and strain fields
crack tips. True, the elastic stress fields retained their fo
with the conventional singularities, but nevertheless this w
not considered significant, because the elastic stress te
cannot be rigorously defined at the atomic level.

The successful elimination of singularities from sol
tions for cracks stimulated the interest in applying Eq.~1! to
an analysis of the elastic fields of dislocations41 and
disclinations.42 It was found that in the case of dislocation
elastic strains vanish at the dislocation line and reach m
-
e

ls

e
l

it

s
m
i-
d

se
e.

ng

ri-
le
-

m

rs
m
i-
r-
ect
ed

-

s,

l

y
d
-

-
t

m
s
sor

i-

mum values in absolute magnitude of about 12%~screw dis-
locations! and 3–14%~edge dislocations! at a distance'Ac
from it. Significantly, estimation of the gradient coefficientc
for a lattice with a parametera yieldedAc'a/4.34 An analy-
sis of total displacement fields around single dislocations
dislocation dipoles showed that this gradient theory of el
ticity leads in a natural way to two characteristic length
namely,r 0'5Ac, which may be considered as the disloc
tion core radius, andd0'10Ac, which corresponds to the
radius of strong elastic short-range interaction between
locations. Then one can introduce two valid estimates for
case of the conventional lattice dislocation in a crystal,r 0

'1.25a0 andd0'2.5a0 . Outside the dislocation core, gra
dient solutions transform rapidly to the classical ones. N
that the total displacement field of an edge dislocation loo
in such a treatment the characteristic logarithmic singula
at the dislocation line. Moreover, the displacements cal
lated in this way agree well in order of magnitude with e
perimental observations and computer simulations of uns
dislocations.41

Although the elastic stress fields remained the same a
classical elasticity, the elimination of singularities from th
elastic strain fields resulted also in their disappearance f
the expressions for the elastic dislocation energie41

Whereas when calculating the dislocation energy in terms
classical elasticity one had to introduce an elastic-field cu
at the dislocation core and take the core energy separa
into account, the solutions obtained within the gradie
theory of elasticity offer a possibility of side-stepping th
disadvantage to perform straightforward calculations, wh
yield for the elastic energyW per unit dislocation length

W5mb2AH ln
R

2Ac
1g2BJ , ~2!

where b is the Burgers dislocation vector,R is the outer
dimension of a body,g50.577 . . . is Euler’s constant, and
A51/(4p), B50 for a screw dislocation, andA51/@4p
3(12n)#, B5pA for an edge one.

We obtained earlier42 gradient solutions for elastic strai
fields generated by dipoles of straight disclinations of
three types, i.e., wedge and twist ones. It was shown tha
the cases of both cracks and dislocations the solutions
longer contain the singularities characteristic of the class
theory of elasticity. Elastic strains take on zero or finite v
ues at the disclination lines. These finite values dep
strongly on the dipole armd and vary monotonically~wedge
disclinations! or nonmonotonically~twist disclinations! in
short-range disclination-dipole interactions, whered
,10Ac. When disclinations annihilate (d→0), the elastic
strains tend smoothly to zero. As in the case of dislocatio
the gradient solution transforms to classical far away fr
the disclination lines, wherer @10Ac. Interestingly, when
the dipole armd becomes much smaller than the charact
istic dimensionAc, the elastic fields of a wedge-disclinatio
dipole transform to those of an edge dislocation,41 similar to
the corresponding case in classical theory of elasticity.1–3

Despite such obvious merits of using the constitut
relation ~1! in a description of the elastic fields o
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cracks,34,36–40dislocations,41 and disclinations,42 as elimina-
tion of singularities in the displacement and elastic str
fields and in obtaining reasonable values for these quant
at defect cores, this approach has a substantial shortco
of a general nature, namely, the elastic stress fields re
their classical form and classical singularities at defect li
and crack tips. To eliminate this disadvantage,
employed43 for the description of dislocations in place of E
~1! a more general constitutive gradient-theory relation

~12c1¹2!s5~12c2¹2!@l~ tr «!I 12m«#, ~3!

now already with two different gradient coefficientsc1 and
c2 , considered earlier by Ru and Aifantis.44 The latter
proposed44 a fairly simple mathematical procedure, similar
the one employed in Ref. 36, for solution of Eq.~3! for a
boundary problem using a well-known classical solution
the same boundary problem. Indeed, it can be rea
verified36,41,42 that for c1[0 the right-hand side of Eq.~3!
yields a classical solution for the stress field, which we sh
denote bys0, and the solution for the displacement field
found from the inhomogeneous Helmholtz equation

~12c2¹2!u5u0, ~4!

whereu0 is the classical solution of the same boundary pr
lem with stresses prescribed at the boundary. Equation~4!
yields a similar equation

~12c2¹2!«5«0 ~5!

for determination of the« elastic strain field in the gradien
theory of elasticity through the classical solution«0. As fol-
lows from Eqs.~3! and ~5!, the gradient solution for thes
stress field in thecÞ0 case can be derived directly from th
equation

~12c1¹2!s5s0, ~6!

where s0 is the classical solution for the same bounda
problem.

Thus in order to solve Eq.~3!, one can solve separate
Eqs.~5! and~6!, whose right-hand sides are actually the cla
sical solutions«0 and s0, subject to additional boundar
conditions caused by the presence of gradient terms. In
case of dislocations such an additional boundary condi
was the matching of the classical and gradient solutions a
infinite distance from the dislocation.43 It should be pointed
out that a similar approach was employed in a considera
of the screw dislocation and a mode-III crack aimed at fin
ing asymptotic solutions at a dislocation line and a cra
tip.44 It was shown that the gradient solutions contain
longer singularities either in the strain or stress fields. Ex
solutions of Eq.~3! were obtained for straight edge an
screw dislocations.43 Neither elastic strains, nor stresses
dislocation energies contained singularities at defect lin
The expression for the screw-dislocation elastic energy
rived in this approach retains the form~2! but with c1 sub-
stituted forc, and in the case of the edge dislocation one
to make the same replacement and setB521/2. It was
shown also that elastic stresses reach the largest value o
order of m/42m/2 at a distance'a/4 from the dislocation
line.
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In the present work we are presenting solutions of E
~3! derived for straight disclination dipoles.

2. Consider a disclination dipole made up of two paral
disclinations with Frank vectors6v (v5vxex1vyey

1vzez). The projectionsvx andvy relate to the strengths o
the twist components of these disclinations, andvz is the
strength of their wedge component~Fig. 1!. Let the disclina-
tions lie in they50 plane along thez axis of the Cartesian
frame and cross thex axis at the pointsx52d ~negative
disclination! andx50 ~positive disclination!.

2.1. Classical solution.The classical solution for elasti
strains,« i j

0 , in units of 1/@4p(12n)# can be written in the
form1

«xx
0 52vx z H ~122n! S x

r 1
2

2
x1d

r 2
2 D 2

2xy2

r 1
4

1
2~x1d!y2

r 2
4 J

2vy z H ~122n! S y

r 1
2

2
y

r 2
2D 1

2x2y

r 1
4

2
2~x1d!2y

r 2
4 J

1vz H ~122n! ln
r 1

r 2
1

y2

r 1
2

2
y2

r 2
2J ,

«yy
0 52vx z H ~122n! S x

r 1
2

2
x1d

r 2
2 D 1

2xy2

r 1
4

2
2~x1d!y2

r 2
4 J

2vy z H ~122n! S y

r 1
2

2
y

r 2
2D 2

2x2y

r 1
4

1
2~x1d!2y

r 2
4 J

1vz H ~122n! ln
r 1

r 2
1

x2

r 1
2

2
~x1d!2

r 2
2 J ,

«zz
0 50,

«xy
0 5vx z H y

r 1
2

2
y

r 2
2

2
2x2y

r 1
4

1
2~x1d!2y

r 2
4 J

1vy z H x

r 1
2

2
x1d

r 2
2

2
2xy2

r 1
4

1
2~x1d!y2

r 2
4 J

2vz H xy

r 1
2

2
~x1d!y

r 2
2 J ,

FIG. 1. Dipole of straight disclinations with Frank vectors6v.
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«xz
0 52vx H ~122n! ln

r 1

r 2
1

y2

r 1
2

2
y2

r 2
2J

1vy H xy

r 1
2

2
~x1d!y

r 2
2 J ,

«yz
0 5vx H xy

r 1
2

2
~x1d!y

r 2
2 J

2vy H ~122n! ln
r 1

r 2
1

x2

r 1
2

2
~x1d!2

r 2
2 J , ~7!

wherer 1
25x21y2 and r 2

25(x1d)21y2.
Then the classical solution for the elastic stressess i j

0 in
units of m/@2p(12n)# can be cast as1

sxx
0 5«xx

0 ~n50!, syy
0 5«yy

0 ~n50!,

szz
0 52vx z 2n H x

r 1
2

2
x1d

r 2
2 J

2vy z 2n H y

r 1
2

2
y

r 2
2J 1vz 2n ln

r 1

r 2
,

sxy
0 5«xy

0 , sxz
0 5«xz

0 , syz
0 5«yz

0 . ~8!

2.2. Gradient solution.As already pointed out, solving
Eq. ~3! reduces to a separate solution of Eqs.~5! and ~6!,
with the classical solutions«0 ands0 given, respectively, by
Eqs. ~7! and ~8! to be substituted in their right-hand side
The procedure of solving Eq.~5! with the right-hand side of
Eq. ~7! is described by us in considerable detail in Ref. 4
and Eq.~6! with the right-hand side of Eq.~8! is solved in
much the same way. We are giving here only the final
sults.

The solutions of interest here can be presented as a
perposition of the classical solutions and additional ‘‘gra
ent’’ terms

« i j 5« i j
0 1« i j

gr , s i j 5s i j
0 1s i j

gr , ~9!

where« i j
gr is given, in units of 1/@4p(12n)#, by the expres-

sions
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r 1
2

K2S r 1

Ac2
D

2
2~x1d!y

r 2
2

K2S r 2

Ac2
D J 1vy H 2c2

x22y2

r 1
4

22c2

~x1d!22y2

r 2
4

2~122n! K0S r 1

Ac2
D

1~122n! K0S r 2

Ac2
D 2

x22y2

r 1
2

K2S r 1

Ac2
D

1
~x1d!22y2

r 2
2

K2S r 2

Ac2
D J , ~10!

ands i j
gr , in units ofm/@2p(12n)#, by the expressions

sxx
gr5«xx

gr~n50, c2↔c1!, syy
gr5«yy

gr~n50, c2↔c1!,
szz
gr5vx z 2nH x

r 1Ac1

K1S r 1

Ac2
D 2

x1d

r 2Ac1

K1S r 2

Ac1
D J

1vy z 2nH y

r 1Ac1

K1S r 1

Ac1
D 2

y

r 2Ac1

K1S r 2

Ac1
D J

1vz 2nH K0S r 1

Ac1
D 2K0S r 2

Ac1
D J ,

sxy
gr5«xy

gr~c2↔c1!, sxz
gr5«xz

gr~c2↔c1!,

syz
gr5«yz

gr~c2↔c1!, ~11!

whereKn(r k /Acl) is thenth-order modified Bessel function
of the second kind ~Macdonald’s function!, with n
50,1,2;k,l 51,2.

In the limiting case, where the gradient coefficientsc1

andc2 vanish and the constitutive relation~3! reduces to the
standard Hooke’s law for an isotropic medium, the gradi
terms« i j

gr ands i j
gr vanish too. Note that after the substitutio

of c for c2 the strain tensor components~10! coincide fully
with the solution42 found using the constitutive relation~1!.

The elastic strain and stress fields~9! thus derived do not
contain any longer the classical singularities at disclinat
lines. Indeed, consider, for instance, the strains and stre
at the line of a positive disclination (x50,y50) ~Fig. 1!.
Taking into account the asymptotic behavior

K0S r 1

Acl
D U

r 1→0

→2g1 ln
2Acl

r 1
, K1S r 1

Acl
D U

r 1→0

→
Acl

r 1
,

K2S r 1

Acl
D U

r 1→0

→ 2cl

r 1
2

2
1

2
,

we obtain from~10! for r 1→0 the following expressions fo
the strains~in units of 1/@4p(12n)#)
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FIG. 2. Distribution of the tensor components of elastic strains~a! «0, «; ~b! «xy
0 , «xy ; ~c! «xz

0 , «xz ; ~d! «yz
0 , «yz ; and elastic stresses~a! s0, s, ~b! sxy

0 , sxy ;
~c! sxz

0 , sxz ; ~d! syz
0 , syz near the line of a positive twist disclination with a Frank vectorv5(vx,0,0) calculated ford5104Acl , l 51,2. The strains are

plotted in units of ~a,b! vxz/@4p(12n)Ac2# and ~c,d! vx /@4p(12n)#, and the stresses, in units of~a! mvxz(11n)/@6p(12n)(122n)Ac1#, ~b!
mvxz/@2p(12n)Ac1#, and~c,d! mvx /@2p(12n)#. The upper plots reproduce~a! the classical solutions« i j

0 , s i j
0 , and the lower ones, the gradient solution

« i j , s i j .
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«xx ur 1→05vxzH 122n

d
2

4c2

d3
1

2n

Ac2

K1S d

Ac2
D

1
2

d
K2S d

Ac2
D J 1vzH 1

2
2~122n!

3S g1 ln
d

2Ac2
D 2

2c2

d2
2~122n! K0S d
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D

1K2S d

Ac2
D J ,

«yy ur 1→05vxzH 122n

d
1

4c2

d3
2

2~12n!

Ac2

K1S d

Ac2
D

2
2

d
K2S d

Ac2
D J 1vzH 2

1

2
2~122n!

3S g1 ln
d

2Ac2
D 1

2c2

d2
2~122n! K0S d

Ac2
D

2K2S d

Ac2
D J ,

«zzur 1→050,

«xy ur 1→05vyzH 2
1

d
1

4c2

d3
2

2

d
K2S d

Ac2
D J ,

«xz ur 1→05vxH 2
1

2
1~122n!S g1 ln

d

2Ac2
D 1

2c2

d2

1~122n! K0S d

Ac2
D 2K2S d

Ac2
D J ,

«yz ur 1→05vyH 1

2
1~122n!S g1 ln

d

2Ac2
D 2

2c2

d2

1~122n! K0S d

Ac2
D 1K2S d

Ac2
D J , ~12!

and from~11!, for the stresses~in units of m/@2p(12n)#)

sxx ur 1→05«xx~n50, c2↔c1!ur 1→0 ,

syy ur 1→05«yy~n50, c2↔c1!ur 1→0 ,

szzur 1→05vxz2nH 1

d
2

1

Ac1

K1S d

Ac1
D J

2vz2nH g1 ln
d

2Ac1

1 K0S d

Ac1
D J ,

sxy ur 1→05«xy~c2↔c1!ur 1→0 ,

sxz ur 1→05«xz~c2↔c1!ur 1→0 ,
syz ur 1→05«yz~c2↔c1!ur 1→0 . ~13!

Equations~12! and~13! are convenient to use in studie
of the short-range elastic interaction between disclinatio
which was impossible to do within the classical linear theo
of elasticity. A comprehensive analysis of the variation
strain fields near a disclination as a function of the dip
arm d was made in Ref. 42. Because the solution for stra
derived above using Eq.~3! coincides in form with that ob-
tained in Ref. 42 for the relation~1!, we shall restrict our-
selves here only to the main conclusions drawn in the quo
paper. First, elastic strains take on at disclination lines z
or finite values, depending on which component and of w
disclination~twist or edge! is being considered. Second, th
finite values of strains depend strongly on the dipole armd
and vary monotonically~wedge! or nonmonotonically~twist
disclinations! under short-range disclination dipole intera
tion, where d,10Acl . When disclinations annihilate
(d→0), the elastic strains tend smoothly to zero. Finally,
in the classical theory of elasticity,1–3 the elastic fields of the
wedge disclination dipole transform to those of an ed
dislocation41 when the dipole armd becomes much smalle
than the characteristic dimensionAc2.

Because the coordinate-dependent parts of the strain
stress fields~9! are very similar~in the shear component
they coincide forc15c2 , and in the normal ones, forc1

5c2 and n50), the same conclusions apply to the stre
field as well.

When considering the long-range disclination intera
tion, whered@Acl , the elastic fields at the disclination lin
are described by approximate expressions for the strains~in
units of 1/@4p(12n)#)

«xx ur 1→0'vx ~122n!
z

d

1vzH 1

2
2~122n!S g1 ln

d

2Ac2
D J ,

«yy ur 1→0'vx ~122n!
z

d
2vzH 1

2
1~122n!

3S g1 ln
d

2Ac2
D J ,

«zzur 1→050,

«xy ur 1→0'2vy

z

d
,

«xz ur 1→0'2vxH 1

2
2~122n!S g1 ln

d

2Ac2
D J ,

«yz ur 1→0'vyH 1

2
1~122n!S g1 ln

d

2Ac2
D J , ~14!

and for the stresses~in units of m/@2p(12n)#):

sxx ur 1→05«xx~n50, c2↔c1!ur 1→0 ,
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FIG. 3. Distribution of the tensor components of elastic strains~a! «0, «; ~b! «xy
0 , «xy ; and elastic stresses~a! s0, s, ~b! sxy

0 , sxy near the line of a positive
wedge disclination with a Frank vectorv5(0,0,vz) calculated ford5104Acl , l 51,2. The strains are plotted in units ofvz /@4p(12n)#, and the stresses
in units of ~a! mvz(11n)/@6p(12n)(122n)Ac1# and~b! mvz /@2p(12n)#. The upper plots reproduce~a! the classical solutions« i j

0 , s i j
0 , and the lower

ones, the gradient solutions« i j , s i j .
nt

e

n
ist

a
un

r
s

-
ie

s.
co-
of

ra-
ion
he
on

to
en-
con-
ical
, as
tic

e
F

syy ur 1→05«yy~n50, c2↔c1!ur 1→0 ,

szzur 1→0'vx 2n
z

d
2vz 2nH g1 ln

d

2Ac1
J ,

sxy ur 1→05«xy~c2↔c1!ur 1→0 ,

sxz ur 1→05«xz~c2↔c1!ur 1→0 ,

syz ur 1→05«yz~c2↔c1!ur 1→0 . ~15!

3. Figures 2 and 3 exemplify the distribution of differe
components of elastic strain and stress fields~9! near positive
disclinations constructed ford5104Acl . Figure 2 presents
for a twist disclination with a Frank vectorv5(vx,0,0) the
elastic dilatation« («5«nn) and the shear components of th
strain field, as well as the hydrostatic components (s
5snn/3) and the shear components of the stress field. O
can obtain similar distributions of elastic fields for a tw
disclination with a Frank vectorv5(0,vy,0) by interchang-
ing the x and y axes in Fig. 2 and the indices on the she
components of the strains and stresses, as well as in the
of their measurement. Figure 3 shows the components«, «xy

and s, sxy for a wedge disclination with a Frank vecto
v5(0,0,vz). The upper plots in Figs. 2 and 3 are the cla
sical solutions« i j

0 andsxy
0 exhibiting characteristic singulari

ties at the disclination lines, and the lower ones, the grad
e

r
its

-

nt

solutions« i j ands i j , which do not have such singularitie
One readily sees that the gradient and classical solutions
incide at distances from the disclination lines in excess
(5210)Acl , i.e., at a few interatomic separations.

Thus treatment of disclinations in terms of a linear g
dient theory of elasticity based on the constitutive relat
~3! results in a complete elimination of singularities from t
elastic strain and stress fields in the vicinity of disclinati
lines. The gradient solution~9! permits one to calculate
strains and stresses directly near a dislocation line and
analyze short-range interactions in dense disclination
sembles. The results obtained can be of advantage when
structing physical models of the structure and mechan
behavior of metallic glasses and nanostructural materials
well as of conventional metals and alloys at large plas
strains.
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On the basis of a calculation of the structural relaxation rate and an experimental acoustical-
emission determination of the temperature of the transition from localized to uniform flow it is
argued that the type of plastic deformation of metallic glasses is uniquely determined by the
kinetic structure of the relaxation. In the case of a kinetically hindered structural relaxation, which
is characteristic for tests of initial samples at temperaturesT,3802420 K, a localized
dislocational deformation is realized. At higher temperatures, ‘‘memory’’ of the thermal prehistory
of the samples is lost~aging at room temperature!, the structural relaxation rate grows
abruptly and plastic flow becomes uniform viscoplastic flow. ©1999 American Institute of
Physics.@S1063-7834~99!01212-5#
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It is well known that depending on the conditions of t
experiment, metallic glasses~MG’s! exhibit either ‘‘hetero-
geneous’’ plastic flow, localized in slip bands, or ‘‘homog
neous’’ ~uniform! flow, occurring without any traces of lo
calization of deformation.1,2 It was originally assumed3,4 that
the change-over of the type of flow takes place nearTg , in
the range 1002150 K, whereTg is the glass transition tem
perature. Another point of view has it that the type of flow
controlled by the homologous temperatureTh : for Th

<(0.6520.70)Tg the flow is localized whereas at highe
temperatures homogeneous flow arises.5,6 This point of view
has gained wide acceptance despite the absence of d
experimental evidence.

Metallic glasses are strongly nonequilibrium structur
which results in the spontaneous occurrence of processe
structural relaxation. During the last decade experime
facts have accumulated indicating that the micromechani
of homogeneous and localized flows are not controlled
the absolute or homologous temperature, but by kin
structural relaxation during the test. Thus, a study of
return of the shape of weakly deformed metallic glasses
shown that different types of plastic deformation~heteroge-
neous or homogeneous! induce substantially different inter
nal stress fields.7 In connection with this, it was establishe
that the type of deformation depends on the thermal pre
tory of the sample, and not on the homologous tempe
ture.7,8 In turn, the thermal prehistory determines the rate
structural relaxation during the test. It has been sugge
that under conditions of kinetically hindered structural rela
ation plastic deformation is localized and is realized via
dislocationlike mechanism whereas under conditions of
1981063-7834/99/41(12)/6/$15.00
ect
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tense structural relaxation plastic flow is homogeneous
viscous.9–11

Metallic glasses are prepared by quenching at room t
perature. As a result of storage until the start of testing,
structural relaxation rate is greatly reduced, so that sub
quent deformation at this temperature occurs under co
tions of kinetically hindered structural relaxation. The go
of the present paper is to calculate the viscosity and kine
of structural relaxation for specific glasses and to show t
as a result of heating above room temperature memory of
thermal prehistory~storage at room temperature! is lost near
T5400 K, leading to an abrupt increase in the structural
laxation rate. In line with the above, plastic flow under su
conditions~i.e., under conditions of intense structural rela
ation! should become homogeneous.In situ acoustic emis-
sion measurements confirmed that the type of flow does
deed change over nearT5400 K.

1. KINETICS OF STRUCTURAL RELAXATION UNDER
CONDITIONS OF A COMPLICATED THERMAL PREHISTORY

Analysis of numerous measurements of the propertie
metallic glasses resulting from structural relaxation indic
that the kinetics of relaxation can be described by a fi
order differential equation~see, e.g., Refs. 11–13!. Let
N(E,T,t)dE be the volume density of ‘‘relaxation centers,
activating at the temperatureT at the timet with activation
energy in the interval@E,E1dE#. Then the kinetics of the
variation ofN after storage at the temperatureTR for a time
tR is described by the simple equation

NR5N0~E!exp~2ntRexp~2E/kTR!!, ~1!
9 © 1999 American Institute of Physics
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wheren is the frequency of attempts to overcome the a
vation barrier,k is the Boltzmann constant, andN0(E) is the
initial energy spectrum of the irreversible structural rela
ation forming during preparation of the glass. We emphas
that Eq.~1! assumes thatN decreases irreversibly with time

Next let the metallic glass after annealing at the tempe
tureTR during the timetR be heated at a constant rateṪ to a
temperatureT5TR1Ṫt, wheret is the heating time. Writing
down the corresponding differential equation of relaxat
and integrating it, we can calculate the spectral density of
relaxation centers at the termination of heating

NT5NR expS 2nE
0

t

expS 2
E

k~TR1Ṫt8!
D dt8D

5NR exp~2nI !. ~2!

HereNR is given by Eq.~1!, and the integralI is equal to

I 5
k

EṪ
FT2 expS 2

E

kTD2TR
2 expS 2

E

kTR
D G . ~3!

Finally, let the metallic glass be annealed at the tempe
ture T during the timet after termination of the linear hea
ing. Then the volume spectral density of relaxation center

Nt5NT expS 2nt expS 2
E

kTD D , ~4!

whereNT is given by Eq.~2!. The structural relaxation rat
after such heat treatment can be found by integrating o
the entire energy spectrum

S~T!5E
0

EmS 2
]Nt

]t DdE

5nE
0

Em
N0~E!expS 2ntRe2

E
kTR

2nI ~E,T!2nte2
E
kT2

E

kTDdE. ~5!

HereEm is the upper bound of the energy spectrum of str
tural relaxation andI (E,T) is given by Eq.~3!.

In the presence of an external load, irreversible structu
relaxation causes homogeneous macroscopic pla
deformation.11,13,14 The kinetics of the accumulation of de
formation under the given experimental conditions is go
erned by the energy spectrumN0(E), the volumeV in
which the elementary act of structural relaxation is realiz
and the degree of orienting influence of the external load
this act, which is characterized by some parameterC ~for
details, see Refs. 11, 13, and 14!. It turns out that by analysis
of the experimental kinetics of homogeneous plastic de
mation it is possible to reconstruct not the energy spect
of structural relaxation of a the specific metallic glass un
study but only the productN0VC ~Refs. 15 and 16!. Corre-
spondingly, it is not possible to calculate numerically the r
of structural relaxation by Eq.~5!. It is possible, however, to
calculate the relative structural relaxation rate of a hypoth
-
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cal ‘‘freshly quenched’’ glass whose room-temperature st
age time is equal to zero. In this case, the structural re
ation rate is equal to

R~T!5S~T!/S0~T!, ~6!

whereS0(T) is given by Eq.~5! at tR50. In this case, in Eqs
~5! and ~6! in place ofN0(E) we can substitute the depen
denceN0(E)VC5 f (E), determined experimentally.

We will also calculate the temperature dependence of
Newtonian shear viscosityh of the glass after the above
indicated heat treatment. By definition,h5s/ «̇, wheres is
the applied shear stress and«̇ is the induced rate of shea
deformation. Within the framework of the ideas of Refs. 1
13, and 14, the rate of shear deformation can be represe
in the form

«̇~T!5sVCE
0

EmS 2
]N

]t DdE5sVCS~T!. ~7!

Thus, the shear viscosity is equal to

h~T!5S nE
0

Em
f ~E!expS 2ntRe2

E
kTR

2nI ~E,T!2nte2
E
kT2

E

kTDdED 21

. ~8!

Equations~6! and~8! were calculated numerically. In th
calculations the heating rate was taken to be equal to 1
min, the frequency of attempts was taken to be equa
1013s21, and the function f (E) for the metallic glass
Co57Fe5Ni10Si11B17 ~used as the subject material in the su
sequent acoustic-emission measurements, see below! was de-
termined earlier by analysis of the kinetics of non-isotherm
creep~see Refs. 8 and 16!:

f ~E!53.07310213exp~3.273E@eV# !@m2eV21N21#.

Values of the temperature dependence of the relative
of structural relaxation calculated according to Eq.~6! are
plotted in Fig. 1 for typical room-temperature storage tim
tR (0.25 year<tR<2 years) and various timest (5 min<t
<500 min) of subsequent annealing at the temperatureT.
The upper bound of the spectrumEm was chosen to be
2.5 eV, which corresponds roughly to the activation ene
of crystallization. It can be seen that as a result of heating
380–420 K the relative rate becomes equal to unity~i.e., it
becomes equal to the structural relaxation rate of
‘‘freshly quenched’’ glass!. This implies that the glass lose
its ‘‘memory’’ of its thermal prehistory. We emphasize th
this result is essentially independent of both the timestR and
t ~see Fig. 1! and the choice of values of the frequency
attempts and the heating rate for heating the samples to
temperatureT ~we tested the values 1012<n<1014s21 and
0.1<Ṫ<100 K/min).

A similar conclusion follows by calculating the temper
ture dependence of the Newtonian viscosity according to~8!.
The corresponding results are plotted in Fig. 2 for the c
t520 min and various times of aging at room temperature
can be seen that as a result of heating to 70–80 K ab
room temperature, the viscosity decreases roughly fourf
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NearT'380 K the rate of falloff of the viscosity with tem
perature decreases by several-fold. Obviously, the ab
falloff of the viscosity in the temperature interval 300,T
,380 K is connected with the presence of ‘‘memory’’

FIG. 1. Temperature dependence of the relative rate of structural relax
of the metallic glass Co57Fe5Ni10Si11B17 as a function of storage time a
room temperaturetR and annealing timet at the temperatureT. The
frequency of attempts wasn51013 s21.

FIG. 2. Temperature dependence of the Newtonian viscosity of the me
glasses Co57Fe5Ni10Si11B17 and Fe40Ni40B20 as functions of storage time a
room temperature. The isothermal holding timet520 min and frequency of
attemptsn51013 s21.
pt

extended storage at room temperature whereas forT.380
2400 K this ‘‘memory’’ is absent. The increase in the a
nealing timet raises the absolute values of the viscosity~in
proportion tot), but the nature of the dependenceh(T) does
not change: ‘‘memory’’ of its thermal prehistory is lost ne
T'3802400 K.

We also stress that the temperature of loss of ther
‘‘memory’’ is determined primarily by the prior heat trea
ment and the specifics of the relaxation law~4!, and not by
the activation-energy spectrum of the specific metallic gl
in question. To test this assertion, we performed the abo
described calculations for the metallic glass Fe40Ni40B20,
whose activation-energy spectrum was determined from
kinetics of its non-isothermal creep using the technique m
tioned above.16 In this case, for the relative relaxation ra
we obtained results that coincided almost completely w
those plotted in Fig. 1. The results of our calculation of t
temperature dependence of the viscosity are shown in Fig
As can be seen, the absolute values of the viscosity of
metallic glasses Co57Fe5Ni10Si11B17 and Fe40Ni40B20 differ
by a small factor, but the nature of the dependenceh(T)
remains unchanged, and ‘‘memory’’ of prior heat treatme
disappears after heating toT'3802400 K.

In the absence of ‘‘memory’’ of the thermal prehisto
of the sample, the structural relaxation takes place with
maximum rate possible for the given ‘freshly quenche
glass at the given temperature. We think that in this c
plastic flow of the metallic glass at the usual deformati

rates («̇}102521026 s21) is homogeneous viscoplasti
flow and takes place via the mechanism of directed struct
relaxation.11,13,14 If this hypothesis is correct, then the tran
sition from localized dislocationlike flow to homogeneo
viscoplastic deformation with increase of the temperat
should occur nearT5400 K. Our in situ measurements
of the acoustic emission~AE! in the metallic glass
Co57Fe5Ni10Si11B17 confirmed this hypothesis.

The idea of these experiments is quite simple. It is w
known that a localized plastic deformation induces an
tense, temporally discrete acoustic emission.17–20 Acoustic-
emission pulses in this case are distributed randomly in t
and nonuniformly over the length of the sample17–20and are
very similar to such pulses in crystalline materials deform
by a dislocation mechanism. According to the ideas of Re
11, 13, and 14, homogeneous flow is nothing but a struct
relaxation oriented by an external stress. The structural
laxation itself in this case is represented as a set of irrev
ible uncorrelated atomic rearrangements in volumes on
order of the volume of the first coordination sphere. Thus
is reasonable to assume that such rearrangements do no
to a mensurable acoustic emission since acoustic radia
presumes correlated motion of a large number of atoms.21 In
Ref. 8 it was shown that during deformation of the metal
glass Co57Fe5Ni10Si11B17 acoustic emission indeed disap
pears already at the deformation temperatureT5473 K. This
temperature corresponds completely to homogeneous fl7

Thus, using acoustic emission as an indicator, it is poss
to determine the change in the type of flow brought about
varying the temperature of the experiment.
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2. EXPERIMENTAL

2.1. Samples and mechanical tests

In these experiments, we used the gla
Co57Fe5Ni10Si11B17, obtained by the standard method
single-mill spinning in the form of a tape of thickness 15mm
and width 14 mm. The tape was stored at room tempera
for roughly two years up to the beginning of the experimen
A transmission electron microscope~JEOL 2000EX! and
x-ray measurements were used to monitor the noncrysta
ity of the structure before and after the mechanical test
different temperatures. The tests were performed using
substantially different deformation rates (7.060.4)
31025 s21 and (7.060.4)31027 s21. The working length
of the samples was chosen to be equal to 120 mm.

The samples were heated to the required temperatu
the rate 10 K/min. The preliminary annealing time before
startup of loading,t, at the test temperaturesT5293, 313,
333, 353, 373, 393, 413, 433, 453, and 473 K was 20 m
The temperature was stabilized with an accuracy of62 K in
the center of the furnace near the central part of the sam
of length 60 mm, as shown in Fig. 3. The upper and low
ends of the sample extended outside the furnace to safeg
the working conditions of the acoustic-emission sens
mounted to them. The test temperatures were substant
lower than the temperature of the onset of crystallizati
which according to the data of the differential scanning ca
rimeter ~Rigaku-Denki DSC-8230 calorimeter! was 830 K
for a heating rateṪ510 K/min. X-ray diffraction measure
ments and transmission electron microscopy did not rev
any traces of crystallization after the tests.

FIG. 3. Block diagram of the experimental setup for investigating acou
emission of metallic glasses during plastic deformation.
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2.2. Acoustic-emission measurements

The acoustic-emission signals were recorded with
aid of a controllable computer setup, schematically depic
in Fig. 3. Two AE900M miniature wideband acousti
emission sensors~NF Electronic Instruments! with diameter
3 mm were mounted on the surface of the sample at a
tance of 15 mm from the clamps of the testing machine. T
acoustic-emission signal was amplified by 40 dB by a lo
noise preamplifier, passed through a band-pass filter~20–
1000 kHz! and finally amplified by an amplifier with regu
lated ~up to 60 dB! gain. We used two measuring system
simultaneously. The first was a simple two-channel acous
emission locator to determine the coordinates of
acoustic-emission sources along the axis of the sample an
determine the activity of the acoustic emission~the number
of acoustic-emission pulses per unit time! as a function of
time, deformation, and loading. The second system was
acoustic-emission spectrum analyzer, which allowed us
determine the shape of the signal and its frequency spec
with a discretization frequency of 4 MHz and 12-bit amp
tude resolution. Details of the measurement and proces
of the acoustic-emission signals are described in Ref. 22.
threshold stress was determined to be 2 dB higher than
peak noise level.

The acoustic-emission sources in the metallic glas
give specific signals with a characteristic spectrum.17,23

Therefore, the use of a spectrum analyzer allowed us to
tinguish the ‘‘true’’ acoustic-emission signals from th
‘‘false’’ signals coming from the testing machine and th
electrical circuits. The acoustic-emission locator allowed
to separate out the pulses coming from the cold~outside the
furnace! and heated parts of the sample.

3. EXPERIMENTAL RESULTS

Figure 4 shows characteristic distributions of the activ
of the sources of the acoustic-emission signals along the
gitudinal coordinateX of the samples deformed at four di
ferent temperatures with deformation rate 731025 s21. The
acoustic emission in the case of deformation at room te
perature arises at a total deformation«'0.005. With further
growth of « the acoustic-emission sources activate and d
appear in various cross sections of the sample, which in
cates a nonuniform spatiotemporal distribution of plastic
formation. The last spike of acoustic activity immediate
precedes rupture of the sample at«50.014.

Increasing the deformation temperature toT5373 K has
no qualitative effect on the spatiotemporal distribution of t
acoustic-emission sources although the magnitude and n
ber of acoustic-emission pulses grows substantially.
T5393 K the acoustic-emission pulses begin to appea
larger deformations, and their total number and amplitu
decrease. Further increase of the deformation tempera
causes a progressive falloff in the number and amplitude
pulses of the acoustic activity, so that forT5453 K acoustic
emission does not arise~an isolated series of acoustic
emission pulses in Fig. 4 precedes rupture of the sample!. A
similar picture of the variation of the spatiotemporal dist
bution of acoustic emission with increase of the deformat

ic
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FIG. 4. Distribution of activity of acoustic emission sources along the length of samples deformed at the indicated temperatures with deformte

«̇5731025 s21.
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temperature is observed for the deformation rate«̇
5731027 s21. The difference is that acoustic emission d
appears at a lower temperature,T5413 K.

4. DISCUSSION

On the whole, acoustic emission of the investigated gl
at room temperature is no different from the case of ot
metallic glasses.17–20The pulsed nature of acoustic emissi
is a clear indication of the intense plastic shear format
despite the macroscopic quasi-brittle behavior. Plastic fl
at room temperature is realized under conditions of kin
cally hindered structural relaxation.10 We believe for pre-
cisely this reason that the glass is exhibiting ‘‘crystalline
~dislocationlike! plasticity. Room temperature plays a spec
role in the deformation behavior of metallic glasses. T
role is defined by the extended annealing of the sample
this temperature before start of the experiment. Even mo
ate heating brings about a dramatic growth of the struct
relaxation rate and an extraordinarily large drop in the v
cosity, as can be seen from the results plotted in Figs. 1
2. The growth of the number of acoustic-emission pul
observed when the temperature is raised 60–70 K ab
-
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room temperature~Fig. 4! reflects a decrease in the degree
localization of deformation as a consequence of growth
the structural relaxation rate and decrease of the viscosit
the structure. This decrease leads to a qualitative chang
the type of plastic flow from dislocationlike under condition
of kinetically hindered structural relaxation to homogeneo
deformation under conditions of intense structural relaxati
According to the acoustic-emission data, this transition
gins at 353–373 K and ends near 413–453 K, depending
the deformation rate. At higher temperatures plastic flow
homogeneous, as follows from the following facts. First, d
appearance of acoustic emission indicates the absence o
locationlike plasticity. Note that currently available acoust
emission apparatus make it possible to detect conserva
motion of a small number~10–100! of dislocations in a
crystal.21 Second, measurements of the return of the sh
are a definite indication that plastic flow of metallic glass

based on Ni, Fe, and Co forT5473 K and«̇5831025 s21

is homogeneous.7 In addition, one should recall the results24

of a direct determination of the surface density of slip ban
of the metallic glass Fe40Ni40P14B6 , which showed that it
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grew up to T'350 K and subsequently fell to zero ne
T'500 K. These results are in direct agreement with
results of the present study.

Thus, a change in the type of flow can be interpreted
terms of a change in the kinetic relationship between
deformation rate and the rate of structural relaxation in
heated state. If the structural relaxation rate is such that
mechanism of ‘‘directed structural relaxation’’11,13,14cannot
bring about plastic deformation with the rate prescribed
the testing machine, the flow is localized dislocationlike
nature. In the contrary case, plastic deformation is sim
structural relaxation, oriented by an external stress.

Note that the temperatures at which the type
flow changes for the metallic glass under study are roug
half the glass transition temperature (Tg'813 K for

Ṫ510 K/min). This being the case, thes2« diagrams un-
dergo practically no change as a result of the change in
type of flow. This is direct evidence that contrary to t
conclusions of Refs. 4–6 and 25, neither the homolog
temperature nor the character of the load–extension cu
can be used to determine the type of plastic flow of meta
glasses.

Also note that the final stages of homogeneous flow
mediately before rupture should be accompanied by local
tion of deformation and correspondingly by abrupt growth
the rate of local deformation. This can lead to a change in
ratio between the structural relaxation rate and the local
formation rate, thereby causing a local change in the typ
flow and the occurrence of an acoustic emission. This
probably why rupture is preceded by an acoustic-emiss
spike.

The above allows us to predict the plastic behavior
metallic glasses under isothermal conditions if we take th
thermal prehistory into account. We assume that under
given experimental conditions a metallic glass deforms u
formly, and we estimate the rate of isothermal structural
laxation in the simple approximation of a ‘‘flat spectrum
@N0Þ f (E)#. With good accuracy we may assume that
every moment of time elementary acts of structural rel
ation are realized with activation energies belonging to
interval @E0 ,E01dE0#, whereE0 is the so-called character
istic activation energy.11,13,26In this case the structural relax
ation rate is proportional to]E0 /]t, where t is the current
time. Taking into account that under isothermal conditio
for the case of a ‘‘flat spectrum’’E05kTlnnt ~Ref. 26!, we
obtain that the structural relaxation rate decreases with t
as t21. Therefore, sufficiently extended isothermal stora
unavoidably leads to the impossibility of homogeneous
formation via directed structural relaxation and to a chan
in the type of deformation to dislocationlike deformatio
Localized plastic flow, by virtue of the above, should ta
place at any temperature~below the glass transition temper
ture! if the preliminary annealing time is long enough.

To summarize, there are sufficient grounds to assu
that the type of plastic flow of metallic glasses is unambig
ously controlled by the kinetics of structural relaxation. E
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tended annealing of the samples at room temperature lea
a dramatic drop in the structural relaxation rate. This is w
metallic glasses deform at this temperature via a dislocat
like mechanism. Even moderate heating above room t
perature brings about an abrupt increase in the structura
laxation rate and a drop in the viscosity of the structure
several orders of magnitude, which in turn changes the t
of deformation to homogeneous viscoplastic.
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Thermal expansion of Sc xTi12xFe2 itinerant magnets
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A study of the thermal expansion coefficient~TEC! of the ScxTi12xFe2 itinerant magnets has
been made within the 5–1200 K range at the transition from the TiFe2 antiferromagnet
(TN5270 K) to the ScFe2 ferromagnet (TC5540 K). A negative TEC magnetic contribution
am(T) has been found, which is associated with the formation of spin-fluctuation-induced local
magnetic moments in both the magnetically ordered and the paramagnetic state. The specific
features in theam(T) dependence are shown to be due to the shape of the density-of-states
function near the Fermi level. ©1999 American Institute of Physics.@S1063-7834~99!01312-X#
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The ScxTi12xFe2 intermetallic compounds form a con
tinuous series of quasibinary solid solutions ordering in
C14-type (P63 /mmc) hexagonal structure. The unit cell o

this structure has three specific sites: 2a with 3̄m symmetry,
6h with mm2 symmetry, and 4f with 3mm symmetry. The
first two sites are occupied by iron atoms. In the ScFe2 com-
pound, these two iron species possess the same mom
which for T,TC5540 K are ferromagnetically (F)
ordered.1,2 By contrast, in TiFe2 iron atoms have local mo
ments (mFe2) only in the 6h site, whereas when in the 2a
site, their momentsmFe150. Note that the localmFe2 mo-
ments in TiFe2 are ordered antiferromagnetically (A) for
T,TN'270 K.

As follows from paramagnetic susceptibility measu
ments,3 in ScxTi12xFe2 alloys the moment averaged per iro
atom varies within the intervalmFe5(1.522.5)mB through-
out the whole concentration rangex. At the same time the
spontaneous moment per iron atom measured atT54.2 K
mFe

S 5(0.220.6)mB .1–3 Such a difference between the loc
moments at the iron atom in the magnetically ordered
paramagnetic states permits one to consider the ScxTi12xFe2

alloys as itinerant magnets.
As the concentrationx increases, the scandium nonma

netic ions substitute in a random way for titanium atoms
the 4f sites. This process is accompanied by the conc
tration-drivenF –A phase transition. The transition fromA-
to F-ordered ScxTi12xFe1.97 alloy samples studied1! occurs
primarily within the 0.05,x,0.15 concentration region. Al
loys with concentrations in the transitional region contain
temperatures below a certainTf both theF- andA-types of
long-range order, which quite frequently is considered
evidence for the existence of a canted magnetic struct
Mössbauer studies show2 that it is in this concentration re
gion that the moments of the iron atoms occupying thea
1991063-7834/99/41(12)/5/$15.00
a
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sites change, and one observes3 an anomalous behavior o
the lattice parameters as functions ofx. Within the transi-
tional concentration region the alloys also exhibit a notic
able hysteresis in the temperature dependences of the la
parameters nearTf,@TC ,TN#, where the canted magneti
structure transfers to theF- or A-types of collinear momen
ordering.

To reveal the specific features of the magnetic and str
tural states of the ScxTi12xFe2 itinerant magnets, it was o
interest to study the thermal expansion coefficienta. Three
aspects of the problem appeared to be of most significa
namely, investigation of the nature of variation of the TE
magnetic component,am(T), in the vicinity of the concen-
tration-drivenF –A phase transition; determination of the b
havior of theam(T) coefficient near the Curie and Ne´el tem-
peratures, as well as forT<Tf for alloys in the transitional
concentration region; and establishing the role of spin fl
tuations in thea(T) dependence in both the magnetica
ordered and the paramagnetic state.

We studied ScxTi12xFe2 alloys (x50, 0.1, 0.4, 0.6,
and 1!, which were prepared in an arc furnace filled wi
pure argon by the technique described in Refs. 1 and 2.
ingots ;30 g in weight were homogenized by remeltin
while turning them over several times. After that, these
gots were annealed in purified helium atT;1000 °C for
more than 72 h, followed by cooling down to room tempe
ture during 24 h. X-ray diffraction measurements confirm
the alloys under study to have theC14 structure. The
samples used to measure thea(T) coefficient were 636
315 mm in size. The TEC was measured within t
5–300-K range on a capacitance dilatometer in the equ
rium mode to within not worse than 1.531027 K21, and
from 300 to 1200 K, on an ULVAC-RIKO dilatometer~Ja-
pan! in a dynamic mode at a rate of 5 K/min with an error
not over 531027 K21. The results of the measurements
5 © 1999 American Institute of Physics
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magnetic properties relevant to the discussion below can
found in Refs. 1–3.

Figure 1 shows the experimentally determined tempe
ture dependences of TEC for the ScxTi12xFe2 alloys studied.
Taking into account the phase diagram of the magnetic s
of the itinerant magnets we are considering,3 one sees
anomalies in thea(T) curves for all F alloys with
x50.4, 0.6, and 1 nearTC , and for theA alloy with x50
near TN , which appear only natural to associate with t
action of a negative magnetic contribution to TEC. Incide
tally, the presence of a negative component in thea(T) co-
efficient for thex50.1 alloy in the transitional concentratio
region results even in a sign reversal of the TEC measure
an experiment forT,Tf,TC . Besides, as follows from Fig
1, for T.@TC ,TN# the pattern of thea(T) dependences dif
fers from that expected to occur in the paramagnetic te
perature region practically for all the samples studied.

It is known4 that in a general case thea(T) dependence
for magnets can be represented as a sum of a mag
am(T), a latticeaL(T), and an electronicae(T) contribution

FIG. 1. Temperature dependences of the thermal expansion coefficienta(T)
in the ScxTi12xFe2 itinerant magnets.x: ~1! 0, ~2! 0.1, ~3! 0.4, ~4! 0.6, ~5! 1.
The solid line reproduces the Debye-Gru¨neisen contribution toa(T) for one
of the alloys studied. The dotted lines identify the magnetic-ordering po
TC , TN , andTf .
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a~T!5am~T!1aL~T!1ae~T! . ~1!

Note that because of the electronic contributionae(T) being
small compared with the other components, there appear
sense in taking it into account except in the low-temperat
domain (T!QD , whereQD is the Debye temperature!.

The magnetic component of the TEC is usually cons
ered proportional to the squared spontaneous magnetiza
MS(T) ~see, e.g., Refs. 4 and 5 and references therein!. It
has a negative sign and reaches its maximum va
am(TC ,TN)'2MS

2(0), where MS(0) is the spontaneou
magnetization atT50 K, at the Curie or the Ne´el tempera-
ture. In the paramagnetic region, theam(T) contribution
should be zero.

The temperature dependence of the nonmagneticaL(T)
contribution is determined, as a rule, by the Deby
Grüneisen function for known values of the Debye tempe
ture and of theaL(T) term substantially aboveQD .4 As
follows from measurements of the low-temperature heat
pacityCp(T),6 in the alloys under studyQD;280 K. Hence
in the paramagnetic temperature region~in the case of the
ScxTi12xFe2 alloys, for T.@TC ,TN , and QD]) the a(T)
dependence should saturate, as this indeed is seen from
1, where the solid line shows the contribution of the Deby
Grüneisen type for thex50.4 sample.

The experimental data displayed in Fig. 1 show also t
the temperature dependence of TEC does indeed initi
weaken strongly aboveTC andTN and, accordingly,QD in
all the alloys studied. We did not, however, seea(T) to
saturate up to the highest temperatures in the interval c
ered. This suggests that relation~1! takes into account not al
of the mechanisms responsible for the temperature de
dence of TEC of the ScxTi12xFe2 alloys. In particular, the
variation of the thermal-expansion coefficient with tempe
ture in itinerant magnets should be affected substantially
spin fluctuations.5,7,8

The a(T) dependence should contain,8 besides the one
electron, lattice, and magnetic contributions, a sp
fluctuation term

as f5as f
(1)1as f

(2)1as f
(3) , ~2!

where

as f
(1)5

5

3V¸
U2g̃~m!

d^m2&
dT

, ~2a!

as f
(2)52

5

V¸
U^m2&

dD21

dT
, ~2b!

as f
(3)52

20

9V¸
UD21^m2&/T, ~2c!

whereU is the intratomic Coulomb repulsion parameter,V is
the volume,¸ is the isothermal compression constant,T is
the temperature in energy units,

ts
D215H gMq0
2 , for T,@TC ,TN#

2
2

3
ne f /m2

1

3
Ug̃~m!1X~q0,0!, for T.@TC ,TN#J ~3!
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is the denominator of the dynamic susceptibility at t
wave vector equal to that of the magnetic superlatt
q0 @D215D21(q0,0)#, Mq0 is the magnetization at the co
responding wave vector,̂ m2& is the square of the
spin-density fluctuation amplitude determined
the fluctuation-dissipation theorem@for D21.a, we
have ^m2&5(bT)2D(D211a)21,8 otherwise, i.e., for
T'@TC ,TN#, ^m2&;(T/T0)4/3, Ref. 5#, a andb are param-
eters of theq and v dependence of the Pauli susceptibili
x0(q,v) ~see, e.g., Ref. 5!, m is the chemical potential,

m25Mq0
2 1^m2&,

X~q,v!5D21~q,v!2D21~0,0!'aq22 ibv/q,

ne f5 (
a561

aE d«g0~«! f ~«2m2aUm!/2,

g̃~m!52 )
a561

g0~m1aUm!/ (
a561

g0~m1aUm!,

g5@ne f /m2Ug̃~m!#/m2

is the spin-wave stiffness constant.
As follows from Eqs. 2a–2b, forD21!1 ~i.e., first of

all, near the magnetic transition temperature! theas f
(3) term in

~2! is negligible compared to the other two. Therefore we
going to deal in what follows with theas f

(1) andas f
(2) compo-

nents of the spin-fluctuation contribution to the TEC.
The first term in Eq. ~2! is positive and, for

T.@TC ,TN#, is linear in temperature @d^m2&/dT
'b2TD(D211a)21#, as the conventional one-electron co
tribution. However this term is considerably in excess ofae ,
because it is directly proportional to the susceptibil
(D511Ux'Ux). Thus the unusually strong temperatu
dependence of the TEC of ScxTi12xFe2 revealed for
T.@TC ,TN , andQD# can be accounted for by the existen
in the a(T) dependence studied by us of a spin-fluctuat
contribution~in particular, ofas f

(1)).
According to the experimental data displayed in Fig.

in the vicinity of T* >700 K thea(T) curves exhibit prac-
tically for all the alloys studied a dip, which cannot be inte
preted if only the conventional electronic and anharmo
components are taken into account.4 It is in this temperature
region that one found3,9 features in the temperature depe
dences of the magnetic susceptibilityx(T) and electrical re-
sistivity r(T), which can be connected with the temperatu
induced creation of localized magnetic moments~LMM ! in
itinerant magnets. This correlation finds explanation with
the approach developed in Refs. 7 and 8. Because theas f

(2)

term is proportional to the derivative of the inverse susc
tibility with respect to temperature, the break in thex21(T)
dependence~observed to occur with decreasing slope! should
give rise to the appearance of a dip in thea(T) polytherm~at
the same temperature!.

Thus it appears only natural to assign the deviation fr
the TEC temperature dependence of the Debye–Gru¨neisen
type found in the ScxTi12xFe2 alloys practically throughou
the temperature range studied not so much to the con
tional magnetic as to the above-mentioned spin-fluctua
contributions.
e

e

n

,

c

-

-

n-
n

Figure 2 plots the total magnetic-fluctuation contributi
to the TEC of the ScxTi12xFe2 itinerant magnets derived
from a(T) measurements and calculations ofaL(T) from
the Debye–Gru¨neisen function for the values ofQD found in
Ref. 6, as well as from our TEC data obtained
T;1000 K (T@@TC ,TN , and QD]). 2! It is assumed
here that within the temperature range studied the o
electron contributionae(T) is negligible compared to the
lattice one, aL(T), and to the magnetic-fluctuation term
am,s f(T)5am(T)1as f(T). One readily sees that th
am,s f(T) component derived from experimental data by t
above method has a negative sign and a strong temper
dependence practically throughout the temperature ra
studied by us~below 1000 K!.

Besides the feature in the paramagnetic temperature
gion considered above, theam,s f(T) curves exhibit a second
anomaly as well, namely, near the magnetic disordering t
perature. In the case of TiFe2 , the latter has a clearly pro
nouncedl pattern. However as the Sc content increases
one crosses over toF alloys, it washes out and decreases
depth. It should also be pointed out that, as follows from h
capacity measurements for TiFe2 , the Cp(T) curve exhibits
at the Néel temperature only an insignificant jump.6

This behavior of TEC near the Curie and Ne´el tempera-
tures can be associated with the concentration and temp
ture dependences of theas f

(2) term in the spin-fluctuation con
tribution, because, by Eqs.~2b! and~3! ~see also Refs. 7 and
8!, in the magnetically ordered region

FIG. 2. Temperature dependences of the TEC magnetic-fluctuation com
nent am,s f(T) in the ScxTi12xFe2 itinerant magnets. The curves are num
bered as in Fig. 1. The dotted lines identify the magnetic-ordering po
TC , TN , andTf .
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as f
(2)52

5

3V¸
gU^m2&dMq0

2 /dT

and reveals al-type anomaly. However the sign of this TE
component is determined by the fine structure of the dens
of-states function. In the case of TiFe2 , the Fermi energy is
located near a local minimum ing0(«),11 and Umg̃(m)
.ne f , and therefore the spin stiffness constantg is
negative.3! As a result, thel anomalies inam(T) and as f

(2)

have the same negative sign~becausedMq0
2 /dT,0) and,

when added, amplify one another. At the same time
ScFe2 , whose Fermi energy lies near the top of a local ma
mum of g0(«),12 g.0. As a consequence of thel feature,
as f

(2)(T).0 while am(T),0, i.e. they have opposite sign
and, when added inam,s f(T), weaken one another. Thi
brings about a washout and decrease in depth of the m
mum of am,s f(T) near the magnetic ordering temperatu
with increasing Sc concentration. At the same time the p
tive sign of the spin stiffness constant indicates the rela
smallness ofg̃(m) and, hence, the comparatively small ma
nitude of the as f

(1)(T) contribution. Therefore the sum
am(T)1as f

(2)(T) remains noticeable in magnitude compar
to the as f

(1)(T) term, despite the trend the two above term
exhibit to canceling one another.

We have also to point out other features of the therm
properties associated with the spin-fluctuation compon
First of all, note the absence in the heat capacity of the c
tributions corresponding to theam(T), as f

(1)(T), andas f
(3)(T)

terms in the TEC.13 In their place, theCp(T) relation con-
tains, besides a term similar toas f

(2)(T), a paramagnon com
ponent, which is positive throughout the temperature ra
studied and increases withT.13 It should be borne in mind
that the paramagnon component ofCp(T) depends only
weakly on the position of the chemical potential and t
density of states at«5m. As a result, the paramagnon co
tribution to the heat capacity should be practically the sa
for all Sc concentrations. Taking this into account, and t
the paramagnon component is proportional to the log sus
tibility, it should be expected that the contribution to the he
capacity similar toas f

(2) is small and lies within experimenta
accuracy. Therefore the magnetic-fluctuation component
Cp(T) and am,s f(T) behave differently. In particular, th
jump in theCp(T) andam,s f(T) relations observed at mag
netic ordering in weakly itinerant magnets may differ
a few times, exactly what we have observed in t
ScxTi12xFe2 alloys.

We also stress that theas f
(3)(T) component is negative

throughout the temperature range studied. Although this t
vanishes at the magnetic transition, it becomes notice
both to the right and to the left of it. This gives rise to a
additional distortion of thel anomaly. In view of the smal
depth of thel anomaly, taking into account theas f

(3)(T) term
results in a shift of the minimum ofam,s f(T) to the left ofTC

or TN along the temperature axis, as well as makes poss
for am,s f(T) to become negative in the paramagnetic te
perature region.

Another reason foram,s f(T) to become negative fo
T.TC or TN may be the saturation of the local magne
y-
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moments, which is observed to occur with increasing te
perature. Because in the vicinity of and above the LM

saturation temperature (g̃50) the spin stiffness coefficien
should be positive5 ~at the same time in the paramagne
region dD21/dT'gd^m2&/dT, and the derivative
d^m2&/dT is always positive!, we have for all alloys for
T.@TC ,TN#, near or above the LMM saturation temper
ture, as f

(2),0. The latter inequality, together withas f
(3)(T)

being negative for allT, and with the vanishing ofas f
(1)(T) at

LMM saturation, accounts for the magnetic-fluctuation co
tribution remaining negative up to the highest temperatu
covered. Hence one may conclude that theam,s f(T) relations
established experimentally for the ScxTi12xFe2 alloys with
xÞ0.1 ~i.e. the alloys beyond the transitional concentrati
region! are in accord with the predictions of the spin-dens
fluctuation theory.5,7,8,13

Of particular interest are TEC studies made in a m
netically ordered state of thex50.1 alloy in the transitional
concentration region, in which~according to the phase dia
gram of magnetic state3! a transition to a canted magnet
structure takes place atT,Tf;170 K. As follows from the
thermal expansion studies of thex50.1 alloy displayed in
Figs. 1 and 2, as well as from its magnetic properties,3 the
magnetic moment and theam,s f(T) coefficient of this sample
undergo a considerable variation throughout the tempera
region studied.

A comparison of these data with measurements2 of the
magnetizationM (T) and the phase diagram3 of the magnetic
state of the alloy system under study, made with due acco
of the itinerant nature of magnetism permits a conclus
that the LMMs of thex50.1 alloy undergo an anomalousl
strong variation in theT<Tf region. It is in this temperature
region that one observes a minimum in theam,s f(T) curve.
Recalling Eq. ~2!, we suggest that the low-temperatu
anomaly inam,s f(T) found in thex50.1 alloy in the transi-
tional concentration region can also be associated with LM
generation, which is due, however, not only to thermal bu
concentration-driven spin-density fluctuations as well. A th
oretical approach which would permit description of lar
concentration-driven spin density fluctuations is presen
lacking. Therefore a comprehensive analysis of theam,s f(T)
features atx50.1 cannot be done within the spin-fluctuatio
approach.

At the same time a low-temperature anomaly~for
T,QD) in a(T) of a similar kind, which results in a sign
reversal of the TEC, is known to occur in other nonmagne
materials as well~see, e.g., Ref. 4!, where it is associated
with specific features of the phonon spectrum. In t
Sc0.1Ti0.9Fe1.97 alloy studied by us one may expect a substa
tial deviation of the phonon spectrum from the Debye sha
This is evidenced, in particular, by the anomalous latti
parameter variation observed1,2 to occur forT<Tf in alloys
in the transitional concentration region. By Refs. 1 and
these alloys are structurally and magnetically unstable. T
assumes, in its turn, a softening of the phonon spectrum,
the appearance of dips in the Debye-type density-of-st
curve. In these conditions, thea(T) curve obtained experi-
mentally for thex50.1 alloy can apparently be described
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one knows exactly the phonon spectrum, or using model
proximations, for instance, a two-well atomic potential f
atomic interaction in a solid. In the latter case the TEC c
be approximated by a sum of two terms, namely, of
conventional Debye and the Schottky-model contribution

Thus our studies of thermal expansion of t
ScxTi12xFe2 itinerant magnets show that irrespective of th
magnetic state in aC14-type lattice, the TEC is dominate
by the contribution associated with spin-fluctuation-induc
LMM effects. The negativeam,s f(T) component, as well as
the LMMs, are observed to undergo the strongest varia
near theTC , TN , Tf , andT* characteristic temperatures.
more accurate theoretical description of the magnetic con
bution to the temperature dependences of TEC,x, and M
originating from spin-density fluctuation effects in both t
magnetically ordered and paramagnetic states of
ScxTi12xFe2 itinerant magnets would obviously require pr
cise data on their electronic and phonon spectra. The re
of electronic band-structure calculations made for the lim
ing F (ScFe2) andA (TiFe2) alloys can be found in Refs. 1
and 12. The phonon spectrum of the ScxTi12xFe2 alloys has
not yet been studied appropriately.

The authors express their gratitude to S. M. Podgorn
for TEC measurements on the Sc0.1Ti0.9Fe1.97 alloy in the
low-temperature region (T,100 K).

Partial support of the ‘‘Integration’’ project~Grant
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1!A deviation from the stoichiometric ScxTi12xFe2 composition is necessary
for the alloys to order in theC14 hexagonal structure, otherwise the allo
of the system under study order preferentially in aC15-type cubic struc-
ture ~see, e.g., Refs. 1–3 and references therein!.

2!1000 K was chosen as the limiting temperature, because, according t
phase diagram of the Sc–Fe system10 and studies3,9 of the magnetic and
electrical properties, at higher temperatures the ScxTi12xFe2 alloys un-
dergo a structural transformation. As seen from Fig. 1, the transition
new structural state atT.1000 K results in a strong increase of the TE

3!Note that forUm!m we haveg'@g8(m)#2/g(m)2g9(m)/3.
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The relation between the electronic and magnetic structures of manganites in the tight-
binding approximation
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Analytic expressions for the dispersion curvesE(k) of RMnO3 ~R5La, Pr, Nd, Sm, and other
RE elements! have been obtained in the tight-binding approximation for the main types
of magnetic ordering on the Mn sublattice. The first calculation ofE(k) taking into account the
oxygen subsystem and mutual ordering of the manganese and RE sublattices is reported.
The results obtained permit a qualitative interpretation of some features observed in the behavior
of the rare-earth manganites. ©1999 American Institute of Physics.@S1063-7834~99!01412-4#
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1. The doped manganites R12xLxMnO3 ~R5La, Pr, Nd,
Sm; L5Ca, Ba, Sr! have been subjects of considerable c
rent experimental and theoretical investigations, which w
initiated by the observation of extremely diverse phase d
grams in these compounds. It has presently become obv
that a correct quantitative description of phase diagrams
transport properties of manganites within thex50.1620.4
range, where a crossover from the paramagnetic dielectr
the ‘‘ferromagnetic’’ phase with metallic conduction occu
with decreasing temperature, requires simultaneous inclu
of lattice ~polaron!, magnetic, and correlation effects. Neve
theless, qualitative interpretation of the anomalies obser
in electrical conductivity near the Curie point is based on
‘‘double-exchange’’ model of Zener, which was consider
theoretically by Anderson–Hasegawa~AH! for two manga-
nese ions.1 The AH results are widely employed in prese
studies making use of a model Hamiltonian of the systemH,
which is usually written as a sum of the double-exchan
HamiltonianHDE ,2,3 the Heisenberg Hamiltonian for loca
ized ~classical! spins, and the energy of interaction of the
spins with the external magnetic fieldHm . This approach
does not take into account the existence in the system
oxygen and rare-earth~RE! elements, and does not expla
the experimentally observed features in the behavior of
RE manganites.

The present work deals with an analytic calculation
the spectrum ofeg electrons in manganites for different type
of magnetic ordering in the system. One has obtained for
first time the dispersion curvesE(k) taking into account the
oxygen subsystem and the mutual ordering of the manga
and RE sublattices. As in most of the present studies,
carrier spin is supposed to be always aligned with the lo
manganese-ion spin formed by threet2g electrons.

2. Consider first only the manganese sublattice in
ideal cubic structure of an ABO3 perovskite. The double
exchange Hamiltonian can be represented as a convent
tight-binding Hamiltonian in which the hopping integral b
tween various manganese-ion orbitals depends on the m
arrangement of the nearest localized magnetic moments~in
the simplest case this relation has the AH form1!
2001063-7834/99/41(12)/4/$15.00
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H5HDE1Hm ,

HDE5(
ias

« iasdias
1 dias1 (

i j abs8s

t i j ab
ss8 S u i j ab

2 Ddias
1 dj bs8

1
U

2 (
is

nisni 2s ,

t i j ab
ss8 S u i j ab

2 D5t i j ab cosS u i j ab

2 D ~s5s8!;

6t i j ab sinS u i j ab

2 D ~sÞs8!,

Hm52gmBB(
i

Si
z1(

i j
Ji j SiSj . ~1!

Here ~1! the indicesi and j label the unit cells,a andb —
the type of the atom,« iab is the energy of the unperturbedd
level of thea-type Mn41 ion, ands is the spin index, which
can take only two values;u i j ab is the angle between the loca
magnetic moment of the nearest ions of Mn.

There are several main types of magnetic ordering on
manganese sublattice in perovskites, namely,A, antiferro-
magnetic ordering of nearest-neighbor~100! ferromagnetic
planes observed in LaMnO3, G, antiferromagnetic ordering
of nearest neighbors (CaMnO3), C — antiferromagnetic or-
dering in the~100! plane, andF — ferromagnetic ordering.
In caseA, the perovskite unit cell contains two inequivale
manganese atoms. Disregarding the degeneracy of theeg or-
bital, one can construct four Bloch combinations

uxas&5
1

AN
( eikRiuwas~r 2Ri !&, ~2!

wherewas(r 2Ri) is the d-orbital, anda51,2 is an index
labeling various types of atoms in the unit cell. If the dege
eracy of theeg orbital is taken into account, one shou
introduce into Eqs.~1! and ~2! an index labeling the orbita
type. In this case the dispersion relations in an analytic fo
can be obtained only for the case of ferromagnetic orderin4
0 © 1999 American Institute of Physics
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One can conveniently consider the case of canted antife
magnetism characteristic of low doping levels, whe
Sz5Scos (u/2) and Sx56Ssin (u/2) in the neighboring
~001! planes, andSy50. The A type of magnetic ordering
l

ic
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e
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o-occurs for a polar angleu5p. The matrix of the Hamil-
tonian written in the Hartree–Fock approximation and tak
into account Coulomb interaction, which generalizes the A
results, has the form
Hmn~k!5S «d82JS 0 t~kz!cos
u

2
t~kz!sin

u

2

0 «d81J~S11! 2t~kz!sin
u

2
t~kz!cos

u

2

t~kz!cos
u

2
2t~kz!sin

u

2
«d82JS 0

t~kz!sin
u
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t~kz!cos
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0 «d81J~S11!
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Here «d85«d1t(k')1U^n2s&, t(k')52t(coskxax

1coskyay), t(kz)52t coskzaz, and t is the hopping integra
between thed-orbitals of manganese atoms~which in the
perovskite lattice are separated by oxygen atoms and, str
speaking, are not nearest neighbors!.

The four bands of the corresponding secular equa
det@Hmn(k)2E(k)I #50 can be presented as

Eas~k!5«d1U^n2s&1t~k'!1J/26@J2~S11/2!2

1t2~kz!62J~S11/2!t~kz!cosu/2#1/2. ~4!

In the approximation of strong intratomic exchange,JS@t,
the lowest band can be described as

E↑~k!5«d1U^n↓&2JS1t~k'!1t~kz!cosu/2, ~ t,0!.

The spectrum for theG-type canted antiferromagnetic stru
ture is found in a similar way

Eas~k!5«d1U^n2s&1J/26@J2~S11/2!21t2~k!

62J~S11/2!t~k!cosu/2#1/2, ~5!

wheret(k)52t(coskxax1coskyay1coskzaz). Now

E↑~k!5«d1U^n↓&2JS1t~k!cosu/2.

In theC-type canted antiferromagnetic structure, the unit c
doubles in content in theXY plane (ax and ay have to be
multiplied by 21/2), and the dispersion relations take on t
form

Eas~k!5«d1U^n2s&1t~kz!1J/26@J2~S11/2!2

1t2~k'!62J~S11/2!t~k'!cosu/2#1/2, ~6!

with

E↑~k!5«d1U^n↓&2JS1t~kz!1t~k'!cosu/2.

The ferromagnetic structure has only two spectral branch

E↑~k!5«d2JS1U^n↓&1t~k!,

E↓~k!5«d1J~S11!1U^n↑&1t~k!. ~7!
tly

n

ll

s

It should be pointed out that when one uses for the hopp
integral relations which depend on the difference betwe
the azimuthal anglesw i j as well, Eqs.~4!–~7! retain their
form.

Similar results can be obtained also from the one-ba
Kondo Hamiltonian~see Refs. 5 and 6! by taking into ac-
count the nearest-neighbor interaction

HDE5(
i j s

~ t i j dis
1 dj s1H.c.!1

U

2 (
is

nisni 2s

2JH (
iss8

Sidis
1 sss8dis8 , ~8!

but this model yields only two branches of the spectrum.
Eq. ~8!, t i j is the hopping integral of theeg electron between
manganese atomsi and j, U is the intratomic Coulomb inte-
gral, dis

1 (dis) are the creation~annihilation! operators for
theeg electron at sitei, s is the spin index (s5↑ or ↓ in the
local reference frame associated with the atomic spinSi), s
is the eg-electron vector spin operator,JH is the intratomic
exchange~Hund! integral, andJi j are the exchange param
eters of the Heisenberg Hamiltonian for the local magne
moments due to the manganeset2g electrons. The dispersion
relations obtained here correct and complement the dis
sion relationsE(k) derived earlier~Refs. 5 and 7, respec
tively! for a number of magnetic structures (A,G,C, andF).
A tight-binding analysis of more complex types of magne
ordering can be carried out only numerically.

3. Substitution of Nd, Pr, and other RE elements for
atoms results in an increase of the number of magnetic
inequivalent atoms in the ABO3 perovskite unit cell, becaus
magnetic ions start to occupy the B site. Under certain c
ditions ordering of local magnetic moments of RE eleme
may set in, which should be taken into account when cal
lating the dispersion relation for carriers in perovskites. L
us assume only one~ferromagnetic! sublattice to exist in the
manganese subsystem. Then the Hamiltonian matrix
canted mutual ordering on thed- and f-sublattices can be
written in a form similar to Eq.~4!
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Hmn~k!5S «12J1S11t11~k! 0 t12~k!cos
u

2
t12~k!sin

u

2

0 «11J1~S111!1t11~k! 2t12~k!sin
u

2
t12~k!cos

u

2

t12~k!cos
u

2
2t12~k!sin

u

2
«22J2S21t22~k! 0

t12~k!sin
u

2
t12~k!cos

u

2
0 «21J2~S211!1t22~k!

D . ~9!
ru
le

p-
th

an

b

n
-
th

-

e

a-
y
f

ul-
s
ini-
ese
or-
than

his
b-
and

t-

n of
the

0.
ily

pe
bor
For ferromagnetically ordered sublattices (u50) the disper-
sion relations are

E1,2
s ~k!5

1

2
@«1

s~k!1«2
s~k!6A@«1

s~k!2«2
s~k!#214t12

2 ~k!#,

« i
s~k!5« i

s1U^ni 2s&1t i i ~k!, « i
↑5« i2JiSi ,

« i
↓5« i1Ji~Si11!,

t i i ~k!5 2t i i @cos~kxax!1cos~kyay!1cos~kzaz!#, i 51,2,

t12~k!5 2t12(
i

cos~kr i !,

r I5
1

2
~ax ,ay ,az!, r II5

1

2
~ax ,ay ,2az!,

r III 5
1

2
~ax ,2ay ,az!, r IV5

1

2
~2ax ,ay ,az!. ~10!

In Eqs. ~9! and ~10!, «1[«d , «2 is the 5d-orbital energy,
J2S2 is the intratomic exchange energy for the 5d-electron of
an RE element~for lanthanum this energy is zero!, t12 is the
hopping integral between the manganesed-orbital and the
5d-orbital of the nearest RE atom, and summation is
over four inequivalent neighbors. If one neglects the smal
Koster–Slater parameter,Vddd, this integral equals 2Vddp/3.
A numerical estimation ofVddp made using Harrison’s table8

yieldedVddp50.320.4 eV. The calculated value of the ho
ping integral is of the same order of magnitude as that of
hopping integral between manganese ions ('0.120.2 eV).
Transition of the manganesed-electron to the 6s-orbital of
an RE atom is impossible for symmetry considerations,
therefore it can be disregarded in the calculations.

For mutual antiferromagnetic ordering one readily o
tains

E1,2~k!5
1

2
@«1

↑~k!1«2
↓~k!6A@«1

↑~k!2«2
↓~k!#214t12

2 ~k!#,

E3,4~k!5
1

2
@«1

↓~k!1«2
↑~k!6A@«1

↓~k!2«2
↑~k!#214t12

2 ~k!#.

~11!

As follows from a comparison of the two above expressio
with Eq. ~7!, wheret[t11, taking into account the RE sub
system results in a shift and substantial broadening of
band. In a general case and for an arbitrary angleu the ana-
n
st

e

d

-

s

e

lytic expressions forE(k) become very cumbersome. How
ever assuming the self-consistent energies of thed- and
f-levels to be approximately equal,«d>« f>«0 , and
t115t22, D i5JiSi>Ji(Si11), i 51,2, one can derive th
following dispersion relations

Ea~k!5«01t11~k!6$~D1
21D2

2!/41t12
2 ~k!6@~D1

22D2
2!2/4

1t12~k!~D11D2!224t12
2 ~k!D1D2sin2u/2#1/2%1/2,

a51, . . . ,4, ~12!

which for u50 andp transfer to Eqs.~10! and ~11!. Inclu-
sion of Coulomb interaction in the Hartree–Fock approxim
tion results in «0 in Eq. ~12! becoming replaced b
«01U^n2s&. As follows from this relation, replacement o
lanthanum~for which D250) by any RE element with a
nonzeroD2 shifts all bands down and broadens them sim
taneously. ForD25D1 , Eq. ~12! yields dispersion relation
for the manganese bcc lattice. The band energy will be m
mum for ferromagnetic mutual ordering of the mangan
and RE sublattices. For close to antiferromagnetically
dered sublattices, the band width can become smaller
that for lanthanum manganite (D250), which will give rise
to a decrease in the conductivity of the compounds. T
result correlates qualitatively with the experimentally o
served differences of the phase diagrams of Pr-, Nd-,
Sm-based manganites9,10 from that of La12xLxMnO3.

4. One can take explicitly into account within the tigh
binding approach the strongesttpd coupling between the
d-orbitals of manganese and thep-orbitals of oxygen, which
was thus far neglected in model approximations. Inclusio
p–d coupling in band-structure calculations requires at
very least a consideration of a 636 Hamiltonian matrix,
whose explicit form for three atoms is given in Ref. 1
Using the solutions found in the above work, one read
obtains approximatek-space dispersion relations for a ty
G magnetic structure with inclusion of the nearest-neigh
interaction:

E1~k!5«d2JS2tpd
2 ~k!

11cos~u12/2!

«p2«d1JS
,

E2~k!5«d2JS2tpd
2 ~k!

12cos~u12/2!

«p2«d1JS
,
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E3~k!5«p22tpd
2 ~k!

«d82«p2D cos~u12/2!

~«d82«p!22D2
,

E4~k!5«p22tpd
2 ~k!

«d82«p1D cos~u12/2!

~«d82«p!22D2
,

E5~k!5«d1J~S11!2tpd
2 ~k!

12cos~u12/2!

«p2«d2J~S11!
,

E6~k!5«d1J~S11!2tpd
2 ~k!

11cos~u12/2!

«p2«d2J~S11!
. ~13!

Here, tpd(k)5(tpd/3)(coskxax1coskyay1coskzaz), «d85«d

1J/2, D5J(S11/2), and the bands are arranged in the
der of increasing energy provided there is strong intrato
exchange,D.tpd . The order of the bands can vary depen
ing on the actual values of the parametersD, tpd , and «p

2«d . For D@tpd , the upper unfilled band will be the ‘‘oxy
gen’’ bandE3(k), whose width depends on the type of ma
netic ordering in the manganese subsystem. An estimate11 of
the parameters shows that for manganitesD,tpd , and for
certain relations connecting the parameters the upper unfi
band can be ad-type band. In all cases, the shape of all s
bands depends on the angle between the magnetic mom
of the neighboring manganese ions, and the width of th
bands does not vanish even under antiferromagnetic or
ing. This theoretical conclusion has recently found expe
mental support in the observation12 of antiferromagnetic or-
dering on the manganese subsystem coexisting with met
conduction.

5. The main result of this work is the inclusion ofp–d
and d–d interactions on the oxygen–manganese and
-
ic
-

-

ed

nts
se
r-

i-

lic

E

~lanthanum!–manganese subsystems in band-structure ca
lations of the R12xLxMnO3 perovskites, which has not bee
made thus far in theory. Unfortunately, simultaneous inc
sion of these interactions and of theeg-level degeneracy pre
cludes obtaining within the tight-binding approximation a
analytic description of the electronic structureE(k) for vari-
ous types of magnetic ordering of perovskites throughout
Brillouin zone. Nevertheless, analytic dispersion relatio
E(k) are of considerable importance when estimating
conditions for the onset of electronic phase separation in
ovskites. The results of these studies will be presented
separate paper.
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Features of the long-wavelength part of the spectrum of spin waves localized on a 71° domain
boundary of a cubic ferromagnet are examined on the basis of a qualitative analysis and
simultaneous numerical solution of the Landau–Lifshitz equations and the equation of
magnetostatics. ©1999 American Institute of Physics.@S1063-7834~99!01512-9#
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The spectra of spin-wave excitations of domain bou
aries~DB’s! of a uniaxial ferromagnet have been examin
in a number of works.1–3 References 4 and 5 described thr
branches of the vibrations of a domain boundary in the b
forbidden for bulk spin waves: two low-frequency bands c
responding to translational vibrations of the domain bou
aries, and the unidirectional Gilinski� branch, corresponding
to high-frequency vibrations of the spins, localized nea
domain boundary, whose amplitude decays without limit
its periphery. In Ref. 5, high-frequency branches detac
from the boundary of the continuous spectrum were a
discovered by numerical calculations. Reference 6 inve
gated the vibrational spectrum of the 180° Bloch dom
boundary ~BDB! in a cubic ferromagnet with induce
uniaxial anisotropy, which corresponds to the anisotropy
iron–yttrium garnet films. In the present work we have fou
branches corresponding to translations of a domain bou
ary, oscillations of the thickness of a domain boundary, a
also the Gilinski� branch and one high-frequency branch sp
off from the boundary of the continuous spectrum. We a
investigate spectra of spin-wave excitations of a dom
boundary in an orthorhombic and a tetragonal ferromag
the anisotropy of which corresponds to the anisotropy
bismuth-substituted iron–garnet films grown in the@110# di-
rection and the@100# direction, respectively.7,8 However, all
theoretical works on DB-localized spin waves have be
limited to a study of 180° walls. Recently, experimental o
servations of spin waves have been made on 90° as we
180° domain boundaries in a cubic ferromagnet.9 A theory of
spin-wave excitations of Bloch domain boundaries with
angle of the magnetization different from 180° is still lac
ing. In this paper, using numerical methods we investig
the vibrational spectrum of a 71° Bloch domain boundary
a cubic ferromagnet. Such walls arise in materials with cu
anisotropy, which is characteristic, in particular, of iron
yttrium garnet, the most frequently applied material in e
periments on observation of spin waves.10

1. BASIC EQUATIONS

Spin-wave excitations of a domain boundary of a fer
magnet are described by the Landau–Lifshitz equations
the equation of magnetostatics
2001063-7834/99/41(12)/4/$15.00
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M

g

]w

]t
sinq5

dE

dq
, 2

M

g

]q

]t
sinq5

dE

dw
, ~1!

div~hd14pM !50, ~2!

whereM5Mm is the magnetization vector,m is the corre-
sponding unit vector,m5(sinq cosw,sinq sinw,cosq), g is
the gyromagnetic ratio,hd is the demagnetization field
which in the magnetostatic approximation is expressed
terms of the magnetic potentialC: hd5“C, E is the energy
of the ferromagnet, which includes the inhomogeneous
change energy, the magnetic anisotropy energy, and the
ergy of the demagnetization fields

E5A~~¹q!21sin2q~¹w!2!1Ea~w,q!2
1

8p S S ]C

]x D 2

1S ]C

]y D 2S ]C

]z D 2D2M S ]C

]x
sinq cosw

1
]C

]y
sinq cosw1

]C

]z
cosq D .

Here A is the exchange interaction constant andEa is the
magnetic anisotropy energy. In the crystallographic syst
the anisotropy energy of a cubic ferromagnet is written a

Ea5K1~mx
41my

41mz
4!,

whereK1 is the cubic anisotropy constant. IfK1.0, the easy
axes are directions of the type@111#; therefore it is conve-
nient to transform to the new system of coordinatesex

5@111#, ey5@112̄#, ez5@ 1̄10#. Thus

Ea5K1S sin4 q sin4 w

2
1

cos4 q

2
1

2

3
sin4 q cos4 w

1sin2q cos2 q sin2 w1
2A2

3
sin4 q cosw sin3 w

22A2 sin2 q cos2 q cosw sinw D .

We will consider a Bloch wall in which the tilt of the
magnetization is in theXY plane@the crystallographic plane
(1̄10)# from the direction@111# to the direction@111̄#, the
normal to which coincides with thez axis ~Fig. 1!. In spheri-
4 © 1999 American Institute of Physics
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cal coordinates the structure of a 71° Bloch domain bou
ary, obtained by solving the static Landau–Lifshitz equati
is described as follows:

q5
p

2
, w05a1arctanS 1

A2
tanhS z

A3
D D ,

a5arctan
1

A2
, ~3!

where thez coordinate is normalized byAA/K1. Domain-
boundary vibrations are described by a small deviation of
magnetization from its equilibrium distribution~3!

q5
p

2
1u~z!sin~vt2kxx2kyy!,

w5w0~z!1f~z!cos~vt2kxx2kyy!,

C5c~z!sin~vt2kxx2kyy!. ~4!

Substituting expressions~4! in the Landau–Lifshitz equa
tions ~1! and the magnetostatic equation~2!, we obtain a
linearized system describing vibrations of the magnetiza
at the domain boundary

5
]2u

]z2
5~k21a~w0!!u1vf1

1

Q

]c

]z
,

]2f

]z2
5vu1~k21b~w0!!f2

1

Q
~kx sinw02ky cosw0!c

]2c

]z2
5

]u

]z
1~kx sinw02ky cosw0!f1k2c,

a~w0!5
3

2
sin4w012 cos4 w012A2 cosw0 sin3 w0

12A2 cosw0 sinw02sin2 w02
2

3
,

b~w0!5sin4 w01
4

3
cos4 w01

10A2

3
cosw0 sin3 w0

22A2 cos3 w0 sinw027 cos2 w0 sin2 w0 . ~5!

FIG. 1. Static structure of a 71° domain boundary of a cubic ferromag
-
,

e

n

Here the coordinatesx,y,z and the wave numberk are nor-
malized byAK1 /A, the frequencyv by 2gK1 /M , and the
magnetic potential c by 4pMAA/K1. The Q factor
Q5K1/2pM2. The magnetic potentialc and the anglesf,u
should satisfy the boundary conditionu,f,c50 asz→6`.

The anglew0 in Eqs.~5! varies from zero to arctan2A2
'71°. It follows from system~5! that the symmetry axis is
the direction perpendicular to the bisector of the an
formed by the magnetization on neighboring domains, i
the spectrum of spin waves propagating in this direction
symmetric with respect to a change of sign of the wave nu
ber.

To find the spectrum of spin-wave excitations of a 7
Bloch domain boundary, we used a numerical method p
posed in Ref. 5. Asz→6`, system~5! transforms to a sys-
tem of differential equations with constant coefficients. T
solution of such a system is used as an initial approxima
at large enough values ofz. Integrating Eqs.~5! by the
Runge–Kutta method from the initial values at large6z to
the joining point, we obtain the Wronskian, consisting of t
left triple and the right triple of solutions at this point. If th
Wronskian is equal to zero, then the frequency for wh
such calculations were performed is the eigenfrequency
the numerical calculation we set the Q factor equal
Q50.05, which corresponds in order of magnitude with v
ues of the Q factor in iron–yttrium garnet (Q'0.02) and
some ferrites with spinel structure~for NiFe2O4 Q'0.08).

2. SPECTRA OF SPIN WAVES LOCALIZED ON A 71°
DOMAIN BOUNDARY

The results of our numerical calculation are plotted
Figs. 2–4. It can be seen that for the vibrations propaga
perpendicular to the symmetry axis~Fig. 2! the spectrum has
the same form as in a uniaxial ferromagnet. The unidir
tional Gilinski� branch is characterized by a negative disp
sion (]2v/]k2),0, which is analogous to results obtaine
earlier for other forms of anisotropy energy. This bran

t.

FIG. 2. Spectrum of localized spin waves on a 71° domain boundary
cubic ferromagnet with Q factorQ50.05 for wave propagation in the@110#
direction. 1 — boundary of the continuous spectrum,2, 3 — Goldstone
mode,4 — Gilinski� mode.
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exists only for vibrations propagating between directions
the magnetization in neighboring domains, i.e., in the int
val of values ofg0 from 0 to 71°, which is a peculiarity o
this type of wall. It is not ruled out that the Gilinski� branch
also exists for other types of domain boundaries only in
rections lying between easy axes. In all possible directi
the Gilinskiı̆ branch has a linear asymptotic behavior.
determine the gap in the high-frequency branch, we used
method employed in Ref. 11 in a treatment of a uniax
ferromagnet. This method is based on peculiarities of
behavior of Eqs.~5! at infinity. Let us consider the case o
the propagation of vibrations perpendicular to the symme
axis, wheng05arctan(ky /kx)5a. As z→6`, system ~5!
goes over to a system with constant coefficients, whose
lutions are a superposition of three exponentials with ch
acteristic argumentsp, which for small values of the wave

FIG. 3. Spectrum of localized spin waves on a 71° domain boundary
cubic ferromagnet with Q factorQ50.05 for wave propagation in the@001#
direction. 1 — boundary of the continuous spectrum,2, 3 — Goldstone
mode.

FIG. 4. Spectrum of localized spin waves on a 71° domain boundary
cubic ferromagnet with Q factorQ50.05 for wave propagation in the@111#
direction. 1 — boundary of the continuous spectrum,2, 3 — Goldstone
mode.
f
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number can be calculated using perturbation theory. In
first nonvanishing approximation ink!1 we find

p35km, m5Aa0~b01sin2g0 /Q!2v0
2

b0~1/Q1a0!2v0
2

,

p1,25A1

2 S b01a01
1

Q
6AS b02a02

1

QD 2

14v0
2D ,

~6!

wherea05b054/3. Inside the domains the behavior of th
solutions is determined by the most slowly decaying term
i.e., by the exponentials with characteristic argumentp3.
Now let us solve the third equation of system~5! with the
help of the Green’s functionG(z2j)52exp(2kuz2ju)/2k

c5
1

2 E
2`

1`

exp~2kuz2ju!~cosw0 sing0

2sinw0 cosg0!f~j!dj2
1

2k

3E
2`

1`

exp~2kuz2ju!
]u~j!

]j
dj.

For large values ofz the localized solutions are characteriz
by an exponential falloff with dominating argumentp3, i.e.,
u5C1 exp(2kmuzu)1O(k), f5C2 exp(2kmuzu)1O(k). Hence
we find

]c

]z
5

m

11m
C12

sing0

11m
C2 ,

kc→0, for z→6`. ~7!

Substituting Eq.~7! into Eqs.~5!, we obtain the system

H S a01
m

~11m!QDC11S v02
sing0

~11m!QDC250,

v0C11b0C250.

~8!

Equations~8! coincide if the determinant of the system
equal to zero. From the condition that the determinant
equal to zero we find a second expression form

m5
~b02v0sing0!/Q

b0~a011/Q!2v0
2

21. ~9!

Equating expressions~6! and~9!, we obtain three values fo
v0:

v056Aa0b0, ~10!

v05
1

2 S sing0S a01
1

QD1
b0

sing0
D . ~11!

The frequency given by formula~11! for any value ofQ falls
into the band of the continuous spectrum. The other t
symmetric solutions determine the magnitude of the gap
the Gilinski� branch for a 71° Bloch domain boundary in
cubic ferromagnet, which in physical variables is given
the formula

a

a
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v056
8gK1

3M
.

Expression~10! is valid for walls with any tilt angle of the
magnetization vector. The coefficientsa0 andb0, which take
the valuesa(w0) andb(w0) at infinity, are determined by the
type of the anisotropy energy.

The low-frequency branch of the vibrations, which co
responds to translational shifts of the domain boundary in
long-wavelength limit~the Goldstone mode! has a linear
asymptotic limit in the direction perpendicular to the sym
metry axis. In all other directions the dependence of the
quency on the wave number for the branch of the tran
tional vibrations in the long-wavelength region goes as
square-root. Such behavior of the low-frequency branche
analogous to the peculiarities of spin waves at a 180° Bl
domain boundary.

At a wall of the type under consideration, the spectru
has a number of distinguishing peculiarities: first, for t
vibrations propagating along the symmetry axis the bound
of the continuous spectrum lies higher than for the vibratio
propagating perpendicular to the symmetry axis, which i
distinguishing feature of the problem under considerat
from the case of a 180° Bloch domain boundary; second,
spectral branches of a Goldstone mode coalesce with
continuous spectrum at a finite value of the wave num
~Fig. 3!. In the case in which the spin waves propagate alo
an easy axis the left branch of the Goldstone mode end
the boundary of the continuous spectrum, as does the G
ski� branch, while the right branch approaches this bound
asymptotically~Fig. 4!. As the Q factor is increased, th
e
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asymmetry of the spectrum of vibrations of the doma
boundary decreases, but the bottom of the band of the c
tinuous spectrum approaches the Gilinski� branch. IfQ@1,
then the Gilinski� branch coalesces completely with th
boundary of the band of bulk spin waves.

Thus, the general form of the spectrum of spin-wa
excitations of a 71° Bloch domain boundary is analogous
the spectrum of a 180° Bloch domain boundary, but also
distinguishing features connected with the noncollinear
rangement of the magnetization vector on neighboring
mains.

This work was supported by grants from the Russ
Fund for Fundamental Research No. 98-02-16469 and
97-02-16183.

1J. M. Winter, Phys. Rev.124, 452 ~1961!.
2J. F. Janak, Phys. Rev.134, 411 ~1964!.
3M. I. Kurkin and A. P. Tankeev, Fiz. Met. Metalloved.36, 1149~1973!.
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Resonant microwave conductivity response to ac current in La 0.7Pb0.3MnO3 crystals

N. V. Volkov, G. A. Petrakovski , and K. A. Sablina

L. V. Kirenski� Institute of Physics, Siberian Branch of the Russian Academy of Sciences,
660036 Krasnoyarsk, Russia
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Fiz. Tverd. Tela~St. Petersburg! 41, 2187–2192~December 1999!

An experimental study of the effect of low-frequency transport current on the microwave
conductivity of single-crystal La0.7Pb0.3MnO3 is reported. In the absence of an external magnetic
field, the microwave conductivity response to a current follows a relaxation behavior. In a
nonzero external magnetic field, the response spectrum exhibits a peak of resonant amplitude
enhancement. The resonant response has a nonlinear nature. The temperature and field
dependences of the main parameters of the microwave response correlate directly with the behavior
of the magnetoresistance. The results obtained are analyzed within the oscillator
approximation. Electronic phase separation is proposed as a possible mechanism for the current
action. © 1999 American Institute of Physics.@S1063-7834~99!01612-3#
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Perovskite-structure manganites with a common form
R12xAxMnO3 ~where R stands for rare-earth ions, and
stands for Sr, Ba, Ca, and Pb! have been recently attractin
attention due to their unusual magnetic and electro
properties.1 Most of this interest centers on the giant magn
toresistance~GMR! observed in some compositions.2 At the
same time there is still no full understanding of the mec
nisms responsible for the GMR and other magnetoelec
effects. A substantial contribution to the solution of th
problem could come from invoking nontraditional expe
mental methods, for instance, those aimed at studying
response of a system to combined action of various fact
Besides, one could expect in this case new manifestation
the GMR, as well as new effects having application pot
tial.

In this connection, the microwave conductivity respon
to an ac current in single-crystal La0.7Pb0.3MnO3 exhibiting
GMR, which was detected by us,3 turned out to be very
interesting. The nature of the response depended on the
plitude of the ac voltage across the sample and its freque
as well as on the external magnetic field. This observatio
a one more demonstration of an intimate relation between
magnetic and electrical properties of perovskite-type man
nese oxides. This communication reports the results of a
tailed investigation of this phenomenon.

1. EXPERIMENTAL

The studies were carried out on La0.7Pb0.3MnO3 single
crystals grown by spontaneous crystallization from a m
solution.3 The sample representing a polished plate mea
ing 43230.1 mm3 was placed at the antinode of a micr
wave electric field in a rectangular cavity (n510 GHz!. The
cavity was connected in a reflection-type magnetic-resona
spectrometer arrangement. The electric current was fed
the sample through spring-loaded needle contacts. One m
sured the microwave powerPc reflected from the cavity with
2001063-7834/99/41(12)/6/$15.00
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the sample as a function of temperature, external magn
field, and the frequency and amplitude of the ac volta
across the sample.

It is well known4 that if the sample dimensions are muc
smaller than the wavelength of the electromagnetic radiat
and the skin-layer thickness is larger than or comparable
the smallest sample dimension~in our case this condition
was met!, the variation ofPc can be related in a single
valued way to that of the complex dielectric permittivity

«5«82 i«95«82 i
sMW

v
, ~1!

wheresMW is the conductivity in the microwave range an
v is the wavelength of the electromagnetic radiation. F
conducting media one usually has«8!«9. Indeed, in our
experiments we did not find any variation of the cavity res
nance frequency which could be related to that of«8. The
microwave response signal was generated by variation
the cavity Q-factor. The relative change in the Q-fac
caused by a change in the conductivityDsMW can be
written5

DQ

Q0
5

Q0

v0W0
DsMW E

VS

E2dV. ~2!

Equation ~2! was derived by the perturbative technique,Q0

5v0W0 /(Ps1Pr) is the intrinsic Q-factor of the cavity
complete with the sample,Pr and Ps are, respectively, the
microwave power losses in the cavity walls and the sam
W0 is the power stored in the cavity, andv0 is the cavity
resonance frequency. The output signal of the spectrom
linear microwave detector is related to the variation of t
microwave conductivityDsMW through

DU

U0
5

1

2

DQ

Q0
, ~3!

whereU0 is the microwave-detector output voltage, which
proportional to the power incident on the cavityPin , and
8 © 1999 American Institute of Physics
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DU is the change of the microwave-detector output volta
caused by a change insMW . Finally we have

DU5cDsMW , ~4!

wherec is a quantity remaining constant during the measu
ment.

Determination of the absolute value ofsMW meets with
certain difficulties, but we were interested in the variation
the conductivityDsMW caused by an external action.DsMW

was measured in arbitrary units. For definiteness, we s
call in what follows the variation of the microwave condu
tivity generated by the action of a current the microwa
response of a sample.

The dc resistivityr and the magnetoresistance@r(0)
2r(H)#/r05Dr/r0 were measured by the standard fou
probe technique.

2. EXPERIMENTAL RESULTS

Our study of the effect of transport current on the co
ductivity of La0.7Pb0.3MnO3 single crystals in the microwav
range revealed the following. If one applied across a sam
an ac voltageU; of frequencyf, the microwave respons
signal corresponding toDsMW could be represented as
sum of harmonic components of the modulating voltage
quency

DsMW~ t !5(
i 51

n

Aicos~ i f t !, ~5!

wherei is the harmonic number, andAi is the amplitude of
the i th harmonic component in the response signal.

In the absence of an external magnetic field (H50), the
microwave response signal contains only even harmon
with the main contribution being due to the component of
2 f frequency. This is a direct consequence of the respo
being independent of the polarity of the voltage applied
the sample. The temperature dependence ofDsMW was pre-
sented in Ref. 3. We may recall that it coincided complet
with the behavior of the sample magnetoresistance. As
the dependence of the microwave response signal on the
quencyf of the applied voltageU, it is shown in Fig. 1. The
data are given forT5300 K. We see thatsMW is most sen-
sitive to low-frequency currents. The amplitude ofDsMW

falls off rapidly with increasing frequency.
When an external magnetic field is applied, the respo

signal amplitude decreases slightly throughout the freque
range covered while remaining a smooth function off. At the
same time at a certain frequencyf 0 there appears a peak o
the resonantly enhanced microwave-response amplit
Note that it is the first harmonic@see Eq.~5!# of the signal,
which was absent in theH50 case, that contributes to th
response enhancement. AsH increases, the amplitude of th
resonance peak grows to exceed considerably theH50 re-
sponse. Indeed, atT5300 K and a fieldH57 kOe the signal
increases by nearly 10 times. Besides the direct reso
changeDsMW at frequencyf 0, the spectrum contains als
harmonics of higher frequencies multiples of the current f
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quency. Namely, one detected sample response peaks a
quenciesf 0/3 and f 0/5, with higher-order multiples also ob
served sometimes.

We studied the behavior of the resonant microwa
response enhancement in a fieldH57 kOe at different tem-
peratures~Fig. 2!. In these measurements, the voltage acr

FIG. 1. Amplitude of the microwave-conductivity response signalDsMW vs
frequencyf of the ac voltageU acting on a sample. External magnetic fie
H50, U;5500 mV, T5300 K. Solid line: approximation~see text for
explanation!.

FIG. 2. Amplitude of the microwave-conductivity response signalDsMW vs
the frequencyf of the voltageU; applied across the sample placed in
magnetic fieldH57 kOe. Different curves are plots obtained at differe
temperatures forU;5500 mV. f 0 is the main-peak frequency; also show
are peaks of the sample response to frequency multiples off 0.
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the sample was maintained constant (U;5500 mV!. The
peak in the dependence ofDsMW on the frequencyf of the
voltage acting on the sample becomes noticeable atT;100
K. As the temperature increases, the peak grows in inten
and shifts toward lower frequencies. The peak of the re
nant DsMW amplitude enhancement reaches the maxim
intensity at aboutT;3002320 K. The peak amplitude de
creases rapidly with a further increase of temperature.
variation of the resonant response frequencyf 0 is the stron-
gest within the temperature region from 150 to 300 K. Figu
3a and 3b illustrates graphically the phenomenon. Note
coincidence of the main features in the above-mentioned
lations with the behavior of the magnetoresistanceDr/r0 in
the crystals studied~Fig. 3c!. The peak of the resonance r
sponse reaches a maximum atT;300 K, whereDr/r0 starts
to grow rapidly. The drop in the response intensity is acco
panied by a decrease ofDr/r0. None of these two effects i
observed forT.Tc;360 K.

Figure 4 presents a part of the family of resonant mic
wave response curves obtained by varying the ac voltageU;

across the sample. The temperatureT5300 K and the mag-
netic fieldH57 kOe were fixed. One readily sees that asU;

increases, the resonance line increases in intensity too,
becomes distorted. The maximum of the curve shifts tow

FIG. 3. Temperature dependences of the intensity~a! and frequency~b! of
the peak in the microwave-conductivity resonance responseDsMW of a
sample to an ac voltage;U;5500 mV,H57 kOe;~c!: temperature depen
dence of the resistivityr0 and magnetoresistanceDr/r0 in a field H57
kOe.
ity
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e
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lower frequencies. The peaks at thef 0/3 andf 0/5 frequencies
do not change position in the spectrum. This behavior
typical of forced oscillations in nonlinear systems under h
monic excitation. It can be added that at largeU; amplitudes
the resonance curve exhibits a slight hysteresis with incre
ing and decreasing frequencyf. This deviation of the reso-
nance curve from single-valuedness is also a consequen
the nonlinearity of the system under study.

Interestingly, if one fixesU; at a given temperature bu
varies the external magnetic field, a similar family of res
nance curves is obtained~Fig. 5!. This permits a conclusion
that the amplitude of the exciting force depends on a com
nation of the quantitiesH andU; .

Note that different samples could differ slightly in th
magnitude off 0, the width and shape of the resonant r
sponse peaks at a fixed temperature. At the same time
pattern of the above effects did not change in any way.
associate the observed differences with the quality of
single crystals used, including nonuniform impurity distrib
tion over the sample. This conclusion is corroborated in
rectly by studies of the magnetic resonance in the crysta

3. DISCUSSION

The influence itself of both dc and ac transport curre
on the electrical properties of La0.7Pb0.3MnO3 single crystals
turned out to be unexpected. The observed effect is ap
ently one more manifestation of the unusual electrical a
magnetic properties of perovskite-like manganese oxides
that the mechanisms of the current action and of the GMR
the crystals under study have the same nature. This is
ported, first, by all the main features found in the study of

FIG. 4. Microwave-conductivity resonance responseDsMW obtained for
different values ofU; in an external magnetic fieldH57 kOe atT5300 K.
Solid lines: calculations made in the nonlinear-oscillator approximation~see
text for explanations!.
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temperature dependences being correlated, and, secon
the behavior of the above effects in an external magn
field.

In order to describe in detail the response of a system
a change in an external parameter, one has to know its in
nal structure, i.e., its inherent interactions and the mec
nisms by which the current and magnetic field act on
state of the substance. Unfortunately, the main questio
the mechanisms of the current action on microwave cond
tivity, as of the nature of the other magnetoelectric pheno
ena in manganites, remains unanswered.

On the other hand, the internal structure of a system
be judged from its response to a perturbation. Thus an an
sis of the dynamic behavior ofsMW as a function of the
amplitude and frequency of the modulating voltage, tempe
ture, and magnetic field may provide additional informati
concerning the nature of interactions in the system un
study.

Consider first theH50 case. The dependence of th
response amplitude on the frequency of the ac voltage
plied to the sample~Fig. 1! is characteristic of the case whe
the processes accounting for the variation of the propetie
the system occur at a finite rate. As a result, the respons
the system lags behind the external perturbation~the mag-
netic aftereffect is a particularly revealing example of suc
behavior!. In the simplest case, thesMW(t) function is de-
termined only by one relaxation timet r . This can be written
mathematically as follows6

]sMW

]t
52

sMW2sMW
e

t r
, ~6!

wheresMW
e is the equilibrium value of the microwave con

FIG. 5. Microwave-conductivity resonance responseDsMW obtained for
different strengths of external magnetic field,U;5500 mV, andT5300 K.
Solid lines: calculations made in the nonlinear-oscillator approximation~see
text for explanations!.
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ductivity to which the system relaxes. We shall assume
perturbation to be small, in which case the response can,
first approximation, be presented as3

sMW
e 5jU21s0 , ~7!

wherej is a constant, the quadratic dependence onU is a
consequence of the independence ofDsMW of the polarity of
the applied voltage, ands0 is the dc component of the mi
crowave conductivity, which is not seen in an experime
We present the ac voltage in the form

U5U0ei f t . ~8!

Because of the lag, the microwave conductivity can be w
ten

sMW5A2ei (2 f t2d)1s0 , ~9!

where 2f corresponds to the response at the doubled per
bation frequency, andA2 is the response amplitude. Subs
tuting ~7!, ~8!, and~9! into Eq. ~6! yields

A25
jU0

2

11~2 f t r !
2
~cosd12 f t rsind!, ~10!

tan~d!52 f t r , ~11!

The relations thus obtained fit with a good accuracy
experimental data forj5162 (U;5500 mV! and t r

54.431025 s.
Thus invoking only one time constantt r is a good

enough approximation to determine the response time o
sample to an applied voltage. We have essentially emplo
a classical relaxation model of an overdamped oscillator
which the friction coefficient is much larger than the chara
teristic oscillator natural frequency. Actually, the process
affecting the variation of the electrical properties of a ma
rial under study should most likely be characterized by
spectrum of time constants~which corresponds to an en
semble of oscillators with a certain distribution function!.
The approximation we have used is equivalent to introduc
some average effective time constant. A more substan
conclusion could be drawn after a special investigation of
behavior of the system response to a perturbation in tim

We shall instead dwell on the microwave response o
sample to an ac current in an external magnetic field.
particular significance here is the resonant enhancemen
the response amplitude at thef 0 , f 0/3, andf 0/5 frequencies,
while at all other frequencies the response signal exhi
usual relaxation. Thus the dynamic behavior of the mic
wave conductivity of a sample in an external magnetic fi
is characterized by two time constants (t r;1023 s andt0

;1/f 0;1023 s! differing by two orders of magnitude. Thi
difference permits one, in a first approximation, to consid
the processes responsible for each of the times separate

As follows from the above experimental data, we ha
here obviously forced oscillations in a nonlinear dynam
system. It appears only natural to choose as a first step
simplest model, i.e., a nonlinear oscillator. Within this a
proximation, the equation of motion for the dynamic beha
ior of the microwave conductivitysMW of the system under
study can be written
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d2x

dt2
12d

dx

dt
1 f 0

2x1g~x!5Pcos~Vt !. ~12!

Herex5sMW /sn is a dimensionless variable,sn is an arbi-
trary normalization factor,d is the damping parameter,f 0 is
the natural frequency of a linear oscillator,P is the amplitude
of the external force, V is its frequency,
g(x)52]U(x)/]x is a function characterizing the nonlin
earity, andU(x) is the oscillator potential energy.

The properties of the system determining the natural
cillation frequencyf 0 vary with temperature, and at a fixe
temperaturef 0 remains constant. This can be seen from
constancy of the peak positions at thef 0/3 andf 0/5 frequen-
cies in the response spectrum. The variation of the oscill
frequency with oscillation amplitude is a consequence of
nonlinearity~nonisochronism!. The presence in the respon
spectrum of odd harmonics only permits a conclusion t
theg(x) function must be odd. The nonlinear relations ch
acterizing the properties of a system are usually appr
mated with a polynomial. Thus we can write to the seve
power ofx

g~x!5ax31bx51gx7. ~13!

Further analysis shows that within the model considered h
d also remains constant at a fixed temperature. The quan
U; andH determine the amplitude of the external force

P5P~U; ,H !. ~14!

We restrict ourselves to obtaining the solution of Eq.~12! for
the frequency of the external force. In the case of weak n
linearity it can be solved, for instance, by harmon
approximation7

f 25~ f m
2 22d2!6AP2

A2
24d2~ f m

2 2d2!, ~15!

where

f m
2 5 f 0

2S 11
3

4
aA21

5

8
bA41

35

64
gA6D ~16!

is the squared frequency of the same nonlinear system
d50 andA is the amplitude. Using the skeleton curve equ
tion ~16!, one can readily find the experimental values of t
a, b, and g parameters. The best fit was obtained
a521.2531025, b52.45310210, and g521.5310215,
irrespective of which external perturbation parameter,U; or
H, was varied. Next, by fitting the solution of~15! to experi-
mental data~Figs. 4 and 5!, one obtains the form of the
relation~14!. Calculations show that the external forceP is a
linear function of bothU; and H. Note that within the ap-
proximation employed here the theoretical resonant-respo
curves reproduce well enough the experimental relations

Knowing g(x), one could reconstruct the potential fun
tion of the system under study and reproduce qualitativ
the complete pattern of the motion of the nonlinear osci
tor. We are more interested, however, in the physical me
ing of the relations obtained, because they are conne
with actual interactions in the material. Unfortunately, as t
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was pointed out more than once, the understanding of
mechanisms involved is far from being unambiguous.

As before,3 we espouse the viewpoint that the mech
nism underlying the phenomena considered here is ph
separation2,8. Our opinion is supported by additiona
magnetic-resonance studies of single-crystal La0.7Pb0.3MnO

3. Within a broad temperature range belowTc one observes
two magnetic-resonance absorption lines, which corresp
to two magnetic phases in the sample. Field-frequency r
tions permit their identification as the ferromagnetic~FM!
and paramagnetic phases. Moreover, the relation betwee
phase volumes at a fixed temperature is governed by
external magnetic field. It is this phenomenon that under
the mechanism accounting for the GMR.

In our case, the transport current, as well as the magn
field, influences the volume ratio of the phases differing
the magnetic state and, accordingly, in the conductivity. T
affects the microwave conductivity of a sample.3 Inciden-
tally, the response of a sample to the action of a current i
the opposite sign to that of the magnetic field. This can
qualitatively understood based on the following consid
ations. The total free energy of a two-phase system is gi
by the expression9

E5EV1ES1EQ1EM . ~17!

Here EV and ES are, respectively, the volume and surfa
energies of the conduction electrons,EQ is the Coulomb in-
teraction energy between regions with different electron c
centrations, andEM is the magnetic energy, which include
the energies of thes–d exchange, direct exchange couplin
and interaction with the external field. A variational analys
of Eq. ~17! yields the equilibrium dimensions of the pha
nonuniformities. External magnetic field acts on the ma
netic part of the free energy,EM , which results in an in-
crease of the FM-phase volume of the crystal.10 Transport
current increases the kinetic energy of the conduction-b
electrons~through the change ofEV and ES), which brings
about destruction of the ferromagnetism and, accordingl
decrease of the FM-phase volume in the crystal.

The response of a system to ac current is governed
the dynamics of phase volume variation. In this case
frequencyf 0 should apparently reflect the characteristic s
of the phase nonuniformity. As the temperature increas
the volume of the minor phase increases and, as a result
frequencyf 0 decreases, while the resonance response gr
in intensity~Fig. 3!. AboveTc , the sample becomes spatial
uniform.

Within the oscillator approach, a two-phase system c
be described in terms of the bistable oscillator model. In t
case the presence of two characteristic time scales,t r andt0,
can be explained as follows. The relaxation behavior co
sponds to motion in the vicinity of one of the equilibrium
states~intrawell dynamics!, whereas the other scale chara
terizes the average time required to cross the potential ba
~global dynamics!.

Thus our experimental studies have revealed two ch
acteristic scenarios of the behavior of microwave conduc
ity in single-crystal La0.7Pb0.3MnO3 samples acted upon b
an ac current. In the absence of an external magnetic fi
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the response has a relaxation pattern with a character
relaxation timet r;1025 s. When placed in an external ma
netic field, the low-frequency response spectrum exhib
superposed on the relaxation behavior, peaks of resona
enhanced response amplitude. An analysis of the res
made in terms of the oscillator approach yielded the par
eters of the system determining the nature of possible in
actions, which are responsible for the observed magnetoe
tric effects.

It may be pointed out in conclusion that the tempo
behavior of the conductivity of manganites subjected to
magnetic field presents a certain interest. As far as we kn
no relevant studies have thus far been carried out, altho
this aspect of the problem is crucial from the standpoint
applications of the GMR effect.
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Magnetic interaction between spin-polarized nuclei and optically oriented excitons in a self-
organized ensemble of size-quantized InP islands in an InGaP matrix has been studied in a
magnetic field in Faraday geometry. The effective magnetic fields generated by polarized
nuclei at excitons have been measured. The strengths of these fields were found to be different
for active and inactive excitons because of the difference between the excitonicg factors.
The heavy-holeg factor has been determined. The active and inactive excitonic states were found
to be coupled through cross-relaxation. ©1999 American Institute of Physics.
@S1063-7834~99!01712-8#
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The ground state of thee1 –hh1 (1s) heavy-hole exci-
ton in a zincblende quantum well is fourfold degenerate w
the angular-momentum projectionM5s1 j 561,62 on the
growth axis zi@001# of the structure~the electron spin
s561/2 and the hole angular momentumj 563/2). Ex-
change interaction splits this state into a radiation dou
u61& and two closely lying optically inactive singlets, whic
are a superposition of theu62& states. When the excito
becomes localized at an anisotropic island, the system s
metry is lowered, and the radiation doublet splits into tw
sublevels, which are linearly polarized in two orthogon
directions.1 In this case, when excitons are excited by circ
larly polarized light, photoluminescence~PL! spectra ob-
tained in a zero magnetic field do not contain a circula
polarized component because of the anisotropic excha
interaction, which mixes theu11& andu21& radiative states.
If observed in Faraday geometry in a magnetic field (Biz),
the Zeeman effect decouples the latter to make the PL ci
larly polarized, i.e. the magnetic field restores the orientat
of the optically active excitons.2 Similarly, magnetic field
restores the spin polarization of the optically inactive ex
tons as well~the u62& states!. Their polarization become
manifest in the PL ofn-type InP islands in the InP/InGa
system due to the formation of a complex of an excit
bound to a neutral donor,D0X ~or the trion, a charged
exciton!.3 Here the degree of PL circular polarization of th
D0X complex is determined by the polarization of both t
excitons and of the donor-bound electrons before its creat

Hyperfine interaction between the electrons and the
tice nuclei affects substantially the spin splitting of the ex
tonic levels and the degree of the exciton circular polari
tion. The optically oriented electrons in excitons impart th
angular momentum to the nuclear spin system~the
Overhauser effect!. The polarized nuclei, in their turn, gen
erate an effective magnetic field, which changes the s
splitting of the levels and, hence, the orientation of the ex
2011063-7834/99/41(12)/6/$15.00
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tons and the polarization of their recombination radiatio
The dynamic polarization of nuclei in GaAs/AlGaAs qua
tum wells was reported in Ref. 4, which showed that t
nuclear polarization is due to the electrons and excitons
calized at donors or well thickness fluctuations. This conc
sion was subsequently confirmed by near-field spectrosc
experiments,5 in which one succeeded in directly measuri
the level splittings of the excitons localized at single-isla
fluctuations of the quantum-well thickness. The nuclei in
self-organized ensemble of size-quantized InP islands in
InGaP matrix were found to be dynamically polarized.6

This paper reports on the effect of spin-polarized nuc
on the optical orientation of both active and inactive excito
in a self-organized ensemble of size-quantized InP island
an InGaP matrix, which was studied in a magnetic field
Faraday geometry. The effective magnetic fields of polariz
nuclei are different for the active and inactive excitons b
cause of the difference between the excitonicg factors. The
nuclear fields, as well as the heavy-holeg factor, have been
determined.

1. EXPERIMENTAL

The structures were grown by MOCVD epitaxy on GaA
substrates and were made up of a 500-nm-thick In0.5Ga0.5P
buffer layer lattice-matched to the substrate, a layer of na
sized InP islands with a nominal thickness of three~sample
ISL1! or five ~sample ISL2! monolayers, and a 50-nm-thic
In0.5Ga0.5P cap layer. The layers contained donor impurit
at a level of 1015 cm23.

The samples to be studied, immersed in liquid helium
a cryostat, were placed at the center of a coil. The excita
was provided by a He–Ne laser beam (hn51.96 eV! of
intensity ;10 W/cm2 directed along the structure growt
axis,zi@001#. The photoluminescence polarization was me
sured in Faraday geometry in a magnetic field near the m
4 © 1999 American Institute of Physics
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FIG. 1. Degree of circular polarization of the
luminescencerc(B) vs external magnetic field
obtained in Faraday geometry on the ISL
sample. The experimental points were measu
under~a,b! alternating circular polarization (s;

excitation! and ~c,d! constant polarization (s1

polarization!. The solid curves were constructe
using Eqs.~1!–~5!, as described in text.
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mum of the InP-island~l5723 nm! recombination-radiation
band. The optical orientation and measurement of the de
of circular polarization of the recombination radiation we
performed in two ways. By the first method, the sign of t
circular polarization of the exciting light was varied with
photoelastic polarization modulator at a high frequency~with
a modulation period of 33ms!, and the luminescence pola
ization was analyzed with a fixed quarter-wave phase p
and a linear polarizer. In this case the nuclear spin can
follow the variation of the polarization of the photoexcite
electrons, so that there is no dynamic polarization of
nuclei ~the nuclear spin-relaxation timeT1;0.121 s, Ref.
7!. One measures the effective degree of circular polariza
rc5(I 1

12I 1
2)/(I 1

11I 1
2), whereI 1

1 andI 1
2 are the intensities

of the s1 luminescence component unders1 ands2 exci-
tation, respectively.

The Overhauser effect becomes manifest when one
ploys the second technique, namely, excitation with lig
whose circular polarization does not vary in time. The lum
nescence polarization is analyzed with a quartz modul
and a linear polarizer. One measures the degree of circ
polarizationrc5(I 1

12I 2
1)/(I 1

11I 2
1). The samples we use

practically did not exhibit circular dichroism, so that therc

parameters are the same in both geometries and may be
sidered as the conventional Stokes parameter character
the circular polarization of luminescence caused by tha
the excitation.

2. OPTICAL ORIENTATION OF ELECTRONS AND EXCITONS
IN THE ABSENCE OF NUCLEAR POLARIZATION

The rc(B) relation corresponding to the recombinatio
of theD0X complex and measured on the ISL1 sample un
alternating excitation (s;) is shown in Fig. 1a and 1b with
circles. Therc(B) relation is invariant under magnetic fiel
reversal and reflects the recovery of the spin orientation
excitons as the Zeeman splitting becomes larger than t
ee
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-
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exchange splitting. ForB50, the excitons are unpolarized
and the nonvanishing polarizationrc(B50)'20.5% is due
to the field-independent spin polarization of the donor-bou
electrons. The relation shown graphically in Fig. 1a and
was studied comprehensively,3 and the nonmonotonic varia
tion of rc with magnetic field was interpreted as follow
When circularly polarized light is used for excitation, th
circular polarization of the recombination radiation of th
D0X complexes formed by neutral donors trapping optica
inactive excitons has the sign opposite to that of the exc
tion. If, however, the complex is due to optically active e
citons becoming trapped by a neutral donor, the PL polar
tion coincides in sign with the exciting polarization. Becau
the orientation recovery of the active and inactive excito
occurs at different magnetic fields, the resultantrc(B) rela-
tion should be nonmonotonic. This can be illustrated with
simple example. Light withs1 polarization creates active
excitons with a momentum projectionM511. If the hole
relaxes in spin before the exciton has become bound
neutral donor, one will have in a steady state one half of
M511 excitons and one half of the optically inactive exc
tons withM522. When trapped by a donor, the active e
citons create a complex with a total-momentum project
MT513/2 ~because of the electron spins being antiparall!.
Recombination of such a complex gives rise tos1 lumines-
cence. Similarly, optically inactive excitons make up a co
plex with MT523/2, whose recombination is accompani
by emission of as2 photon. In a zero field, the excitons a
depolarized because of the anisotropic exchange interac
mixing the u11& and u21& states of the optically active ex
citons, and theu12& andu22& states of the optically inactive
excitons. Magnetic field decouples them and restores the
tical orientation of the excitons. Incidentally, as the field i
creases, the first to recover is the orientation of the optic
inactive excitons~their exchange splitting is less than that
the active states!, thus makingrc more negative~Fig. 1a and
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FIG. 2. Same as in Fig. 1, but for the ISL
sample. Note the two additional maxima~c! at
B;0.5 T, which is interpreted as a manifesta
tion of cross relaxation.
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1b!. Strong fields restore the orientation of the active ex
tons, and the decrease ofrc is replaced by its growth~Fig.
1a!. Thus therc(B) relation is nonmonotonic because of th
active and inactive excitons being polarized in opposite
rections. Their orientation is restored in substantially diff
ent magnetic fields, which makes possible an analysis of
behavior of both exciton species by measuring only o
rc(B) relation.

3. OPTICAL ORIENTATION OF EXCITONS IN THE
PRESENCE OF NUCLEAR POLARIZATION

Consider now exciton polarization under excitation
light with a constant circular polarization~in this case, the
nuclei are polarized!. The circles in Fig. 1c and 1d identif
the rc(B) relation measured in the ISL1 sample unders1

excitation. This relation exhibits a narrow maximum~with a
halfwidth '150 G!, which is reached in a fieldB'54 G
~Fig. 1d!, rather than atB50, as was the case with excitatio
by light with an alternating polarization. This indicates t
existence of a field generated by dynamically polarized
clei. The optically inactive excitons are acted upon by a fi
equal to the difference between the external fieldB and the
effective nuclear fieldBN2. Similarly, the optically active
excitons feel, besides the external field, also the nuclear
BN1. Their polarization reaches a minimum~shown in Fig.
1c with a thin solid line! at a fieldB5BN150.2 T, where the
external field compensates the nuclear one. If the nuc
field did not depend on the external fieldB, nuclear polariza-
tion would have resulted only in a shift of therc(B) relation
in weak and strong fields along the horizontal axis by
magnitude of the nuclear fieldsBN2 and BN1, respectively.
Moreover, on findingBN2 andBN1 from an experiment one
can determine the magnitude and sign of the holeg factor,
because the different nuclear fields are due in this case
to the difference between the active,g1, and inactive,
g2, excitons: BN1 /BN252g2 /g152(gh1ge)/(gh2ge),
(g25gh1ge andg15gh2ge , see Sec. 4!. The electronicg
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factorge in these samples coincides with theg factor of bulk
In0.5Ga0.5P, ge51.6.8 BecauseBN1 /BN2'35, the holeg fac-
tor can be estimated asgh51.5. However Fig. 1d shows
clearly that the recovery of the inactive-exciton orientation
asymmetric with respect to the maximum. This means t
the nuclear field acting on the inactive excitons depends
self on the external magnetic field. This finds an explanat
in the fact that nuclei are polarized not only by the don
bound electrons, whose average spin~and, hence, the contri
bution to nuclear polarization! is independent of magneti
field, but also by the exciton electrons with field-depend
polarization.6 As a result, the system becomes substantia
nonlinear; indeed, the oriented electrons at the donors an
excitons polarize the nuclei, which, in their turn, generate
effective magnetic field influencing the exciton orientatio
The recovery of the orientation of the optically active ex
tons is symmetric relative to the minimum (Bmin'0.2 T, see
Fig. 1c!. The absence of asymmetry implies that the nonl
ear coupling of nuclei with active excitons is weaker th
that with inactive ones. The fact is that nuclear fields g
rise to an asymmetry in the dependence of exciton orie
tion on the external field, provided the characteristic excito
level splitting in the nuclear fieldAIPN (A is the hfs con-
stant,I is the nuclear spin, andPN is the degree of nuclea
polarization! exceeds the anisotropic splittingd2 (d1) of the
active~inactive! states. Becaused2.d1,9 in weak fields~in-
active excitons! the asymmetry of therc(B) curve is more
strongly pronounced than that in the strong-field domain~ac-
tive excitons!. As we shall see in Sec. V, in the given samp
d2'4 meV.AIPN'd1'2.7meV, in accordance with the
above qualitative consideration. Moreover, the polarizat
of the inactive excitons@governed by therc(B) dependence
in weak fieldsB,0.1 T, see Fig. 1a and 1c# is '1.8%,
whereas that of the active excitons~the region of strong
fields B.0.1 T! is '0.7%, i.e., almost three times smalle
Because the polarization of the nuclei is proportional to t
of the electron in the exciton~i.e., to that of the active and
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inactive excitons!, the contribution of the active excitons t
nuclear polarization in the given sample may be neglec
Thus the nuclei in sample ISL1 are polarized both by don
bound electrons and by the optically inactive excitons.

The rc(B) dependence of sample ISL2 obtained in t
absence of nuclear polarization behaves similarly to tha
the ISL1 sample~Fig. 2a and 2b!. The situation change
substantially, however, when one appliess1 excitation, i.e.,
in the presence of nuclear polarization~Fig. 2c and 2d!. Be-
sides the main maximum, therc(B) curve exhibits now two
additional diffuse maxima atB56Bc , where Bc'0.5 T.
This means that at the fieldsB56Bc the inactive excitons
undergo additional depolarization. We associate this w
cross-relaxation effects, i.e., transitions occurring in the c
of equal splittings of the active and inactive states~see Sec.
5!.

4. THEORETICAL MODEL

We assume the nuclei in InP islands to be polariz
through contact interaction with electrons and neglect, a
the case of bulk semiconductors,7 the magnetic interaction o
the nuclei with the holes. Polarized nuclei generate an ef
tive magnetic field, which splits the electronic spin levels
AIPN . In the presence of nuclear polarization, the Zeem
splitting of the electronic spin levels ismgeB1AIPN ,
whereas for holes it ismghB. Now one readily obtains for
the Zeeman splittings of the optically activeu61& states,
DE1, and of the optically inactiveu62& ones,DE2,

DE15m~gh2ge!B2AIPN[mg1~B2BN1!,

DE25m~gh1ge!B1AIPN[mg2~B2BN2!, ~1!

whereBN15AIPN /mg1 andBN252AIPN /mg2 are the ef-
fective magnetic fields created by the nuclei at the optica
active and inactive excitons, respectively. Note that the t
splittings of the radiative,DEr , and nonradiative,DEnr ,
states are determined not only by their Zeeman but the
isotropic exchange splittingsd2 andd1, respectively, and can
be written

DEr5ADE1
21d2

2 andDEnr5ADE2
21d1

2. ~1a!

Dynamic polarization of nuclei appears as a result of th
hyperfine interaction with electrons.7 Optically oriented elec-
trons impart the angular momentum to the nuclear spin s
tem. Because the samples studied contain donor impuri
the nuclei can be polarized not only by the exciton electr
but by donor-bound electrons as well. It appears there
reasonable to assume that the hyperfine splitting of electr
levels

AIPN5aPd1bP2~B!1gP1~B! ~2!

includes the contribution to nuclear polarization due
donor-bound optically oriented electrons with polarizati
Pd ~the first term!, as well as contributions of the opticall
oriented electrons in the inactive and active excitons@the
second and third terms, respectively; in the final count,
polarization of electrons in excitons is determined by that
the excitons themselves,P1(B) and P2(B)#. The phenom-
enological parametersa, b, andg are assumed to be inde
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pendent of magnetic field, and they characterize the e
ciency of nuclear polarization by donor-bound electrons a
electrons in the optically inactive and active excitons, resp
tively. The degree of orientation of the optically active exc
tonsP1(B), determined by the competition between the Ze
man splittingDE1 @see ~1!# and the anisotropic exchang
splitting d2 of optically inactive states,1 can be written

P1~B!5P1
0

DE1
2

DE1
21d2

2
5P1

0 ~B2BN1!2

~B2BN1!21B1
2

, ~3!

whereB15d2 /mg1, andP1
0 is the initial degree of polariza

tion of the excitons at the instant of their formation. Sim
larly, the degree of polarization of the inactive excitons

P2~B!5P2
0

DE2
2

DE2
21d2

2
5P2

0 ~B2BN2!2

~B2BN2!21B2
2

. ~4!

Here the anisotropic exchange splitting of the inactive sta
d1 determines the characteristic fieldB25d1 /mg2, andP2

0 is
the initial degree of polarization of the inactive exciton
Equations~1!–~5! describe the behavior of the nonline
exciton-nuclear spin-system of nanosized InP islands,
which the nuclear spin affects the exciton polarizati
~through the nuclear field! and, in its turn, depends on th
latter ~through the Overhauser effect!. In an experiment one
measures the degree of circular polarization of the lumin
cence produced by recombination of theD0X complex~ex-
citon bound to a neutral donor! or of the trion.3 The ground
state of theD0X complex is made up of two electrons wit
antiparallel spins and a hole. Therefore the hole in an o
cally pumped complex is oriented. However the hole orie
tation is determined by the polarization of excitons~both
active and inactive! and of the donor-bound electrons befo
the D0X formation. Then the degreerc of circular polariza-
tion of theD0X luminescence should contain information o
the electron and exciton polarizations3

rc~B!5~2W21!Pd1~12W!P2~B!1WP1~B!. ~5!

Here the numbers of the active and inactive excitons relat
one another asW to (12W). The magnetic-field dependenc
of rc comes only from the field dependence of the excit
polarization, because the polarization of donor-bound e
trons does not depend on the field in Faraday geome3

Equations~1!–~4! describe the steady-states of the excito
nuclear spin system in quantum dots, which can be dete
by studying the PL polarization given by Eq.~5!.

5. DISCUSSION

We are turning now to a quantitative comparison
theory with experiment for the ISL1 sample~Fig. 1!, where,
as we have seen, the cross-relaxation effects may be
glected. The simplest way consists in starting the treatm
with the case of alternating excitation~Fig. 1a and 1b!,
where the nuclear polarization is zero. Then we can
PN50, BN15BN250 in Eqs.~1!–~4!. In this case there are
five fitting parameters. Three of them, (2W21)Pd520.5%,
(12W)P2

0521.86%, andWP1
050.95%, characterize the

contributions to the polarized PL of theD0X complex due to
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electrons bound to donors and those present in the optic
inactive and active excitons, respectively. Their magnitu
can be readily estimated from the characteristic points in
rc(B) relation. For instance, the maximum in therc(B) re-
lation corresponds to the case where the excitons are u
larized, and therefore (2W21)Pd[rc(B50)520.5%.
Since the optical orientation of inactive excitons is resto
in weaker fields than that of the active states, one can rea
estimate the contributions due to the inactive and active
citons @the (12W)P2

0 and WP1
0 parameters#. The two re-

maining parameters,B15d2 /mg1 and B25d1 /mg2, deter-
mine the characteristic magnetic fields restoring the opt
orientation of the active and inactive excitons, according
They were chosen so as to fit the theoretical plots~solid
curves in Fig. 1a and 1b! to the experiment. Incidentally, th
best fit is obtained forB150.3 T andB250.016 T. These
values will be used in the treatment of the experimental
sults obtained in the presence of nuclear polarization,
unders1 excitation ~the circles in Fig. 1c and 1d!. In this
case, the excitons feel, besides the external field, the e
tive nuclear magnetic field as well. The optically active e
citons are acted upon by the nuclear fieldBN15AIPN /mg1

5@aPd1bP2(B)#/mg1, and the inactive ones, by the fie
BN252AIPN /mg252@aPd1bP2(B)#/mg2. We have ne-
glected here the contribution to the nuclear polarization
to the optically active excitons~see Sec. 3!, i.e., theg pa-
rameter in Eq.~2! is zero. Thus four new, unknown param
eters appear in the problem, namely,aPd /mg1 , bP2

0/mg1 ,
aPd /mg2, and bP2

0/mg2. The key factor making possibl
determination of all these parameters is that the polariza
of the active and inactive excitons is restored in essenti
different fields, and therefore when treating therc(B) depen-
dence in fieldsB,1 kG one can neglect the contribution
the optically active excitons to the variation of the PL pola
ization. The maximum in therc(B) dependence atB554 G
~Fig. 1d! corresponds to the case where the inactive excit
are depolarized, i.e., whereB'BN2, and the nuclear field
BN25BNd52aPd /mg2554 G is determined by the polar
ization of the donor-bound electrons only. Th
BNX52bP2

0/mg2 parameter describes the contribution
the nuclear field due to the optically oriented inactive ex
tons, where the degree of their orientationP2 is equal to its
extreme valueP2

0. Because theP2 orientation recovers in the
total ~external plus nuclear! field, and the latter depends, i
its turn, onP2(B), theBNX parameter determines the nonli
ear coupling between the exciton and nuclear spins. The n
linear coupling manifests itself in the asymmetry of t
rc(B) dependence relative to the maximum~Fig. 1d!. The
solid curve in Fig. 1d was constructed using Eqs.~1!–~5! and
the above parametersB25160 G andBNd554 G, and the
BNX parameter was chosen so as to fit the theoretical curv
the experiment. The best fit is obtained
BNX52bP2

0/mg25100 G.
Let us turn now to the strong-field region,uBu.1 kG

~Fig. 1a!, where the active-exciton orientation is restored.
these fields, the orientation of the inactive excitons is
stored too, so that the degreeP25P2

0 and does not depend o
magnetic field any longer. In these conditions, an optica
active exciton is acted upon, besides the external field, by
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nuclear fieldBN15(aPd1bP2
0)/mg1, which does not de-

pend onB. Now the minimum in therc(B) dependence~the
thin solid line! is reached atB5BN150.2 T. The solid line
in Fig. 1c was plotted using Eqs.~1!–~5! for the above pa-
rameters aPd /mg2554 G, bP2

0/mg25100 G, and BN1

5(aPd1bP2
0)/mg250.2 T. Using these values, one ca

readily determine theg-factor ratio for the active and inac
tive excitonsg1 /g25(gh2ge)/(gh1ge)5(BNd1BNX)/BN1

520.08. One finds from this the holeg factor gh51.4,
which is in accord with the estimate obtained in Sec. 3. N
that in contrast to the electronicg factor, the holeg factor is
very sensitive to the parameters of a given sample~residual
strains, size quantization etc.!. Therefore the holeg factor
can vary strongly from one sample to another. Knowing
g factors, one can determine the hyperfine splitting of
electronic spin levels in the nuclear field created by
donor-bound electrons,aPd520.9meV, and by the opti-
cally inactive excitons,bPd

0521.8meV. The anisotropic
exchange-coupling parameters for an electron and a hol
an excitond152.7meV andd254 meV. Note thatd2.d1.
This is due to the fact that the exchange splitting of exci
levels in a quantum dot is dominated by the long-range p
of the exchange interaction,10 which is actually the result of
interaction of the dipole moment of the exciton with th
electric field of the medium polarized by the latter. For t
optically inactive states, this contribution is zero. Thus o
model is in a satisfactory agreement with experiment, wh
permits one to determine all the main parameters charac
izing the exciton-nuclear spin system in a quantum dot.

We are turning now to the results obtained on the IS
sample. Therc(B) relation obtained in the absence
nuclear polarization does not differ in shape from the o
measured on the ISL1~Fig. 2a and 2b!. The solid curves
were constructed using Eqs.~1!–~5! for PN50,
(2W21)Pd520.5%, (12W)P2

0521.6%, WP1
052.7%,

B152 T, andB25100 G. The fitting parameters were ch
sen by the procedure outlined above. In the presence
nuclear polarization (s1 excitation!, the main maximum in
the rc(B) dependence is reached atB'250 G. There are
also two additional maxima~the cross-relaxation effect!,
which cannot be accounted for within the model used, wh
predicts only stabilization of the exciton optical orientatio
by an external longitudinal magnetic field. Therefore w
shall first attempt to treat the plots in Fig. 2c and 2d in t
way this was done for the ISL1 sample, i.e., using Eqs.~1!–
~5! and neglecting cross-relaxation. The solid curves w
drawn for theg factors ge51.6,gh51.1 and the hyperfine
interaction parametersaPd523.9meV, bP2

0521.6meV.
The exchange splitting of the active states in this sam
d2555meV, is also larger than that of the inactive one
d151.6meV. One readily sees that theory predicts a qua
tatively correct behavior, but the numerical values of t
parameters should be considered in this case as not m
than estimates. Indeed, first, the main maximum in the we
field domain~Fig. 2d! is broadened and lower than predicte
by theory. This may be due to the nuclear polarization be
distributed nonuniformly over an InP island, whereas t
model used here assumes that it is uniform over the whol
an island. Second, at intermediate fields,B'60.5 T, there
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are two additional maxima interpreted, as pointed out bef
as due to cross-relaxation effects, where the splitting of
active states,DEr , is equal to that of the inactive ones,DEnr

~Fig. 3!. In this case the mixing of active and inactive sta
may give rise to transitions involving simultaneous spin fl
of the active excitons~the 11→21 transition! and inactive
ones~the 22→12 transition!. Active excitons are unpolar
ized in weak fields and, hence, such mixing will depolar
the excitons in inactive states, thus resulting in the app
ance of an additional maximum. Because in this sam
d2@d1, for the splitting of the active states in a fieldB
;0.5 T we haveDEr'd2, while for the inactive states it is
determined by the Zeeman splitting in an external fie
DEnr'mg2Bc . Equating these splittings and using th
above values for the parametersd2555meV and g25gh

1ge52.7, we find for the cross-relaxation fieldBc50.3 T.
This agrees in order of magnitude with the experimen
value Bc'0.5 T ~Fig. 2c!. Thus the hypothesis of cross
relaxation does not contradict experiment. A question m
now arise as to the nature of the mixing, and why it is n
observed in the ISL1 sample. For the above cross-relaxa
to occur, the island symmetry must be low enough. Beca
the anisotropic exchange splitting in the ISL2 sample (d2

555meV! is substantially larger than that in the ISL1 (d2

54 meV!, the island symmetry in ISL2 is lower than that

FIG. 3. The exciton fine structure obtained in a magnetic field in Fara
geometry. The energy levels were calculated using Eqs.~1! and ~1a! with
the parametersd2555meV, g150.5, g252.7, andd151.6meV, which
were derived from the plots in Fig. 2 neglecting the cross relaxation.
cross-relaxation fieldBc at which the active and inactive states have t
same splittings is identified.
e,
e

s

r-
le

,

l

y
t
on
se

ISL1. Therefore cross-relaxation in the ISL1 sample is s
pressed. Also, active and inactive states can be mixed b
magnetic field directed across the size-quantization axisz. In
this experiment, the external field is parallel to thez axis.
Besides the external field, however, there is the nuclear fi
which may not coincide in direction with the former. In In
islands, the states of In nuclei~spin 9/2! can undergo quad
rupole splitting; note that the principal axis of quadrupo
interaction between In nuclei may not coincide with thez
axis. This implies that it is the nuclear field that can mix t
active and inactive states. This conclusion is supported
by the fact that in the case of alternating excitation~no
nuclear field present! the cross-relaxation effect is sup
pressed. Thus the cross relaxation is apparently accou
for by the effective nuclear magnetic field and the low sy
metry of the quantum dots~the large anisotropic exchang
splitting d2).
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