PHYSICS OF THE SOLID STATE VOLUME 41, NUMBER 12 DECEMBER 1999

METALS. SUPERCONDUCTORS

An asymptotic approximation of multiple-scattering theory in very-low-energy electron
diffraction from a metal surface

G. V. VolI'f, Yu. P. Chuburin, and D. V. Fedorov

Physicotechnical Institute, Ural Division, Russian Academy of Sciences, 426001 Izhevsk, Russia

V. N. Strocov*)

Department of Physics, Chalmers University of Technology antel&og University, S-41296 Geborg,
Sweden
(Submitted December 4, 1998; resubmitted April 1, 1999

Fiz. Tverd. Tela(St. Petersbungl, 2105-2108 December 1999

An asymptotic approximation of multiple-scattering theory has been used to analyze the intensity
of very-low-energy-electron diffractiofVLEED). An analytic expression relating the

amplitudes of the Bloch waves excited in a crygeaid, hence, the VLEED intensitiet® the

critical zone points of an infinite crystal has been obtained. The possibilities of the new
approach are compared with a calculation of partial electron-transmission coefficients made by
the matching method employed conventionally in interpretation of VLEED data. While

providing a comparable accuracy, the proposed approach is fairly simple and free of the
instabilities inherent in matching-method calculations. The explicit connection of the quantities
obtained by this method with the electron dispersion relation for an infinite crystal makes it
promising for analysis of band-structure effects in VLEED and photoemission experiments.
© 1999 American Institute of Physid$1063-783409)00112-4

The interest in VLEED experiments performed in the waves, and, thus, with no explicit relation By (k).
energy range of-0—40 eV is largely accounted for by the We are presenting here a new approximate approach
possibility of their use in determination of the electronic within the multiple-scattering theory formalism, an
band structure of high-lying excited stafes. asymptotic multiple-scatteringAMS) method, where the

The corresponding analysis of the VLEED intensity is emphasis is placed on scattering in the bulk of the crystal.
connected intimately with the computational methods perThis method establishes a connection between VLEED spec-
mitting one to classify its structure and establish referencera and an asymptotic presentation of the wave function in-
points for experimental bulk-band mapping. Interpretation ofside a crystal, which is expressed through the characteristics
VLEED experiments for this purpose involves decomposi-of the Bloch electron in a bulk crystal. In particular, when
tion of the wave function of the scattered electron in Blochneglecting inelastic processes, it offers a direct relation of the
waves of the bulk crystal, which permits determination of thebulk-band critical points to the VLEED structure, which un-
contribution due to thgth bandE;(k) 25 0One employs for derlies experimental mapping of final-state bands in photo-
this purpose, as a rule, the matching methéd’he main  emission.
problem with this method consists in that even without tak-
ing into account absorption, which is usually low for the
energies of interest, the Bloch waves have to be determine
by solving a secular equation including complex " which Neglecting inelastic processes, which are insignificant
presents considerably more serious difficulties than the starfer VLEED energies;® the AMS approach is based on two
dard problem of finding the dispersion relati&p(k) with  physically straightforward and reasonable approximations.
real k, . Additional problems arise in connection with the (1) Within the unit cell of a semi-infinite crystal, includ-
instability of the computational proceduteTherefore ex- ing the surface transition region where the potential differs
perimental VLEED data are presently interpreted primarilynoticeably from the bulk and vacuum limits, the wave func-
using qualitative semiempirical methotf3. tion is approximated by its asymptotic bul&n the side of

Another approach to the solution of this problem, whichthe crystal and vacuum(on the side of free spagéorms.
is used in dynamic LEED theory, is offered by the multiple (2) One neglects the contributions to the wave function
scattering theory® When employed in its standard form, of the scattering electron which decay exponentially away
however, the multiple scattering theory is inconvenient tofrom the crystal surface(This approximation is not funda-
analyze bulk band-structure effects; indeed, it yields the totamnentally necessary and is introduced only for the sake of
wave function in a crystal without decomposing it in Bloch physical clarity and simplification of expressions.

FORMULATION OF THE AMS APPROACH
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It can be shown that in the case of electron scattering’hen in the vacuum region and for, <0 we obtain, to
from metal surfaces and at energies typical of VLEED ex-within terms decaying exponentially ix, |,*
periments the above approximations cause only a small error o . >
in the intensity of that part of the VLEED structure which is ‘¥ (K|, Esr)=expli (K, VE=K[)r}

due to the nature of bulk-band dispersfoi® g _ ,
The meaning of these approximations consists essen- _ i texpli(kj+9,, — VE— (Kj+g,)7)r}
tially in separating the contribution due to the bulk band g,=0 23‘/E_(kll+gn)z

structureE; (k) to the scattering process.

Strictly speaking, the characteristics of the electronic
structure of an infinite crystal can enter multiple-scattering
theory in the case of a bounded crystal of a large size only . )
asymptotically, through the behavior of the wave function of VNeresSis the area of the section of tii¢ cell by the surface
the scattering electrod (r) deep inside the crystal. There- Plane, and
fore in order to separate the bulk contribution to partial trans-
mission coefficients in the model of a semi-infinite crystal,
we neglect, in accordance with the above approximations,
the structure of the surface potential barrier and set the po-
tential V. (r) of a semi-infinite crystal occupying a half-
spacex, =0 to

N(E,KH)
X ,Zl Tia; (kj+9,,E), (5)

a; (kj+9,.E)= JQ expli(k|+9,,
—VE=(kj+9.,)9r}
XV(r)®;(ky kP (E);rdr. (6)

. . 2
V. (N=V(10(x,), 1) All nondecaying terms, for whichk(+g,)°<E, are re-

whereV(r) is the potential of an infinite crystal, afl(x) is
the Heaviside function.

If all electrons in an incident beam have an endegynd
a wave-vector component parallel to the surfége then in
the bulk of the crystalX, >0) we havé!

N(E,KH) -
VKEN= 2 Tk kPEXD), @

where kj=K;—g, is the reduced quasimomentumg, are
reciprocal-lattice vectors of a semi-infinite crystal(E,K )

tained in the sum oveg,, in (5).
Consider now a semi-infinite crystal with a Hamiltonian

H*=—A+V,(r) as an infinite crystal but with the, <0
layers removed, i.e., we set

H =H"-V(nN0(—x,). 7

If G{)(r,r';E) is Green’s function of théd” operator de-
fined in theQ cell, then it can be shown that

\If(K”,E;r)=jn Grr E)V(r )W (K, E;r)dr,
®)

is the number of energy bands of an infinite crystal satisfying

the energy conservation relation

E;(k) .k =E 3

and the condition of the absence of electron sources in the

crystal bulkaE;(k; ,k!’(E))/ak, >0, andE;(k ,k{") is the

dispersion relation for the Bloch electron in thié band of

an infinite crystal with a wave functio®;(k; ,k(j)(E);r).
The partial transmission coefficients entering Eq.(2)

where() _ is thex, <0 region of the() cell.
For x, >x/| one obtaing? to within terms decaying ex-
ponentially for|x, —x||—o,

N(E.K}) _ i . .
B N Eo AL AU T
k (LT, j=1 an(k“’kj(}))/aki

C)

whered is the interplanar distance.

are of considerable interest and represent the subject of this As before, we seW(r’) in {)_ equal to its asymptotic
investigation. The contribution of the corresponding band teexpression(5) to obtain forx, >0, with due account of Egs.
VLEED (partial absorbed currentand to photoemission (8), (9), and(2),

(partial photocurrentwas showf® to be proportional to

N(E,KH)

2 .
Tl > Tid(r;k kP(E))
. . - ) i*i [[RR
The wave function of a scattering electron satisfies the i=1
equation

W(K,Er)=exgi(K| ,\/E—KZH)r}
—L}Gk(r,r’;E+i0)V+(r’)\If(KH,E,r’)dr’

(4)

with the free-electron Green’s functitin®defined in the cell
Q) (—o<x, <) of a semi-infinite crystal.

Following this model, we replace the functidn(r") in
the regionQ}, (x| =0) with its asymptotic expressiof2).

NEXD @ (r;ky k)
=id >, % bj (K| ,E)
=1 ﬁEj(kH,kJ_ ) ok,

max

%, ib; (kj+g,.E)
9,=0 2S E—(kH-FgM)

N(E,K”)
X 121 Tia; (kj+9,,E)

: (10

where
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+ i E
by 9,.8)= [ 07 (kg KOE@)V)
xexpli(kj+g,, 0.7+
+VE—(kj+g,)?)}dr. (11
Averaging (11) over an arbitrarily small but finite
primary-beam energy interval yields
bf(kw+gM,E)::J;eXﬂ](kw+gM)ﬂ&
0571
O %0k KI(E
X\ ax, 2 (0K K (E))
| 0.41 1
1i\/E—(kH-i-gM)?(DJ*(FH,O;kH,kg)(E)) dI’H a a
(12)
and r ky X 0 I; 1
a;(k|\+9ﬂ E)= —bf*(k‘|+gM,E). (13 FIG. 1. A typical VLEED-spectrum calculation for normal incidence of

electrons on a cubi€100) crystal. Left:E;(k,), right: partial Bloch-wave

In view of Eq. (10), the partial transmission coefficients absorbed currents;=|T;|?vy, : thin lines — matching procedure, solid

T; satisfy the coupled equations lines — AMS approach. Energy in|EX|? units. In this calculation, the
N(E K ) V(r) Fourier components weMé,= —0.5, V,=0.01, Vg=0.02, V5= 0.06,
(EK) IE;(K| ,k(lj)) and the others are zero.
i=1 1 5k¢
e der strong scattering, i.e., for potentidlgr) which yield
d % by (ky+g,,E)b; *(k+g,,.E ) X _ ’ o .
— 2 1+ 9 B)0 Hz 9. E) T; dispersion relationsE;(k) differing considerably from the
2Sg,=o VE=(kj+9,) free-electron one.

It should be noted that in th¥(r)=—-V,0(x,) case
(the jellium model with a stepped surface baryigre AMS
approach does not involve any approximations, because the
wave function in a crystal coincides with its asymptotic form
even in the near-surface region. In this case the problem of

The possibilities of the AMS approach were tested byT; determination allows an analytic solution, and the results
comparing it with the results obtained by the matching obtalned coincide completely with those of AMS.
method on a model cubi00) crystal. This model is very The AMS approach is fairly straightforward. The quan-
close to the C(111) case. We chose it because by varyingtities of interest can be derived using standard computational
properly the model crystal-field potent(r) one could ob-  programs developed for bulk band structure calculatises
tain various band configuratiori;(k) similar to the real Ref. 5 for practical aspeqtsBecause of the equation system
ones, and study in detail the properties of the AMS approachobtained being low order and of the absence of instability
A typical situation is displayed in Fig. 1. The results ob- effects, the method permits one to operate with crystals hav-
tained are presented in the form of partial absorbed currenisag many atoms in the unit cell, which are still not amenable
lj= |TJ-|2vgl (vg. is the electron group-velocity component to numerical calculation by the exact matching procedure. It
normal to the surfage should be pointed out that E¢L4) acquires the simplest and

The AMS approach demonstrated a good accuracynost revealing form when the unit cell of a semi-infinite
throughout the range of reasonable variatiovV(f); indeed, crystal is set perpendicular to its surface. For real crystals
the singularities in the energy dependencd pbbtained in  this can require introduction of a large bulk unit cllyhich
the two calculations practically coincide. This aspect is cru-contains a greater number of atoms than the standard one. In
cial for an analysis of VLEED data. The agreement is clearlyband structure calculations this is simply equivalent to in-
better than that obtained using semiempirical metiolls. creasing the basis set.
becomes still better if the fraction of Fourier components of  Thus the AMS approach to analyzing VLEED data out-
the type of decaying plane waves in Bloch states increasdmed above is based primarily on the fact that because of
(see Fig. 1, although the AMS approach does not make useveak absorption the structure of VLEED spectra is domi-
of the free-electron approximation. The slightly larger dis-nated by the behavior of the wave function in the bulk of a
crepancy seen far from the free-electron parts of the bands ystal. This becomes manifest in a direct relation between
caused by the limited basis set employed in the matchinghe VLEED intensity and the volume dispersion relation
method. Remarkably, the agreement remains good even uk;(k), which has been expressed for the first time in the

=idb;" (K ,E). (14)

2. EFFICIENCY OF THE AMS APPROACH: ACCURACY AND
PRACTICAL REALIZATION
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The first x-ray diffraction procedure suitable for the investigation of short-range order in
polycrystalline alloys having a hexagonal close-packemp) lattice is developed on the basis of

the theory proposed by M. A. Krivoglaz for diffuse x-ray scattering by hcp single-crystal

alloys. This procedure takes into account specific details of the crystal structure of the hcp lattice,
in particular, the presence of two atoms in the unit cell and the close radii of the individual
coordination spheres. The realistic character of the procedure is demonstrated experimentally in the
example of hcp Mg—Dy and Mg—Tb alloys. The new procedure is used to calculate, for the

first time, the modulating functions of linear and quadratic size effects in Mg—Dy and Mg—Tb
alloys. It is shown that the size-effect modulating functions for coordination spheres with

close radii have different characters, and their inclusion in diffuse scattering sets the stage for
solving the problem of calculating the short-range order parameters on these spheres.

© 1999 American Institute of PhysidsS1063-78349)00212-9

Atomic ordering in alloys having body-centered cubic ferences in the atomic factors of the components and static
and face-centered cubic structures have now been studied kattice distortions are called size effects. They can be both
a satisfactory degree. Up to now, however, there has beenlimear and quadratic.
lack of correct experimental methods for investigating the ~ The objective of the present study is to develop an x-ray
short-range order of polycrystalline hexagonal close_packegtructura| procedure for the investigation of short-range order
(hcp) alloys. The main reason for this deficit is the complex-in hcp polycrystalline alloys, taking into account the distinc-
|ty of the calculations required by the presence of two atoméive features of the Crystal |attice, and to test the procedure in
in the unit cell, a condition that severely limits the applica- @PPlication to magnesium alloys doped with rare-earth met-
bility of the scattering theory for crystals with an hcp lattice, @lS- The proposed procedure permits the presence of two
developed by M. A. Krivoglaz back in the 196D8 experi- atomslln the unit cgll of all'oys hgvmg an hcp structure to be
mental studies of polycrystalline structures. In the past thd@Ken into account in the investigation of short-range order,
standard procedure developed for alloys containing one atofiond With the influence of interatomic correlatitsize) ef-
in the unit cell has been used to investigate short-range ordé?CtS on short-range order.
in polycrystalline alloys having an hcp lattiée> This ap-
proach ignores the fact that the hcp lattice is not a Bravais
lattice, and its unit cell contains two atoms. In polycrystallinel. PROCEDURE FOR THE INVESTIGATION OF SHORT-
alloys having an hcp lattice the individual coordination RANGE ORDER IN HCP POLYCRYSTALLINE ALLOYS
sphe_rqs have close radii, compounding the difficulties of de- An expression for the intensity of diffuse x-ray scatter-
termining the short-range order parameters on these spherggq y 3 single crystal having an hep lattice has been derived
In the standard procedure such spheres are conjoined, agg§ yivoglaz and Tyu Khad,who interpreted the lattice as
effectzlvgz short-range order parameters are estimated fq{yo intermeshed primitive latticedig. 1). By virtue of the
them™™ However, this approach can yield incorrect results.equivalence of the sublatticasandy’(y,y’ =1,2) the vec-

It is a well-known fact(see, e.g., Refs. 1 and thatin  tors p ., connecting the sublattice sites and the correlation
the scattering of x-rays by solid solutions the intensity diS'parameters:(pw,):

tribution is governed both by factors characterizing specific

details of the internal structure of an alloy and by factors P11~ P22: P12~ ~ P21,

associated with the general phenomena of x-ray scattering by  ¢(p,.)=c(p,1), &(pi)=2(p2y). )
crystal structures. Among the factors identified with internal
structure are short-range order, static lattice distortions, theh
concentration and atomic factors of the alloy componentst, €
etc. The specific features imparted to x-ray scattering by dif-  1(q)=14(q)+14(q), 2

Taking Egs(1) into account, we expand the equation for
diffuse x-ray scattering intensttinto two parts:

1063-7834/99/41(12)/7/$15.00 1933 © 1999 American Institute of Physics
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FIG. 1. Lattice having an hcp structung: andr, are the radius vectors of

the first and second coordination spheres.

Silonov et al.

concentrationAf=f,—fg, f=cafatcgfg, Ca andcg are
the concentrations of the componentg, and fg are their
atomic factorsAq,,, are the proportionality factors between
Fourier components of the static displacements and
concentrations, an&; andR, are the radius vectors of at-
oms in the unit cell; the first of these radius vectors is con-
veniently placed at the origin of a Cartesian coordinate
system R;=(0,0,0), so that when the basis vectors
a,=(al2,\/3a/2,0), a,=al2,—\3al2,0), az3=(0,0c) are
taken into account, the coordinates of the second atom are
R,=(0,a//3,c/2); herea andc are the lattice constants.
The intensitied 1(q) in Eq. (4) can be expanded into six
terms:

L) =10 +1P(@) +1 (@ +1P (@) +1{(q)
+1(). ®)
By way of comparison, the expression for the diffuse

scattering intensity I), in which only one atom is con-
tained in the unit celf, has the form

wherel () is a term that does not depend on the correlation  |y=1 +1 +I sq-

parameters,

lo(q)=2Nc(1— C)[fz{(Q‘Aqn)(Q'ABM) +(q-Ag21)
X(q-A%21) T2 Re((9-Ag11)(9-Ad,y)
XexgiG-(Ri—Ry) )} —fAf{ Re(q-Ag1s
XexgiG-Rq])+Re(q-Aqn exdiG-R;])

+Re(q-AgexdiG-Ry])

+Re(q-AgpnexdiG-Ry])}+Af2],

)

Herel,, I, andlg,are the intensities associated with short-
range order and with linear and quadratic size effects,
respectively?

The superscripfl) attached to the intensities in E()
indicates that correlations between atoms within each sublat-
tice are taken into account in the expressions Ifg}(q),
1{M(g), andI{P(q). The superscrip2) indicates that corre-
lations between atoms of different sublattices are taken into
account in the expressions fbi’(q), 1{2(q), and1Z)(q).

Thus, allowing for interactions within each sublattice

andl,(q) is a term associated with the correlation param-and making use of the relation between the correlation pa-

eters,

() =N[ 2> &(p1)expiQ- p1) (F?{(a-Agr)(A-Adyy)

P11

+(9-Aq20(a-Ad21) +2 Re((q-Ag11) (4-Ada1)
xXexdiG-(Ry—Ry)])}—fAf{2 Re((q-Aqud)
xexdiG-R;])+2 Re((q-Ag)exdiG-R;])}

+A2)+2) &(p1p)cod Qpro) (F2{2 Re((q-Agsy)

P12

X(0-Ag12) + Re((q-Aqr)® exiiG- (Ri—Ry)]

+(9-A%)? exliG- (R;—Ry) D}

—fAf{Re((q-Aqi)[exdiG-R;]+exd —iG-R,]]

+(q-Agay[exdiG-Ry]+exd —iG-R;1 1]}

+Af?)].

HereN is the number of unit cellsy is the scattering vector,
G is the reciprocal lattice vectof) is the scattering vector
normalized to the first Brillouin zone@=q—G), c is the

(4)

rameters and short-range order paramet@ay,s(pw,)
=C(1—C)2pw,a(pw/)], we have

1D(q)=2Nc(1—c)Af2Y, a(pr)expiQ-p1y), (6)

P11

10(a)=—4Nc(1—c)fAT Y a(pr)expliQ-pry)

P11

X[Re(q-Ag1) + Re(q-AgaexdiG-Ry])],  (7)

18(a)=2Nc(1-0)f2X a(p1)expiQ-p1{(g-Agrr)

P11

X(0-AB11) +(A-Ag1) (9-Ad2) +2 Re((-Agiy)
X(q-Agaexd —iG-R,])}. 8

Taking into account interactions between atoms of different
sublattices, we obtain

1P)(q)=2Nc(1-c)Af2Y] a(p)codQ-p1),  (9)

P12
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1P)(0)= ~2Ne(1-0)TATY, a(py)cos Q- pyo) 2@=2[Fd6 [F3 atpextian
P19 0 0 o
X[Re((q-Ag1)(1+exd —iG-Ry])) X[2 Re(q-Ag11)
+Re(q-AgiA1+exdiG-R,]))], (10) +2 Re(q-Agy exdiG-R,])Isinydy,  (15)
12(q)=2Nc(1-¢)f2>) a(p1r)cogQ-p1) I(slq?p(q)=9f%d¢ 2 a(prexpigp{(q-Ag)
P12 mJo 0
x{2 Re((q-Aq10(d-A%12) X(q-A%11) +(a-Age1) (9-Ad,)
+Re((q-Agi)? exd —iG-R;] +2 Re((q-Aq1) (4-Ab)exp
+(9-A%n) exfiG-Ry )} (11) X[—iG-R,])}sinydy. (16)

Although the most accurate short-range order values can  Analogous expressions can be written with allowance
be obtained from measurements of the intensity of diffus€or interactions between sublattices:
scattering by a single crystal, in practice it is customary to
work with polycrystalline objects. We must therefore trans- 2) /o 6 z z
form from the expressions for the single-crystal scattering 'L.p(4)= ;fo do o pz a(p12)COSqp12)
intensities ), 1(1), andlgjq) to expressions for the intensities .
10,100, andly), in the case of polycrystals. Such a trans- X[Re(q-Aqui(1+exd —iG-Ry]))
formation requires that we average E@6)—(11) over all . .
orientations of the scattering vector. + Re(q-Aqai(1+exiliG-R])) Jsinydy,
The averaging operation can be performed analytically 17
only for Egs.(6) and(9):

6 (z @
sin(qR) 12 1Sap(0) = ;foe de 02 9212 a(p12)cogqps)
R) ’ .
ar x{2 Re((9-Aq11)(dAG1))

+Re((q-Agu)? exd —iG-R;]

|Slj‘)p(q)=2Nc(1—C)Af22 a;C;
I

wherej=1,2, C; andq; are the coordination number and the
short-range order parameter for tite coordination sphere,

andR, is the radius of théth coordination sphere. +(0-A%z) 2 exdiG-R,])}sinydy. (18
All other terms can be averaged numerically by integrat- '
ing in spherical coordinates over the anglesnd ¢. Inas- We now write the sums

much as the first Brillouin zone has translational symmetry,

the integration can be performed within the limits of the > ([, Jexpigpyy) and D, a(py,)codgpy,)
irreducible part, which occupies 1/24 of the volume of the P11 P12

first zone. As a result, the averaging is carried out ayen ) . i . o

the limits from O to/6 and over the angle in the limits 1" explicit form for the first six coordination spheres.

from O to /2. We enumerate the radii of the coordinations spheres
The expression fot,(q) is conveniently expanded into "1:f2> - -6 IN order Qf increasing dlstapce from the gtom

two parts, one that takes linear effects into account, and thdesignated as the origin. The first sublattice then contains the

other for quadratic effects: vectorsr,, ry, andrg, and between the sublattices are the

vectorsrq, rg, andrs (Fig. 1), so that we can write

6 (= s
=2 [P0 [ F Re@Aq tReAG)

P11

+Re(q-Ag exdiG-R;]) 6 5
+Re(q-AgnexdiG-R,])}sinydy, (13 = azN; expigry) + ““N; expiqry)

6 (= s 6
lsqp(d)= ;foe d‘f’J'Oz {(9-Aq1)(9-A%10) +(9-Agz) +a61\|21 expiqre), (19

X(q-Ad21) +2 Re((q-Aq11) (d-Adzy) where a,=a(ry), as=a(ry), as=a(re), p1, denotes the
X exd —iG-R,])}sinydy. (14) radius vectors connecting the atom designated as the origin
with all atoms in the first sublattice, aridlis the number of
The intensities due to size effects with allowance foratoms on the corresponding coordination spheres.
intrasublattice interactions can be written in the form Analogously, for the second sum we have
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FIG. 2. Diffuse x-ray scattering intensity in the alloy Mg—3.4 at.% Dy, ex-
é)erimental(circles) and synthesizedsolid curve; K; is the diffuse x-ray
scattering intensity normalized to Laue scattering.

where a1=a(r4), az=«a(rz), as=«a(rs), andp,, denotes
the set of vectors connecting the initial atom, located in th
first sublattice, with atoms of the second lattice.

The Cartesian coordinates of atoms situated on the cor-

responding coordination spheres are readily calculated frorEq. (22) into (17) and(18), we can then take into account the

the lattice geometry. The coordinates of the veaoare:  jnq,ence of size effects in the diffuse X-rayscattering inten-
(2@l @)ay, (27l a)qy, (27/c)q,.

2 a(prp)cogap) =a;

P12

Doing the calculations, we obtain

> a(p)exp(igpy) = a,[ 2 cog27q,)

P11
+2 cosm(\/3a,+dy)
+2 cosm(\30,—ay)]
+ay[2 cog2mq,)]
+ e[ 2 cog27/30)
+2 cosm(\30x+30,)
+2 cosm(\3a,—3qy)].

For the next sum we have

(21)

2
2 COS’n’( - ﬁqﬁ d,

1
+2 c057r( ﬁqx— Qy— qz)

1
+2 00577( ﬁqﬁ ay+ qz)

2
2 cow( ﬁqﬁ 29y+4d,

+a3
+2 COSW(ﬁqx_qz
2
+2 cosm| — ﬁqﬁ 2qy—qZ

J7

+as| 2 00377( V70, + ﬁqﬁ d,

7
+2 00377( J70,— \/—\gqy+ a,

7
+4 00577( ~\70,~ \/—\/;qy+ a,

. (22

V7
+4co Zwﬁqy cosmq,

Substituting Eq(21) into (15) and(16) and substituting

sity out to the sixth coordination sphere.
The general expression for the intensity of diffuse x-ray
scattering by a polycrystalline structure has the form

10,0(@) =AlLp(Q) +Blsgp(@) +155(a) + AL ()
+BIEL () +1Z(@) + AlR)(Q) + BIZ,(q),
(23

where A= —2Nc¢(1—c)fAf, and B=2Nc(1—c)f2 It is
customary to facilitate the calculations by replacing expres-
sion (23) with the function

K(a)=Ip p(d/l g, (24)

wherel g=Nc(1—c)Af? is the Laue scattering intensity.
The short-range order parameters can be determined from the
experimentally measured values {q) by, for example,

the least-squares methéd.

2. SAMPLES AND EXPERIMENTAL PROCEDURE

The alloys chosen for the investigation were Mg-
3.4 at.% Dy and Mg—2.9 at.% Tb, which were prepared at the
A. A. Baikov Institute of Metallurgy. The raw materials had
the following purities: magnesium 99.95%; rare-earth metals
at least 99.82% with impurities mostl§0.10-0.13% of
other rare-earth metals. The alloys were melted in steel cru-
cibles under flux VI2, which consists of a mixture of chlo-
rides with a Cak additive’® After ingots of the alloys had
been cast, they were hot-pressed into rods of diameter 17 mm
with an approximately 90% compression ratio. The rods
were cut into blanks in the form of wafers having dimensions
3X17xX20mm. The samples were then ground and polished
with diamond pastes.

The diffuse x-ray scattering intensities were measured
on an x-ray diffractometer of the DRON series usindEe
radiation. Monochromatization was achieved on a flat silicon
single crysta[(111) reflecting plang The scattered radiation
was recorded by means of a BDS-6-05 scintillation counter.

The atomic factors and Compton scattering intensities of
the components were taken from Ref. 9, and dispersion cor-
rections were taken from Ref. 10. Thermal scattering was
calculated from theory*

The measurement results are shown in Figs. 2 and 3. Itis
evident from the figures that diffuse maxima typical of short-
range order exist in the range of angles up to the first struc-
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FIG. 3. Diffuse x-ray scattering intensity in the alloy Mg—2.9 at.% Tb, ex- FIG. 4. Modul_ating functions of IineafLO(q),_ circleg and quadratic
perimental(circles and synthesizedsolid curve; K; is the diffuse x-ray [Qo(q), dotg size effects on the zeroth coordination sphere for the alloy

scattering intensity normalized to Laue scattering. Mg-3.4 at.% Dy.

tural reflection, which is located in the scale-break intervalnumbers of terbium and dysprosiu66 and 65. It is evident
along the ® axis: 36-52°. The curves are situated below from the figure that the main contribution to the diffuse x-ray
the Laue background level, possibly because the actual coseattering intensity in the first interval of angles is from the
centration of rare-earth metals is lower in the subsurfacenodulating functions of linear size effects, whereas those of
layer. This condition could very likely be fostered by the quadratic effects are very close to zero in the range of angles

sample preparation technology. from 10° to 32°, and only in the intervals from the second to
the last do they have nonzero values and tend to increase as

3. CALCULATION OF THE SIZE-EFFECT MODULATING the scattering angle increases. . . _

FUNCTIONS Figure 5 shows graphs of modulating functions of linear

- . , . size effects, calculated by means of E2p) for the Mg—Dy
To facilitate the calculations, as mentioned, the d|ffusea”0y_ The character of the modulations is similar for the

x—ray.scatf[ering inten;ity is normalized to .Lau.e Scatt,eringsecond alloy. On the other hand, the graphs of the functions
(24); in this case the size-effect terms occurring in the dlffuseOn the first coordination sphere and on the second sphere
X-ray scattering intensity are called modulating functions thave different forms for each individual alloy

the size effects. Accordingly, the size-effect modulating Figure 6 shows graphs of the modulating functions for

functions characterize structural features associated Witauadratic size effects, calculated according to &) for
static lattice distortions, differences in the_ atomic factors Ofthe Mg—Dy alloy. As in the case of the linear size effects, the
the alloy c_omponents, and the concentration of the latter. cnaacter of the modulations is similar for the two investi-
Eq“?t'0”5(13f)—(18) r_]ave been used t.o qalculate the gated alloys. It is evident from the figure that their contribu-
modulating func_tlons of Ilnear an-d quadratic size effects %Mion to the total intensity is not very large in comparison with
the zeroth and first two coordination spheres for poncrystaI:Ehe contribution of the functions for linear size effects.
line alloys Mg.—.3.4 at.% Dy and Mg-2.9at.% Th. It is obvious from the figure that the functions for qua-
_ The coefficientsA,, are calculated by the method of i gjze effects, calculated for Mg—Dy and Mg—Tb alloys,
Krivoglaz and Tyu Khao, which is based on a simplified  hich have an hep lattice, differ significantly from the analo-
Born-Bagby model taking the lattice symmetry into o.,s fnctions for alloys having fcc and bee structures. In

account. _ _ the latter case the modulating functions for quadratic size
Since the functions represented in E¢$3)—(18) are
normalized, they must be multiplied by the characteristics of
the alloy and divided by the Laue scattering intensity. U)
We then have Li'(g)

LD (a)=—2Nc(1—-c)fAFII/1 g, (25) 0.2 \/\

QP(q)=2Nc(1- ) Dyl (26 001 <
whereL{") and Q{) are the modulating functions of linear fo O\
and quadratic size effects, respectively,0,1,2 enumerates 0 i
the coordination spheres, ane 1,2 enumerates intrasublat-
tice interactions [(=1) and interactions between sublattices -0.01
(j=2). Atoms of different sublattices are situated on the first
sphere:L{?(q), Q{¥(q), and atoms of one sublattice are —g 02|
found on the second sphete§"(q), Q5(q).

Figure 4 shows graphs of the size-effect modulating
functions on the zeroth coordination sphere for the Mg—Dy -0.03
alloy. The curves calculated for the Mg—Tb alloy have a
similar form. Their similarity is attributable to the insignifi- FIG. 5. Modulating functions of the linear size effect on the firs{,

cant differenc_e in the aIon_character_istics by which the NOldoty and second LS, circles coordination spheres for the alloy
malized functions are multiplied, owing to the close atomicMg-3.4 at.% Dy.

Ll

1( (U ((l
34 géls 74}y 112 \)29, deg
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() TABLE II. Short-range order parameters for the alloy Mg-2.9 at.% Dy
Qio(g% (dimensionless unijs
J 20, deg @y az ag @y d5-6 @g
0 1'0” TR 3'4 ?ﬁé%ﬁlz ~0.011 0.018 0.05 084 —0.13 ~0.40
0V ()
0.01F
a o9 20, deg
0 10 18 26 34 5!200,096&7? Illléa: ') 4. CALCULATION OF THE SHORT-RANGE ORDER
PARAMETERS
FIG. 6. Modulating functions of the quadratic size effect on the figdf{, We have calculated Fhe short-range Qrder parameters
doty and second @Y, circley coordination spheres for the alloy from diffuse x-ray scattering data, taking into account the
Mg-3.4 at.% Dy. modulating functions of size effects on the zeroth and first

two coordination spheres. The results of the calculations are
shown in Tables | and II.

It is evident from the tables that the short-range order
parameters on the first coordination sphere are less than zero,
and those on the second sphere are greater than zero. It
is a temperature factrthe oscillations of the functions are should also be noted that despite the extreme closeness of the

reminiscent of the thermal diffuse scattering curve. The forn{:gagg Rf thz gir;tztl\évcf) spl\;lere_?.ﬁ(‘) A ﬁnd 3'22'];& for_ Mg—fny;t
of the functions for quadratic size effects differs for alloys of ™ and s. or Mg—Th the allowance for size effects

magnesium with rare-earth metals. For example, whereas ) these spheres permits them to be treated ;eparately, and
functions increase only slightly on the zeroth sphere as th e short-range order parameters to be determined for them.

scattering angle increases, the same trend is not observed He sep_aratmn of th_e two c!osely 5|m||ar_ coordlngtlon
the first and second coordination spheres. Moreover thapheres is made possible by viriue of the difference in the
functions calculated according to E(®4) for Mg—Dy and, size-effect modulating functions on the first and second

Mg—Tb alloys are found to be small. To a certain degree thi?phires' th lculated short d N
result is attributable to the fact that the difference in the rom ihe caiculated short-range order parameters we

atomic factors 4 f) of magnesium and the rare-earth metals_have plotted the synthesized curves shown in Figs. 2 and 3. It

dysprosium and terbium is appreciakii4, 53, while the is clear from the figures that the experimental and synthe-

average atomic factorfE&Ecfa+cgfg) is approximately S|ze\(7vlntk(]an5|t|;ahs coc;ne e}ccepc)itably close to or:je an]?thfkr]. .
equal to the atomic factor of magnesiuroafa~fa=12), € have thus developed an x-ray procedure for the in-

owing to the low concentration of the second componentsyesugat'on of short-range order in polycrystalline alloys hav-

The end result of all this is that the factt?/ A2 in Eq. (24) Ing an th Iatticg, based on an analysis of the influence of

is found to be of the order of 18, the quadratic-size-effect correlations on size effects. In the example of the hcp alloys
! - 0, - 0, -

functions multiplied with it are small, and their contribution Mg-3.4 at.% Dy and Mg-2.9at.% Tb we have proved experi

to the total intensity becomes insignificant. In contrast, théﬂenct)a”);htha; thg prfoi)hosed model 'z reallst|c.h lculated
guadratic size effect strongly significantly influences the tota% n the basis of the new procedure we have caiculate

intensity in alloys whose components have close atomic facior the first time the modulating functions of linear and qua-

tors dratic size effects for hcp alloys. We have shown that for
Consequently, for alloys of magnesium with rare-earthalloys of magnesium with rare-earth metals the size-effect

metals the modulating functions of the size effects on thénodulatin_g fur_wctions on the first and sec_ond coo_rdinatipn
first and second coordination spheres differ in character, thapheres dlffe_r n character_, where the funct|or_15 for I_mear siz€
main contribution to the total intensity coming from the effects contribute predominantly to the total intensity.

functions for linear size effects. Quadratic size effects, in Allowance for the size-effect modulating functions on

which interactions of atoms between sublattices are takeﬁqe flrstbt:/vg co?rdln?tloThspherbels, WTChIhaIV(E. clci_;e r?]d”i
into account(first spherg are small and do not increase with as enapied us 1o solve the probiem of caiculating the short-

the scattering angle as in the case of fcc and bcc alloys. range order parameters on these spheres.

effects oscillate about a curve that slowly increases with th
scattering angle according to the law-{&~?"), where M

TABLE |. Short-range order parameters for the alloy Mg—3.4 at.% Dy “M. A. Krivoglaz and Tyu Khao, MetallofizikdKiev) 24, 63 (1968.

(dimensionless units 2V. I. Iveronova and A. A. Katsnel'sor§hort-Range Order in Solid Solu-
tions (Nauka, Moscow, 1977 p. 256.

a; @, as ay as_g @ 3S. A. Veremchuk, A. A. Katsnel'son, V. M. Avdyukhina, and S. V.
Sveshnikov, Fiz. Met. Metallove®9, 1324(1975.

-0.018 0.017 0.04 1.25 -0.12 —-0.42 4L. A. Safronova, A. A. Katsnel'son, S. V. Sveshnikov, and Yu. M. L'vov,

Fiz. Met. Metalloved43, 76 (1977).
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A theory of the isotopic dependence of the hydrogen content in palladium and the excess oxygen
content in manganites is formulated. The theoretical results for the first system are obtained
without any fitting parameters and reproduce the experimental data within 2—3% error limits in the
temperature range from 170K to 1450 K. An exact expression for the magnitude of the

effect is also obtained for the second system, but owing to the lack of necessary experimental
data, it can only be estimated in order of magnitude. 1899 American Institute of
Physics[S1063-783109)00312-3

There are two physical solid-state systems in which theoborated in other properties of manganites, is superfluous.
isotope effect is very pronounced and can be of utmost im- It has been suggested previodstizat the giant isotope
portance in practical applications. The two systems are hyeffect in manganites is attributable to an oxygen excess rela-
drogenated palladium, which is used to separate hydrogetive to the stoichiometric composition. The manganites have
isotopes, and the manganites, which have applications as mp-type conductivity as a result of their doping with bivalent
terials exhibiting colossal magnetoresistance. The isotope efens of the Ca type. Excess oxygen also functions as an
fect in Pd:H has been known for a very long time and hasacceptor and, in sufficiently large quantities, can significantly
been thoroughly investigatedee, e.g., Refs. 1 and.dtis  increase the density of holes in samples and, hence, their
manifested by a difference in the concentrations of hydrogemagnetization as well if their ferromagnetic properties are
and deuterium absorbed by the metal at a given pressure aedtirely the result of indirect exchange mediated by holes. At
temperature of the gas in which it occurs. Oddly enoughthe same time, excess oxygen creates a “chemical pressure”
however, so far no one has succeeded in deriahgnitio in manganites, altering their lattice constant. Judging from
expressions for the ratio of these concentrations without rethe fact that an insulator—metal transition in manganites is
course to fitting parameters. sometimes possible at very low external pressfitas, tran-

Only very recently has the isotope effect been discov-sition can indeed be instigated by “chemical pressure.”
ered in manganites, where it is manifested by substantial Of course, trivial factors can also be cited as possible
changes in their electrical and magnetic properties whewauses of differences in the excess oxygen concentrations for
light oxygen'€O is replaced by heavy oxygéeflo (Ref. 3. different isotopes. For example, in the preparation of
According to Zhacet al.* for example, this substitution low- samples by the exchange of oxygen with a surrounding gas
ers the Curie pointT; of the ferromagnetic compound phase the samples can enter into nonequilibrium states,
La; ,CaMnO; with x=0.2 by 20K, i.e., by 10%. Since whereupon the difference in the diffusion coefficients for dif-
then a great many papers have been published, reporting tlierent isotopes causes their concentrations in the sample to
discovery of other manifestations of a giant isotope effectiffer. Nonetheless, we intend to base our interpretation of
(the papers are cited in Ref).4 the isotope effect in manganites on the fact that in prepara-

By analogy with the isotope effect in BCS superconduct-tion the samples have attained a thermodynamic equilibrium
ors, Zhaoet al? have attributed the effect here to electron—state with the surrounding gas, rigorously so at equal tem-
phonon interaction. However, the new effect is at least amperature and pressure.
order of magnitude greater than should be expected from the Under these conditions the quantity of nonstoichiometric
dependence of the exchange integrals on lattice vibrationgxygen is found to be isotope-dependent, where the quantity
For electron—phonon interaction to produce such strong isosf the lighter isotope is greater than that of the heavier one.
tope effects, it would have to be anomalously strong itselfHence, the situation in them is similar to the situation in
However, the giant isotope effect is observed only in certairPd:H, and the very existence of the isotope effect in Pd:H is
compositions and not in others. For example, in the samée best evidence that the same effect must exist in manga-
compound La ,CaMnO; as discussed in Ref. 3, but with nites. Of utmost importance is the publication, simulta-
x>0.4, the isotropic shift off¢ is only 2%, which corre- neously with the cited theoretical paglenf an experimental
sponds to the normal magnitude of electron—phonorstudy confirming that the giant isotope effect in manganites
interaction® This conclusion compels us to assume that thds indeed related to excess oxygen. Accordingly, it does not
giant isotope effect is in fact associated with some kind ofoccur for all manganite compositions, but only for those in
chemical factors. Accordingly, the hypothesis of anoma-which such an excess is possible.
lously strong electron—phonon interactibwhich is not cor- The analysis below applies in equal measure to Pd:H and

1063-7834/99/41(12)/5/$15.00 1940 © 1999 American Institute of Physics



Phys. Solid State 41 (12), December 1999 E. L. Nagaev 1941

to manganites. It differs from Ref. 4 in that lattice vibrations should produce discrete phonon levels above the continuous
are systematically taken into account; at high temperatureghonon spectrum. This level corresponds to vibrations of an
this feature qualitatively changes the results of Ref. 4, whichH(D) atom relative to neighboring Pd atoms. For small num-
are valid at moderate temperatures. The first of these systermbersn the density of levels can be written in the form

is simpler and has been studied far more extensively. It is

amenable to calculations that are valid at all temperatures, G(@,N,n)=G(w,N)+ng(w),

ranging from the ultraquantum to the classical limit. Without L .

recourse to any kind of fitting parameters results have been 9(@)=0"(@)+g%(w). )
obtained with deviations of only 2—3% from the experimen-
tal over a wide range of temperatures from 170K to 1450 K

g;ﬁjg?;sso‘éire:‘o flrlggi(‘:]ctg:jtg? é?/t;'ﬁi;’V'rfgrﬂgor::ug]r;:?egeu' only the term proportional ta is significant. It must include
P g P " _the contributionsy'(w) and g¢(w) from localized phonons

For the secqnd system a gener al expression has be%%nerated by hydrogen absorption and from the perturbation
successfully derived for the equmprlum isotope effect, bUtinduced by it in the continuous spectrum of the crystal, re-
only at tempgratures comparable V\."th the Debye t.emperatursepectively. As for localized phonons, it follows from the cu-
or lower has it been possible to estimate the magnitude of thSic symmetry of the crystal that each hydrogen atom gener-

effect. Although at first glance an investigation at these tem'ates three degenerate vibrational modes.

peratures may not appear to carry much weight, since isotope In regard to the perturbation of the continuous spectrum,

substitution takes place at far higher temperatures, the anal}()—n the other hand, here we submit physical considerations to

sis below will show that in fact this is not the case: As support its negligibility. First of all, there are indications that

isotope-substituted samples cool down, oxygen nonstoich|i—n the pair of elastic constants and xH® characterizing

ometry is established at moderate temperatures determined | o0 i pairs of atoms Pd—Pd and PdBH respec-

33/ thfe d'ffﬁf lon coiff}c;?nt o:‘ OXX gen. Strictly spef'?lglr?g, tively, the first is substantially larger than the second. In fact,
eretore, the nonstoichiometry nere 1S a honequilibnuny, . Debye temperature of the crystal, which is proportional
condition, but the equilibrium approach still provides a rea-

; to (x/MPYY2 and the local-phonon frequenay,, which is
sonabl_e assessme_nt 01_‘ it. Unfo_rtL_Jnater, a t(_)tal (_Jlearth of mf)roportional to &MMM2 are mutually commensurathe
formation on the diffusion coefficients and vibrational spec-

tra of manganites permits only an order-of-magnitudeﬁrSt being equal to 0.0237 eV, and tPrLe second to 0.68.5 ev;
estimation of the effect Refs. 1 and 2 More_over, the masM ™ of the Pd atom is
' two orders of magnitude greater than the miiss of the H
atom.
1. HYDROGENATED PALLADIUM It must also be borne in mind that each Pd atom has 12
nearest-neighbor Pd atonithe crystal has a fcc lattigeln
To determine the hydrogen concentration in Pd, it is necaddition, each ¥D) atom occupying an octahedral site has
essary to equate the chemical potentials of hydrogen in thenly six neighboring Pd atoms. This arrangement lessens the
Pd crystal and in the hydrogen gas atmosphere. Our investbverall effect of HD) atoms on the motion of Pd atoms.
gation is carried out only at low gas pressures, when occurinally, the free-energy contributiog®(w) is further re-
pation of the interstices by (®) atoms is low. The chemical duced by virtue of the fact that this quantity is integrated
potentials for the gas and crystal phases are determined frogver all frequencies and, hence, becomes equal to zero, since
the corresponding free-energy equations. it does not alter the total number of degrees of freedom of the
The following terms are included in determining the free system{the contribution of hydrogen atoms to this number is
energy of hydrogen in the crystal) the hydrogen affinity of given by the integrated functiomy'(w)]. Consequently,
the crystalA; 2) a termF" associated with the configura- g°(w) is an alternating function, further diminishing its con-
tional entropy ofn hydrogen atoms distributed among the tribution to FP". This statement lends support to the above-
most energetically favorablé intersticesoctahedrat 3) the  mentioned permissibility of disregarding its contribution to
phonon free energFEh. Interaction between hydrogen at- the free energy.

The explicit expression for the density of levels of the
‘hydrogen-free crystalG(w,N) will not be needed below;

oms, direct or mediated by the lattice, is disregarded. We can therefore write
Whereas the structure of the first two terms is obvious,
the third term requires special consideration. In general, itis g(w)=3(w— wy). (©)

given by the equation )
According to Egs(1)—(3), the hydrogen-dependent part

thzf de{T IN[1—exp( — o/T)]+ w/2}G(w,N,n) of the free energy of the crystal is given by the equation
0

Fc=—An+TNulnu+(1—u)in(1—u)]+3nwy/2

(h=1), @ +3nIn[1—exp—wo/T)], )

whereG(w,N,n) is the phonon density of levels in a crystal

consisting ofN unit cells withn hydrogen atoms in each.  whereu=n/N, A=A*™34,,/2, andA®"*Mis the “chemi-
Inasmuch as the mass of the hydrogen atoms is mucbal” part of the hydrogen affinity of the crystal.

smaller than that of the palladium atom, according to the  On the other hand, allowing for the high vibration fre-

theory of Lifshitz® the absorption of hydrogen by palladium quency w,, of H,(D,) molecules in comparison with the
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characteristic temperatures, the free energy of these mointo account, we find thathas values of 162 and 4&1L0° at
ecules in the gas surrounding the crystal is given by theiquid oxygen(20 K) and liquid helium(4.2 K) temperatures,

equatiofd respectively. Of course, the question arises as to whether the
A’ hydrogen diffusion required to establish thermodynamic

Fg=—n'D+Tn’ |n__|nz_1>, equilibrium occurs at such temperatures. Such diffusion

Ng could be driven purely by the quantum tunneling of atoms

M\ 372 N.—n between unit cells. Moreover, the diffusion of atoms could

'y=T5/Z(E Z, n'= °2 , (5) be enhanced by illumination or by irradiation of the crystal

with (e.g) electrons.

whereng>n is the total number of hydrogen atoms in the However, even at room temperatures the isotope effect
system,n’ is the number of b or D, moleculesD=D"™™  remains strong: The parametes2.26. At just 600K it is
—wyl/2 is the molecular dissociation energy, andclose to 1.46, and around 1500K it becomes smaller than
p=Tn’/V is the pressure of the gas. The rotational partitionunity, i.e., the deuterium concentration becomes higher than
functionZ, is given by an expression that is written in quan- the protium concentration. At the melting point of palladium,
tum form, owing to the smallness of the masdésf the H 1827 K, we have =0.944.

and D atoms: If we formally let the temperature tend to infinity in Eq.
(8), thenr must tend to 0.75, which is sufficiently close to

Zr=9:121% 9222, the valuer..=(M"H/MP)¥2=0.84 formally obtained from

k(k+1) Eq. (8) on the assumption that the localized phonon frequen-
Zy= k_;; (2k+ 1)exp( BT cies are proportional tM/2,
T In a system of this kind one might expect the isotope
k(k+1) effect to necessarily vanish altogether in the classical limit.
Zz=k:§ (2k+ 1)3)“{ Tk (6)  In reality, however, the classical limit implies that the tem-

perature greatly exceeds not only the frequency of the crystal

wherel =MI?/2 is the moment of inertia of the moleculds  vibrations, but also the molecular vibration frequency. If the
the interatomic distance, ankl is the rotational quantum excitation of molecular vibrations is formally taken into ac-
number. The coefficientg, andg, are equal to 3/4 and 1/4 count, it is readily verified that the isotope effect indeed van-
for H, or to 1/3 and 2/3 for B. The quantity 1/Ris equal to  ishes in this limit. But it is obvious at the same time that the
0.0074 eV for H and 0.0037 eV for B. The classical limit  classical limit is simply unattainable in a real system.
for the partition functionZ,=IT imparts high accuracy to In seeking to compare these results with experiment, it
the calculations beginning with 100 K. should be mentioned that experimental data covering the

Equating the chemical potentials of the hydrogen in theproadest temperature range, from 170K to 1450K, are re-
gas and in the crystal, we obtain an equation for the intersticgorted in Ref. 10. A comparison of these data with E).

occupation numbers: shows that the discrepancy between them is not more than
Jp A—D/2 2—-3% over this entire range. Equati8) yields good agree-
u= ex% ) (7) ment with the experimental data of other authbfdt is
[1—exp(—wo/T)*y T particularly significant that such good agreement is obtained

in spite of the fact that Eq(8) does not contain a single
fitting parameter and involves only frequencies determined
from independent measurements. In the meantime many au-
thors have attempted to describe the temperature dependence
of the isotope effect analytically by introducing several fit-
ting parameters in their equatiofeee Refs. 1 and)2In Ref.

2, in particular, nine fitting parameters were required to de-

Making use of the fact thdtand the “chemical” contribu-
tions A°"®MandD"™Mto A andD do not depend on the mass
of the hydrogen atom, from Eq7) we obtain the following
equation for the ratio of the low-pressure protium and deu
terium concentrationgthe rotation of the molecules is re-
garded as classigal

nto (MR el 2— 0P /24 300 - 30! scribe the experimental temperature dependence of the iso-
r= ﬁ: W ex;{ 2T tope effect over a wide range of temperatures. The need for
such a large number of fitting parameters is a consequence of
( 1—exp(—w8/T))3 the fact that the true temperature dependence of the isotope
T hH— | (8)  effect is described by the very complex temperature function
1—exp—wp/T) ®).

The molecular vibration frequencies,, can be found in
many tables and are equal to 0.546 eV for &hd 0.386 eV
for D,. The frequency of local phonons in the crysig for
low occupations is equal to 0.0685eV for H and 0.0465eV ~ The manganites comprise far more complex systems
for D (Refs. 1 and 2 than palladium, and experimental data pertaining to the in-
It follows from these results that the lower the tempera-fluence of oxygen nonstoichiometry on their vibrational

ture, the stronger is the isotope effect. In the limits of validity spectra have been nonexistent to date. In this section, there-
of Eq. (8) at 115K the ratior attains a value of 4.69. The fore, we cannot possibly look for such a simple analysis as in
effect is far stronger in the quantum realm: Taking E@. the preceding section.

2. MANGANITES
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It is convenient to approach the problem with the experi-equilibrium with the gas atmosphere, even though this is an
mental procedure used for isotope substitution in mangaridealization of the true experimental situatib principle it
ites. It is carried out at about 1250 K for approximately 48 h,is also possible to conduct experiments with thermodynam-
at which time the appropriate deviation from oxygen stoichi-ically equilibrium isotope substitution at moderate tempera-
ometry is established. The isotope-substituted samples ateres if the diffusion in them is appreciable.
then slowly cooled in an atmosphere of the corresponding If the number of Mn atoms in the interstices is disre-
isotope at the rate of 30K/h, so that room temperature igarded, the free energy of the extended crystal is given by
attained after more than 30(Ref. 3. The excess oxygen the equation
concentratiom should also vary during cooldown, following e 0o hem
the temperature of the environment. However, the feasibility ~Fc=Fc(N+n)+nWEe™T(N+n)
of prgusely matching it depgnds on the oxygen diffusion rate X[ ey Neyt (1= v IN(1— o) ]— (), (9)
at this temperature. In reality, therefone,corresponds to
equilibrium at a certain temperature intermediate betweemwhere W™ is the isotope-substituted component of the
1250K and 300K. work function for the removal of a cation from the crystal,

A more accurate approach should take into account the ,=n/(N+n) is the relative density of excess oxygen in the
nonuniformity of the excess oxygen distribution in the extended crystalF2(N)=NHS"™™Nfo(T) is the free en-
sample. We note — and this is important — that the procesergy of the ideal crystal containiniy pairs of cations and
of relaxation to the equilibrium oxygen concentration in theanions, andH<"®™is the isotope-substituted component of the
isotope-substituted sample by diffusion can be considerablpair energy. The phonon free energies can be written in the
faster than the substitution of a heavy isotope for a light oneform
because the latter process involves both diffusion and the
substitution reaction. Moreover, diffusion can depend sig- _ - -~ _
nificantly on the content of Ca or other acceptor impurity in fo(T)= Jo do{T Inf1=exp =~ o/T) ]+ w/2}go(w)
the manganites and can therefore proceed more rapidly in

some of their compositions than in others. In principle, this =6T In{1—exd —vo(T)/T]}+3Qy; (10

consideration can account for the difference in the results of .

Refs. 3 and 5 as mentioned in the Introduction. f(T):f do{T In[1—exp — o/T)]+ w/2}g(w)
Although it is impossible to accurately determine the 0

excess oxygen temperature without precise data on the dif- =3T In{1—exd — vo(T)/T]} +30Q/2. (11)

fusion of oxygen in manganites, we can still venture certain

estimates. It is well known that the diffusion of oxygen in Here go(w)=G(w,N)/N is the density of phonon levels in
certain perovskitese.g., in LaCuQy) is possible even at the ideal crystal, and(w) is the variation of the density of
230-250K(Ref. 13, and the diffusion coefficierD attains  phonon states due to the emergence of a cation vacancy.
10 %cn¥/s in them at room temperature. The diffusion acti- Equations(10) and (11) are written with regard for the fact
vation energyQ usually amounts to several tenths of an elec-that the integrated functiorgy(w) andg(w) give the num-
tronvolt and can even exceed 1eV. The higher its value, thger of degrees of freedom of the ideal crystal and its
more rapidlyD increases as the temperature increase®. If vacancy-induced variation:
can be assumed to have the conservatively low value of
0.5 eV, the characteristic diffusion tim&$/D) for a sample °° B * .
of lengthL=0.1 cm is equal to 1h at 450K. Since the dif- fo dego(®) =6, fo dog(w)=3
fusion coefficient is even higher at higher temperatures, we
can be certain that in cooldown of the sample the final non4the inclusion of two atoms in the unit cell is taken into
stoichiometry will correspond to 400—600 K. account here In contrast with the average frequencies of the

Generally speaking, it is comparable with the typical zeroth vibrational mode€ and(},, the average frequencies
Debye temperature of crystals, which is sufficient for ther and vy depend on the temperature.
isotope effect to existand indeed it is even higher in certain Minimizing the total free energy of the systefy+ Feo
oxides; for example, it is equal to 800K in MgO, exceedsgiven by Egs.(5) and (9) with respect to the number of
1000K in Al,Og, and should not be ruled out as being high excess oxygen atoms, which is equal to the number of cation
in manganites as wellin any case it is far from the classical vacancies in the extended crystal, we obtain
limit, at which the isotope effect is supposed to be chem hem. che
nonexistent. , :\/—Bex _ HTH WS D24 fo— f — /4

In the manganite LMn@the role of vacancies can be ~ ¢ \/Z T '
assumed both by La atoms and by Mn atoms. To simplify the
discussion, we include only one of these types of atteg, o 312
Mn) and, accordingly, consider a MnO crystal. Instead of thet =(2S+DIT (Z) ' (12)
basic crystal containindN unit cells andn excess oxygen
atoms in each, we consider the extended crystal containinghereSis the spin of the hydrogen atom. Consequently, the
(N+n) unit cells with the same numberof Mn vacancies ratio of the concentrations of lightX and heavy i) atoms
in each. We also assume that it exists in thermodynamic¢s given by the equation
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G(T)=

3

[ h\ 5/4 higher than the concentration of heavy isotopes in the range
r=—= — | F(MG(T), of realistic working temperatures. This difference is suffi-
M cient to account for the giant isotopic shift of the Curie point
(wlM_ wr,\‘,,)/4+ 30— QM/2— 3(95_93) (3) and other isotopic phenomena.
F(T)=exp( T ) The author is deeply indebted to G. A. Tsirlina for sug-
gesting the applicability of his theory of the isotope effect to
ANE Vg 6 Pd:H and for familiarizing him with the chemical aspects of
1-exp || |1-exp —F the problem and experimental data on Pd:H.
- 76 - (13 This work has received partial support from the Russian
1—ex;{ _ V_) 1—exp< Vo” Fund for Fundamental Research, Grant No. 98-02-16148.
T
The classical expression for the rotational partition function’ E-mail: tsir@elch.chem.msu.ru
is used in writing Eq(13). Equation(13) differs from (8) in
that it is a functional of the density of phonon levels, not
only of the crystal containing cation vacancies, but also of ‘E. Wicke and H. Brodowsky, irHydrogen in Metals II: Application-
the ideal crystal Oriented Propertiesedited by G. Alefeld and J. \kl (Springer-Verlag,
) . . Berlin—New York, 1978.
It must be empha5|zed that E(q_3) IS just as a_ccurate as a2y, Oates, R. Laesser, T. Kuji, and T. Flanagan, J. Phys. Chem. 3dlids
Eq. (8). However, the currently available experimental data 429 (1986.
are too sparse to permit calculation of the functi¢i(d) 3G. Zhao, K. Konder, H. Keller, and K. Mueller, Natufieondon) 381, 676
and G(T) in Eg. (13). Bearing in mind that the vibration 4g9|?6Nagaev Phys. Rev. B8, 12 242(1998
frequencies of the®®O, and 15.502 molecules are equal to 51. Isaak and J. Franck, Phys. Rev.58, R5602(1998.
0.2eV and 0.19eV, respectively, we can expect the first®J.-S. zhou and J. Goodenough, Phys. Rev. 18812665 (1998.
function to be Very Close to unity in the proximity Of the 3. FI’a(an,a!. Isaak, W. Chen, J. Chrzanovski, and J. Irvin, PhyS. RB8, B
. 189(1998.
Debye temperatures or higher. The same must assuredly M. Lifshitz, Nuovo Cimento Suppl3, 716/(1956.
true of G(T) at temperatures close to or below the Debye 9| p. |andau and E. M. LifshitzStatistical Physics3rd ed.(Pergamon
temperature. We can therefore use the quantity/g1')>* Press, Oxford—New York, 1980; Nauka, Moscow, 1976
=116 to estimate at temperatures in the vicinity of the ,R-Laesser ;ﬂ‘/”?fh PO"Iie”' PthERng 5(718219;?- oF 166 (199
Debye temperature. In any case we can state that the equis <"emer V- Hizhnyakov, and E. Sigmund, Z. Phys9F 169 (1993.
librium concentration of light isotopes can be 10-15%Translated by James S. Wood
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An updated version of the Cohen—Matsubara—Georgopoulos method of separating the
components of the diffuse scattering intensity, taking into account corrections for the absorption
factors, is used to find the intensity distribution in reciprocal space from short-range order

in the alloy Ni—-11.8 at. % Mo. It is shown that over a wide range of concentrations the short-
range order intensity maximum is localized at a stationary point of the {tp6}; this

result follows from extremal sums derived in the paper for the experimental short-range order
parameters. ©1999 American Institute of Physid$§1063-78349)00412-§

Concentration fluctuations due to interatomic correla-scribe phenomena associated with static and dynamic distor-
tions in alloys are usually characterized by the first terms irtions.
the concentration expansion of the free enéfgyFor a The short-range order structure has been investigated
number of ordered alloys, in which equilibrium is attained asmore completely for hardened Milo (Ref. 14 alloy using
a result of the anharmonic components of the free energythe Borie—Sparks separation method. However, the approxi-
spinodal ordering described by static concentration waveg1ations underlying this method are incorrect for the given
with Lifshitz wave vectorsk, makes a first-order phase alloy because of an appreciable difference in the ratio of the
transition®* Representative of such alloys are Au—Mn, &tomic scattering functions of the components for different
Au-V, Au-Cr, Au—Fe, and Ni-Mo. Their distinguishing Points of reciprocal spacé;*® a situation that can signifi-

feature is the presence of diffusion peaks of the typk0} cantly distort the interpretation of experimental data.
in solid solutions and in hardened samples of stoichiometric

composition NjMo, and superlattice reflections of the type

1/5{420, which correspond td1, structure, appear after

prolonged anneals of such samples. 1. EXPERIMENTAL PROCEDURE
Existing notions concerning the short-range order struc-
ture described by13 0} reflections are conflicting. They are The alloy Ni—11.8 at. % Mo was melted in an induction

usually formulated on a microdomain model in the presencéurnace in an alundum crucible in an argon atmosphere.
of nonconservative antiphase boundatié®r a concentra- Single crystals were grown in alundum crucibles with a coni-
tion wave packet modé** which is considered to have an cal seed zone in an argon atmosphere. The crystals were cut
atomic analog in the cluster model-12Attempts to recon-  along directions of high symmetry. For the investigated alloy
cile these modelshave lacked substance. It should be notedthe outer face of the sample coincided with (160 plane.

in this regard that thorough electron microscope studies of n€ short-range order state was created by a two-hour anneal
alloys with points of the typé130} (Refs. 5-12 have been at 1000 °C with subsequent gradual cooldown to room tem-

limited strictly to a qualitative analysis of the intensity dis- perature.

tribution and, hence, cannot provide a quantitative descrip- The diffuse scattering intensity, whose distribution was
. ' ’ P q Pised to determine the short-range order paramétergs
tion of short-range order.

measured by means of hakle—Mo radiation, so that by

In this paper we report an investigation of short-range,;ning the apparatus in the proper working regime, higher

order structure in Ni—Mo alloys using the method of diffuse 5 - onics M2\/3,... and thefluorescence component
x-ray scattering for single crystaté. For the investigation could be separated from the spectrum of rays monochroma-
we have chosen an alloy containing 11.8 at. % molybdenumy,eqq by a one-dimensionally bent LiF crystal.
i.e., an alloy close to the boundary of existence of b, On the other hand, the use of hard radiation required the
phase, with a view toward clarifying the role of anharmonicintroduction of corrections for the angular dependence in the
free-energy contributions, which could introduce anomaliesabsorptioh®*® for the diffuse scattering intensity from the
into the short-range order structure. sample and from fused quartz employed as a standard for
Earlier short-range order studies using x-rays in alloys otonverting the intensity into absolute electron units. With
nickel with 10.7 at. % and 20.0 at. % of molybderidrbasis  these corrections taken into account, the equation for con-
were performed within the outdated Warren—Averbach dif-verting the intensity of diffuse scattering from the sample
fraction theory, which cannot support a sufficiently completeinto electron unitd o 8) with the aid of the measured inten-
analysis of the short-range order structure or be used to dsity from the standard at an anglg has the forn®

1063-7834/99/41(12)/6/$15.00 1945 © 1999 American Institute of Physics
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lsd ) (N2ul)g, ata given_point in reciprocal spactal(,hz_,h3) can now be
lsd 0)=1s(6o) | (0o) (n2uL) written to include 25 components. Their determination en-
st.7o St tails the formulation of a system of equations using the dif-

1+ ' cog26y cos 26, fuse scattering intensities in thi¢h volumes of reciprocal

1+ 700220, 00226 ) space with those point coorqinatE!Ef,hi hi for which, by
virtue of the symmetry of their positions relative to planes of
Herel(6,) is the scattering intensity from the fused quartz,the (001) and(011) type about the initial points of the basis
which is calculated with adjustment for anomalous dispervolume with coordinatesh(,h,,hs), the values of all 25
sion corrections and is equal to 37.27 e.u. for molybdenuntomponents remain identical. The signs of these components
radiation atf,=45°; L and L, are corrections to the ab- change according to the choice of coordinates ofithevol-
sorption factoru for the standard and the sample, respec-ume. To take the signs into account, we express the coordi-
tively, and in general exhibit a complex dependence on th@ates of a point in théth volume ) ,h,h}) in terms of the
geometry of the sample arrangement, the collimation of theoordinates of the point in the basis voluntg (h,,hs) by
beams, and the x-ray absorption. For example, in the case dfe coordinate transformation rules
Ka—Mo radiation the value of the correction for the standard
is Lg(45°)=0.8944 e.u., which significantly influences the
scattering intensity of the standard. The parametetakes
into account the degree of imperfection of the monochro-

mator crystal and is close to unity for the LiF crystal used inwhereLi , M;, andN,; are integers, which for fcc crystals are

our work. either all even or all odd; the subscrits, p,,p; take values
The modulations of diffuse scattering in alloys can berepresenting any of the six combinations of the numbers

expressed in terms of components associated with shor{iyz,g}.

range order and with static and dynamic displacemehts. The displacement of thigh volume relative to symmetry

In the present study these components are separated Byanes of the typél100) and(110) passing through the origin

means of an updated version of the Cohen—Matsubarago not alter the intensities at points with coordinates

Georgopoulos methot** which, like the Borie—Sparks (hi hi hi). It can be shown that, from the standpoint of

method® is based on the difference in the symmetries of thegonributions to the diffuse intensity, this statement implies

modulation of the diffuse background in reciprocal space byyne-to-one transformation between components of identical

the indicated scattering components. symmetry. This implication is formally equivalent to simple
The total coherent x-ray scattering intensity in e|eCtr0npermutation of the coordinates of a point in tite volume

units for all pairs of atomsrf, n) entering the scattering snd reduction to the forrhil(hl),hiz(hz),hg(hg).

volume can be expressed as follows in terms of the vectors The intensity of diffuse scattering by an atom at an ar-

of static (4, 4,) and dynamicup,, u,) atomic displace- pitrary point (n),hb,hk) for the ith volume of reciprocal

hi=*hy *Li; hy=+h, *M;;

hy==hp *N;, )

ments: space, including the basis volume, can now be written as
S N N S follows in terms of the components of pointis;(h,,h3) of
|n(X>ZE 2 fmfj;exp{ Zwix[(rm—rn) the basis volume:
m n

laLL(S/N) —lgr(S/N)

I hi, i,hi — =C,C f/,—f/.
(8- 5n>+<um—un)]]. @ oM N wCellai e
_ _ . « Lo hi i\ 1AAA
Heref,, andf, are the atomic scattering functioms, andr , {Isrot 7iMSLNa(h) JQ(hy hz,hs)
are radius vectors defining the positions of the lattice sites, +&ih g h(h)1QEB(hy,hy,hg) + 7;hhS
s/N=h.b;+hsbs+h3bs is the diffraction vector of an arbi- o : :
trary point of reciprocal space with coordinates,h,,hs, X[ha(h3)]1Qy"(hy,ha,ha) +&ih;J hy(h3) ]
b;, b,, andb; are unit vectors in reciprocal space, which « OBB i i
satisfy the conditiofb,|=|b,| =|bs|=1/a for cubic crystals, Qy (1,12 ha) + 7ihsSha(hy) ]
ais the Iatti<_:e parameters, amdlis the number of atoms in X Q2(hy,hy,hg) +&hsS hy(h)]
the volume in question. BB 21 i IAA
We then expand expd (¥\) U, out to terms of first X Q" (hy,hy,h3) + 57 (h)“R,“(hy,hy,ha)
order of smallness and then average over time, and we ex- i \2pAB 2/1i 2
. —+ . + &
pand exp(zi (§\) &, out to second-order terms and aver- 2m18i(N)"R™(he,ha ha) 27y
age over space. Transforming from summation ewemdn XRE8(hy,h,,ha) + 77(hb)2ROA(hy,hy, ha)
to a triple sum over the coordinatesn,n of the real lattice 2B i
sites, whose radius vectors amg,—r,=rm,=1(a;)/2 +27niei(h3)“Ry"(hy,hy,h3) + e (hy)
+m(ay/2+ n(as/2), wherea, , a,, andag are the unit vectors « RBB 20 1i \2RAA
of the fcc structure |@,|=|a,| =|ag|=a), we obtain an ex- Ry (h1:h2,h) 77 () R T(he o, )
pression for the diffuse scattering intensity, in which the con- +27;8i(h5)?RA8(hy,hy ,hg) +£2(hb)?

tributions from static and dynamic distortions are written BB
separately. The expression for the diffuse scattering intensity xRz "(hy,hz,hg)
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+ pZhihy S hy(hi)hy(hb)] (122) 2 a2
fy(h1,hp )
+27;8ihyhpSLhy(hi)hy(h)] 12
Py (hy,hy,hg)
+efhihyS hy(hi)hy(hb)]
or(h1,hy,hg) ¢

21
7 hoh5S[hy(hp)ha(hg)] C
AA
z (hl ’ h2 ’ h3)
i i [ i 012

+27ni8ih3h3S hy(hy)hs(hs) ]
% S’S,AB(h h ) FIG. 1. Diagram of the basis volun@BC’ C against the background of the

2312018 volume-equivalent part of the Brillouin zor@BB’ ACB. The small circles

+ 8_2hi hi?,S[ hz(hiz)hs(his)] indicate regions of diffuse scattering maxima.

B+ »?hbhi S ha(hdh(h
Z i 18[ 3 3) il 1)] volume does not require a special search for them at points

XS?X (hy,hy,hg) of everyith volume.
i i i i
+27i8ihahsS ha(hg)hy(hy)] 2. EXPERIMENTAL RESULTS AND DISCUSSION
S (h,hy,hg) To investigate the short-range order structure in a single-

crystal Ni—11.8 at. % Mo sample, in accordance with &q.

4 2hi i i\ 1cBB
2i Mg S hs(h3)Na(h1)]S; (ha,hz.hs)} we have separat at points of reciprocal space of the
p rodat p p p

+13ps(S /M) + 1758 (§/0)—CaCs initial basis volumeODC’C with coordinates % 2 2),
CF(fa —fo V2 (F1 1 )2 4 (011, (022), (012), which is equivalent in size to the volume
[(Fai=Te)" = (fa;i =gl @) of the ireducible part of the first Brillouin zor@DB’ACB,

a fragment of which is shown in Fig. 1. The measurements in
Herel . is the total intensity) gg is the intensity of struc- the initial volume were performed with a discrete stel;
tural reflection,f5; andfg; are the atomic scattering func- =0.0625, and the number of pointdor the basis volume
tions of componentsé\ and B of the alloy at the point with was equal to 512. The two-phonon and multiphonon thermal

coordinates Ig;,h5,h5) for the ith volume of rec|pr0ca| diffuse scattering were determined according to Refs. 24 and
space as deflned by the vectagg\; fp;=fae” ™A fg;  25. To separate all the diffuse scattering components, we
=fg;e"M8; C, and Cg are the concentration of the alloy chose 44 volumes, whose point coordinates are related to the
components M, and |\/|B are the correspondmg Debye— coordinates of the initial volume by the transformation rules
Waller  constants, n="fp/(fa;—f5), =fgil(fa; (3 relative to symmetry planes of the typ@01) and(011).

—fg.), S[hk(hk)] is the sign of the coordmaﬂek as deter- It should be noted that these regions occupy a large volume
mined from the transformatiof8), STh;(h))hy(hi)] is the ~ of reciprocal space and, hence, corrections must be intro-
sign of the product of the coordlnatétf and h, from the  duced, as proposed in E(), to yield correct values of the
coordinate transformation (3), and 13,4s/\) and diffuse scattering intensities.
135¢7 (s /\) represent the contributions from two-phonon From Ref. 26 we have recruited a method of regulariza-
and multiphonon thermal diffuse scattering at the point withtion of the experimental data within their error limits in order
coordinates If ,h},,hb). The last term in Eq(4) is attribut-  to reduce the error of determination of the scattering compo-
able to modulation of the Laue background with allowancehents due to experimental errors for the large number of
for the dynamic displacements if; and fj; (Ref. 23.  unknowns involved in the system of equatias We have
These contributions are calculated from the total intensitysolved the system of linear equations for the scattering com-
apart from Bragg reflections, which are |oca||y bounded inPonents after minimizing the regularization functional by the

reciproca| space. Ieast—squares method.

The intensity component@ and QJBB describe the Clearly, the distribution of diffuse scattering from short-
scattering in Laue units at linear static dlstoruor&AA range ordel(Fig. 2) is characterized by the presence of dif-
R®, andRP® descnbe the same at quadratic static and dyfuse maxima at the sitgd30}. The diffusel sro peaks are
namlc dIStortIOHSS ]k , and SBB describe the same at more or less symmetric, but they are followed by noticeable
correlations  of dynamlc and static dlsplacements strands stretching toward superlattice site§420, which
I srdh1,h5,hg) is the intensity from short-range ord@ 2 could be evidence of the existence of transition processes.

The proposed technique of representing the diffuse in- Table | shows the experimental Warren—Cowley short-
tensity in terms of the components at a point of the basisange order parametets,.>, for the alloy Ni—11.8 at. % Mo,
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a TABLE |. Experimental short-range order parameters for the alloy Ni—
11.8 at. % Mo and limiting short-range order parameters for a series of su-
E 3 perlattices.
S
X Short-range order parameters
\. No. of Site
h‘ coordination  coordinates,
:\ spherej Imn amd apy, @po,, ANy,
0 000 1.0058
1 011 —-0.1281 -4 -1/3 —-1/3
2 002 0.1243 1/6 5/9 1/3
3 112 0.0400 1/6 1/9 1/3
4 022 —0.0530 -1/4 19 -1/3
5 013 —0.0203 —-1/24 -1/3 -1/3
6 222 —0.0733 -1/4 -1/3 -1
7 123 0.0194 1/6 1/9 1/3
8 004 0.0841 1/6 1 1
9 033 —0.0094 -1/4 -1/3 -1/3
10 114 —0.0155 -4 -1/3 —-1/3
11 024 0.0098 —1/24 5/9 1/3
12 233 —0.0065 -1/4 1/9 1/3
13 224 —0.0058 1/6 1/9 -1/3
14 015 0.0115 1/6 -1/3 -1/3
15 134 0.0028 1/6 —1/3 -1/3
16 125 0.0033 —1/24 1/9 1/3
17 044 0.0149 -1/4 1 1
18 035 —0.0001 1/6 —1/3 -1/3
19 334 —0.0017 1/6 —1/3 -1/3
20 006 0.0003 1/6 5/9 1/3
21 244 0.0068 1/6 5/9 1/3
22 116 —0.0075 —1/4 1/9 1/3
23 235 —0.0075 -1/4 1/9 1/3
24 026 —0.0130 —1/24 1/9 —-1/3
25 145 —0.0043 -1/4 -1/3 -1/3
26 226 —0.0066 1/6 —1/3 -1
27 136 0.0055 1/6 1/9 1/3
28 444 —0.0002 -1/4 1 1
1.0

.00 125 150 175  2.00

110 210 synthesized from 28 experimental parameters agree, within

FIG. 2. Distributions of the diffuse scattering intensit®) and equal-  the error limits, with the experimental short-range order in-
intensity curvesb) for pointsh;k,|, of the (001) plane in reciprocal space  tansity. The short-range order parameters decrease substan-
of the initial basis volume. . ; . . L

tially in order of increasing coordination sphere number. The

signs of the parametetg - agree up ta =12 with the signs

determined for short-term annealed hardened,M€i
along with the limiting short-range order parameters of thesampled On the other hand, the difference in the ratio be-
superlatticeD1,, DOy, and the hypothetical lattich,M,,  tween the values of the parameters for different coordination
clusters of which can be generated by an amplified concerspheres differ appreciably. Moreover, for,Nio the param-
tration wave{150} (Refs. 11 and 1R These superlattices etera, deviates considerably from unity, indicating the pres-
have often been used in models purported to explain thence of additional scattering factors unaccounted for in this
nature of the short-range order in alloys characterized bynvestigation.

maxima of the diffuse intensity at points of the tyfi} 0}. A detailed analysis of the signs and ratios between the
The parametera® (Refs. 15 and 17are calculated both by short-range ordeexr parameters ghows_that the correlatlpn of
least-squares optimization and by Fourier transform&tion the parameters:f both for the investigated alloy contain-
according to the equation ing 11.8 at. % Mo and for annealed /Mo (Ref. 14 with the
limiting valuesapo,, is weak, and in large measure the pa-
lsrdh1,hhg) = > af® cosm(lh,+mh,+nh). rameters for both alloys agree to some extent with the values
I,m,n for the superlattice®1, andN,M,.
) The possibility of the existence in MWlo alloys, during

The results exhibit good mutual agreement. For the analysie initial stages of formation of the equilibriuml1, super-
Table | gives the short-range order parameters only for 2dattice, of a hypotheticaN,M structure with the alternation
coordination spheres, even though the valuest@P have of NiNi MoMo atoms in the{420 plane, generating the
been calculated to=150. The short-range order intensity {150} reflection, has been noted in electron microscope
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TABLE II. Extremal sumsZ,, and intensity of diffuse scattering from analysis of the second derivatives of the intensity function

short-range orddrsgd h;,h,,h3) in Laue units for various stationary points (5) with respect to the coordinates of reciprocal space

of the reciprocal fcc lattice spadsummation over spheres "
h;,h,,h; we have been able to formulate the conditions for

Coordinates of Extremal sums Intensity extrema to occur at each of the four stationary points. These
stationary points 3, andy, Isrdh1,h5,h3) conditions are formulated in Table Il in the form of certain
000 3= SacRy S ac, extre'mal sums over thigh spheres, begmnmg. with thg first,
001 %= 25 a1, (RioCir— Riy) L5 aiciCiy f_or dlfferent stationary points of the_f_cc lattice, which are
Si=3aCRiy listed in the second column. For positive values of the sums
i1 3,=3,a¢i(RioCS+R%CY 3¢ C% I and Il maxima of the short-range order intensity are ob-
=1=3 a6 (RioChH—2R%CY served at each stationary point; if the values of the sums |
1 Ci—1 1y e Ve i ; P ;
150 5= 35 @6(RoCY, — RS, () 32CiCiy and Il are negative, intensity minima are observed at points
o (Ci1—1) (Cy—1) of the type{130}. The following abbreviated symbols are
=Ry ——— X :
2 2 used in Table II:

Rig=12+m?+n?,
studies of electron-irradiated sampt8s? In the authors’ Ri1 =12 cosml + m? cosmm+n? cosmn,
opinion, during the earliest stages of the ordering process,
when the{130} reflections are still isolated, this structure Rf’l:Izcosgl +m? Coszm+n2COSZn'

can be described in terms of packets of concentration waves, 2 2
each characterized by a low-amplitude wave concentration of

an aa a aw

a certain variant of 13 0}. Waves corresponding to different R,=Imsin slsingm+nlsinZlsinZn
variants can be amplified within the limits of a region span-
ning several interatomic distances. Wave packets with differ- ST
ent variants of 150} can eventually become superimposed, Fmnsin Zmsingn
resulting in the formation of clusters containing structural
elements of other types. In addition, the interference of Ciy=coswl +cosmm-+ cosan,
{130} wave packets with packets of other concentration 0 T T T
waves is possible, and this ultimately leads to an equilibrium ~ Ci1=C0S7|+cosZm+coszn,
ordered state.

A mathematical analysis of the functi@) in reciprocal 0 ™ ™ ™
space for the purpose of exposing the localization of its ex- Ci2=cosEI cos7mcos7n. 6)

trema for the fcc lattice shows that they are possible only at .
The short-range order parameters for each $itenf on

four types of stationary points, viz{00}, {100}, {3 7 3}, theith sphere are identical and equakip. The coordination
and{150}. The localization of the extremum positions doesnymber of thdth sphere i, . The third column of Table Il
not depend on the values of the parametefs,, because gives the short-range order intensity in Laue units
the first derivative of the functiort5) with respect to the |, (h;,h,,hs) for each type of stationary point with allow-
coordinates of reciprocal space is equal to zero, since thgnce for the zeroth coordination sphere, which further aids in
trigonometric term is equal to zero on each sphere. Consgtetermining the type of ordering from the experimental
quently, the obtaining of an extremum at one of the stationshort-range order parameters.

ary points, including a stationary point of the types 0}, The results of substituting the short-range order param-
does not require the introduction of concentration waves oeters directly into the extremal sums for different short-range
inquiry into the condition for their amplification. From an order states in Ni—Mo alloys are summarized in Table III. It

TABLE lll. Values of extremal sum&, ;, and short-range order intensitygo for stationary points in Ni—-Mo alloys.

Extremal sums, |, and intensitied g for stationary points

111
000 001 333 1 % 0
Alloy, No. of

No. at.% Mo Treatment parameters X, Isro 3, M Isro 3 M lsro 2 M Isro [Ref]

1 10.7 Harden 10 -355 -0284 -—-792 -115 1.028 —-0.31 -—-0.96 0.004 1874 17.90 3.180[13]
1000 °C

2 20.0 Same 31 44.57 1.810 —5.23 3.340 0.738 7.28 —0.60 0.021 46.28 102.2 7.706[13]

7 11.8 Anneal 2 h 149 —65.95 —-0.578 —50.46 9.349 0.819 11.14 8.034 0.438 89.78 127.7 5.278 This
1000 °C paper

Cool 60 —46.33 —0.407 —50.70 8.507 0.817 12.18 10.15 0.447 89.07 126.5 5.270

2°/min 51 —37.79 —0.291 —-49.35 1595 0.870-16.22 —20.21 0.074 63.38 96.50 4.920
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The first analytic study of superexchange ion interaction in the cuprate layer offpigh-
superconductors is reported. It is shown that the superexchange nonadditive contributions are
dominant in the onset of long-range magnetic order in a system, as well as are responsible

for hole pairing to produce an energetically preferable, stable spin configuration. The Heisenberg
parameter and the pair binding energy obtaiabdnitio are in a good quantitative agreement

with experimental data. €999 American Institute of Physids$$1063-783%09)00512-2

1. The main cuprate HTSC materials exhibit a distinctexplanation of spin ordering the second-order effects associ-
layered structuré? The CuQ cuprate layer is common for ated with the lifting of spin-orbit coupling, and the magne-
all these compounds. It plays an important part both in theostriction, likewise a second-order effect. Some studies,
onset of superconductivity and in the manifestation ofhowever, pin hopes on the Jahn—Teller effect, which essen-
anomalous magnetic effects. For instance, in the insulatingally takes into account the above-mentioned spin-orbit
phase one observes antiferromagnetic ordering, with theoupling/ but the Heisenberg parameter calculated here in
Neel temperature being of the same order for materials difterms of the statistical model is calculated in the two-electron
fering in the elements sandwiched between the cupratgpproximation. And although the numerical value and the
IayerS? A small shift away from the stoichiometric compo- Sign of the exchange parameters are adnﬂtu‘m be ex-
sition, for example, by 1-2% when doped by strontium, detremely important for understanding the origin of the spon-
stroys antiferromagnetism and results in the onset of shorigneous parallel spin orientation in the HTSC material under
range ferromagnetic ordering of the spin liquid with a largeésy,dy, on the whole a detailed microscopic analysis of ex-
Heisenberg parameter. The spin statics and dynamics accoPrange interactions is very complex, particularly in the con-

panying this phenomenon are approximated well by thejisions where they are comparable to the singlet-triplet split-
Heisenberg Hamiltonian for the cuprate plane. The so—calleqng_

t—J model and the model of a nearly ferromagnetic Fermi
liquid have been raising certain hopes until recently. How-t

ever the serious criticisms launched by Andefsagainst CI#prate layeP. However a rigorous analytical calculation of

these .tWO quite popular approache_s raise again the issue Qlich contributions to energy is presently lacking. Superex-
choosing an adequate microscopic model for the cuprate

. . : ((:jhange contributions are presented usually in the form of a
magnetism. At the same time the resonat|ng-valence-boncombination of two-center exchange integrals calculated b
model of Anderson, which sheds light on the quantum- 9 g y

) o A . the molecular-orbital method?® These calculations are
chemical origin of parallel bound-electron spin onentatlonbased on the assumption of one-electron states being ortho
and reveals the need of a more careful description of inter- 10 - : 9

I,° which is invalid for the delocalized states of the

atomic (interionic) interaction in the cuprate plane, remains gonal, ™ | U Besid d ke |
valid. The fact is that statistical models, no matter to what®*Y9én-1on € ectrons. Besides, one does not take into ac-

extent they are correétare based on the Heisenberg Hamil- count the nonadditive three-center contributions, which, gen-

tonian containing as a fitting parameter an exchange integra?,ra”y speaking, cannot be considered as small corrections to

which is either estimated from an indirect experiment or cal-N€ Pairwise ones. _ o o
culated in a simplified way in a two-electron approximation ~_ThiS Work reports on the first derivation of the ion inter-
using Wannier functions as a basis, as is the case with thaction energy in the cuprate layer in an analytic form and
Hubbard model, or in the approximation of nearly free elec-@nalyzes in detail all possible three-center superexchange
trons. At the same time, as this was shown in Ref. 6, £ontributions. These contributions are shown to be of the
quantum chemical analysis of interatomic interaction in itselfS@me order of magnitude as the two-center ones. A calcula-
permits one to make conclusions on the origin of spontanetion is carried out of the Heisenberg parameter for an ion
ous spin ordering and to calculate correctly the Heisenberghain with frustrated bonds in the vicinity of oxygen ions
parameter used in the theory of magnetism of superconducwith a different valence, as well as of the hole pairing en-
ors. This calculation is performed from first principles usingergy. It is demonstrated that inclusion of nonadditive super-
the formalism of the exchange perturbation th&8diPT). exchange terms permits one to understand the quantum me-
The algorithm of this calculation takes into account the effectchanical nature of coexistence of the paired hole state with
of the bound-electron orbital state on the resultant total spifierromagnetic ion-spin ordering in the cuprate plane. The
of the system. In this sense there is no need to invoke for thealculated values of the Heisenberg parameter and of the

The superexchange nonadditive effects play an impor-
ant part in magnetic ordering and electron distribution in the

1063-7834/99/41(12)/5/$15.00 1951 © 1999 American Institute of Physics
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hole binding energy agree qualitatively with available ex-respond to the original arrangement of electrons 1,2,3 over
perimental data. the centers I, Il, and Ill. The unperturbed part of the Hamil-
2. Stoichiometric LaCuQ, has a bcc tetragonal structure tonian can be written
with a space group 1A'mm (copper dioxide doped, for in- ~0_ ™0 ~0 ~0
stance, by strontium, La,Sr,CuQ,, has the same lattie HO=HP(1)+Hii(2) +Hi (3), ®)
NMR and muon precession experimeftshow that the an- and the coordinate-dependent part of the zero-approximation
tiferromallagnetic state occurs in this material due to the ineigenfunction
plane Cd*-ion interaction, while the interplanar magnetic 0 _
coupling is weak. The magnetic form-factor of the?Ction L2 =h(r) () g (ry), @
measured in the antiferromagnetic s{ékmrresponds to the Where, for instance,; is the position vector of the first elec-
3d° state. Having a filled electronic shell, thé Oion lo-  tron, andy(r,) is a one-electron wave function centered at
cated between the interacting copper ions is not involved irfenter 1. The wave functiod) can be symmetrized using
any way in this coupling. Young's diagrams in three ways corresponding to the fol-
The electron wave function of a pair of interacting®u lowing spin configurations:e — (112737), B —
ions corresponds, in a zero approximation, to states with &11273(), andy — (172]37).
total spinS=1 or S=0. Its coordinate-dependent part is ~ We invoke now the EPT algoriththpy which the en-
asymmetric or symmetric, respectively. Then for the latticeergy corrections due to interacti¢f) can be written
parame_’cerR=7.3aB (Ref. 6?,_WhereaB is_the Bohr radius, £1=(D°%(1,2,3|V,|¥°(1,2,3)), (5)
the Heisenberg parametgr=egj,q— &= —0.104€V. In
this casej is a negative quantity, which corresponds to anprovided
antiparallel orientation of spins at neighboring lattice sites as defA;;|+0,
an energetically preferable configuration.
Similar calculations of th¢ parameter performed for the Where|[W°) is an antisymmetric function of the zero approxi-

CW?* ions lying in neighboring layersR=12.38ag) yield ~ mation, A;;=(W7[¥?), and the indices andj run through
j=—9.7x10"°eV, which also corresponds to antiparallel the valuesa,,y corresponding to the Young diagrams
spin orientation, but with a very small coupling constant.  specified. TheV; operator symmetrized in accordance with
Thus the assumptions of the interplanar antiferromagone of the Young diagrams, for example, with has the
netic coupling being weak, which were made in spin modeldorm®
of the type of Refs. 4 and 14-16, were fully justified, and we R R
are dealing here indeed with a two-dimensional antiferro- Vo=, f W, | DPY(DP),
magnetic system. P
The same experimer’rfsshow that in the case of doping, where the normalization factor
for example, with strontium (La_,Sr,CuQ,) the Neel tem-
perature drops rapidly proportional to the doping lexelThe f,=2 (PO DPY(—1)%
fact is that doping with a doubly charged metal ion activates P
the &~ ion located between copper ions, which becomess obtained from the condition
singly charged, O, and has now an unpaired electron. In 01Oy
this case when considering the interaction between two cop- (@OWi)=1.
per ions one should take into account the presence of orehe indexp corresponds to the number of electron permuta-
more electron belonging to the "Oion, whose state is tion over the centergy, is the parity of permutatiop, and
strongly delocalized and, thus, overlaps substantially thy s the operator of interactiofil) for the case ofpth
electronic states of the €t ions. elepctron permutation.
Consider two three-center fragments of a cupratt  gecondary quantization yields the  following
layer in doped LgCuO,, namely, C&" -0 —Cl¥* and  pamiltoniart’ for an atomic chain in the model of nearest-

O__CL‘2+__O_- An EPT calculation of the first fragment is nejghbor interaction taking into account three-center nonad-
presented in Ref. 6. For the sake of brevity, denote the ceny;tjyve coupling

ters in the second chain I-11-Ill, and the electrons belonging

to these centers in the original arrangement 1, 2, and 3, re- |:|=(3f)—12 Z eda)a; +a) {a;
. o . _— E\AE AL E—1j9Ei

spectively. Then the operator describing three-center interac- & | i

tion can be divided into two-center ones in the usual manner

W=W,  + Wy + Wy, oy +a§+1,ja§,1>+2 .Ek (_1)p<k’,i’|\7V§'§_1|i,k>
P05
where, for instance, i’k
~ _ _ _ _ + + + +
Wiy =[R=Ryl = [ri =Ryl 1 =[ry=R| 1 +[r =1y 1(2) X(@g 8, 0818t 28,0708, 08 1)@y,

+2a; .8, 8, 1@ +1')<j,|j>(a+ Qg
describes the interaction of the ion cores | and I, of an g-LirTgkr T LG L gr1jroert]

electron with the “foreign” nucleus, and of the electrons iat tat 5
with one another, accordingly. Expressidids and (2) cor- 8¢ jr8era aé*l,i’aﬁld’) ' ©)
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Hereagi , 8¢ are the operators of creation and annihilationThus for the given center separations I-Ill and IRy
in a one-electron stateat center¢, W, ., is the pairwise ~=R=7.355ag and R,=R/2=3.678ag, respectively, we
interaction operator of typ&) of centersé and &E-1, and obtain, for instance, for th@L” contribution for the I-I11-llI
(j'lj) are exchange one-electron densities of the typé&hain

(¢ (r—Ry)|j(r—Rg_1)). Thef factor appears as a result _ ~ R 2 12
of normalization. The summation is carried out over all cen—Q"”=<(I)(123)|V"”ﬁ|qfﬁ(123)>_ Ry +8(1-11+15

ters ¢ in the chain and over pne—e_lectron staigsk, wi_th . —1512) 71X {(— 2B+ K119 + 1 5(— Big— Byl
due account of the permutation signs. The rule of signs in
front of the corresponding matrix elements follows from the K123 = (= 2Bal 1+ Kp119 = 12(—= Bl 1 = Cyaly
Young diagrams.
g cag +Kaz2}, (8

As seen from Eq(6), there are only three kinds of ex-
change three-center terms, of which only the fifth and sixthor, displayed diagrammatically,

are truly superexchange. The matrix elements for the first of
them are -1
Oru=Ry+ o| +1,

<¢§+1,i'(r)¢g,k'(r')|\7V§,§71|¢§71,k(r')lﬁg,i(r» (a),

(e e

(WDeaair (s (1) We el e i (1) e 1id1)) - (D), The notation adopted in E@8) is as follows
and for the second Byy=(y1(N)||r = RI2| "y (1)),

(Pee1i (D e 1p0 (1 We ea e re-1,(1) (0), Cio=(¥(N|Ir =RI™yo(r —R/2)),
and B1o=(¢a(N)[r —RI2| " Hho(r —RI2)),

Bis= (41 (N)||r —RI2 7y (r —R)),

Keyrr={(Wa(r1i= R ¥p(r2—R)|[r1—ro| 7Y

Pairwise contributions to three-center interaction are pro- X ho(r— R) Pa(r1— R,

vided by the fourth term in Eq6). All the integrals pre-

sented here are of the same order of magnitude, which is 11=(1(1)|2(r—=RI2)), 1= (r)|¢h1(r —R)). (9)

comparable to that of the direct, non-exchange contributionye merical values of the above three-center contributions

Thereforg the rule .Of sIgns W'.t.h which thgse terms enter Eqg the energy of interaction between the first and second
(6) acquires a particular significance. This rule is related tg

: . ; : centers calculated for the given center separation are
the way in which the wave function of the system is symme-
trized in accordance with the total spin of this system.

To make the integral§7) more revealing, they can be Q’\Q ¢=-0.10a.u. (a), @ ¢=-0.04 a.u. (b),

presented in a diagrammatic form:

N (@), Q/. ®) '&/- =-0.03au.(c), <N ®=-00lau (d).

(10
QN‘/\. As seen from Eq(10), one of the nonadditive three-
@/’ © > @ . center superexchange contributions, nameéty, is of the
Here the points identify the centers of interacting ions,same order of magnitude as the two-center difegtand
the lines depict Green's one-electron functions, and the inexchanggb) ones, and therefore it can yield a correction to

<¢§+l,i’(r)¢§71,k’(r,)|W§,§71|‘ﬂgfl,k(r,)wf,i(r» (d()7-)

teraction is shown with a wavy line. the exchange energy of 10 to 100%, depending on the factor

We can present now the numerical values of the supemwhich accounts for the extent of overlap of the third electron.
exchange contributiond) calculated for the O—CW#* -0~ In the given casé;=0.29 andl ,=0.17.
ion chain (I-II-111'). The wave function of the copper-ion The energy corrections calculated for all possible spin
electron corresponds to the hydrogenic statejffzgy2 configurations in the chain under study are
(Ref. 18 E,(111)=—0.64a.,

=(15-27 .61)052gj

Po(r)=(15-27/167- 6!)* ¥ sir? 6 cos 2. Eg(111)=—0.76au,

The wave function of the oxygen-ion electrons corresponds g (111)=-0.65a.u (12)
y . .u.

to the 2° staté!
For the similar triple of ions Cif —O —CU/**, the energy

Y1(r)=7/0.5°r sin @ cose exp —0.5r). corrections for the corresponding spin configuration§ are
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02 02 0% Obviously enough, the spin configuration shown in Fig. 1c is
T T T . ¢ R T . i« ~L ~L energetically preferable. Thus the energy gained in the su-

a o L
A A perexchange hole-pairing mechanism is 0.41 eV.
Cu=0 —Cu Cu Cu Cu=0 —Cu Experiments on absorption in the medium IR range car-

ried out on doped superconducting,5aCu,0g, s Samples
T T T ¢ ~L \L »L b show a resonance at a frequency corresponding to an energy
Cu—O —Cu Cu—O0 —Cu gap of 0.3-0.6 eV Such peaks in the medium IR range are

associated usually with the presence in the material of a su-

perconducting phas&:2! An analysis was also made of pos-
T T_ T *L _ ‘L c sible transitions taking into account interaction with the lat-

O —Cu-0 tice; the experimental value of the gap forming in the

material was estimated as 0.34 8&Models based on the
polaron mechanism of pairing yield similar gap energies,
from 0.3 to 0.5 eV; they involve, however, a poorly substan-
tiated assumptidf of a very strong attraction between two

FIG. 1. Spin ordering in cuprate-layer chains.

E.(117)=-0.76 a.u, electrons residing at the same site, which overcomes the un-
screened Coulomb repulsion.

Es(111)=—-0.67auy, 3. While not claiming a theoretical description of the
formation of the energy gap itself, the present authors have

E(1l1)=—0.64a.u. (12)  focused their main attention here on an explanation of the

magnetic phenomena and of the hole pairing effect in the
cuprate layer. Pairing is a necessary but not sufficient condi-
tion for the existence of an energy gap, which, nevertheless,
J:EIB_E;:QOg au=251eV. coincides in order of magnitude with the calculated hole-
pairing energy. Nevertheless, the presence of superexchange
Thus doping which activates oxygen ions @an indeed effects, which are introduced head initio, permits one to
give rise to electron spin reorientation on the’?Cuons and  explain, both qualitatively and quantitatively, the coexistence
to the onset of strong ferromagnetism. of the short-range ferromagnetic order caused by co-
Therefore, as shown in Ref. 13 from an analysis of ex-orientation of the copper-ion electron spins with the Cooper
perimental data, strong ferromagnetic coupling in the €uO hole pairing. In this case the size of the pair is two lattice
plane destroys local antiferromagnetic order. In the case afonstants, i.e;-7 a.u., exactly as specified in Ref. 22.
strong localization, thé-bond concentration would be As Thus one can make the following conclusions:
X increases, the localization lendtf of each hole increases (1) An analysis of superexchange interaction in the cu-
too, and this brings about an increase of the effective conprate layer chains not only permits one to calcukateriori
centration of®-bonds. The large value of the ratif|j| was  the Heisenberg parameter present in any spin model but of-
recently showf? to reduce the threshold concentratiomt  fers a revealing pattern of a trend to establishment of an
which antiferromagnetism disappears in doped,Qui#D,  energetically preferable spin configuration as well. Without
(Refs. 19 and 20 An analysis of the energies of the corre- going into details of the dynamics of the process, one suc-
sponding spin configurations permits a conclusion on the beceeds in predicting a static pattern of parallel spin orientation
havior of oxygen-saturated chains. of the electrons belonging to copper and oxygen ions. The
If a cuprate-layer chain has at least two “holes” or, in numerical value of this parameter is in an excellent agree-
other words, two O ions located far from one another, each ment with available experimental data.
of these ions stimulates orientation of uncompensated Cu (2) The superexchange three-center integrals appearing
spins parallel to the oxygen-ion spin to produce two configu-already in the first order of EPT yield energy contributions
rations of the typel 17 (Ref. 19. It can be expected that comparable in order of magnitude, which, while not exceed-
such two three-spin objects would move along the chain toing, on the average, the pairwise exchange contribution, are
ward one another because of an effective attradtldin (see at the same time not just small corrections to the latter.
Figs. 1a and 1b On encounter, these objects combine toTherefore one should take into account all possible configu-
make up an energetically preferable configurafisee Eqs. rational superexchange terms with the corresponding signs,
(11 and(12)], such that the hole spins are antiparallel, andwhich provide a nonadditive contribution and, hence, contain
the copper ions, while retaining short-range ferromagneti¢dong-range correlations. We have performed a classification
order, behave as a fluctuating spin liguiBig. 19. This  and a numerical calculation of all possible three-center con-
gualitative conclusion contradicts neither the concept otributions.

The Heisenberg parameter in the vicinity of an oxygen with
a different valence is

resonating valence bonds proposed by Anderswr nu- (3) The calculated hole-pairing energies are in a good
merical ladder-diagram calculatioffs. qualitative agreement with experimental data.

Let us calculate the energy difference between the spin  The authors are indebted to T. Yu. Latyshevskaya for
configurations displayed in Figs. 1a and 1c: assistance in a larger part of computations.

) ) One of the authors expresses gratitude to the Interna-
AE=E.~E,=05Ez—E,~E,+Eg)=-0.41eV. tional Science Foundation for financial support.
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Dependence of the superconducting transition parameters on the solid-solution
composition and Te excess in Sn  ;_,Pb,Te:ln
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A low-temperaturg0.4—4.2 K measurement of the temperature dependences of the resistivity of
two series of samples, Snilg, and Sg gPhy oTe, 1, solid solution, doped with 5 at.% In, is

reported. The parameters of the superconducting transition, namely, the critical tempeFatures
and the second critical magnetic fiditl,, and their dependences on tellurium excess

(0=<y=0.06) have been determined. The observed variation of the critical parameters with
increasing tellurium excess in the samples is associated with a change in the filling by holes of the
indium-impurity resonance states. €999 American Institute of Physics.

[S1063-783%9)00612-1

Doping IV=VI compounds with indium imparts unusual semiconductor-grade purity with subsequent quenching at
physical properties to these materials, which are due to theoom temperature. After crushing the ingots to a grain size
existence of impurity resonance states within the allowedl~0.1mm, the powder was pressed under heating
electron(hole) spectrum®: The indium resonance states in tin (P=2000kg/cmi). Next the samples were annealed in
telluride and Sp_,Pb,Te solid solutions £<0.4) lie within ~ vacuum at 600 °C for 200 h. Electron microprobe analysis
the valence banti® The energy of the In resonance stafigs  did not reveal any trace of a second phase in the samples to
and their broadenind’ depend substantially on the solid- be studied.
solution compositiorz and the indium dopant concentration
N,,.3 The existence of an In resonance-state band with 3 EXPERIMENT
high density of statebl(0)~ N,, (which exceeds the density
of states in the valence band of SnTe, Refs. 3 aratdounts A study was made of the temperature dependences of the
for the formation of a number of new physical phenomenasample resistivityp at temperatures ranging from 0.4 to
such as pinning of the Fermi hole levEk and resonant 4.2 K and magnetic fieldsi of up to 13 kOe. The jump in
scattering of band carriers into the In impurity stetéghe  the p(T) and p(H) dependences indicated a transition to
onset of bulk superconductivity with critical supercon- superconducting state. The superconducting transition was
ducting-transition temperature$, in the helium region, oObserved to occur also in studies of the dependence of the
which are relatively high for semiconductors, and with criti- magnetic susceptibility on temperature. Note that an investi-
cal magnetic field#i .,(0 K) ~ 10— 50 kOe is intimately con- gation of low-temperature heat capatigstablished the su-
nected with the filling of the In resonance statelt should ~ Perconductivity in Sp_,In,Te to have bulk character.
be pointed out that SnTe and SpPb,Te without an In im- The critical parameter$, andH,(T) were determined
purity are also superconductors, but with critical temperafrom the conditionp= 0.5y (py is the normal-state resistiv-
tures and magnetic fields lower by an order of magnitude.ity for T<4.2K). Next theH,(T) relations were used to
The materials studied here, SnTe and the related solid soldind the derivatives|dHc,/dT|y_r_for each sample. The
tions, are of interest for development of superconducting rahole concentration was derived from room-temperature Hall
diation receivers(bolometery to operate in the helium- data using the expressign,,=(eR) !, whereR s the Hall
temperature region. The present work deals with the effect ofoefficient, ande is the absolute value of the electronic
tellurium excess on the superconducting transition in SnTeharge. The experimental data obtained in the work are dis-
and S P, »Te solid solutions doped with 5 at.%In. played in Figs. 1 and 2.

1. SAMPLES 3. DISCUSSION OF THE RESULTS

The samples were prepared by the ceramic technology, Prior to starting discussion of the results, we note
and their composition corresponded to the chemicathat the superconducting transition observed in the
formulas SgedngosTer+y and (SRePy)ogdNoosTery  (SnpgPly2)o.edNoosT€r+y Solid solutions studied by us, as
(y=0,0.5,1,1.5,1.75,2,2.5,3,5,6 at.%). The ingots werevell as in In-doped SnTe, exhibits substantially higher criti-
produced by melting in vacuum the starting components otal parametergT, reaches 3 K, an#l .,(T=0 K), 24 kO¢d

1063-7834/99/41(12)/3/$15.00 1956 © 1999 American Institute of Physics
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¢ T T T mentioned, generate a high density-of-states peak. Thus in-
[~ ® Sng 95Ing 05Te1+y — Jio2 troduction of a Te excess into §n,Ph,Te:In does not result
-— (Pbg 2Sng g)p.95Ing gsTet+, ——— 3 in a substantiaEg shift in the valence band while at the

same time increasing the filling of the In resonance states by
holes (up to complete filling. This results inEgx gradually
shifting out of the In band, and this shift &g from the
center of the impurity band with the maximum density of
resonance states toward its lower edge the electron en-
ergy scalg is accompanied by a decrease of the density of
states at the Fermi leveN(0), and by adecrease in the
intensity of electron interaction in the band and impurity
states. This is evidenced by estimates of the density of states
4 at the Fermi level based on our experimental data and made
Teey, at.% using the relatiorN(0)=2.84x 10" [dH,/dT|7 - py* and

the sample resistivity measuremeffsg. 2). It is the above
FIG. 1. Dependences of the cri_tical supercondupting-transition_temperaturf\actors that account for the general pattern of the observed
T. and Hall hole concentratiorpsy, on tellurium excessy in the . . . .
ShhedNoosTer+y and (S8t 2 o.sdMoosTer .y Solid solutions. relations, which are characterized b.y a decr(.agse.of the criti-
cal parameters of the superconducting transition in the com-
positions under study as a Te excess is introduced.

than in samples that do not contain an In impu?iﬂ], thus At the same _tlme the_ _bethIor of the pqrameters of
indicating an unusual behavior of superconductivity in mate{N€ superconducting transition in the series vath0 and
rials with impurity resonance states, which interact strongly?~ 0-2 studied here exhibits quantitative differences. In
with band states. (Sno. Pl Jo.sdNoosT€r+y (for smally), Tc and [dHc,/
Consider the experimental data in more detail. As seef T|7—, are substantially higher; note, however, that as the
from Figs. 1 and 2, the dependences of the superconductinte excess ¥) increases, the critical parameters decrease
parameterd; and|dH,/dT|7_7, on Te excesy observed ~more rapidly than those for §gdngosle (Figs. 1 and 2
in SnTe and the solid solutiorz&0.2) behave in a similar These feat'ures in the experimental data can be interpreted if
way. An increase of the Te excess in samples brings about ¥ takes into account the complex valence-band structure of

rapid decrease of the critical parameters and destroys supdf€ materials studied. One also should take into account, in
conductivity forT>0.4K. accordance with Ref. 9, that as the Pb content in the

Note that the excess Tey) in SnTq,, and Sn,_,Pb,Te solid solution increases, the mutual positions of
y .

SnygPhysTer .y is electrically active and creates metal va- the deep extremesupposedly at the and> points of the
cancies, which in the IV—VI compounds act as acceptor@”"ou'n zoneg vary relatively little(for z<0.5), whereas the
(they produce two holes in the valence band per vacamay In resonance states shift rapidly toward the valence-band top
In-doped materials, however, one does not observe a noticéh® €xtrema at the BZ points. As a result, the In band
able growth of the hole concentration in the valence bandilling by holes in the solid solution increases with increasing
(Fig. 1). This is associated with the Fermi le\gt becoming 2 because of holes transferring from the additional extrema to

pinned by the In impurity resonance states, which, as alread'€ résonance states, and this is what accounts for the in-
Crease of the critical parameters. The corresponding decrease

of the joint density of band states at the Fermi level should
1 bring about a stronger Te-excess dependence of the super-

P300K, cm™3

-— S o<l ae T, 3 conducting transition parameters and of the resonance scat-
A e 095T00STE+y tering intensity in the Sp_,Pb,Te:In solid solution; this con-
10 ’\&Pbo_zsno.s)o.%lno.osTe1+y 1101 clusion is in accord with the experiment.
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Measurements of the basal-plane resistiyifyT,H) performed on highly oriented pyrolitic
graphite, with magnetic fielt||c-axis in the temperature interval 2—300K and fields up to 8T,
provide evidence for the occurrence of both field-induced and zero-field superconducting
instabilities. Additionally, magnetizatiom (T,H) measurements suggest the occurrence of Fermi
surface instabilities which compete with the superconducting correlationsLl9%®

American Institute of Physic§S1063-783@9)00712-]

The magnetic field—temperaturei (- T) phase diagram sample density was 2.260.01g/cni. A cylindrical speci-
of conventional type-Il superconductors is well known. Inmen with diameter of 5.2 mm, and thickness 3.14 mm, and a
the Meissner state, the surface currents screen the appligdrallelepiped 4.8 4.3x 2.5mm, both made from the same
magnetic field. Above the lower critical fieldl,(T), the  piece of HOPG, were used for magnetization and transport
field penetrates the superconductor in the form of a lattice ofneasurements, respectively. Thaxis was along the small-
vortices(Abrikosov latticg. Superconductivity persists up to est size of the samples. The studies were performed for
the upper critical fieldH ,(T), described by the Abrikosov— H||c-axis. M (T,H) dc magnetization was measured in fields
Gor'kov theory®2 On the other hand, it has been proposed up to 5T and temperatures between 2 and 300 K by means of
that the superconducting state can apgeareappegrunder  SQUID magnetometer MPMS5Qunatum Design Low-
application to an electron system of high enough magneti¢requency =1 Hz) standard four-probe resistance mea-
field, such that the Landau quantization of the energy spesurements were performed in fields up to 8T, in the same
trum is important. In particular, when all electrons are in thetemperature interval, with PPM&hysical Properties Mea-
lowest Landau level, the superconducting transition temperasurement System, Quantum Design
ture T((H) is expected to increase with field increasing, op-  Low-temperature portions of the basal-plane resistivity
posite to the T(H) dependence in the classical low- p,(T) measured for magnetic field#t$<0.08 T are shown in
field-limit.3 However, superconductivity in the quantum re- Fig. 1. As can be seen from Fig. 2.(T) has a well defined
gime has not been identified in experiments so far, remaininghaximum at a temperatufg,,(H) (as defined in the inset of
the subject of theoretical investigations only. Fig. 1) which is decreasing function of field. Thug,,,,(H)

In the present work, we report the results of basal-planeseparates a high-temperature semiconducting-like behavior
resistivity p,(T,H) measurements performed on highly ori- (p, increases with temperature decreagifigpm a low-
ented pyrolitic graphitéHOPG), which provide evidence for temperature metallic-like behaviop{ decreases with tem-
the occurrence of superconducting correlations in both quarperature decreasihgin the field interval 0.0 H<2.6 T,
tum and classical limits. Besides, magnetization measurghe maximum inp,(T) does not occutFig. 2). With a fur-
mentsM(T,H) suggest an interplay between superconductther increase in the field, the maximum i (T) can be
ing and other Fermi surface instabilities, possibly spin-observed again for certaid (Fig. 3). A non-monotonous
density-wave(SDW) or charge-density-waveCDW) type. behavior of T,,.x VS H, and the competition between the

The HOPG sample was obtained from the Research Inmetallic-like and semiconducting-like behavior can be seen
stitute “GRAPHITE” (Moscow. X-ray diffraction (® in Fig. 3. At H=3.9T, T,,.(H) occurs at all measuring
—20) measurements give the crystal lattice parameterfields. Temperature dependencepfT)/pa(Tmay VS T for
a=2.48A andc=6.71A. The high degree of crystallites several fields in the interval4H<8 T are shown in Fig. 4.
orientation along the hexagonelaxis was confirmed from In this high-field regime, T, increases witlH increasing.
x-ray rocking curves (FWHM:1.4°). The geometrical Temperature dependences of normalized magnetization

1063-7834/99/41(12)/4/$15.00 1959 © 1999 American Institute of Physics
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FIG. 3. Normalized resistivityp,(T)/pa(2K) in the field interval where

FIG. 1. Basal-plane resistivitp,(T) in the low-field-limit. Inset shows
P Yao(T) Ta{H) reappears.

pa(T) in the whole temperature interval under study fo=0.01 T.

M(T)/|[M(2K)| at various applied fields are presented in respectively. The inset in Fig. 8 depicts a high-field portion
Figs. 5 and 6. The inset to Fig. 6 shoWg T) measured for Of the H(Ty5), plotted in a linear scale.
H=4, 4.5 and 5T demonstrating that the absolute value of The resistivity drop belowl ,,,(H) can be understood
diamagnetic magnetizatiod (T,H) increases with field in- assuming the occurrence of Fermi surface instabilities at
creasing and temperature decreasing, in agreement with préma{H) With respect to the Cooper pairs formation.
vious reporté The novel feature is the occurrence of a mini-  Actually, the rapid increase Gfy,a, with field increasing
mum inM(T) (Fig. 5. At low applied fieldsH<0.3 T, the (H>3.9T, see the inset in Fig) 8esembles very much that
minimum in M(T) takes place at nearly field-independentof the superconducting transition temperatlig¢H) in the
temperaturel ;,=32—35K. AtH>0.3T, T,;,(H) is a non-  quantum limit H>Hgq,), where carriers are in the lowest
monotonous function of the field. For fielés>3 T, [M(T)|  Landau levef The T(H) given by’
monqtonously increases with t_em_perature decreasing. _ To(H>Ho)=1.140exd — 27| 2INL(0)V], (1)
Figure 7 presents magnetizatidbf(H) and susceptibil- _ ) )
ity y=dM/dH vs H at T=2 K. As seen in Fig. 7x(H) results from the increase in @ldensity of statefN,(0) at
exhibits pronounced oscillatory behavior in the field intervalthe Fermi level, where 21%/N;(0)~1/H?, 1= (ficleH)",
1<H<3.5T due to de Haas—van Alphen effect coupled toV is the BCS attractive interaction, afitl is the energy cut-
the Landau level quantization. The reduction of de Haas—vafff on V. With a further increase in field, a saturation in
Alphen oscillations aH>3.5 T indicates that carries occupy 1c(H) followed by a reduction of (H), is expected.Thus,
only lowest Landau levels at higher fields. the saturation iff 5, (H) occurring forH>6 T, see Fig. 8, is
All the experimental results are summarized in Fig. 8,consistent with the predicte@i(H) behavior. One of the

where points 1 and 2 correspond #{Tg) and H(T,,;,),  easons for the supp_ression‘Qf(H)_ is Fhe Zeeman splitting,_
leading to a destruction of the spin-singlet superconductivity

above a spin-depopulation fieliy>Hgq, . It is important to

o
1.00 | 47 O-0n, - -
E\D‘O’D’D/DZD_ /\/A kl&‘tVV\VVN
4 45T /A v A \7\
o o
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FIG. 2. Normalized resistivityp,(T)/pa(2K) in the field interval where  FIG. 4. Normalized resistivityp,(T)/pa(Tma in the quantum limit for
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FIG. 5. Normalized magnetizatioM (T)/|M(2K)| for various fields.
Arrows indicateT ,,(H).

FIG. 7. MagnetizatiorM and susceptibilityy=dM/dH vs H at T=2 K.
Susceptibility oscillations are due to de Haas—van Alphen effect.

Interestingly, the behaviorH (T ma)~(Tmad0)—T)%°
note that a relatively small effective g-factor of graphite, (dotted line in Fig. $ perfectly agrees with the upper critical
g*=(m*/mg)g~0.1, ensures a substantial field interval fie|d behavior of granular superconductors n&gr
aboveHq, where both spin-up and spin-down states should N
be occupietl (herem?/my=0.0589), m}/my,=0.04 are ef- Hea(T)~(Teo=T)%, 3)
fective masses of the majority electrons and majority holeswhere a=0.5 is the characteristic exponent of inhomoge-
divided by free-electron mass,andg~2’). ForH<Hg_,  neous systems of nearly isolated superconducting grains, and
the theory predicts an oscillatory behavior Bf(H),>8"1° T, is the zero-field superconducting transition temperature.
which is also in excellent agreement with the non-Taking the Fermi energy¥r=0.024 eV? and considering
monotonousT ., VS H behavior, found in the regime of pro- T,~50K andH,(0)~0.1T, one calculates using E®)
nounced Landau level oscillatioriBigs. 3 and & that Ho ~2.3T. This value is close to the experimental

On the other hand, as emphasized in Ref. 3, the highvalue H=3.9 T above whichT,,, monotonously increases
field superconductor can be a non-superconducting materiatith H. Supporting the occurrence of superconducting insta-
in the classical low-field-limit. Assuming, however, that su- bilities in the low-field-limit, the resistivity below~50K
perconducting instabilities are responsible for the resistancexhibits a strong field dependenésee Fig. 1, consistent
drop atT<T,,.(H) for all studied fields, one tends to verify with the field-induced suppression of superconducting corre-

the relatiord lations.
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20 30 FIG. 8. Magnetic field-temperature diagram constructed frgT,H) and

M(T,H) data.1 — H(T 4, obtained fronp,(T,H), 2— H(T,,) obtained
from M(T,H). The dotted line is the fit to the upper critical field boundary
FIG. 6. Normalized magnetizatidv (T)/|M(2K)| in the quantum limit for (see text Heo(T)=A(1—T/T¢)%® with the fitting parameter&=0.115T
several fields. Inset exemplifies temperature dependences of magnetizatiandT.,=50.5 K. Inset presents a linear plotldfvs T .., measured at high
atH=4,45and 5T. fields.
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In the magnetization measurements, the lack of evidenctore, we conclude that the inter-crystallite boundary effect is
for the Meissner effect should be noted, first of all. The ab-negligible. On the other hand, thg(T) may originate from
sence of the Meissner effect at high fields is in agreemerd reduced overlap of orbitals, leading to a reduced carrier
with the theory of superconductivity in the quantum lifi#  mobility, and the dominant effect of carrier densityhich
On the other hand, at low fields Meissner effect can be notlecreases with temperature decreasomp,(T). Note also,
seen due to the small size of superconducting regionthat the decrease in the-electron overlap would imply an
(graing. The Meissner effect can also be masked by thencrease in the density of states, responsible for the occur-
proximity of Tya(H) to Trin(H), below which|M(T)| de-  rence of superconducting correlations at high temperatures in
creases. We stress that the non-monotonous behaviggof our HOPG.
vs H (Figs. 5 and 8excludes a trivial origin of the magnetic In conclusion, we demonstrated the experimental evi-
anomaly, such as arising, e.g., from paramagnetic impuritieglence for the magnetic-field-induced superconducting insta-
In search for an explanation of the minimumN(T), one  bilities due to Landau level quantization and the occurrence
should take into account that all contributions to theof zero-field superconducting correlations Bi;~50K in
temperature-dependent magnetization of graphite come fromie highly oriented pyrographite.
carrier states situated in a vicinity of the Fermi levéit the This work was partially supported by FAPESP proc. N
same time, Fig. 8 demonstrates that at small fiéld3 ., 95/4721-4, proc. N 98/14726-1, proc. N 99/00779-9, CNPq
line terminates exactly at thel(T,,, boundary, and that proc. N 300862/85-7, proc. N 301216/93-2, and CAPES
Tmin(H) rapidly increases with field above-2 T, where proc. N DS-44/97-0.
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A new method of studying the energy characteristics of dislocations is proposed, which is based
on the investigation of the interaction of moving dislocations with purposefully introduced
electronic and hole centers. A study has been made of KCI, NaCl, KBr, LiF, and KI alkali halide
crystals containing electronie and holeVy andMe™ " (Cu**, Ag**, TI"*,In"*) centers.
Investigation of the temperature dependence of the dislocation interaction with tenters
permitted determination of the position of the dislocation-induced electronic (&H) in

the band diagram of the crystal. In KCI, the DEB is separated=I2y2 eV from the conduction-
band minimum. It is shown that dislocations transport holes from the centers lying below

the dislocation-induced hole batBHB) (X", In™*, TI**, V) to those above the DHBRhe Cu

and Ag' center$. Such a process is temperature independent. The DHB position in the

crystal band diagram has been determined; in KCl it is separated1hg eV from the valence-

band top. The effective radii of the dislocation interaction with the electrBrand hole

X*, Vi, and TI'" centers have been found. ®999 American Institute of Physics.
[S1063-783%9)00812-9

Dislocations are known to affect considerably the elec-nique permits one to obtain information on the energy pa-
tronic spectrum of a crystal, thus inducing a change of manyameters of the electronic and dislocation-induced hole bands
physical propertiegelectrical, optical, and magnetiof the in the band diagram of the crystal. Another merit of this
latter. method is that in this way one can determine the energy

A number of processes are stimulated by moving dislocharacteristics of moving dislocations, which are free of the
cations. When dislocations move in colored alkali halideimpurities decorating them when they are immobile.

(AH) crystals, one observes emission of photons and elec-
trons accompanied by annihilation of some centers, e.f. of 1. DISLOCATION INTERACTION WITH THE ELECTRONIC
and Vi, and creation of others (Cd,Ag"").1™* In ZnS  AND HOLE CENTERS IN IONIC CRYSTALS

crystals, moving dislocations give rise to the onset of tran-  Theoretical treatment of the effect of such a complex
sient and steady-state dislocation-induced luminescencgystem as the dislocation on the spectrum of electronic states
electron emission, electroplastic effect odd in the field, andg g very serious problem even in the case of alkali halide
structural rearrangements in the crystd. crystals, whose band diagram is studied in considerable de-
In order to identify the mechanisms responsible for theizi| and the dislocation structures are known.
effect of dislocations on the physical properties of crystals,  Quantum mechanical calculations show the existence on
one has first of all to understand the way in which the dislodjslocations of bound states of both electrons and Hbles.
cations change the energy spectrum of a crystal. UnfortuHowever the binding energies determined in these studies
nately, despite a wealth of publications dealing with the in-should be considered only as order-of-magnitude estimates,
fluence of dislocations on the physical properties of crystalshecause they make use of the short-rafagformation po-
the information on the energy characteristics of dislocationgential approximation. At the same time an analysis shows
is extremely scant. the radius of the carrier bound state to be of the order of the
The present work proposes a new method for determintattice constant, which renders the starting approximation in-
ing the energy characteristics of dislocations, which is basedalid. Therefore experimental investigation of the dislocation
on studying dislocation interaction with centers introducedenergy characteristics obtained by studying the interaction of
purposefully into AH crystals. In this way electronic and moving dislocations with the electronic and hole centers is of
hole centers with known energy characteristics are created iconsiderable interest for physics of the solid state.
a crystal. Next one investigates the variation with tempera- A moving dislocation always interacts with electronic
ture of the concentration of these centers after the movingnd hole centers. Obviously enough, if the energy level of an
dislocations have interacted with them. The electronic an@lectronic centeEC) lies above the dislocation-induced
hole centers act in this process as energy “tags.” This techelectronic band.), the dislocation will capture an electron

1063-7834/99/41(12)/7/$15.00 1963 © 1999 American Institute of Physics
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FIG. 1. Scht_ematic energy diggra_m of the electrofi€) and hole(HC) FIG. 2. Energy positions of some centers in the band diagram of the KCI
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holes by a dislocation is a thermally activated process.
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from the EC. This process does not require any activatiomheren? andny, are the numbers of théle™ andX centers,

energy, because dropping to a lower lying state is energetW, and Wy are the hole capture probabilities by tvee™®

cally favorable for an electron. Conversely, it is as favorableand X centersn, is the number of holes, ant, andny are

for a hole to rise up in the crystal band diagram. Therefore ithe numbers of thdle™ andX™ centers, respectively.

the dislocation-induced hole band¢) is located energy- If W,nJ>Wyn§, thenny~n,, i.e. practically all holes

wise higher than the hole centédC), the capture of a hole are captured by thée™ centers. Fon,>n3+ng all the X

by a dislocation can likewise occur without any activationandMe™ centers are filled.

energy. The above no-activation processes are depicted in If Np>n3, ny—n3<ng, but (N,—NJHW,/Wy>n§,

Fig. 1(a). These processes will be seen experimentally as #1en the holes are first captured by tke" centers, to be-

temperature-independent decrease of the concentration of te@me later distributed among theéandMe™ centers. Their

electronic and hole centers following a plastic deformationfinal concentrations arexmnp—ng; Na~ng.

of a sample. Thus by varying properly the irradiation dose,j and
Figure 1b shows the energy positions of the hole andhe activator concentration,, one can change the number

electronic centers for the case where the capture by disloc@f theMe™ andX™ centers within a broad range.

tions of electrons and holes in interaction with these centers ~'N€ interaction of dislocations with the electronic cen-

requires an activation energy. In these conditions, the num€’s was studied, as a rule, in the cond|g|ons Wpﬁfg‘a

ber of the centers destroyed by dislocations will depend orf” WxMx and with the hole centers, f&lyn, <Wyny -

the temperature at which the crystal is strained. +|f a sample was co_dopeod with two impuritiest€; and
Thus electronic and hole centers act as specific energ ©2), their concentrations,, andny; were chosen so as to

tags, so that by studying their interaction with dislocations €€t the conditiomVy;ng;>Wyny (i=1,2). In this case the

one can determine the energy characteristics of the latter ifjoles will be dlstnputed among thde, qndMeZ activator

AH crystals. centers. The positions of some centers in the band diagram of

. the crystal are shown schematically in Fig. 2.
About 30 types of various centers are presently known to . L . .
yp P y In this work, the energy characteristics of dislocations

exist in AH crystals, and their energy characteristics were . be determined from our experimental ddfa®510.11

determined. The studies of dislocation interaction with the
electronic and hole centers were performed on centers of the
simplest type, which do not interfere with the motion of dis- 2. INTERACTION OF DISLOCATIONS WITH ELECTRONIC
locations. By varying properly the temperature at which the®ENTERS

centers were introduced, the concentration of the impurities  |nvestigation of the= absorption band profile before and
(Cu, Tl, Ag, In), as well as the irradiation dose, we were ableafter a deformation showed plastic strain to result in a de-
to introduce in a controlled manner the electroRicenters  crease of the number of tHe centers, i.e., in an increase of
and theVy, Cu"*, TI**, Ag*", and In"" hole centers.  the crystal transmissiof The variation of the number of the
The electronic and hole centers were created by irradiating g centers with strain is shown graphically in Fig. 3. One
crystal V\{ith C8° gamma-rays. readily sees that the crystals studied by us exhibit a linear
Irradiation at 300 K produces electrorficcenters. The  relation between the number of destroyedenters and the
holes () in crystals doped with one impurityMe®) be-  strain, at least up te~8%. Because plastic deformation is

come distributed among thde™ activator centers and the
shallow, optically inactiveX centers. The number of th¢"
(Xp) andMe*™ (Me"p) centers can be easily found by
solving the rate equations describing this process.

For n,<n2, n,<ny we have

intimately connected with the motion of dislocations, the de-
struction of theF centers is a result of their interaction with
dislocations D). This process can be described schemati-
cally asD+F—ey, whereey is the dislocation-captured
electron.
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0 TABLE I. SIL activation energy AU) and the binding energy of
a dislocation-bound electronUg). The accuracy ofAU determination
0.01 eV.
Crystal Activator AU, eV Ue, eV
° KCI Cu 0.08
S Ag 0.09
ZLEIO ] Tl 0.78 21
g Undoped 0.06-0.%
intentionally
KBr Cu 0.13 1.85
NaCl Cu 0.11 2.55
Kl Tl 0.05 1.73
LiF Undoped 0.1 4.83
20 . . . T intentionally
5 .. ¥ 10 Note *Data taken from Ref. 3, the others—from Ref. 10.
3 0

FIG. 3. Variation of the number d¥ centers with strain for the KCI crystals
iradiated by C& gamma raygto a dose of X 10°rad) at 300 K. Open 3. EFFECTIVE RANGE OF THE DISLOCATION
symbols—data obtained in Refs. 1, 2, filled symbols—data of Ref. 3. INTERACTION WITH THE F CENTERS

The number of thé= centers destroyed by moving dis-
locations ANg) can be written

In accordance with the above concepts, in order to de-  ANg=Sr:N, )
termine the position of the dislocation-induced electronic hereS is th by th ing disl . .
band in the band diagram of a crystal one has to study th&"€€>15 the area swept by the moving dislocations,is

temperature dependence of the number offheenters de- the effective dislocation interaction range with theenters,
stroyed by dislocations\Ne=AN(T) and Ng is the F-center concentration. Because the plastic

HoweverAN; decreases rapidly with decreasiigand ~ SU@in

because it is small already &t=300 K, the temperature de- e=Sh2Q, 3
pendence oANg can be measured only with a large error.
The pattern of theAN=AN(T) variation can be found
more accurately by measuring the temperature dependen
of the luminescence generated in deformation of colored AH  rp=bANg/2eNQ. 4
crystals doped wittMe™ ions. The strain-induced lumines-
cence(SIL) occurs in two stages

whereb is the dislocation Burgers vector, afilis the crys-
E%I volume, we find from Eqs2) and(3)

The values of  for variouse are listed in Table I{°
As seen from Table II, within experimental accuragy

(1) D+F—ey does not depend o and is approximately equal to the lat-
' tice constant at 300 K. Thus at room temperature disloca-
(2) eg+Me** —(Meh)* =Me" +hvyer. (1) tions capture electrons from centers into the dislocation-

induced electronic band from a region with a cross section
In the first stage, which has just been discussed, dislocaqual approximately to one lattice constant.
tions capture electrons, which later recombine with holes lo-
calized at theMe™ centers to generate the intracenter lumi-4. INTERACTION OF DISLOCATIONS WITH HOLE CENTERS
nescence of the activatohy;c+).
In all the crystals studied, the SIL intensity)(decreases
exponentially with decreasing temperatisee Table)

The holes created in an AH crystal by an ionizing radia-
tion (at 300 K) are captured, as already mentioned, into shal-
low, optically inactive traps, namely, thé center$ and the

J=Jyexp(—AU/KT). activator Me* centers. By properly varying the activator

concentration and the irradiation dose, one can control in a

As follows from Table |, the activation energyU for  purposeful manner the concentration of tké and Me™
the given type of the crystal does not change when the actieenters. When a colored crystal is illuminated witHight,
vator is replaced, although the positions of the Ag, Cu, andhe F electrons recombine with the holes bound to optically
Tl activator energy levels are different. This permits a con-activeMe™ centers to generate the activator luminescence
clusion that only the first SIL stage, the interaction of dislo-
cations with theé= centers, is thermally activated and governs
the temperature dependence of the SIL. Therefore the expe
mentally determined activation energyU is actually the
energy difference between the states of the electron & thes, % 03 04 06 08 09 15 21 3 38 41 78 15
center Ug) and at the dislocationUg), AU=Ug—Ue. re/b 09 08 10 11 08 09 08 1 10 09 09 07
This means that the dislocation-induced electronic band lies
above the- center level byAU (Table ). Note For rg /b=20%, Np=3x10cm3,

E_ABLE 1. Effective range off center destruction by dislocations vs strain
obtained for a KCI crystal at 300 K.
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TABLE Ill. Temperature dependence of the relative number ofites *
centers [,) created in KCl-Ag and KCI-Cu crystals.
T, K 300 250 200 180 150 110 w4
-
Nag ., rel. units. 1 0.9 1.1 1.05 1 0.95 5
Ncy, rel. units. 1 1.2 1.07 1.2 1 1 e 3k °
Note The accuracy oN, determination is 20%. “i
<
Z2r
= 1

Me**+e—(Me")* =Me+hvye+. (5) :

Application of a strain to KCI, KBr, NaCl, and KI crys- 2
tals doped byMe™ ions (Ag", Cu",TI",In") at 300 K . . . . .
brings about an increase in the intensity of the activator lu- 3 4 5 6 7
minescenceJ,) stimulated by thd- light. In the beginning, 1071 K}

b

Ja grows rapidly with strain, to reach subsequently saturation

at e~2.5%. This process, which was called by us strain-'l;lg+4(-:e:ferrspienr2t:fidd;gfgdes?ggsirgdgltzdnﬁmbaer; n?; Ihe;éfsigﬁ;eated
|nduc.ed sensitizatiofSI9) hqs a dlslocat!on naFure and oc- 2% 1 rad). (1) KCIEIn, @ Ka’_ﬂ_ ¥ 9 &y

curs in two stagest In the first stage, dislocations capture

holes () from the optically inactive, shallow hole traps, the
X* centers(denote them by ™), and transfer them subse-
quently to theMe™ centers(the second SIS stage

If these deductions are correct, then, if two activators
(a; anday) with the levels above and below the DHB, ac-
cordingly, are introduced into a crystal one may expect plas-
(1) D+P"—=P+Dp, tic deformation to transfer holes from the lowex;} to the

upper level. This process should become manifest in a
(2) Dp+Me"—~Me""+D. ©) dzgreaesitza)of the, band in intensity and an increase of the

The number of the strain-creatédle® centers was de- band intensity in the luminescence spectrum stimulated by
termined by the technique described in Ref. 11. One meaheF light (FL).
sured the number of photon®() emitted in the activator For such an experiment to be successful, the FL bands of
luminescence band in a strained sample illuminated until théhe a, and a, activators should not overlap. The 'Tand
intensity of the activator luminescence stimulated by fhe Cu" activators in KCI crystals meet this conditibhAn in-
light reached the pre-strain level. Obviously enough, thevestigation of these samples supported the above assump-
number of the strain-creatéde™ * centers measured by the tions. One observed a decrease in the number 6t Een-
above technique iN,=N,z !, where 7 is the quantum ters and an increase in the Cwoncentration in strained
yield of the intracenter luminescence. KCI-Cu-TI crystals.

A study of the temperature dependence of SIS, i.e. of the  The FL spectrum of the original sampl€ig. 5 exhibits
number of the strain-generatédie” * centers, showed that two bands peaking at 300 and 400 nm. They coincide with
for the KBr—Cu, KI-TI, as well as the KCI-Cu, KCI-Ag the spectra of intracenter luminescence of thé dihd Cu
crystals the SIS process is temperature independent withicenters, respectively. This means that the observed lumines-
the temperature range of 77—300(Kable Il1). cence is generated in accordance with the schié&ne

At the same time the number of the strain-generated Plastic strain results in a considerable change of the
Me** centers in the TI- and In-doped KCI crystals falls off spectral pattern, namely, the intensity of thg,,=300nm
exponentially with decreasing (Fig. 4). The SIS activation and corresponding to the intracenter luminescence of the Tl
energy for the KCI-TI and KCl-In crystals is 0.06 and centers decreases, and the band gt=400 nm, for which
0.045-0.020 eV, respectively. the Cu" centers are responsible, increases in intensity. The

Based on the above considerations, the SIS temperatuevolution of the spectrum is monotonic and comes to an end
dependences permit one to determine the position of that a straine~10%. This process of intensity redistribution
dislocation-induced hole bari®HB) in the band diagram of between the FL bands in the KCI-Cu-TI crystals is ob-
the crystal. It was found that the DHB lies below the levelsserved to occur within the temperature range from 100 to
of the Cu"” and Ag" centers but above those of the'Tand 300 K studied by us.

In* centers by 0.06 and 0.045 eV, respectively. For certain relations between the concentrations of the

The available experimental dafa®permit a conclusion TI* and Cu activator centers the number of the"Tlcen-
that the Ag and Cu levels in KCI crystals are~2 and ters destroyed in the course of deformatidmg,) is equal,
~1.7eV away from the valence-band maximum, respecwithin the ~10% error range, to the number of the created
tively. Although the exact position of the thallium level in Cu*™ centers Ang,). This implies that hole transport by
the band diagram of the crystal is unknown, an analysis oflislocations takes place from the*Tl to Cu* centers. The
the data presented in Ref. 14 suggests that it liegquality Anc,=Any) persists within the 100—300-K range
~1.5-1.7eV away from the top of the valence band. Thisstudied.
means that the DHB is located 1.6 eV above the valence- The temperature independence of the SIS process in
band top in the KCI crystal. KCI-Cu-TlI crystals indicates that both the first and the sec-
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TABLE IV. The temperature at which thé, centers become mobil& (),
and the activation energy of the hopping diffusion\f centers Ey).

0.5

I, arb. units

4
E, eV

FIG. 5. Variation of the spectrum d¥-stimulated luminescence of KCl—

Cu-—TI crystals under plastic deformation. The crystals were irradiated b

Co®® gamma raysto a dose of X 10° rad), T=300 K. (1) unstrained crys-
tal, (2,3 following deformation of up to 3 and 8% strain, respectively.

ond stage of SIS6) do not involve thermal activation. In

Crystal KCI KBr Kl NaCl
Ty, K 170 140 90 130
Ey, eV 0.53 0.28 -

Equation (7) permits one to determine the effective
dislocation interaction range with th¥* centers asry
~(20—-16)b.

The constancy o, (within the experimental accuracy
for crystals containing activators whose levels lie both above
(Cu, Ag and below(TI or In) the dislocation-induced hole
band implies that only the interaction of dislocations with the
X* centers determines the kinetics of the dislocation-induced
sensitization in crystals doped by one of the above-
mentioned activators. This point is an additional argument
for the validity of the method used to determine the effective
range of dislocation interaction with th¢" centers.

It should be noted that the strain, at which the
F-stimulated activator luminescence reaches saturation in the

}prystals with one activating dopant studied by us does not

depend on temperature within tieinterval of 77 to 300 K
covered in this investigation. Hencg is likewise tempera-
ture independent.

Equation(7) permits one also to determine the effective
range of dislocation interaction with the Tl centers ().

other words, in each stage holes are raised in the gap, botthe hole transport by dislocations from the*Tlto Cu*
when they transfer from the TI" centers to the dislocation- centers is complete by,~8%, and therefore;~6 b. Be-
induced hole band and when they are promoted from theause the value of, for the process under discussion does

DHB to the Cu centers.

not depend o, rq, asry, should be constant within the

Thus the experiments carried out on KCI-Cu—TI crys-77-300 K range.

tals confirm the above conclusions of the position of the

The effective dislocation interaction range with tKé

dislocation-induced hole band in the band diagram of theand TI'* centers determined in the above manner is a lower

crystal (Fig. 2).

5. EFFECTIVE RANGE OF DISLOCATION INTERACTION
WITH HOLE CENTERS

estimate of the true values of andry, because botiny
andr, were obtained, as already mentioned, under the as-
sumption of dislocations being distributed uniformly
throughout the crystal. Generally speaking, this assumption
does not adequately describe the situation realizing in a

Assuming the dislocations to be distributed uniformly strained crystal.

throughout the crystal, the volume from which the disloca-

tions can capture holes §3,=Sr, (wherer , is the effective
range of dislocation interaction with hole cenjeiRecalling
Eq. (3) we obtain

rp=0,b/20s. (7)

5.1. Interaction of dislocations with the X*t, TI*tt, and Cu*™*

centers

As already mentioned, in AH crystals doped with one
activator(Cu, Ag, Tl, or In one observes an increase in the
centers through transfer of holes by

number of theMe™ "

dislocations from the shallowX™ to the Me™ centers. The

Note that the effective dislocation interaction range with
the holeX™ and TI"" centers is larger by 16 and 6 times,
respectively, than that with the electroniE centers
(re=b). This appears only natural, because the capture of
electrons by dislocations from the centers is a thermally
activated process, whereas the hole capture fronXthand
TI™* centers does not require activation.

5.2. Interaction of dislocations with the Vi centers

At temperatures below the ones specified in Table IV
holes become self-trapped in the regular lattice of AH crys-

SIS process is completed in the crystals studied by the timels to formVy centers-®

whene=¢,~2.5-3.0%. Further increase of the strain does

not increase théle™ ™ concentration. This implies that a
the dislocations capture the holes bound to Xe centers
present throughout the crystal volume, so that=().

At 77 K, the V¢ centers are immobile. Abové,,, the

Vi centers are destroyed, and the holes are captured by other
traps(e.g., by theMe™ center$ or recombine with the elec-
trons localized at electronic traps. Despite the considerable
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A, nm of the F-stimulated luminescence. In Kl crystals one ob-
700 500 300 200 serves a decrease in intensity of both FL bands, which cor-
T T ' relates with the increase of the straffig. 6). Doped samples

exhibit, besides the decrease of the exciton luminescence, a
considerable growth of the activated luminescence, for in-
stance, of that due to Cu iona {,,=395nm) in KBr—Cu
(Fig. 7).

The enhancement of the activator luminescence implies
that plastic deformation at 77 K of crystals colored at the
same temperature, both irradiated and strained at 300 K, re-
sults in an increase of th&e® "-ion concentration. The
holes participating in the process of strain-induced sensitiza-
tion are captured by dislocations from tki@ centers, which
is evidenced by the drop in the exciton luminescence inten-
4 . . . . . .

E, eV sity when the crystal is being strained. This decrease is not a
consequence of a possible change in the quantum yield of the

FrlG- 6& E)f(feitcctmzf iﬁ'islti; sz[zllg i?rf;;:i;ﬂbmU'a;%dn::f?;nzsacfggeKcifoS:'g-os exciton luminescence, because plastic deformation of a con-

Lfa g‘;elose rr:d. D originalysample,(Z) samplg gtrained t0y4% at 77 K. TL‘;}' 's:in?r?tlgngﬁ;formed before the irradiation does not affect

The Vi centers can be destroyed also by recombination

interest in theV centers on the side of many researchers, th@f the electrons released in a strained sample. However an

position of this center in the crystal band diagram is still notéstimate of the number of thé, centers destroyed in this
known accurately. process, made from an analysis of the intensity of the lumi-

The number ofVy centers in a crystal can be judged Nescence observed, is one to two orders of magnitude
from the intensity of thé=-stimulated band generated by the Smaller than the total number of these centers destroyed in
luminescence of the self-trapped excitons. This process e course of the deformation. The strain-induced sensitiza-

=
w
T

I, arb. units

described by the well-known scheme tion processes occur above and below the hole self-trapping
temperaturgTable 1V), and therefore the transport of holes
e+Vi—hv. from theV, to Me* centers in the samples both irradiated at

Unfortunately, the luminescence of self-trapped excitons/7 K and colored at 300 K is effected by moving disloca-
in the KCI crystals, which have been studied by us mostions.
comprehensively, is observed to occur only fox 20 K.’ Indeed, if the holes became mobile in dislocation inter-
We investigated the interaction of dislocations with cen-  action with theVy centers aff <T,,, then on moving away
ters in KBr, KI, and NaCl. The spectrum of tifestimulated ~ from the dislocation they would become self-trapped imme-
luminescence of self-trapped excitons at 77 K in Kl crystalsdiately with the formation ofv centers. Therefore such a
colored at the same temperature cont&if$two bands, at process would not provide the experimentally observed sub-
A;=300nm and\,=370nm (Fig. 6). In KBr, a similar  stantial decrease of th¥y concentration. This can only
spectrum contains only one band\at,, =281 nm(Fig. 7.12  mean that the holes from théy centers are captured by

Plastic strain affects considerably the spectral characteristig®oving dislocations.
The effective range of dislocation interaction with the

Vi centers () can be readily determined frofi). As fol-
A, nm lows from Figs. 6 and 7, at=4% the volume from which
700 500 400 200 the dislocations capture the holes bound/tocenters in Kl
e E and KBr—Cu crystals i€),=0.5); substituting this in Eq.
(7) yieldsry=6b.

Having found the position of the dislocation-induced
hole band in the crystal band diagram, one can solve the
inverse problem, namely, determine the position of the hole
centers in the energy spectrum of the crystal by studying the
interaction of dislocations with these centers.

As already mentioned, the number of the' tncenters
(N,,) created in KCI-In crystals decreases exponentially
with decreasingr, i.e. the SIS process in these samples is
thermally activatedN,,=Ng exp(—AU,/KT), whereNy is a

: constant, and\U,, is the activation energy. BecauadJ, in
0 2 4 KCIl-In is 0.045:0.02 eV, the In level lies 0.045 eV below
E, eV the dislocation-induced hole band.
FIG. 7. Same as in Fig. 6, but for the KBr—Cu crystal. Dashed line— [N the Kl and KBr—Cu crystals studied by us one ob-
decomposition of curve into components. serves destruction of théx centers as a result of the holes

I, arb. units
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On the basis of a fractal model the macroscopic elastic properties of an inhomogeneous medium
with random structure have been determined. It is shown that if the ratio of the bulk

moduli of the phaseK,/K;—0, then the percolation threshoid the Poisson coefficient is

equal to 0.2. A study of the behavior of a two-phase medium with negative Poisson coefficient is
carried out. ©1999 American Institute of Physid$§1063-783@09)00912-7

Typical materials surrounding us have positive Poissortice for p=p. should have finite macromoduli of elasticity,
coefficientsy>0 (Ref. 1). However, in recent years it has vanishing ap— p.+ 0; the tensor properties of the elasticity
been shown that under certain conditions the Poisson coeffef extended chains forming the percolation cluster should be
cient can be less than zere<0) 2% correctly reproduced; and free states of the Hamiltonian

Such media have still not received adequate theoreticalhould be invariant with respect to rotations.
study. In the present paper the Poisson coefficient of an in-  The first condition is satisfied, for example, by the Born
homogeneous medium with random structure is investigateﬁ—iodeigg however, it does not Satisfy the second condition
on the basis of an iteration method of averages which hagnq as a result leads to a system of equations analogous to
proven to be highly effective in the study of conducgivity and the Kirchhoff equations for electric currents in a network of
the dielectric and elastic properties of cpmposjrﬁe‘é. resistances, and as a consequence to the result that the criti-

~ Studies of the elastic properties of inhomogeneous Megy| indexr is equal to the critical index of the conductivity
dia with random structure and large differences in the prop- Kantor and Webmaf suggested a Hamiltonian that

grtites O]I their components haye Ibeenthpedrformed in thlet,mqékes account of changes in the energy of the system due to
jortty 021_(2;2563 using humerical methods on percola Ionchanges in the angles between the bonds of the lattice. This
lattices: In particular, studies have been carried out of

- ) . Hamiltonian satisfies all three conditions and as a result leads
transitions of an unconnected set of bonds or sites into ?0 a correct description of the elastic properties of percola-
connected set, andice versZ®3® It has been established P prop P

; 4-28
that at the critical poinfthe percolation thresholg. a con- tion systems.

nected set forms a percolation cluster which is a self-similar Itis also necessary to mention that some conﬁgu_rauo_ns
set, i.e., a fractal>-**and the bulk modulus has the scaling of bonds(local region$ can possess unusual properties, in

dependence particular a negative Poisson c_oeffic_iem:_o. Thus, for ex-
ample, the chain of bonds depicted in Fig. 1 when stretched
K~(p—p¢)" in the elastic regionp=p.), (1)  out not only lengthens but also “thickens.” If such configu-
rations make the defining contribution to the macroscopic
K~(p—pc)® in the highly elastic region(p=<p,), properties of the system, then this can lead to the result that
(2 the Poisson coefficient will be negative.

wherep is the concentration of whole bonds, and the critical Numerical studie¥ of planar @= 2) elastic random per-
indices 7 and s depend only on the dimensionality of the colation networks have shown that if their linear dimension

spaced. L<0.2, then the Poisson coefficient of the system will be
Typical representatives of such materials are polymersr,.‘egat"’.ei and |f.>0.2§, the P0|sson'coeff|C|e.nt will be posi-
and colloidal and composite materidfs®” tive (¢ is the correlation lengdh In this case, ilL/{—», the

It should be noted that the probiem of determining eiaSJImltlng value of the Poisson coefficient will be equal to
tic properties on a percolation lattice will be formulated com-»=0.08=0.04 and is a universal constant, i.e., it does not
pletely if we determine the Hamiltonian on the considereddepend on the relative values of the local elastic characteris-
set of sites and bonds whose geometrical characteristidies; if L/{—0, thenv=—3; if L/{=5, thenv=0.

(number of sites or bonds, distance to the most distant ele- Averaging of the local elastic properties of percolation
ments, degree of meander, ¢tare prescribed statistically. In (fracta) systems can be done in different ways. In what fol-
this case the Hamiltonian describing the elastic properties dbws we propose an averaging method based not on a dis-
the percolation system should satisfy certain requirementsrete (percolation lattice, but on a continuum “droplet”
Specifically, elastic connectivity should be realized: the lat-model which takes account of the tensor nature of the elastic

1063-7834/99/41(12)/6/$15.00 1970 © 1999 American Institute of Physics
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FIG. 1. Configuration of a chain of bonds of a percolation system. a
. . _ B
properties. The approach is based on the transfer-matri .

method?? ‘:F' - _SQJ

In the description of percolation systems, along with
fractal geometry use is also made of various analogs of the
renormalization-grougRG) method, which is based on the
idea of scale invarianc®;**which has led to fruitful results

A
T

in the theory of temperature phase transitighs. —F
In the present paper we present the results of numerica HEF

calculations of the elastic properties of a random medium
based on an iteration method of averaging, which is based ol
results of fractal geometry and renormalization-group
transformationg®-2°

~TH
F
tH

T

1. STRUCTURAL MODEL

The basic set of bondQ was obtained with the help of LFm;lrgEjg i
an iteration process the first step of whidk=0) starts off
with a Tmlte lattlc_e, In a space of dlmenS|onaI|(1/_:2 Or, FIG. 2. lllustration of the renormalization-group transformation on a rect-
d:'3 W'_th p.robablllty Po that a bO!’ld betwe?n neighboring anguiar lattice for the cadg=2: a —poy=1; b —py=0.75.
lattice sites is whole—"painted” with a certain color. Bonds

painted with the same color are assumed to possess the same ) ) ) )
properties. In the following stepsk€1,2, ...,n) each Next we considered the effective elastic properties of an

bond in the lattice is replaced by the lattice obtained in thdhhomogeneous medium imbedded in a space of dimension-
preceding step(Fig. 2. The iteration process terminates ality d=3. To calculate these properties we used the func-
when the properties of the lattice cease to depend on théon R(p) based on the 833x3 model ((=3, d=3)
number of the iteration. Thus, we obtained lattices with lin-(Fig- 3).

ear dimension4. , (L, is much greater than the correlation

length, on which the effective physical properties were de-2- ELASTIC PROPERTIES

termined. The set of bonds obtained with the help of this | et us consider a two-phase system with distribution
iteration proceduref),(15,po), depends on the size of the fynction

initial lattice |, and the probabilityp,.16~*8

The probability that a set of bonds will form a connected
set at thekth step,R(l,,py), was defined as the ratio of the
number of connected sets to the total number of dastthe
number of ways of coloring the latticef bonds for fixed
values ofl; andpg. The functionR(l,py), being a polyno-
mial of degreeN, whereN is the number of bonds in the
lattice, whole or otherwiséif the dimensionality of the lat- R
tice isd=2, thenN=2I§), can be determined with whatever
accuracy is desired for any, andl,.

On the basis of fractal models of the structure of a ran- 0.4
dom inhomogeneous medium constructed on various initial
rectangular lattices: 83, 4X4, 5X4, 5X5, 6X6, 9X8,
9x9 for d=2 and 3x3X3 for d=3 (Ref. 16 we have -
determined the percolation threshgid, the critical indices
for the correlation lengthv,, the densities of the percolation
clusterB and the fractal dimensionality; . We have shown 0.0 L L 1 1 L
that the geometrical properties of the obtained fractal sets at 0 0.4 0.8
the percolation threshold coincide with the properties of the p
percolation cluster if the linear dimensions of the initial lat- £g. 3. probability of formation of connected sets versus concentration of
ticel,=8 for d=2 andl,=3 for d=3. whole bonds (p=3, d=3).

R(p)
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a b of “soft” phase is found an inclusion in the form of a ball
(dropled of “elastic” phase(Fig. 4b). The fractions of con-
nected sets and unconnected sets at each step of the calcula-
tions were defined to be equal @m=R(l,_1,px-1) and
1-p=R(lx_1,px_1), respectively.

The effective elastic propertiedulk modulusK and
shear modulusw) of the connected and unconnected sets
based on the droplet model were determined with the help of
formulas obtained in the physics of inhomogeneous
media®*°with allowance for the tensor nature of the elastic
properties.

The scheme of the calculation of effective properties has
the following form: 1 the functionR(p,!) is determined on
the basis of the fractal modébn lattices; 2) at the kth
iteration step of the calculations the concentration of con-
nected sets is calculated according to the formula

FIG. 4. Toward a model of the structure of a connected(aetand an Px= R(pk,l,lk,l), (6)

unconnected séb) of whole bondgthe “droplet” mode) at different steps . . . " »
(scales of the iteration. and the elast_|c properties, on the basis of the “droplet
model according to formulas of the form

cO=f,(c 1 ,c 1V py_1) (foraconnected sgt (7)
—(1- _ ey 4 _cl)
PO(C) (1 po)5(C C2 ) p05(C Cl )i (3) Cgk): fz(cgk*l) ,Cgk*l),p(kil)) (f0r an unconnected get

where§(x) is the Diracé function, pg is the probability that (8)
the given local region possesses the propé}jﬁ) (it pos-
sesses the properY) with probability 1 p).

After k steps of renormalization-group transformations
the density function takes the form

wheref, andf, are known functions which depend on the
structural model and the elastic properties of the connected
and unconnected sets at thk—(1)-th step, these being
ck D andc{ Y respectively.

P (C)=(1—py) 8(C—CP)+ps(C—C). (4) The effective properties of the inhomogeneous medium
C.; satisfy the inequalities

As ke (k) (k)

Pi(C)=8(C—Cqy), (5) Cc'=Cer=Cr”
where C,; are the effective properties of the medium, andIn the limit k—e the sequence€™ converges tey
px=R(l_1,Pk_1) is the concentration of whole bonds at the lim Cgk): lim C%k)zcef_ (9)
kth step. k—c0 ks

q tThe_ ef(;e_ctwe proplert|es (()jf thet St:ﬁcuir?ll m_odel crz]an be. To calculate the elastic properties of fractal structures
\etermined In geneéral according to the foflowing sc emfaaccording to the given scheme it is desirable to have an ana-
first the properties of the various configurations are found 'r]gtical dependence for the functidR(p)

i .

the_first step; these prgperties are then avgraged and assign If starting lattices of small linear dimensiohg<5 for
as_lnputs to the followmg_step,_e‘tEAveraglng of the prop- d=2 are used to construct the fractal set, then the function
erties of all possible configurations of the set of bonds Ieadﬁ(p) can be found analytically. For lattices witg>5 (d

to quite cumbersome calculations. Therefore we use an ap:-2) andl =3 for dimensionalityd=3 finding an analytical

pr?xma}te mﬁthOdt\.Nh'Ch E?US'Sésfm not falcfla:nﬁ tge Fgop'expression foR(p) leads to cumbersome expressions which
erties of configurations obtained for casts of whole bonds in._ "o investigated only numericaff}.

the lattice, but rather in distinguishing two types of configu- Fitting the results of numerical calculations of the func-

rations of sets of bonds: connected sé&S) and uncon- .. .16 ;
X . tion R(p) for a 3x3x 3 lattice’® showed that the function
nected set$UCS), and then transforming from discrete mod- (P)

els (on lattice$ to continuum models in which the connected R(p)=p?(4+8p—14p>—40p3+ 16p*+ 2880°+ 655°
and unconnected sets together form a continuous medium. 7 8 9 1
To model the structure of connected and unconnected sets +672p7 - 376+ 1120°— 14p™), (10
we used the droplet modéball in a homogeneous medium, which was obtained earlier in Ref. 39 gives a good fit to the
see Fig. 4 numerical results.

Thus, at each stefscalg of the iterative calculation of The percolation threshold, according to formulg10)
the elastic properties the structures of the connected and upp, is the solution of the equatiop=R(p)] is equal to
connected sets are modeled by composite “droplets”: a con=-0.2085, i.e., the unconnected set transforms into a con-
nected set — in a continuous mass of “elastic” phase isnected set ap.=0.2085(Fig. 3).
found an inclusion in the form of a baltiropled of “soft” To calculate the elastic properties of a percolation sys-
phase(Fig. 43; an unconnected set — in a continuous masgem with the aid of the step-by-stefiterative averaging
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FIG. 5. Dependence of the elastic properties on the number of the iteraf@mnl) p=0.2088,2) p=0.2092, and3) p=0.2098:(a) logarithm of the shear
modulus log:; (b) logarithm of the bulk modulus Idg; (c) Poisson coefficient.

method we used the Hashin—Shtrikman formdfs8,which ~ “soft” phase, respectively K;, K,, w;, and u, are the
are based on the structural model “ball in a homogeneouslastic properties of the phases of the inhomogeneous me-

medium” (Fig. 4). dium). _
For a connected set the bulk modukis and the shear ~ For an unconnected set the elastic propemﬁél) and
modulusy, at the (+1)-th step have the forff* w8+ are given by formulas obtained from formuléisl)—

(1—p (KD —KD) (13) by interchanging the indices—n and p;< (1—p;).

KITD=K{+ = (12
1+pal (KO —KD) 3. RESULTS OF CALCULATIONS
_ _ (1—p-)(,u(i)—,u(i)) Figure 5 plots the dependence of the logarithm of the
pliF D=, 04 '(i) "(i) c(i) , (120  shear modulug: (Fig. 53, the logarithm of the bulk modu-
1+pibe’(un’— e’ lus K (Fig. 5b), and the Poisson coefficieffig. 50 of the
where fractal set on the iteration numberUp to the point at which
_ _ they level off to a horizontal dependence the curves of the
. . 6(K+2u0) elastic properties have a fractal character. The departure to a
al)= 0= (13

horizontal dependence points to an upper bound on the frac-
tal asymptotic behavior, i.e., to the fact that the elastic prop-
ngKl and ,uS:,ul are the bulk modulus and the shear erties of the system do not depend on sdae iteration
modulus of the “elastic” phase, respectively, aK(ﬂ=K2 numbey.

and u2= w1, are the bulk modulus and shear modulus of the  Figure 6a plots the logarithm of the bulk modukisas a

3K +4ut’ ¢ 5u0(3KO+aul)y’

a b
or 5.0
2F--""/ 4.0
-4¢---N 3.0
v 1 3
s 2 <
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FIG. 6. Elastic propertiest@ — logarithm of the bulk modulus versys [a=log(K,/K)]; 1 — Ky /u1=Ks/u,=5; 2 — Ky /1=K, /u,=0.025.
(b) — ratio of the bulk modulus to the shear modulifu: 1 — K /1=K, /u,=0.025;2 — K /1=K, /n,=0.75;4 — K /1=K, /u,=5.
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FIG. 8. Dependence of the effective Poisson coefficient on the volume

function of the Vo“ﬂme concentration _Of the “rigid” COMPO-  concentration of the “rigid” componenp for various ratios of the elastic
nentp. On the basis of these calculations we determined thenoduli of the phasea=log(K,/K;).

index 7 for the elastic region

K=(P=pd)" P=Pe (14 dence of the Poisson coefficient on the volume content of the
and the inde»s for the highly elastic region phases of the inhomogeneous medi{ifigs. 8 and 9is non-

e (n —)S monotonic and for arbitrary elastic properties of the phases
k=(Pc=P)" P<Pe. (9 passes through the poinp, 0.2), i.e., in the vicinity of the
The dependence of the logarithmic derivative percolation threshold the effective Poisson coefficient is

A(logK) positive even fpr negative values_ of the Poisson coef_ficient
= lm ———— (16)  of the local regiongphasesof the inhomogeneous medium.

P—Pct+0 A(log(p=pe)) The Poisson coefficient changes sign far from the threshold
on the ratio of the bulk moduli of the phases Pc: if ¥1<<0 andK;>Ky, thenv changes sign at a concen-
a=log(K,/K,) is plotted in Fig. 7. tration of the “rigid” phasep>p.; if ;<0 andK;<K,,

The critical indexr, which is determined by the singular thenv changes sign fop<<pc, i.e., in this case the medium
behavior of the bulk modulu& near the critical poinp,  at first offers resistance to a change in its shape and only for
+0, is equal according to the results of our numerical calcu> P does it offer resistance to a change in the volume of
lations, to 3.25-0.05 (Fig. 7), which is somewhat less than the medium.
the values given in Ref. 23r& 3.55) and Ref. 28 (3.647 In addition to the material presented above, we will at-
<3.85), and coincides with the results of Ref. 22temptto estimate the dependence of the Poisson coefficient
(7=3.26).

Our calculations for the highly elastic regiop<p.)
showed that the critical indexdepends on the elastic prop- 0.5
erties of the phases and varies fros+0.52+-0.02 at
Kilpui=Ky/pup,=5 to s=0.75+0.05 at K;/pw1=Ky/u,
=0.025.

In the vicinity of the percolation threshold the ratio of 0
the bulk modulus to the shear modulkisu tends to a con-
stant value(Fig. 6b. We found that K/u) =1.33. This re- >
sult is in agreement with Refs. 23 and 27, which obtained a
theoretical proof of the equalityk(/w) = (4/d) in the limit
P—Pc- -0.5

Figure 8 plots the results of calculations of the depen-
dence of the effective Poisson coefficient on the volume con-
centration of the ‘“rigid” phase for assorted values of
a=log(K,/K;). The calculations were made for values of . . . .
the Poisson coefficients of the phases that encompass their 0 0.4 0.8
wide spectrum of possible values, extending frend.9 to p
0.4 (FIgS.. 8 and 9 It follows _from the ﬂ_glflres _that at the FIG. 9. Dependence of the Poisson coefficient on the volume concentration
percolation threshold the Poisson coefficient is equabto of the “rigid” component p. 1 — »;=v,=—0.9; 2 — v;=1,=0
=0.2 (in the limit K,/K;—0). Here the functional depen- 3 — v;=v,=0.4.
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The new heteronuclear crystal CyfECl;COOQO)g- 6H,0, constructed of chains containing

copper and praseodymium atoms, has been synthesized and investigated by EPR at 9.3 GHz at
temperatures ranging from room temperature down to 10 K. At temperalur&90

—130K, EPR spectra are observed which are characteristic of isolated polyhedra of copper
ions with g,=2.330+0.005, gy ,=2.053+0.005, A,=139x 10 *cm™*, and A,

<26x10 “cm 1. At temperature§ <130 K a complex spectrum is observed, associated with

the appearance of weak exchange interactions between the copper ions in the chain

(Jeu-c>Si- Si 1), comparable in magnitude with the hyperfine interactidgg. c,=0.015cm *
atT=10K. The magnitude of the exchange interaction decreases smoothly as the temperature

is raised. It is conjectured that orbitals of the praseodymium ions participate in the process of
indirect exchange between the copper ions. 1899 American Institute of Physics.
[S1063-783%9)01012-9

With the aim of studying the character and peculiaritiesEPR spectra at room temperature is described by the param-
of the interaction of ions of the iron group and rare-earthetersg,=2.330+0.005(0.230, 0.287, and 0.930 are the di-
ions, we have carried out a study of the interactions ofrection cosines fog, in the XY Z coordinate system chosen
ions of divalent copper and trivalent rare-earth ionswith the Z axis aligned with théo axis of the crystal and the
in the quasi-one-dimensional heteronuclear compoundg axis in thebc plang, A,=139x10 *cm™ %, Oxy=2.053
CuRe(CClLCOO)-6H,0 (RE" is a rare-earth ion*? The  +0.005, andA, ,<26x10 *cm t. Y
present paper reports results of an EPR study of the com- Figure 2 displays the temperature dependence of the
pound with the praseodymium ion (Re=Pr**), whichisa  EpR spectra of a CURICCLCOO)- 6H,0 crystal for the

iord4 . . . :
non-Kramers ior: magnetic field aligned with the axis of theg tensor. As the
temperature is lowered from room temperature down to
1. EXPERIMENTAL RESULTS 130K, the shape of the spectrum does not alter substantially

(Figs. 2a and 2b At temperature§ <130K the picture of

. i e hyperfine splitting begins to change: the four components
crystalline compound CUNGCCl,COO)g- 6H,0 (Ref. 1; of the hyperfine structure decay into a series of components

for the crystaline compound CURCCLCOO) -6H0 4 symmetrically located lateral signals beyond the limits
it has been established that it is isostructural with the . L :

L - of the spectrum appear which are characteristic at high
former compound (triclinic space group P1, Z=2).

The parameters of its wunit cell have been deter-,fzst)o_tﬁ%K) tetE\peratu;etsH Th(le)spectcriatm F'?S' 20;29 'I:‘uﬁ;
mined: a=1180.2), b=1219.42), c=2001.7(2) pm, rate the smoothness of the observed transformation of the

«=98.941), B=106.6§1), y=102.081)°. The crystal spectra. The distance to the lateral signals from the center of

consists of heteronuclear chains. A fragment of a chain of thi€ SPectrum increases as the temperature is lowigs.
crystal CuNg(CCl,COO)g-6H,0 (Ref. 1) is shown in 2d-29. For the magnetlc .f|eld qulent.ed parfillel with t.he-
Fig. 1. The chain consists of two structurally nonequivalentother axes for which hyperfine splitting is manifested, a simi-
polyhedra of the rare-earth ions Rand Re, which are lar picture is observed although the shape of the resulting
joined by a CuQ fragment. Two water molecules of the SPectrum varies depending on the orientatibiy. 3). The
polyhedra of the Reand Re ions finish off the polyhedron lateral signals are preserved for all orientations including the
of the copper ion to a distorted octahedron. orientation of the magnetic field along tieandY axes of
The EPR studies were performed on a single crystal othe g tensor, where hyperfine splittings are not observed. As
CuPp(CCl;CO0)s-6H,0 at the frequency 9.3 GHz in the can be seen from Fig. 3, the ratio of intensities of the lateral
temperature range from room temperature down to 10K. signals to the main spectrum decreases when the magnetic
At room temperature a spectrum is observed that is chaffield is tilted away from the&Z axis of theg tensor. Note that
acteristic of isolated copper centersdf3 | =3/2) with al- the spectra in Fig. 2 were taken under different conditions;
lowed hyperfine structure. The angular dependence of ththerefore they do not reflect the increase in the intensity of

Thorough structural studies have been performed on th

1063-7834/99/41(12)/4/$15.00 1976 © 1999 American Institute of Physics
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FIG. 1. Fragment of a chain of the compound Cy(&ICl;COO)s- 6H,0,

isostructural with the compound CyPECI;COO),- 6H,0 (Ref. 1). Ligand

atoms of carbon C and oxygen O, and neodymium atoms (Nl,) are

denoted by small, medium, and large filled circles, respectively, while the g
large and medium-size empty circles represent copper Cu and chlorine CI

atoms, respectively. Two water molecules are not shown in the figure, one

each per neodymium polyhedron, the directions of the Nd—O bonds for

which are nearly perpendicular to the plane of the figure. 4 4 t L
280 300 320
B, mT

the EPR spectra observed when the temperature is lowered.

In order to graphically demonstrate the change in the posiFIG. 2. Temperature dependence of the EPR spectrad(3 GHz) of a

tion of the signals in the low-temperature spectrum in COm_Cu_Plg(CCI3COO)8-6H20 crystal for the magnetic field oriented along the

parison with the high-temperature spectrum, the positions ogxf 109'(0??8?, Ctefi;?gégi'z?’& %Eg’)ng)_ 0 < &?f%g&%:

the four components of the hyperfine structure are marked ig — 10K (1). The numbers in parentheses are the relative amplification of

Fig. 2g to correspond to the splittings in Figs. 2a and b. Thehe spectra, with the amplitude of modulation being equal to 2.4 G and 1.4 G

distances between the lateral signals in the low-temperatuf@" spectra a—e and f-g, respectively.

spectrum and the outer arrows corresponding to the signals

with m= = 3/2 (m is the projection of the nuclear spin of the

copper ion, are equal to 14 mT for the orientation presentedthe spectra of CUNd, (C40,4),) (H20)1¢ 2H,0 constructed

in Fig. 2, and increase in units of the field as the field is tiltedof copper and neodymium ions due to variation of the para-

away from this orientation but remain fixed in units of en- magnetic relaxation rate of neodymium. We showed there

ergy and are equal to 0.015crh that the shape and position of the spectrum depend substan-
As will be shown below, the observed transformation oftially on the ratio of the magnitude of the exchange interac-

the spectra with temperature is evidence of the appearance #9n between these ions and the paramagnetic relaxation rate

a weak exchange interaction between the copper ions fdf neodymium. Because of this, the spectrum can vary from

T<130K and a smooth weakening of this interaction downthe spectrum characteristic of copper-ion centers at high tem-

to zero in the temperature region 130—290 K. peratures to the spectrum corresponding to the Cu—Nd frag-

ment at low temperatures. As the temperature is lowered

from room temperature, the transformation of the spectrum

shows up primarily in a broadening of the “copper” spec-
The investigated compound is constructed oftrum with its subsequent shift. Broadening of the “copper”

chains in which the copper-ion fragments alternate withsignal as the temperature is decreased was also observed in

praseodymium-ion dimer fragmentSig. 1). Rare-earth ions CuNd,(CCIlz;COO)gs-6H,0, which is isostructural with

are characterized by short paramagnetic relaxation tites, CuPp(CClLCOO);-6H,0 (Ref. 8. For the copper—

and the interaction with rapidly relaxation ions can lead to gpraseodymium crystal broadening of the signal with decreas-

broadening of the EPR spectrum of the copper ions. Refering temperature is absent.

ences 6 and 7 established experimentally and investigated Trivalent praseodymium is a non-Kramers ion and the

theoretically peculiarities of the temperature dependence ajround state of this ion can be a non-Kramers doublet or an

2. DISCUSSION OF RESULTS
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fine structure is of the same order of magnitude as the iso-

a tropic exchangel.
For a one-dimensional system the isotropic exchange in-

teraction is described by the Hamiltoni&h,,=J>SS 1,

whereS = 1/2 for a copper ion at thih site of the chain.
b The exchange interaction between ions in the chain is
significantly greater in magnitude than the hyperfine interac-
tion and leads to averaging of the hyperfine splitting and the
appearance in the spectrum of an isolated exchange-
narrowed signal. If the exchange interaction is less than the
hyperfine splitting, then the interaction between neighboring
centers along the chain will differ depending on what rela-
tion obtains between the projections of the nuclear spin for
neighboring sitesm;=m;,,; or m#m,, ., where m=3/2,
1/2, —1/2, or—3/2. Such a situation was analyzed in detail
in Ref. 10. Taking the indicated nonequivalence into ac-
count, the chain can be considered as constructed of statisti-
cally distributed equivalent and nonequivalent ions. There-
fore, the chain can be represented as consisting of fragments,
inside which all centers have the same projection of the

d
e nuclear spimm. In Ref. 10 it was shown that since the prob-
A~ S ability of the formation of a fragment of length decreases
with increase olN, to model the spectrum of a chain with a
weak interaction it is sufficient to consider fragments with
N=3. Taking the isotropic exchange interaction between the
spins inside a fragment into account does not alter the posi-

tion of a signal with prescribedn. The signals split after
280 300 330 considering the interaction of the total spi of an
B, mT N-dimensional fragment with the spins of neighboring frag-
ments. The interaction with the two neighboring fragments is
FIG. 3. Angular dependence of the EPR spectia=9.3GHz) of a  described by the HamiltoniaH = J(Sy_1Sy+ SySn+1)-
CuPR(CCLCOO)- 6H,0 crystal aT=10K, ©=0 (@), 20 (b), 55 (c), 70 The model spectra of each fragment depend on which
(d), and 90(e). ® =0 corresponds to the magnetic field being oriented along . .
the z axis of theg tensor. fragments are located to the right and the left of the given
fragment. All situations were analyzed in Ref. 10 with allow-
ance for the probability of their occurrence and the authors
restricted the discussion to an account of the three situations
isolated singlef:® If we assume that the latter situation is responsible for 60% of the spectrunm(m,m), (m,d,m),
realized in the given crystal, where the ground state of theand d,m,m) or (m,m,d), wheremis a monomer and is a
praseodymium ion is an isolated nonmagnetic singlet, thedimer.
the absence of an interaction between the praseodymium and An analysis of the model spectrum showed that the lat-
copper ions at low temperatures becomes understandable.eral lines in the spectrum in this case are associated with
At the same time, the change in the picture of the hypersplitting of the componentsi= = 3/2 of the hyperfine struc-
fine splitting at low temperatures in comparison with theture into three componentsy—J, hv, and hv+J. This
high-temperature spectrum points to the presence of a weakaximum splitting is connected with the exchange interac-
exchange interaction between the copper ions in the chaittion in the sequencenf,m,m). Each component of the hy-
The authors of Ref. 10 investigated features of the EPR spegerfine structure splits, but in the central part of the spectrum
trum for a chain of copper ions bound by a weak exchangehe splittings of different sequences of the fragment are su-
interaction, less in magnitud®r comparablgthan the hy-  perimposed, giving a complicated shape to the spectrum as a
perfine splitting, in the instance of the compoundwhole. The EPR spectra observed at low temperatures in
[N(n-Bu),], [Cu(mnt),]. In this crystal with triclinic sym- CuPp(CClLCOO)s-6H,O0 agree qualitatively with the
metry the planar anions Ca(nt),]?~ [mnt=(C;N,S,)? ] model spectra presented in Ref. 10, leaving no doubt that the
form chains which are effectively isolated from one anothemature of the complicated splitting picture is associated with
by cations. The intrachain distance between the copper iorthe weak exchange interaction between the copper ions in the
is 9.403 A. It has been shown experimentally and theoretigiven chain in analogy with the compourdN(n-Bu),],
cally for this compound that the weak exchange interactiorf Cu(mnt),] although the magnitude of the exchange inter-
between the copper ions can lead not to an averaging of thection in the compound investigated here is essentially com-
hyperfine structure, but to the appearance of additional splitparable with the magnitude of the hyperfine splitting in the
tings and the presence of lateral signals in the spectrum, thearallel orientation and only the relatioh<J<2A is ful-
distance to which from the outer components of the hyperfilled. In Ref. 10 it was shown that in this case it is necessary
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to consider not fragments with the samebut fragments for  subsystem, as, for example, is discussed in Ref. 12, modulate
which |m;—m, . ;|=<2 and, as in the case fd< A, splitting  the exchange interaction between the copper ions, making it
from the position corresponding to= *+3/2 in the absence practically equal to zero at room temperature. The expected
of an interaction, out to the lateral signals is determined bychange in the properties of the praseodymium ions in the
the magnitude of the exchange interactibnFor the com- temperature interval from room temperature down to 10K
pound investigated here, the magnitude of the interactiomlue to the change in the population of the nonmagnetic
does not depend on the orientation andTer10K is equal ground state and the excited magnetic states is responsible
to 0.015cm *. for the smooth change in the efficiency of the interaction
The detected interaction is very small in magnitude, butbetween the copper ions. Note that the suggestion has al-
comparable in magnitude with other examples of weak exready been made in the literature that the orbitals of the
change interaction$ detected between copper ions at dis-rare-earth ion with diamagnetic ground state participate in
tances not less than in the investigated compofihd dis-  the indirect exchange between copper ibhs.
tance between the interacting copper ions in the given chain Thus, although EPR spectra of the praseodymium ion
is R=12.7A). In principle, the distance between the copperare not detected, it can be conjectured that a study of the
ions in neighboring chains is less than within a chain, but théneteronuclear compound CyP€Cl;COO);-6H,0O demon-
absence of bridge elements linking the copper ions of twestrates the influence of the praseodymium subsystem on the
neighboring chains allows us to maintain that the detecteefficiency of indirect exchange between the copper ions and
interaction is realized within the chains. the possibility that they may play the role of a regulator of
As can be seen from the temperature dependence of thhis interaction. In the investigated compound the magnitude
spectra in Fig. 2, the magnitude of the exchange interactioof the interaction is small, and we are talking here about a
increases smoothly with decreasing temperature. At roonchange in very small quantities. But precisely because the
temperature the interaction is not detected. A dependence afiagnitude of the interaction does not exceed the hyperfine
the exchange interaction on the temperature was detected feplittings, we have obtained an accurate value of this inter-
many compounds with a weakl€0.1cm 1) exchange in- action and its variation from the EPR spectra.
teraction between the copper ions. There is even an example This work was carried out with the support of the Rus-
of a change of sign ol with temperaturé! Although in the sian Fund for Fundamental Researt@rant No. 98-02-
majority of cases there is a tendency to link the temperaturé6588.
dependence of the exchange with thermal expansion of the
crystal with increase of the temperature, there are grounds tél. Kutlu, G. Meyer, G. Oczko, and J. Legendziewicz, Eur. J. Solid State
assume that other mechanisms can in principle be respon;norg. Chem.34, 231(1997.

. . - . . G. Oczko, J. Legendziewicz, J. Mrozinski, and G. Meyer, Eur. J. Solid
sible for this effect, and their roles in different crystals can State Inorg, ChenB8 (1998

differ.** 3A. Abragam and B. Bleaneflectron Paramagnetic Resonance of Tran-
In CuPp, (CCI;COO0)g- 6H,0 the nearest copper ions in  sition lons(Clarendon Press, Oxford, 1970

the chains are linked by a dimer fragment of praseodymium4s- A. AI’t_shuIer and B. M. KozyrevElectron Paramagnetic Resonance

. . h (Academic Press, New York, 1954

ions(Fig. 1). The structure of the chain allows us to conclude s, "\ “kkin, Paramagnetic Resonanca/ol. 5 (Izdat. Kazan. Univ.,

that the praseodymium subsystem may have an influence orkazan’, 1969, p. 31.

the temperature dependence of the interaction between th®/. K. Voronkova, E. Guskovska, Ya. Legenzhevich, and Yu. V.

copper ions. Note that the EPR spectra of the isostructural Yablokov, Fiz. Tverd. TeldSt. Petersbung39, 2057(1997 [Phys. Solid

| | indi he ab State39, 1838(1997)].
crysta CUNQ(CC BCOO)B'GHZO Indicate the absence F’f a 7K. M. Salikhov, R. T. Galeev, V. K. Voronkova, Yu. V. Yablokov, and
temperature dependence of the parameters of the spin—spin. Legendziewicz, Ann. Phy¢N.Y.) 14, 457 (1998.
interaction in this crystal in the temperature range-3K SVth- Voronkova, J. Legendzievgcz, G. ?&;I:Q and Yt%- V. Yablokov,

; ; ; ; ; _ Third European ESR Meeting, Abstract P ipzig, 1997.

while the exchgnge interaction in the.praseodymlqm COM-5, "2 Lea M. J. M. Leask, and W. P. Wolf. J. Phys. Chem. Sofids
pound in the indicated temperature interval continues to 13g1(1962.
grow. It can be expected that the orbitals of the praseody*k. w. Plumlee, B. M. Hoffman, and J. A. Ibers, J. Chem. P188.1926
mium ions take part in the indirect exchange between th§1(1973- . | § | |
copper ions and the efficiency of the interaction increases ass'g';' Hoffmann, W. Hilszer, and J. Goslar, Appl. Magn. Reson289
the temperat_ure is lowered, noting that |0W_ering the term)(?rail'zD. Davidov, V. Zevin, R. Levin, D. Shaltiel, and K. Baberschke, Phys.
ture results in a decrease of the population of the excited Rev. B15, 2771(1977.
magnetic states of the praseodymium ion. At high temperal—so- Quillou, 0. Kahn, R. L. Oushoorn, K. Boubekeur, and P. Batalil, Inorg.
tures, when the excited magnetic states of the praseodymium~""m- Acta198-200 110(1992.

ion are populated, rapid fluctuations in the praseodymiunTranslated by Paul F. Schippnick



PHYSICS OF THE SOLID STATE VOLUME 41, NUMBER 12 DECEMBER 1999

DEFECTS. DISLOCATIONS. PHYSICS OF STRENGTH

Dislocations and disclinations in the gradient theory of elasticity
M. Yu. Gutkin

Institute for Problems in Mechanical Engineering, Russian Academy of Sciences, 199178 St. Petersburg,
Russia

E. C. A fantis

Aristotle University of Thessaloniki, 54006 Thessaloniki, Greece; Michigan Technological University,
Houghton, Ml 49931, USA

(Submitted April 16, 1999

Fiz. Tverd. Tela(St. Petersbungl, 2158—2166December 1999

The results of application of gradient theory of elasticity to a description of elastic fields and
dislocation and disclination energies are considered. The main achievement made in

this approach is the removal of the classical singularities at defect lines and the possibility of
describing short-range interactions between them on a nanoscopic level. Non-singular

solutions for stress and strain fields of straight disclination dipoles in an infinite isotropic medium
have been obtained within a version of the gradient theory of elasticity. A description is

given of elastic fields near disclination lines and of specific features in the short-range interactions
between disclinations, whose study is impossible to make in terms of the classical linear

theory of elasticity. The strains and stresses at disclination lines are shown to depend strongly on
the dipole armd. For short-range interaction between disclinations, widevaries from

zero to a few atomic spacings, these quantities vary monotonically for wedge disclinations and
nonmonotonically in the case of twist disclinations, and tend uniformly to zero as

disclinations annihilate. At distances from disclination lines above a few atomic spacings, the
gradient and classical solutions coincide. As in the classical theory of elasticity, the

gradient solution for the wedge-disclination dipole transforms to the well-known gradient

solution for a wedge dislocation at distanabsubstantially smaller than the interatomic spacing.

© 1999 American Institute of Physids$1063-783#9)01112-(

1. Traditional description of the elastic fields and energyat taking into account the effect of couple stres$e€®
of disclinations is based on solutions obtained within theDislocations®=2° disclinations?®>?® and crack¥ were con-
linear theory of elasticity=> In the isotropic case, the corre- sidered both in the Cosserat continuum and in a micropolar
sponding expressions for the strain and stress tensors ameedium. The solutions found for the elastic stresses and
fairly simple, which permits one to use them widely when strains differed from those obtained in the classical theory of
modeling the structure and mechanical behavior of a varietglasticity, while containing, nevertheless, the same singulari-
of materials ranging from conventional metals, alloys,ties at the dislocation and disclination lines and crack tips.
and composités to nanoparticles®>® nanostructural Following the classification of Kunift, the Cosserat and
material® metallic glasse$®”1°13 and thin-film het- micropolar continua may be considered as having a weak
eroepitaxial system¥:'®> Some components of these fields, nonlocality in the elastic properties, which manifests itself in
however, undergo a discontinuity at disclination lines, whichthe appearance in the expression for the elastic energy of
entails considerable inconveniences in theoretical descriptiodifferential operators of second and higher orders on the dis-
of the situations where one has to know the stresses armlacement field, and of the corresponding additional material
strains near disclination lines. This relates, for instance, t@onstants. Treatment of defects in media with a strong non-
disclination models of grain boundaries, metallic-glass struclocality, where the elastic stress and strain tensors are con-
ture, and mechanical behavior of nanocrystalline materialsjected through integral relations, provides substantially bet-
where one has to deal with high-density disclination en-er results; indeed, the singularities in the stress fields at the
sembles. Thus one meets here the same problems as in usitiglocatiori’ 3! and disclinatiof! lines, as well as at crack
the well-known solutions for elastic fields in the vicinity of tips2°3?33disappear. The quasicontinuum modé&f§taking
dislocation$™'® or crackst’*8which are treated in the classi- into account the discrete structure of the solid were found to
cal linear theory of elasticity. be the most efficient. One obtained in a closed analytic form

The first attempts to modify the elastic fields of thesestress fields for straight screw and edge dislocations, which
defects while staying within continuum models were directedare zero at the dislocation line and reach maximum values at

1063-7834/99/41(12)/9/$15.00 1980 © 1999 American Institute of Physics
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a distance from the latter, to finally decay with weak oscil-mum values in absolute magnitude of about 1&4rew dis-
lations relative to the classical solution. At the same timelocationg and 3—14%edge dislocationsat a distance= \c
solution of the same problems within the elastic continuumfrom it. Significantly, estimation of the gradient coefficient
model with the stresses related to strains through integralfor a lattice with a parameteryielded/c~a/4.3* An analy-
required introduction of aa priori form of an integral ker-  sis of total displacement fields around single dislocations and
nel in the definition. The solutions for screw dislocationsdislocation dipoles showed that this gradient theory of elas-
were obtained in a different analytic form and reduced to theicity leads in a natural way to two characteristic lengths,
classical representation in the limiting case of localnamely,ry,~5./c, which may be considered as the disloca-
elasticity?® The solution for screw dislocations was derived tion core radius, andi,~10yc, which corresponds to the
only in an integral form, and no such passage to the limitradius of strong elastic short-range interaction between dis-
could be madé? No weak oscillations characteristic of a locations. Then one can introduce two valid estimates for the
quasicontinuum were observed. Interestingly, the solutiongase of the conventional lattice dislocation in a crystgl,

for displacement fields and elastic strains retained the form-1.25a, andd,~2.5a,. Outside the dislocation core, gra-
obtained in classical local elasticity, i.e., the existing classidient solutions transform rapidly to the classical ones. Note
cal singularities remained. Note that although Ref. 31 usethat the total displacement field of an edge dislocation looses
completely analogous models of a nonlocal continuum, thesi such a treatment the characteristic logarithmic singularity
features of the nonlocal solutions were not pointed out thereat the dislocation line. Moreover, the displacements calcu-

W= ub?A

Thus within the continuum theories of elasticity consid- |ated in this way agree well in order of magnitude with ex-
ered one has not succeeded until present in constructingerimental observations and computer simulations of unsplit
models of line defect&dislocations and disclinationsvhich  dislocationg'
would combine such properties as the absence of singulari- Although the elastic stress fields remained the same as in
ties in the stress and strain fields at defect lines with a simplelassical elasticity, the elimination of singularities from the
analytic formulation convenient for use in physical applica-elastic strain fields resulted also in their disappearance from
tions. The above-mentioned quasicontinuum mddéfsat-  the expressions for the elastic dislocation enerffies.
isfy these requirements, but a transition to gquasicontinuunwhereas when calculating the dislocation energy in terms of
entails inevitably formidable technical difficulties when con- classical elasticity one had to introduce an elastic-field cutoff
sidering real nonuniform nanostructural systems. It appearst the dislocation core and take the core energy separately
therefore reasonable to continue the search for continuunmto account, the solutions obtained within the gradient
models which would produce results consistent with experitheory of elasticity offer a possibility of side-stepping this
mental observations; results which would, for instance, perdisadvantage to perform straightforward calculations, which
mit one to estimate the displacements and strains near defegild for the elastic energyV per unit dislocation length
cores and compare them with real values that can be obtained
from electron microscope images and computer models. R

One of the possible ways to solve this problem lies in I”ﬁJr V_B]’ 2
replacing the conventional Hooke’s law governing the rela-
tions in linear theory of elasticity with its simple gradient where b is the Burgers dislocation vectoR is the outer
modificatior?* dimension of a bodyy=0.577 . .. isEuler’s constant, and

T=\(tre)l +2us — VA (tre)l +2ue], (1) Q(lli(i)?'BB: :Af?gr Znsgazvg gr']zl?cat'on’ and=114m
where\ andu are the conventional Lansonstantsg ande We obtained earliéf gradient solutions for elastic strain
are the tensors of conventional elastic stresses and strainsfields generated by dipoles of straight disclinations of all
is the identity tensorV? is the Laplacian, an&>0 is a three types, i.e., wedge and twist ones. It was shown that in
gradient coefficient, which is zero for the conventionalthe cases of both cracks and dislocations the solutions no
Hooke’s law. Note that Eq(l) is a particular case of an longer contain the singularities characteristic of the classical
extremely cumbersome constitutive relation derived bytheory of elasticity. Elastic strains take on zero or finite val-
Mindlin® who took into account in the elastic energy secondues at the disclination lines. These finite values depend
gradients of the elastic-strain tensor. Application of the con-strongly on the dipole arrd and vary monotonicallywedge
stitutive relation(1) (Refs. 34 and 36—38and of similar disclinationg or nonmonotonically(twist disclination$ in
relation$®*° to crack problems eliminated the classical sin-short-range disclination-dipole interactions, wheré
gularities from the elastic displacement and strain fields at<10\c. When disclinations annihilated(-0), the elastic
crack tips. True, the elastic stress fields retained their fornstrains tend smoothly to zero. As in the case of dislocations,
with the conventional singularities, but nevertheless this wathe gradient solution transforms to classical far away from
not considered significant, because the elastic stress tensitve disclination lines, where>10yc. Interestingly, when
cannot be rigorously defined at the atomic level. the dipole armd becomes much smaller than the character-

The successful elimination of singularities from solu- istic dimensionyc, the elastic fields of a wedge-disclination
tions for cracks stimulated the interest in applying Bk.to  dipole transform to those of an edge dislocaftbsimilar to
an analysis of the elastic fields of dislocatinsand the corresponding case in classical theory of elasticity.
disclinations®? It was found that in the case of dislocations Despite such obvious merits of using the constitutive
elastic strains vanish at the dislocation line and reach maxirelation (1) in a description of the elastic fields of
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cracks**3®~*Odislocations!! and disclinationé? as elimina-
tion of singularities in the displacement and elastic strair
fields and in obtaining reasonable values for these quantitie
at defect cores, this approach has a substantial shortcomit ‘ . A Ve
of a general nature, namely, the elastic stress fields retal o - NOP
their classical .form and clgssical sing.ulari'gies at defect Iine:_wx /sz fig
and crack tips. To eliminate this disadvantage, we s k

employed? for the description of dislocations in place of Eq.

(1) a more general constitutive gradient-theory relation
(1— ¢,V o=(1-c,V?)[\(tre)l +2ue], (3)

now already with two different gradient coefficierts and

Cy, considered earlier by Ru and Aifanfs.The latter FIG. 1. Dipole of straight disclinations with Frank vectatsy.
proposeff* a fairly simple mathematical procedure, similar to
the one employed in Ref. 36, for solution of E®) for a
boundary problem using a well-known classical solution of
the-f-szsr?,flﬁ‘:ﬁ”td ?ry pfc? Itehm. _Inr:jteﬁ d, d't _gan fbé ;}ad”)@) derived for straight disclination dipoles.

vere that for ¢, = € nght-hand side o q 2. Consider a disclination dipole made up of two parallel
yields a classical solution for the stress field, which we shall

denote bvo®. and th lution for the displ t field | disclinations with Frank vectorstw (w=w.e+w.ey
eno'e byo, anc e Sotion 1of e displacement ield 1S 1., e ). The projectionso, andw, relate to the strengths of
found from the inhomogeneous Helmholtz equation

the twist components of these disclinations, andis the
(1—c,V)Hu=u", (4)  strength of their wedge compong(fiig. 1). Let the disclina-
tions lie in they=0 plane along the axis of the Cartesian
frame and cross th& axis at the pointx=—d (negative
disclination andx=0 (positive disclination

2.1. Classical solutionThe classical solution for elastic

(1-c,V?)e=¢" (5) strai?s,sﬂ , in units of 1[47(1—v)] can be written in the
m

& £y

In the present work we are presenting solutions of Eg.

whereu? is the classical solution of the same boundary prob
lem with stresses prescribed at the boundary. Equdédpn
yields a similar equation

for determination of the: elastic strain field in the gradient

theory of elasticity through the classical solutioh As fol- 0 X x+d
lows from Eqgs.(3) and (5), the gradient solution for thes  €xx= ~ @xZ (1=2v) 2 2
stress field in the+0 case can be derived directly from the 1 2

2xy?  2(x+ d)yz]

- +

4 2
r I

equation 2x%y  2(x+d)?
9 0 —wyZy(1-2v) XZ—XZ + 4y— ( 4)y
(1-c,V¥o=0", (6) rg rj I P
where 0¥ is the classical solution for the same boundary 2

r 2
problem. +w2‘(1—21/) Inr—lwL y—z—y—},
2

Thus in order to solve Ed3), one can solve separately I r%
Egs.(5) and(6), whose right-hand sides are actually the clas-
sical solutionse” and ¢”, subject to additional boundary _o =—wXZ‘(1—2v) (_2_
1

&
conditions caused by the presence of gradient terms. In the’”

case of dislocations such an additional boundary condition

x+d) . 2xy?  2(x+ d)yz]

2 4 4
rs r ra

was the matching of the classical and gradient solutions at an y y| 2x%  2(x+d)?%
infinite distance from the dislocatidf.It should be pointed Toyzy(1-2v) FEY R R
out that a similar approach was employed in a consideration v ! 2
of the screw dislocation and a mode-IIl crack aimed at find- r{ x> (x+d)?
ing asymptotic solutions at a dislocation line and a crack tw,{(1-2v) '”E“L r_z_ r2 '

1 2

tip.** It was shown that the gradient solutions contain no
longer singularities either in the strain or stress fields. Exacggzzo,
solutions of Eq.(3) were obtained for straight edge and
screw dislocation® Neither elastic strains, nor stresses or 0 z[ y y 2x% N 2(x+ d)zy’
Wy —2—
1

dislocation energies contained singularities at defect linexy™ r_z_ r4 r4
The expression for the screw-dislocation elastic energy de- 2t 2
rived in this approach retains the for(®) but with ¢, sub- | X x+d 2xy? 2(x+ d)y2]
stituted forc, and in the case of the edge dislocation one has  twyZy 5 ——F ——+ 7
to make the same replacement and Bet —1/2. It was i M2 ! 2
shown also that elastic stresses reach the largest value of the |xy (x+ d)y]

—w,{ = — ,

order of u/4— u/2 at a distance=a/4 from the dislocation
line.

2 2
r rs
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2 2
ed=— [(1 2V)|n—+y——y—]
) r1 r2
Xy (x+d)y
+wy[r—2—r— ,
1 2

ra

o _ (xy (x+d)y]
Eyz= Wx| 5 2

(-2 2y X D @)
—_ - n— —— ]

@y RPN rs

wherer =x2 +y anolr2 (x+d) +y

Then the classical solution for the elastic stre&s&sn
units of u/[27(1—v)] can be cast as
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®

2.2. Gradient solution.As already pointed out, solving
Eq. (3) reduces to a separate solution of E¢®. and (6),
with the classical solutions® anda® given, respectively, by
Egs. (7) and (8) to be substituted in their right-hand sides.
The procedure of solving E@5) with the right-hand side of
Eq. (7) is described by us in considerable detail in Ref. 42,
and Eq.(6) with the right-hand side of Eq8) is solved in
much the same way. We are giving here only the final re-
sults.

The solutions of interest here can be presented as a su-
perposition of the classical solutions and additional “gradi-
ent” terms

O'XXZSXX(V=0), O'Syzsyy(’/zo)v
+d _ .0 o0
0'2 :_wxzzv{é—x—} gij=ejte ﬁr, i = +crﬂr, 9
S
—wy22v[y2 y]+a)22V|n— Whereggr is given, in units of J/47(1—v)], by the expres-
rfor3 r2 sions
|
x2—3y? (x+d)2—3y?  2x y? ry | 2(x+d) y? ro
e = 0y Z{ 4CoX —4cy(x+d) - v— =Ky = |+ ———| v 5| K| —=
v { r S e\ 3] el e 3 T G,
x2—3y? ( r (x+d)2—3y? ry x2—y? 3(x+d)%—y
—2x K, = | +2(x+d) S | 402y Cagy D Y
ri Jeo r2 Vo v ra rs
2y x2> r 2y ( (x+d)2> ( ro ) 3x2—y? r
+ 1-v— =Ky — T Ky =] 2y K, ——
rive, i3] NG e, rs Ve, r Ve,
3(x+d)%—y? ry x2—y? (x+d)2—y? ry
+2y ————Ky| —| | +tw,{ 2C —-2c +(1-2v) Kol —=
Y ra Ve, 177 2 ( ) Ko Jc,
2_\2 2_
ro Xe—y ry (x+d) ro
—(1-2v) K, )——Kz(—)-f— K2 —Z
\/C—Z ri \/C—Z Co
x2—3y? (x+d)2-3 r{ | 2(x+d) y? ro
eI =w,z{ —4c,x———— +4c,(x+d) 1—v— — -1 |Ky| =
v | rs r2 rN— Ve, e, r3) e,
x2—3y? ( (x+d)?-3y* ] [ 3x%—y? 3(x+d)2—
+2x———K, -2(x+d) ———— +w,z{ —4cyy +4coy
TR = y . g
2 x? r 2 x+d)? r 3x2—y? r 3(x+d)%—y? r
rl\/C—z ry \/C—z rz\/C—z Iz \/C—z s \/C—z rz \/C—z
x*—y? (x+d)?—y? ry M x*—y? ry
+w _2C2 +202 +(l_2V) KO f— —(1—2]/) KO —_— +—K2 -
z{ r r2 Ve, Veo) 1k Ve,

(x+d)?—y?

rz
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Qr 0,

ZZ

x2—y? 3(x+d)2—y2 2x2 Y

Egy= 0y z[ 4coy s —4c5y 5 \/_
3(x+d)2—y2K (r_2

TR
2(x+d)y? ( ry ) x2—3y?
At A 2x

Ve, e

K2

Ve,

rl

X x+d 2xy
+w,{ 4Cy — 2 —4c,y——— —5 Ky
M rs ri

— |+
Ve,

rs

£5,= Wy Y 2Cy a

x2—y? x+d)2—
o {_2% y (x+d)
r s

—ufeyn<(kz)+u.2yn<(Ji>

x2—y? r x+d 2 ry
r \/C—z \/—
ro [ 4 +4 x+d 2xy (r )
Czy CoY =T — -
ri r3 Jeo
2(x+d)yK ro
2 e/
ef= —4c X+4c x+d 2XyK
o AV
Eyz— Wy 2y 1 2Y rz f1 2 \/C—z
2(x+d)y (rz)] | x2—y?
2 K A oy | 20—
2 (crd)®y” (1-2v) K )
Con e,
2 2
2 Xy N
ca-2nK (_)_ ( )
e 12 Ve,
(x+d)2-y? (rz)]
+—)Ky| —| ¢, (10
r Ve,

andof", in units of u/[27(1—v)], by the expressions

oli=ed(v=0, crCy), od=

yy ;(VZO! C2<_}Cl)|

1) 2(x+d)?y

Ve,

x?—3y
T wyZ) —4CX——F— +4cy(x+d)
r

) —2(x+d)

ry ) 2(x+d)y

M. Yu. Gutkin and E. C. A fantis

+ —K1<_2) _ZyMKz(r_l)
rive, Ve, ry Ve,
(x+d)2—3y2 2xy? r
el

rs rives

(x+d)2—3y2K (r_z)
r e,

%)

or_ ) | rl) x+d ( ro )]
R P N B e Yy
M y M
“’yzz”{rlr (r) e ! TH
+w22v[Ko \/?1 —KO(E”,

U)g(;_SXy(CZHC]_) Ugg_SXZ(CZHCl)
0y7= €y Cat=C1), 11

whereK,(r/+/c)) is thenth-order modified Bessel function
of the second kind (Macdonald’'s function with n
=0,1,2;k,1=1,2

In the limiting case, where the gradient coefficients
andc, vanish and the constitutive relati@8) reduces to the
standard Hooke’s law for an isotropic medium, the gradient
termse{l andofl vanish too. Note that after the substitution
of ¢ for ¢, the strain tensor components0) coincide fully
with the solutiof? found using the constitutive relatidd).

The elastic strain and stress fiel@ thus derived do not
contain any longer the classical singularities at disclination
lines. Indeed, consider, for instance, the strains and stresses
at the line of a positive disclinationx&0,y=0) (Fig. 1.
Taking into account the asymptotic behavior

2\/c— r
— = y—i—lnTl, Kl(_l)

Jer

4

r 2c, 1
of ) =

Ve i 2

r,—0 rl

r,—0 r,—0

we obtain from(10) for r;— 0 the following expressions for
the straing(in units of /47 (1—v)])
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FIG. 2. Distribution of the tensor components of elastic stréns®, &; (b) e2, £4y: (C) £, &x,: (d) £),, &y,; and elastic stressea) 0°, o, (b) o7y, oxy;

(c) agz, Oyz; (d) 032, gy, near the line of a positive twist disclination with a Frank veaior (w,,0,0) calculated fod=10*\c,, | =1,2. The strains are
plotted in units of(a,l w,z/[47(1—v)\/c,] and (c,d) w,/[4m(1—)], and the stresses, in units 6d) ww,z(1+v)/[6m(1—v)(1—2v)yc.], (b)
pwZl[27(1—v)c,], and(c,d) pw,/[27(1—v)]. The upper plots reproduce) the classical solutionsﬂ , aﬂ , and the lower ones, the gradient solutions
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1-2v 4Cz+2vK d
02 ——— = —+ —K,| —
Ld @ e
2K d 1 1-2
T ke o twz 5 -(1-2)

el
— 2 (1-21) Ko —=

Szz|rlH0:0!

8xy|r -0~
1

8xz|r1ﬂ0:

8yz|rl—>0

2\c,)  d? Veo
Ky )]
1-2v 4c, 2(1-v)
w2y ———+ —— —Ky| —
Ll @ e e
2
—Ks l tw,y —5—(1-2v)
d \/C_z 2
X| y+In d +&_(1_2V)K0 i)
2\c,] d? Jc,
)
2 \/C—2 ’
1 4c, 2 d
wyZ —a‘f‘?—aKz \/?2 ,
1 d 2¢c,
wx{—§+(l—2v)(7+|n2\/c_)+?
2
+(1-2v)K i -K i)
( V) 0 \/C_2 2 \/C—z ’
= l+(1—2 )( +In d )—&
=wy 2 V)Y 2\/C—2 d2
+(1-2v)K i +K i (12
( V) 0 \/C—2 2 \/C—z y

and from(11), for the stresseén units of u/[27(1—v)])

O-Xx|r1*>O=8XX(V=O7 C2‘_>Cl)|r1ﬁ01

O'yy|r1HO:8yy(V:01 CZHC1)|r1HOi

O'zz|r1H0:

1 1
w22v) 7 — —=K;

N

&)

+ Ky

&)

—w 21/[ y+In——

d
2de.

Oxy |r1ﬂ0: 8><y((32‘_>cl)|rlHOr

sz|r1—>0= 8xz(c2<_’cl)|rl—>0!
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O'yzlrleoz8y2(02<_’cl)|rlao- (13

Equations(12) and(13) are convenient to use in studies
of the short-range elastic interaction between disclinations,
which was impossible to do within the classical linear theory
of elasticity. A comprehensive analysis of the variation of
strain fields near a disclination as a function of the dipole
armd was made in Ref. 42, Because the solution for strains
derived above using E@3) coincides in form with that ob-
tained in Ref. 42 for the relatiofil), we shall restrict our-
selves here only to the main conclusions drawn in the quoted
paper. First, elastic strains take on at disclination lines zero
or finite values, depending on which component and of what
disclination(twist or edge is being considered. Second, the
finite values of strains depend strongly on the dipole drm
and vary monotonicallywedge or nonmonotonicallytwist
disclinationg under short-range disclination dipole interac-
tion, where d< 10\/c—,. When disclinations annihilate
(d—0), the elastic strains tend smoothly to zero. Finally, as
in the classical theory of elasticity>the elastic fields of the
wedge disclination dipole transform to those of an edge
dislocatiot! when the dipole arnd becomes much smaller
than the characteristic dimensiaft,.

Because the coordinate-dependent parts of the strain and
stress fieldg9) are very similar(in the shear components
they coincide forc;=c,, and in the normal ones, far;
=c, and »=0), the same conclusions apply to the stress
field as well.

When considering the long-range disclination interac-
tion, whereds \/c;, the elastic fields at the disclination line
are described by approximate expressions for the stfains
units of 1[4m7(1—v)])

Z
8xx|r1ﬂ0%wx(l_27’)a

v+In

1
+ w, E—(l—Zv)

vl

Eyy rlaomwx(l_ZV)a_w

1
45+ (L-2v)

v+In

vl

8zz|r1H0=Ov

Z
8xy|r1ﬂ0~_wya,
1 d
8XZ|T1~>O~_wX E_(l_ZV) 7+|n2\/c— ,
2

y+In

(14)

el

and for the stressd@ units of w/[27(1—v)]):

1
8yz|r1ﬂ0~wy{§+(1_27/)

Uxx|rlﬁ0:8xx(7’:01 C2‘_’01)|r1HO:
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a b

§ )

FIG. 3. Distribution of the tensor components of elastic strés?, ¢; (b) sffy, £yy: and elastic stress¢a) a°, o, (b) agy, ayy near the line of a positive
wedge disclination with a Frank vectar=(0,0,) calculated ford=10*/c;, |=1,2. The strains are plotted in units @f /[47(1— )], and the stresses,
in units of (a) ww,(1+ v)/[67(1—v)(1—2v)c,] and(b) ww,/[27(1— v)]. The upper plots reproduda) the classical solutionsf’j , (rioj , and the lower

ones, the gradient solutions; , oj; .

Uyy|r _o=&y,(¥=0, CoC1)lr. 0 solutionse;; andoy;, which do not have such singularities.
1 1 . . . .
One readily sees that the gradient and classical solutions co-

z d incide at distances from the disclination lines in excess of
Ozzlr 0~ 0x vy~ 27/{ 7’+|n2\/— , (5—10)\c,, i.e., at a few interatomic separations.
€1 Thus treatment of disclinations in terms of a linear gra-
Oxylr,—0= exy(C2=>C1)r, 0, dient theory of elasticity based on the constitutive relation
(3) results in a complete elimination of singularities from the
Oxzlr, 0= &x(C2C1)r o0, elastic strain and stress fields in the vicinity of disclination
lines. The gradient solutiori9) permits one to calculate
Tyzlr,~0=&ydCa=C)r —o- (19 strains and stresses directly near a dislocation line and to

t analyze short-range interactions in dense disclination en-
sembles. The results obtained can be of advantage when con-
structing physical models of the structure and mechanical
behavior of metallic glasses and nanostructural materials, as
well as of conventional metals and alloys at large plastic

3. Figures 2 and 3 exemplify the distribution of differen
components of elastic strain and stress fi¢@isear positive
disclinations constructed foi=10%\/c,. Figure 2 presents
for a twist disclination with a Frank vectes= (w,,0,0) the
elastic dilatatiore (¢ =¢,,) and the shear components of the )
strain field, as well as the hydrostatic component(s  Strains. ,
=0op,/3) and the shear components of the stress field. One Support of 'the INTAS program arld, partially, of the
can obtain similar distributions of elastic fields for a twist Physics of SO",d'State Nanostructures” program of the RF
disclination with a Frank vectan=(0,w,,0) by interchang- (Grant 97-3006is gratefully acknowledged.
ing thex andy axes in Fig. 2 and the indices on the shear
components of the strains and stresses, as well as in the units
of their measurement. Figure 3 shows the components,
and o, Oyy for a wedge disclination with a Frank vector ;R. de Wit,Continuum Theory 01‘ Disclinatior@/lir, Moscow, 1977. .
w=(0,0,). The upper plots in Figs. 2 and 3 are the clas- l’l'in':'ti'g'nk:g%‘fj" fg:in%r;{d”' 1*;“7‘;0"' Introduction to the Theory of Dis-
sical SOIUtion$?j and Ugy exhibiting characteristic singulari- sy viadimirov and A. E. RomanovDisclinations in CrystalsNauka,
ties at the disclination lines, and the lower ones, the gradient Leningrad, 1986
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On the basis of a calculation of the structural relaxation rate and an experimental acoustical-
emission determination of the temperature of the transition from localized to uniform flow it is
argued that the type of plastic deformation of metallic glasses is uniquely determined by the
kinetic structure of the relaxation. In the case of a kinetically hindered structural relaxation, which
is characteristic for tests of initial samples at temperatilire 880— 420K, a localized

dislocational deformation is realized. At higher temperatures, “memory” of the thermal prehistory
of the samples is loglaging at room temperaturethe structural relaxation rate grows

abruptly and plastic flow becomes uniform viscoplastic flow. 1@99 American Institute of
Physics[S1063-783109)01212-5

It is well known that depending on the conditions of the tense structural relaxation plastic flow is homogeneous and

experiment, metallic glasséMG’s) exhibit either “hetero-  viscous’ !
geneous” plastic flow, localized in slip bands, or “homoge- Metallic glasses are prepared by quenching at room tem-

neous” (uniform) flow, occurring without any traces of lo- perature. As a result of storage until the start of testing, the
calization of deformation? It was originally assumeéid that ~ structural relaxation rate is greatly reduced, so that subse-
the change-over of the type of flow takes place ngarin  quent deformation at this temperature occurs under condi-
the range 106 150K, whereTy is the glass transition tem- tions of kinetically hindered structural relaxation. The goal
perature. Another point of view has it that the type of flow is Of the present paper is to calculate the viscosity and kinetics
controlled by the homologous temperatufg,: for T,  Of structural relaxation for specific glasses and to show that
<(0.65-0.70)T4 the flow is localized whereas at higher as a result of heating above room temperature memory of the
temperatures homogeneous flow ari$&3his point of view  thermal prehistorystorage at room temperatiiie lost near
has gained wide acceptance despite the absence of diretF 400K, leading to an abrupt increase in the structural re-
experimental evidence. laxation rate. In line with the above, plastic flow under such
Metallic glasses are strongly nonequilibrium structures conditions(i.e., under conditions of intense structural relax-
which results in the spontaneous occurrence of processes 8fion should become homogeneous. situ acoustic emis-
structural relaxation. During the last decade experimenta$ion measurements confirmed that the type of flow does in-
facts have accumulated indicating that the micromechanisnféeed change over ned=400K.
of homogeneous and localized flows are not controlled by

the absolute or homologous temperature, but by kinetiq kINETICS OF STRUCTURAL RELAXATION UNDER
structural relaxation during the test. Thus, a study of thecONDITIONS OF A COMPLICATED THERMAL PREHISTORY
return of the shape of weakly deformed metallic glasses has

shown that different types of plastic deformatitiveteroge- Analysis of numerous measurements of the properties of

neous or homogeneoumduce substantially different inter- tmheiatl::c gkl_asst_es refs uIt||ng ‘;T"m struck:)turil rela}éagog |nd|lgatte
nal stress field4.In connection with this, it was established at the Kinetics of relaxation can be described by a first-
order differential equationsee, e.g., Refs. 11-13Let

that the type of deformation depends on the thermal prehis- . ;
yb ! b pren N(E,T,t)dE be the volume density of “relaxation centers,”

tory of the sample, and not on the homologous tempera-"* ' "’ . : L
ture/® In turn, the thermal prehistory determines the rate Ofactlvatlr?g at the temperatufgat the timet W't.h aptlvatlon
structural relaxation during the test. It has been suggeste%ne_rg_y in the interval E,E+dE]. Then the kinetics O.f the
L 2 : variation ofN after storage at the temperaturg for a time
that under conditions of kinetically hindered structural relax-, . : ) .
. : o . . . . _tr is described by the simple equation
ation plastic deformation is localized and is realized via a

dislocationlike mechanism whereas under conditions of in- Ng=Ng(E)exp(— vtgexp(—E/kTR)), (D)

1063-7834/99/41(12)/6/$15.00 1989 © 1999 American Institute of Physics
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wherev is the frequency of attempts to overcome the acti-cal “freshly quenched” glass whose room-temperature stor-

vation barrierk is the Boltzmann constant, aidy(E) is the  age time is equal to zero. In this case, the structural relax-

initial energy spectrum of the irreversible structural relax-ation rate is equal to

ation forming during preparation of the glass. We emphasize .

that Eq.(1) assumes thall decreases irreversibly with time. R(T)=S(T)/S(T), ®)
Next let the metallic glass after annealing at the temperawhereS,(T) is given by Eq(5) attg=0. In this case, in Egs.

ture T during the timetg be heated at a constant rdtégo a  (5) and (6) in place ofNo(E) we can substitute the depen-

temperaturdl = Te+ Tt, wheret is the heating time. Writing denceNo(E)QC=f(E), determined experimentally.

down the corresponding differential equation of relaxation e will also calculate the temperature dependence of the

and integrating it, we can calculate the spectral density of th&/€Wtonian shear viscosity) of the glass after the above-

relaxation centers at the termination of heating indicated heat treatment. By definition= o/e, whereo is
the applied shear stress andis the induced rate of shear
t E , deformation. Within the framework of the ideas of Refs. 11,
NT:NREXp( B vfoex;n< B K(Tp+Tt") dt ) 13, and 14, the rate of shear deformation can be represented
R in the form

=Ngexp —vl). 2

) Em oN
HereNR is given by Eq.(1), and the integral is equal to 8(T):‘TQCJO ( B E)dE:‘TQCS(T)' @)

Teexd — | -T2exd - —
kT) 'R KTq

Finally, let the metallic glass be annealed at the tempera-

Thus, the shear viscosity is equal to

ET ' ©)

Em E
n(T)z( Vfo f(E)exp{ —vtre” KTx

ture T during the timer after termination of the linear heat- E E -1
ing. Then the volume spectral density of relaxation centers is —vI(E,T)—vre kT— KT d E) : (8)
E . .
N,=Nq ex% _ vrex;{ _ _) ) ’ 4) Equ_atlons(G) and('8) were calculated numerically. In the
kT calculations the heating rate was taken to be equal to 10 K/

o ) min, the frequency of attempts was taken to be equal to
whereNy is given by Eq.(2). The structural relaxation rate 108s°L, and the functionf(E) for the metallic glass

after sgch heat treatment can be found by integrating OVEF o, FesNi;Si;By; (used as the subject material in the sub-
the entire energy spectrum sequent acoustic-emission measurements, see betasvde-
termined earlier by analysis of the kinetics of non-isothermal

Em(  JN,
S(T)=J = dE creep(see Refs. 8 and 16
0
f(E)=3.07x 10 exp(3.27< E[eV])[m?eV N~ 1].
Em E
= vf NO(E)exp< —vige™ KTr Values of the temperature dependence of the relative rate
0

of structural relaxation calculated according to E@). are

plotted in Fig. 1 for typical room-temperature storage times
)dE- (5)  tg (0.25yeartr=<2 years) and various times (5 min<r

<500 min) of subsequent annealing at the temperalure
HereE,, is the upper bound of the energy spectrum of struc-The upper bound of the spectrul,, was chosen to be
tural relaxation and(E,T) is given by Eq.(3). 2.5eV, which corresponds roughly to the activation energy

In the presence of an external load, irreversible structura®f crystallization. It can be seen that as a result of heating to

relaxation causes homogeneous macroscopic plastié80—-420K the relative rate becomes equal to ufiity., it
deformationt?13 The kinetics of the accumulation of de- becomes equal to the structural relaxation rate of the
formation under the given experimental conditions is gov-"freshly quenched” glass This implies that the glass loses
erned by the energy spectruMy(E), the volume(Q in its “memory” of its thermal prehistory. We emphasize that
which the elementary act of structural relaxation is realizedthis result is essentially independent of both the tittzeand
and the degree of orienting influence of the external load orr (s€e Fig. 1 and the choice of values of the frequency of
this act, which is characterized by some param@seffor ~ attempts and the heating rate for heating the samples to the
details, see Refs. 11, 13, and)1# turns out that by analysis temperatureT (we tested the values ¥8<»<10''s * and
of the experimental kinetics of homogeneous plastic defor9.1<T=100 K/min).
mation it is possible to reconstruct not the energy spectrum A similar conclusion follows by calculating the tempera-
of structural relaxation of a the specific metallic glass undeture dependence of the Newtonian viscosity accordin@)o
study but only the produdil,Q)C (Refs. 15 and 16 Corre-  The corresponding results are plotted in Fig. 2 for the case
spondingly, it is not possible to calculate numerically the rater=20 min and various times of aging at room temperature. It
of structural relaxation by Ed5). It is possible, however, to can be seen that as a result of heating to 70-80K above
calculate the relative structural relaxation rate of a hypothetiroom temperature, the viscosity decreases roughly fourfold.

E
—vI(E,T)—vre kT— T
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‘o ' i i ' ' ] ' ! ' ’ extended storage at room temperature wheread 0880
' vvzzﬂ.o Cal° —400K this “memory” is absent. The increase in the an-
. e V4.0 . ] nealing timer raises the absolute values of the viscosity
v .
u °° proportion tor), but the nature of the dependeng€l’) does
038 AL L not change: “memory” of its thermal prehistory is lost near
i o0 a 1 T~380-400K.
v 47 0 We also stress that the temperature of loss of thermal
L 06 o “memory” is determined primarily by the prior heat treat-
A P .
£ vy | 4%° Co,FeNi Si B, ment and the specifics of the relaxation &y, and not by
X i o A the activation-energy spectrum of the specific metallic glass
© 04 ve Ye0 . 5rrT|in 2;:ars | in question. To test this assertion, we performed the above-
E @ | o 20min 2years described calculations for the metallic glass,dNe;oBo,

,§ - g aleo 4 100 min2years |- whose activation-energy spectrum was determined from the
B A © M :gom"i"r:"fzz:s kinetics of its non-isothermal creep using the technique men-
02 LB B s 20min 0Syear || tioned abové?® In this case, for the relative relaxation rate

i o ﬁ‘:° o v 20 min 0.25 year| | we obtained results that coincided almost completely with
g'ﬁﬁ 3un° ] T | those plotted in Fig. 1. The results of our calculation of the
0.0 Wﬂn = T — T temperature dependence of the viscosity are shown in Fig. 2.

300 320 340 360 380 400 420 440 460

As can be seen, the absolute values of the viscosity of the
Temperature, K

metallic glasses GgFesNiq(Si;1B17 and FggNisgB,g differ
FIG. 1. Temperature dependence of the relative rate of structural relaxatioRY @ small factor, but the nature of the dependen¢e)
of the metallic glass GeFe;Ni;¢Sij;B;; as a function of storage time at remains unchanged, and “memory” of prior heat treatment
room temperaturdz and annealing timer at the temperaturd. The disappears after heating 10~380— 400 K

31 .
frequency of attempts was=10"s"". In the absence of “memory” of the thermal prehistory

of the sample, the structural relaxation takes place with the

NearT~380K the rate of falloff of the viscosity with tem- Maximum rate possible for the given ‘freshly quenched”
perature decreases by several-fold. Obviously, the abrugtass at the given temperature. We think that in this case
<380K is connected with the presence of “memory” of rates €x10 °—10 s1) is homogeneous viscoplastic
flow and takes place via the mechanism of directed structural
relaxationt>*314If this hypothesis is correct, then the tran-

02 ' ' ' ' ' ' ' ' sition from localized dislocationlike flow to homogeneous
10 EEN 3 viscoplastic deformation with increase of the temperature
EAfV . should occur nealT=400K. Our in situ measurements
2. Co FeNi S8, | o of the acoustic emission(AE) in the metallic glass
1 ngz a oz‘gyw ’ CosFeNiyoSiiB17 confirmed this hypothesis.
108 .;8 o 05year 3 The idea of these experiments is quite simple. It is well
3 =, & 1year : known that a localized plastic deformation induces an in-
1 .28 v Zyears ] tense, temporally discrete acoustic emissior° Acoustic-
4 . EEN Fe,Ni B, . emission pulses in this case are distributed randomly in time
&, "ea 9 t, and nonuniformly over the length of the sampié®and are
10 3 RN m 0.25 year 3 . . . .
a7 e, |v e 05 year E very similar to such pulses in crystalline materials deformed
- o * < . . . . .
,§" . ..:Av A 1year ] by a dislocation mechanism. According to the ideas of Refs.
g i _:;Av v 2years 4 11, 13, and 14, homogeneous flow is nothing but a structural
S *a relaxation oriented by an external stress. The structural re-
= ale = . . . . y . ) .
1973 -:':v 3 laxation itself in this case is represented as a set of irrevers-
-1 e - . . .
] "!ézv J ible uncorrelated atomic rearrangements in volumes on the
A - . . . .
y _,2865 order of the volume of the first coordination sphere. Thus it
-1 v i .
"oay ggug% is reasonable to assume that such rearrangements do not lead
10° !3';' °°voo°°° 3 to a mensurable acoustic emission since acoustic radiation
3 'l n.ou....": presumes correlated motion of a large number of attrhs.
1= r T —TT T T — Ref. 8 it was shown that during. defor.mgtion'of the mgtallic
300 320 340 360 380 400 420 440 460 glass Cg/Fe;NiySij1B1; acoustic emission indeed disap-
Temperature , K pears already at the deformation temperaiure473 K. This

FIG 2 T wre d g  the Newtonian viscosity of th . ||_temperature corresponds completely to homogeneous’flow.
. 2. lemperature dependence O € Newtonian VISCOsSIty 0 e metalll . . . . : . . .
glasses CaFaNiySiiBy, and FagNisBso as functions of storage fime at Thus, using acoustic emission as an indicator, it is possible
room temperature. The isothermal holding time20 min and frequency of {0 dgtermlne the change in the type qf flow brought about by
attemptsy=10%s"1, varying the temperature of the experiment.
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2.2. Acoustic-emission measurements

Load Cell

AE Locator The acoustic-emission signals were recorded with the
120mm\ 4 AY aid of a controllable computer setup, schematically depicted

Oi—l Pre Amp. l—— \ in Fig. 3. Two AE900M miniature wideband acoustic-
emission sensordNF Electronic Instrumenjswith diameter

F .
P mace 3mm were mounted on the surface of the sample at a dis-

~
N AE Sensors tance of 15 mm from the clamps of the testing machine. The
acoustic-emission signal was amplified by 40dB by a low-
~ noise preamplifier, passed through a band-pass fiztér
/] 1000 kH2 and finally amplified by an amplifier with regu-
’ P lated (up to 60dB gain. We used two measuring systems
/ O Pre Amp. — simultaneously. The first was a simple two-channel acoustic-
emission locator to determine the coordinates of the
Thermocouple acoustic-emission sources along the axis of the sample and to
determine the activity of the acoustic emissighe number
ADC of acoustic-emission pulses per unit times a function of
time, deformation, and loading. The second system was an
AE Spectrum acoustic-emission spectrum analyzer, which allowed us to
Analyzer determine the shape of the signal and its frequency spectrum
with a discretization frequency of 4 MHz and 12-bit ampli-
IBM PC ™ tude resolution. Details of the measurement and processing
of the acoustic-emission signals are described in Ref. 22. The
threshold stress was determined to be 2dB higher than the
FIG_. 3 Block diag_ram of the experiment_al setup for_ investigating acousticpeak noise level.
emission of metallic glasses during plastic deformation. The acoustic-emission sources in the metallic glasses
give specific signals with a characteristic spectfdrt
Therefore, the use of a spectrum analyzer allowed us to dis-
tinguish the “true” acoustic-emission signals from the
2. EXPERIMENTAL “false” signals coming from the testing machine and the
2.1. Samples and mechanical tests electrical circuits. The acoustic-emission locator allowed us

to separate out the pulses coming from the dolatside the

In  these experiments, we used the glassr
urnaceg and heated parts of the sample.
Cos7Fe;Niq¢Sii1B,7, obtained by the standard method of 0 P P

single-mill spinning in the form of a tape of thickness 4
and width 14 mm. The tape was stored at room temperatur% EXPERIMENTAL RESULTS
for roughly two years up to the beginning of the experiments.  Figure 4 shows characteristic distributions of the activity
A transmission electron microscog@EOL 2000EX and  of the sources of the acoustic-emission signals along the lon-
X-ray measurements were used to monitor the noncrystallingitudinal coordinatex of the samples deformed at four dif-
ity of the structure before and after the mechanical tests gerent temperatures with deformation ratg 70 °s . The
different temperatures. The tests were performed using twgcoustic emission in the case of deformation at room tem-
substantially ~ different deformation rates (Z0.4)  perature arises at a total deformatior 0.005. With further
X107°s™* and (7.0-0.4)x 10 "s™'. The working length  growth of ¢ the acoustic-emission sources activate and dis-
of the samples was chosen to be equal to 120 mm. appear in various cross sections of the sample, which indi-
The samples were heated to the required temperature ghtes a nonuniform spatiotemporal distribution of plastic de-
the rate 10 K/min. The preliminary annealing time before theformation. The last spike of acoustic activity immediately
startup of loadingr, at the test temperaturds=293, 313, precedes rupture of the samplesat 0.014.
333, 353, 373, 393, 413, 433, 453, and 473K was 20min.  |ncreasing the deformation temperatureTte 373 K has
The temperature was stabilized with an accuracy-@K in  no qualitative effect on the spatiotemporal distribution of the
the center of the furnace near the central part of the samplgcoustic-emission sources although the magnitude and num-
of length 60 mm, as shown in Fig. 3. The upper and lowemer of acoustic-emission pulses grows substantially. For
ends of the sample extended outside the furnace to safeguard-393 K the acoustic-emission pulses begin to appear at
the working conditions of the acoustic-emission sensorsarger deformations, and their total number and amplitude
mounted to them. The test temperatures were substantialifecrease. Further increase of the deformation temperature
lower than the temperature of the onset of crystallizationcauses a progressive falloff in the number and amplitude of
which according to the data of the differential scanning calopulses of the acoustic activity, so that fb= 453 K acoustic
rimeter (Rigaku-Denki DSC-8230 calorimefevas 830K  emission does not ariséan isolated series of acoustic-
for a heating ratel = 10 K/min. X-ray diffraction measure- emission pulses in Fig. 4 precedes rupture of the sample
ments and transmission electron microscopy did not reveaimilar picture of the variation of the spatiotemporal distri-
any traces of crystallization after the tests. bution of acoustic emission with increase of the deformation

100 mm ~

60 mm
— ]

Specimen

Y
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FIG. 4. Distribution of activity of acoustic emission sources along the length of samples deformed at the indicated temperatures with deféemation ra
e=7X105s %

temperature is observed for the deformation rate 00M temperaturéFig. 4) reflects a decrease in the degree of
=7x10"7s 1. The difference is that acoustic emission dis-localization of deformation as a consequence of growth of

appears at a lower temperatufie= 413 K. the structural relaxation rate and decrease of the viscosity of
the structure. This decrease leads to a qualitative change in
4. DISCUSSION the type of plastic flow from dislocationlike under conditions

On the whole, acoustic emission of the investigated gIasQf kinetic_ally hindered sFr_ucturaI.reIaxation to homogenegus
at room temperature is no different from the case of othefl€formation under conditions of intense structural relaxation.
metallic g|asse§7__20The pu|5ed nature of acoustic emission According to the acoustic-emission data, this transition be-
is a clear indication of the intense plastic shear formatiorgins at 353-373 K and ends near 413-453 K, depending on
despite the macroscopic quasi-brittle behavior. Plastic flowthe deformation rate. At higher temperatures plastic flow is
at room temperature is realized under conditions of kineti-homogeneous, as follows from the following facts. First, dis-
cally hindered structural reIaxaho}ﬂ.We.b-e.heve for pre- appearance of acoustic emission indicates the absence of dis-
cisely this reason that the glass is exhibiting “crystalline” |ocationlike plasticity. Note that currently available acoustic-
(dislocationlikg plasticity. Room temperature plays a special gmission apparatus make it possible to detect conservative
role in the_ deformation behavior of mgtalhc glasses. Th|smotion of a small number10—100 of dislocations in a
role is defined by the extended annealing of the samples at 21

|7+ Second, measurements of the return of the shape

. ; crystal
this temperature before start of the experiment. Even moder- R . .
P b re a definite indication that plastic flow of metallic glasses

ate heating brings about a dramatic growth of the structurat .

relaxation rate and an extraordinarily large drop in the visPased on Ni, Fe, and Co fdr=473K ands=8x10 °s*
cosity, as can be seen from the results plotted in Figs. 1 ané homogeneou$In addition, one should recall the resfts

2. The growth of the number of acoustic-emission pulse®f a direct determination of the surface density of slip bands
observed when the temperature is raised 60—70K abovef the metallic glass FRgNisP14Bs, Which showed that it
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grew up toT~350K and subsequently fell to zero near tended annealing of the samples at room temperature leads to

T~500K. These results are in direct agreement with thed dramatic drop in the structural relaxation rate. This is why
results of the present study. metallic glasses deform at this temperature via a dislocation-

Thus, a change in the type of flow can be interpreted irlike mechanism. Even moderate heating above room tem-

terms of a change in the kinetic relationship between thderature brings about an abrupt increase in the structural re-

deformation rate and the rate of structural relaxation in théaxatlon rate and a drop in the viscosity of the structure by

heated state. If the structural relaxation rate is such that thseeveral orders of magnitude, which in turn changes the type

. v . 11,43,14 of deformation to homogeneous viscoplastic.
mechanism of “directed structural relaxatiot cannot The authors express their gratitude to N. P. Kobélav

bring about plastic deformation with the rate prescribed bystitute of Solid-State Physics, Russian Academy of Sciences,

the testing machine, the flow is localized dislocationlike i”ChernogoIovka Russidor his assistance.

nature. In the contrary case, plastic deformation is simply  This work was carried out with the partial financial sup-

structural relaxation, oriented by an external stress. port of the Ministry of General and Professional Education
Note that the temperatures at which the type ofof the Russian Federation within the scope of Grant No.

flow changes for the metallic glass under study are roughl®7-0-7.0-161 on Fundamental Natural Science.

half the glass transition temperatureT 813K for

T=10K/min). This being the case, the—& diagrams un-

dergo practically no change as a result of the change in theg_n,ii. knonik@kanazawa-u.az.jp

type of flow. This is direct evidence that contrary to the

conclusions of Refs. 4—6 and 25, neither the homologous
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A study of the thermal expansion coefficidEC) of the SgTi;_,Fe, itinerant magnets has

been made within the 5-1200 K range at the transition from the,TaR&ferromagnet

(Ty=270K) to the ScFeferromagnet {c=540K). A negative TEC magnetic contribution

am(T) has been found, which is associated with the formation of spin-fluctuation-induced local
magnetic moments in both the magnetically ordered and the paramagnetic state. The specific
features in thea,,(T) dependence are shown to be due to the shape of the density-of-states
function near the Fermi level. €999 American Institute of Physid§1063-783409)01312-X]

The SgTi;_,Fe, intermetallic compounds form a con- sites change, and one obsefvas anomalous behavior of
tinuous series of quasibinary solid solutions ordering in ahe lattice parameters as functionsofWithin the transi-
Cl4-type P65;/mma hexagonal structure. The unit cell of tional concentration region the alloys also exhibit a notice-

this structure has three specific sites: ®ith 3m symmetry, ~ able hysteresis in the temperature dependences of the Iqttice
6h with mm2 symmetry, and #with 3mm symmetry. The Parameters neaf<[Tc,Ty], where the canted magnetic
first two sites are occupied by iron atoms. In the Sof@m-  Structure transfers to thie- or A-types of collinear moment
pound, these two iron species possess the same momerftédering. B .
which for T<T.=540K are ferromagnetically F) To reveal the specific features of the magnetic and struc-
ordered:2 By contrast, in TiFg iron atoms have local mo- tural states of the §€i,_,Fe itinerant magnets, it was of
ments (uge) only in the 6 site, whereas when in thea2 interest to study the thermal expansion coefficientThree
15} ) . r

site, their momentsure,=0. Note that the locak ., mo- aspects Qf the.pro'blem appeared to be of most significance,
ments in TiFe are ordered antiferromagneticalhA) for namely, investigation of the nature of variation of the TEC
T<T.~270K magnetic componenty,(T), in the vicinity of the concen-

N'\’ .

. - tration-drivenF —A phase transition; determination of the be-
As follows from paramagnetic susceptibility measure-; . - . ,
3. . .~ havior of thea,(T) coefficient near the Curie and Blegem-
ments; in S¢Ti;_4Fe& alloys the moment averaged per iron ; "
. o i peratures, as well as far<T; for alloys in the transitional
atom varies within the intervakg.= (1.5 2.5)ug through- . L - .
. . concentration region; and establishing the role of spin fluc-
out the whole concentration range At the same time the

¢ t . i T892 K tuations in thea(T) dependence in both the magnetically
spSoE aggouOSGmomle_ 2 Sperh'mz_ fzfi om mebasure %h' local ordered and the paramagnetic state.
#ee=(0.2-0.6)up. uch a difference between the local — \ye grydied SgTi, ,Fe, alloys (x=0,0.1,0.4,0.6,

moments at_ the iron atom in the magne_tically qrdered an(‘imd D, which were prepared in an arc furnace filled with
paramagnetic states permits one to consider théiScFe  pyre argon by the technique described in Refs. 1 and 2. The

alloys as itinerant magnets. _ ingots ~30g in weight were homogenized by remelting
As the concentration increases, the scandium nonmag-hile turning them over several times. After that, these in-
netic ions substitute in a random way for titanium atoms ajyots were annealed in purified helium &t-1000°C for
the 4f sites. This process is accompanied by the concenmore than 72 h, followed by cooling down to room tempera-
tration-drivenF—A phase transition. The transition froA&  tyre during 24 h. X-ray diffraction measurements confirmed
to F-ordered SgTi; ,Fe, o alloy samples studiétoccurs  the alloys under study to have th@l4 structure. The
primarily within the 0.05<x<<0.15 concentration region. Al- samples used to measure théT) coefficient were &6
loys with concentrations in the transitional region contain atx 15 mm in size. The TEC was measured within the
temperatures below a certal both theF- and A-types of  5-300-K range on a capacitance dilatometer in the equilib-
long-range order, which quite frequently is considered asium mode to within not worse than 2&L0 K™%, and
evidence for the existence of a canted magnetic structurgrom 300 to 1200 K, on an ULVAC-RIKO dilatometéda-
Mossbauer studies shéwhat it is in this concentration re- pan in a dynamic mode at a rate of 5 K/min with an error of
gion that the moments of the iron atoms occupying tlae 2 not over 510"/ K~ 1. The results of the measurements of

1063-7834/99/41(12)/5/$15.00 1995 © 1999 American Institute of Physics
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20f a(T)=an(T)+ar(T)+ad(T). ®
15t Note that because of the electronic contributiu§T) being
12: small compared with the other components, there appears no
0 sense in taking it into account except in the low-temperature
15 domain T<®p, where® is the Debye temperature
10' The magnetic component of the TEC is usually consid-
5 ] ered proportional to the squared spontaneous magnetization
- Mg(T) (see, e.g., Refs. 4 and 5 and references theréin
150 : has a negative sign and reaches its maximum value
< 10 am(Tc, Tn)=—MZ(0), where Mg(0) is the spontaneous
:‘, I magnetization al =0 K, at the Curie or the Na tempera-
o 5 ture. In the paramagnetic region, thg,(T) contribution
I should be zero.
! ' ) The temperature dependence of the nonmagret{d)
101 contribution is determined, as a rule, by the Debye—
sl Gruneisen function for known values of the Debye tempera-
ture and of thew, (T) term substantially abov@®p.* As
0 follows from measurements of the low-temperature heat ca-
157 pacity C,(T),® in the alloys under stud),~280 K. Hence
101 / 1 in the paramagnetic temperature regi@m the case of the
5| ] S¢Ti,_4Fe alloys, for T>[Tc, Ty, and O©p]) the a(T)
0 /j ) . ) . dependence should saturate, as this indeed is seen from Fig.
0 200 400 600 800 1000 1200 1, where the solid line shows the contribution of the Debye—
T, K Gruneisen type for th&c=0.4 sample.

FIG. 1. Temperature dependences of the thermal expansion coefti¢iEnt The experimental data displayed in Fig. 1 show also that
-4 X | I . W e

in the S(;Til_pxFezLiltinerazt magnetssc (1) 0, (2)0.1,(3)‘30.45,(4)0.6,(5) 1. the temperature dependence of TEC does.mdeed !nltlally
The solid line reproduces the Debye-@eisen contribution ta(T) forone  Weaken strongly abov&c and Ty and, accordingly®p in

of the alloys studied. The dotted lines identify the magnetic-ordering pointsall the alloys studied. We did not, however, se€T) to

Tc, Ty, andTy. saturate up to the highest temperatures in the interval cov-
ered. This suggests that relatitl) takes into account not all

. . . . of the mechanisms responsible for the temperature depen-
magneyc properties relevant to the discussion below can b&ence of TEC of the STi, ,Fe, alloys. In particular, the
found in Refs. 1-3. variation of the thermal-expansion coefficient with tempera-

Figure 1 shows the experimentlally determined te.mperat-ure in itinerant magnets should be affected substantially by
ture dependences of TEC for the,$5 _ ,Fe, alloys studied. spin fluctuationg:”

Taking into account the phase diagram of the magnetic state The a(T) dependence should contdimesides the one-

of the tinerant magnets we are consideringne S€ES  electron, lattice, and magnetic contributions, a spin-
anomalies in thea(T) curves for all F alloys with fluctuation term

x=0.4,0.6, gnd 1 neaf¢, and for theA alloy \{vith x=0 = oWVt 4@y o @
near Ty, which appear only natural to associate with the sf—Sst T Tst T st
action of a negative magnetic contribution to TEC. Inciden-Where

tally, the presence of a negative component indti&) co- (1y_ S o~ d(m?) >
efficient for thex= 0.1 alloy in the transitional concentration =3y, V9 g7 23
region results even in a sign reversal of the TEC measured in dD !

an experiment fof <T;< T . Besides, as follows from Fig. alf=- WU<m2> a7 (2b)
1, for T>[T¢,Ty] the pattern of thex(T) dependences dif- 20

fers from that expected to occur in the paramagnetic tem-  ,(3)=_ _—yp-Ym?)/T, (20)
perature region practically for all the samples studied. WV

It is knowrf* that in a general case thgT) dependence whereU is the intratomic Coulomb repulsion parameéiis
for magnets can be represented as a sum of a magnetice volume,x is the isothermal compression constants
an(T), alatticea (T), and an electronia(T) contribution  the temperature in energy units,

M (2]0, for T<[T¢, Tl
D 1= 2 1 (€)
—§nef/m—§Ug(,u)+X(qo,0). for T>[TC!TN]
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is the denominator of the dynamic susceptibility at the  Figure 2 plots the total magnetic-fluctuation contribution
wave vector equal to that of the magnetic superlatticdo the TEC of the Sdi,_,Fe, itinerant magnets derived
qo [Dt=D"%(qo,0)], Mo is the magnetization at the cor- from a(T) measurements and calculations @f(T) from
responding wave vector{m?) is the square of the the Debye—Grneisen function for the values 6fy found in
spin-density  fluctuation amplitude determined byRef. 6, as well as from our TEC data obtained at
the fluctuation-dissipation theorenjfor D '>a, we T~1000K (T>[Tc,Ty, and Op]).2 It is assumed
have (m?)=(bT)?D(D '+a) 1® otherwise, i.e., for here that within the temperature range studied the one-
T~[Tc, Ty, (m2>~(T/T0)4’3, Ref. 5, a andb are param- electron contributiona¢(T) is negligible compared to the
eters of theq and » dependence of the Pauli susceptibility lattice one, ¢ (T), and to the magnetic-fluctuation term
xo(0,w) (see, e.g., Ref.)5u is the chemical potential, amsT)=an(T)+as(T). One readily sees that the
m2= M2 +(m2) amsf(T) component deriveq from experimental data by the
0 ' above method has a negative sign and a strong temperature

X(q,0)=D"%(q,w)— D" %0,0~ag?—ibw/q, dependence practically throughout the temperature range
studied by ugbelow 1000 K.
Ner= E aJ dego(e)f(e— u—alm)/2, . Besidgs the feature in the paramagnetic .te.mperature re-
a==+1 gion considered above, thg, ;¢(T) curves exhibit a second

anomaly as well, namely, near the magnetic disordering tem-
g(w)=2 I go(u+almy X go(u+alm), perature. In the case of Tifethe latter has a clearly pro-
a==*1 a==*1 nounced\ pattern. However as the Sc content increases and
one crosses over t alloys, it washes out and decreases in

y=[ner/m=Ug(u))/m* depth. It should also be pointed out that, as follows from heat
is the spin-wave stiffness constant. capacity measurements for TiFethe C(T) curve exhibits

As follows from Egs. 2a—2b, fob ~1<1 (i.e., first of  at the Nel temperature only an insignificant jurfip.
all, near the magnetic transition temperajure (3 term in This behavior of TEC near the Curie andél¢empera-

(2) is negligible compared to the other two. Therefore we ardures can be associated with the concentration and tempera-

going to deal in what follows with the') anda(? compo-  ture dependences of té?’ term in the spin-fluctuation con-

nents of the spin-fluctuation contribution to the TEC. tribution, because, by Eq&b) and(3) (see also Refs. 7 and
The first term in Eq. (2) is positve and, for 8), inthe magnetically ordered region

T>[Tc, Ty, is linear in  temperature [d(m?)/dT

~b?TD(D '+a) '], as the conventional one-electron con-

tribution. However this term is considerably in excessvf 0
because it is directly proportional to the susceptibility :
(D=1+Uyx~Uy). Thus the unusually strong temperature :
dependence of the TEC of Jd, ,Fe, revealed for &
T>[Tc, Ty, and®p] can be accounted for by the existence '8' 61133690 Te ‘ l ppo‘1
in the «(T) dependence studied by us of a spin-fluctuation : '
contribution(in particular, ofa(Y). W
According to the experimental data displayed in Fig. 1, \ OOO
in the vicinity of T* =700 K thea(T) curves exhibit prac- 5l ot o
tically for all the alloys studied a dip, which cannot be inter- i O : -
preted if only the conventional electronic and anharmonic o OW
components are taken into accoft.is in this temperature T N o i
region that one founit? features in the temperature depen- ;2 Qbocgoo
dences of the magnetic susceptibilj¢T) and electrical re- Sr
sistivity p(T), which can be connected with the temperature- 0 S
induced creation of localized magnetic mome(itsM ) in % T T '
itinerant magnets. This correlation finds explanation within Sto (
the approach developed in Refs. 7 and 8. Becauserifle W
term is proportional to the derivative of the inverse suscep- 0 i — ; :
tibility with respect to temperature, the break in thel(T) Ty W
dependencéobserved to occur with decreasing slppkould -5t i
give rise to the appearance of a dip in thel) polytherm(at @
the same temperatyre -10 A ) , ) )
Thus it appears only natural to assign the deviation from 0 200 400 600 800 1000 1200
the TEC temperature dependence of the Debyenésen T.K

type found in the Sdi; ,Fe, alloys practically throughout G2 T devend  the TEC o _
the temperature range studied not so much to the convehiC: > Temperature dependences of the TEC magnetic-fluctuation compo-
entan, ¢(T) in the S¢Ti;_,Fe, itinerant magnets. The curves are num-

. . . . .. n
“0“3-'_ mggnenc as to the above-mentioned spin-fluctuatioBered as in Fig. 1. The dotted lines identify the magnetic-ordering points
contributions. Tc, Ty, andTy.
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@) 5 5 5 moments, which is observed to occur with increasing tem-
asy =~ gy, YU(M)dMgo/dT perature. Because in the vicinity of and above the LMM

saturation temperaturea(:O) the spin stiffness coefficient

: . should be positive (at the same time in the paramagnetic
and reveals a-type anomaly. However the sign of this TEC region dD YdT~yd(m?)/dT, and the derivative

component is determined by the fine structure of the density

3 2 . oy
of-states function. In the case of Tiethe Fermi energy is d(m7)/dT is always positive we have for aII_ alloys for
- . 11 ~ T>[T¢,Ty], near or above the LMM saturation tempera-
located near a local minimum igg(e),” and Umg(w)

. 190% ) ture, a{¥<0. The latter inequality, together with{3(T)
>nes, and therefore the spin stiffness constapt is bei N . ; S W’
: o eing negative for all, and with the vanishing ok (T) at
negative’? As a result, thex anomalies inay(T) and «{? g neg g ok (T)

. . LMM saturation, accounts for the magnetic-fluctuation con-
have the same negative sighecaused MéO/dT<O) and, 9

when added, amplify one another. At the same time fortr|but|on remaining negative up to the highest tempgratures
. . . covered. Hence one may conclude thatdhes(T) relations
ScFe, whose Fermi energy lies near the top of a local maxi- '

mum of go(&),12 y>0. As a consequence of thefeature established experimentally for the 3¢, _,Fe, alloys with

a(z)(T)>8 Wr’]"e o ('i')<0 i e thev have opposite Si ’ns x#0.1 (i.e. the alloys beyond the transitional concentration

ars1fd when added ni]m ('I,') ' \)veak)én one afr?other Tgr]ﬂs region are in accord with the predictions of the spin-density
' m,sf ' .

; 7,813
brings about a washout and decrease in depth of the minﬂuctg?tlont’.[helor)?: t i TEC studi de i

mum of an s¢(T) near the magnetic ordering temperature . particutar-interest are studies made In a mag-
with increasing Sc concentration. At the same time the posi[]etlcally or.dered .state. of th§=0.1 allgy in the transﬁmngl
tive sign of the spin stiffness constant indicates the relativ@oncentration region, in whictaccording to the phase dia-

~ . gram of magnetic statpa transition to a canted magnetic
smallness og(u) and, hence, the comparatively small MaY- gtructure takes place at<T;~170K. As follows from the
nitude of the «{}(T) contribution. Therefore the sum b f '

am(T)+a§2f)(T) remains noticeable in magnitude comparedthermal expansion studies of tlxe=0.1 alloy displayed in

to the o {¥(T) term, despite the trend the two above terms 95 1 and 2, as well as from its magnetic prqperﬂﬂss
. . magnetic moment and the,, ;¢(T) coefficient of this sample
exhibit to canceling one another. :

We have also to point out other features of the thermaHndergo a considerable variation throughout the temperature

properties associated with the spin-fluctuation componen{egion studied.
" A comparison of these data with measurentenfsthe

First of all, note the absence in the heat capacity of the con- N . .
tributions corresponding to the.(T), aglf)(T),pandyag?f’)(T) magnetizatiorM (T) and the phase diagrdrof the magnetic

terms in the TEC2 In their place, theC,(T) relation con- state Of. t_he alloy system under stqu, made-with due accgunt
tains, besides a term similar ttff)(T), a paramagnon com- of the itinerant nature of magnetism permits a conclusion
ponent, which is positive throughout the temperature rangéhat the LMMS O_f thex=0.1 aII(_)y und_er_go an anomalously
studied and increases with3 It should be borne in mind strong variation in thd <T; region. It is in this temperature
that the paramagnon component Gf(T) depends only region.that one observes a minimum in thg s¢(T) curve.
weakly on the position of the chemical potential and theR€c@lling Eq.(2), we suggest that the low-temperature
density of states at=u. As a result, the paramagnon con- 2nomaly inam s(T) found in thex=0.1 alloy in the transi-
tribution to the heat capacity should be practically the samd&©nal concentration region can also be associated with LMM
for all Sc concentrations. Taking this into account, and thafg€neration, which is due, however, not only to thermal but to
the paramagnon component is proportional to the log Suscel9_0n(_:entrat|0n-dr|ven s_pln-densny fluct_uauons_as_ well. A the-
tibility, it should be expected that the contribution to the heatOrétical approach which would permit description of large
capacity similar tax® is small and lies within experimental con;entrauon—dnven spin densny fluctuat|_ons is presently
accuracy. Therefore the magnetic-fluctuation components dficking. Therefore a comprehensive analysis ofdhe(T)
Co(T) and ap, (T) behave differently. In particular, the features ak=0.1 cannot be done within the spin-fluctuation
jump in theC,(T) and an, (T) relations observed at mag- approach. .
netic ordering in weakly itinerant magnets may differ by At the same time a low-temperature anomalpr
a few times, exactly what we have observed in thel <©p) in «(T) of a similar kind, which results in a sign
ScTi;_4Fe alloys. reversal of the TEC, is known to occur in other nonmagnetic
We also stress that the(®(T) component is negative Mmaterials as wellsee, e.g., Ref.)4 where it is associated
throughout the temperature range studied. Although this terwith specific features of the phonon spectrum. In the
vanishes at the magnetic transition, it becomes noticeabl8G.1Tio.oF€ o7 alloy studied by us one may expect a substan-
both to the right and to the left of it. This gives rise to an tial deviation of the phonon spectrum from the Debye shape.
additional distortion of the. anomaly. In view of the small This is evidenced, in particular, by the anomalous lattice-
depth of thex anomaly, taking into account théff)(T) term  parameter variation obsen/etto occur forT<T; in alloys
results in a shift of the minimum af,,, ;((T) to the left of T~ in the transitional concentration region. By Refs. 1 and 2,
or Ty along the temperature axis, as well as makes possibldéese alloys are structurally and magnetically unstable. This
for ay, s¢(T) to become negative in the paramagnetic tem-assumes, in its turn, a softening of the phonon spectrum, i.e.,
perature region. the appearance of dips in the Debye-type density-of-states
Another reason forap, <¢(T) to become negative for curve. In these conditions, the(T) curve obtained experi-
T>Tc or Ty may be the saturation of the local magnetic mentally for thex=0.1 alloy can apparently be described if
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one knows exactly the phonon spectrum, or using model ap*A deviation from the stoichiometric $Ei; ,Fe, composition is necessary
proximations, for instance, a two-well atomic potential for for the alloys to order in th€14 hexagonal structure, otherwise the alloys
atomic interaction in a solid. In the latter case the TEC can ©f th(e system undfer study o;derfpreferenti;]a\;]y i &5-type cubic struc-
; ture (see, e.g., Refs. 1-3 and references théerein
be appr_oxmated by a sum of wo terms, name!y’ (.)f thez)1000 K was chosen as the limiting temperature, because, according to the
conventional Debye ?—nd the Schottky-model antr|bUt|0n- phase diagram of the Sc—Fe systémnd studie¥® of the magnetic and
Thus our studies of thermal expansion of the electrical properties, at higher temperatures thgTc,Fe, alloys un-
S(,~}<Ti17xFe2 itinerant magnets show that irrespective of their dergo a structural transformation. As seen from Fig. 1, the transition to a
magnetic state in &£14-type lattice, the TEC is dominated new structural state &t>1000 K results in a strong increase of the TEC.
A ) ) A ! i A A 3) < ~lq’ 2 .
by the contribution associated with spin-fluctuation-induced '€ that forum=u we havey=[g’(x)I7/g(x) = g"(n)/3.
LMM effects. The negativer,, {(T) component, as well as
the LMMs, are observed Eco undergo _thfa strongest variationy nishinara and V. Yamaguchi, J. Phys. Soc. Jp.1122(1985.
near theT¢, Ty, T, andT* characteristic temperatures. A 2y. Nishihara and Y. Yamaguchi, J. Phys. Soc. J§5).920 (1986.
more accurate theoretical description of the magnetic contri’N. I. Kourov, I. I. Piratinskaya, and Yu. N. Tsiovkin, Fiz. Met. Metall-
bution to the temperature dEpendences of TEzCand M 4gvﬁdi\17c?\’/iﬁg\/(;?r?;rmal Expansion of Solid®Nauka, Moscow, 1974
or|g|nat!ng from spm—densﬂy fluctuation ef_feCtS in both the S5T. Moriya, Spin Fluctuations in Itinerant Electron Magnetisi@pringer,
magnetically ordered and paramagnetic states of theBerlin, 1988; Mir, Moscow, 1988
SqTi,_,Fe itinerant magnets would obviously require pre- jN- |. Kourov, Fiz. Met. Metalloved79, 30 (1995.
cise data on their electronic and phonon spectra. The resultsf'lﬁ'(rgoggoﬁ'_oi ¥ér§§rtg‘r’&§gg Q}Q‘lggg]zner’ Fiz. Nizk. Tem@?,
of electronic band-structure calculations made for the limit-sp  Gerg, A. A. Povzner, and A. G. Volkov, Dok. Akad. Nauk SSSR
ing F (ScFe) andA (TiFe,) alloys can be found in Refs. 11 333 321(1993 [Phys. Dokl.38, 470(1993].
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Analytic expressions for the dispersion cunik) of RMnO; (R=La, Pr, Nd, Sm, and other

RE elementshave been obtained in the tight-binding approximation for the main types

of magnetic ordering on the Mn sublattice. The first calculatioe @) taking into account the
oxygen subsystem and mutual ordering of the manganese and RE sublattices is reported.

The results obtained permit a qualitative interpretation of some features observed in the behavior
of the rare-earth manganites. €999 American Institute of Physid$1063-783409)01412-4

1. The doped manganites; RL,MnO; (R=La, Pr, Nd, H=Hpz+H,,,
Sm; L=Ca, Ba, Sy have been subjects of considerable cur-
rent experimental and theoretical investigations, which Wer(?_| -y & d v S ( ijap
initiated by the observation of extremely diverse phase dia- DE~ & ®iactiastiac o ijag| "o
grams in these compounds. It has presently become obvious
that a correct quantitative description of phase diagrams and " B z —
transport properties of manganites within the 0.16-0.4 2 45 e
range, where a crossover from the paramagnetic dielectric to
the “ferromagnetic” phase with metallic conduction occurs ., [ ijap bijap .
with decreasing temperature, requires simultaneous inclusiori 8\ 2 ):t”“ﬂc S{T)(U:U );
of lattice (polaron), magnetic, and correlation effects. Never-
theless, qualitative interpretation of the anomalies observed Htii o sin( M)wyﬁar),
in electrical conductivity near the Curie point is based on the
“double-exchange” model of Zener, which was considered
theoretically by Anderson—HasegawaH) for two manga- H_=—gugB>, 5|2+2 JijSS - (1)
nese ions. The AH results are widely employed in present i i
studies making use of a model Hamiltonian of the systém
which is usually written as a sum of the double-exchang
HamiltonianH g ,%° the Heisenberg Hamiltonian for local-

ized (classical spins, and the energy of interaction of theseCan take only two valued); , ; is the angle between the local

spins with the external magnetic fietd,,. This approach o nevic moment of the’”na:arest ions of Mn

does not take into account the existence in the system of There are several main types of magnetic ordering on the

oxygen and rare-eartfRE) elements, and does not explain nanganese sublattice in perovskites, namelyantiferro-

the experlmgntally observed features in the behavior of th?nagnetic ordering of nearest-neighbid00) ferromagnetic

RE manganites. _ . . planes observed in LaMnQ G, antiferromagnetic ordering
The present work deal; with an gnalytlc palculat|on of of nearest neighbors (CaMa}) C — antiferromagnetic or-

the spectrgm o, Qlec_trons in manganites for d|ffer_ent tYPeS dering in the(100) plane, and= — ferromagnetic ordering.

of magnetic ordering in the system. One has obtained for thgy caseA, the perovskite unit cell contains two inequivalent

first time the dispersion curvds(k) taking into account the manganese atoms. Disregarding the degeneracy @,tbe

oxygen subsystem and the mutual ordering of the manganesfal, one can construct four Bloch combinations
and RE sublattices. As in most of the present studies, the

carrier spin is supposed to be always aligned with the local 1 KR
manganese-ion spin formed by thrigg electrons. | Xao)= \/_N 2 € FRilp,,(r=R)), 2

2. Consider first only the manganese sublattice in the
ideal cubic structure of an ABQperovskite. The double- where ¢, (r —R;) is the d-orbital, anda=1,2 is an index
exchange Hamiltonian can be represented as a conventioniabeling various types of atoms in the unit cell. If the degen-
tight-binding Hamiltonian in which the hopping integral be- eracy of thee, orbital is taken into account, one should
tween various manganese-ion orbitals depends on the mutuialtroduce into Eqs(1) and(2) an index labeling the orbital
arrangement of the nearest localized magnetic mom@nts type. In this case the dispersion relations in an analytic form
the simplest case this relation has the AH form can be obtained only for the case of ferromagnetic ordéring.

)ditla'djﬁo"

Here (1) the indicesi andj label the unit cellsp and 8 —
Ghe type of the atomg; 4 is the energy of the unperturbed
level of thea-type Mrf* ion, ande is the spin index, which

1063-7834/99/41(12)/4/$15.00 2000 © 1999 American Institute of Physics
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One can conveniently consider the case of canted antiferrmccurs for a polar angl@= . The matrix of the Hamil-
magnetism characteristic of low doping levels, wheretonian written in the Hartree—Fock approximation and taking
S,=Scos @/2) and S,==*Ssin(#/2) in the neighboring into account Coulomb interaction, which generalizes the AH
(00 planes, and5,=0. The A type of magnetic ordering results, has the form

0 0
eq—JS 0 t(k,)coss  t(k,)sinz
2 2
, .0 0
0 egtJI(S+1) —t(kz)smz t(kz)cosz
Hmn(k)= 0 P . (3
t(ky)cosz —t(k,)sinz eg—JS 0
2 2
0 6 )
t(kz)smz t(kz)cosz 0 g4+ JI(S+1)
|
Here eg=eqtt(k ) +U(n_,), t(k,)=2t(cosk.a, It should be pointed out that when one uses for the hopping

+coska), t(k,) =2t coska,, andt is the hopping integral integral relations which depend on the difference between
between thed-orbitals of manganese atontwhich in the the azimuthal angleg;; as well, Eqs.(4)—(7) retain their
perovskite lattice are separated by oxygen atoms and, strictfprm.

speaking, are not nearest neighbors Similar results can be obtained also from the one-band
The four bands of the corresponding secular equatioiKkondo Hamiltonian(see Refs. 5 and)@y taking into ac-
defHn(k) —E(k)I]=0 can be presented as count the nearest-neighbor interaction

Eno(K)=gq+U{(n_,)+t(k,)+JI2+[I*(S+1/2)?

U
HDE:Z (tljdltrdja'_l—HC)_*—EE nio.ni,U.
+1t2(k,) = 2J(S+ 1/2)t(k,)cosa/2]2. (4) ijo io

In the approximation of strong intratomic exchang&>t, _ + _
the lowest band can be described as JH% SO0 dio ®
Ej(k)=gq+U(n)—JIS+t(k, )+t(k,)cosb/2, (t<0). but this model yields only two branches of the spectrum. In

Ed. (8), tj; is the hopping integral of the, electron between
manganese atomsandj, U is the intratomic Coulomb inte-
gral, d;’ (d;,) are the creatiorfannihilation operators for

The spectrum for th&-type canted antiferromagnetic struc-
ture is found in a similar way

Eno(K)=g4+U{n_,)+I2=[I*(S+1/2)2+12(k) the ey electron at site, o is the spin index¢=1 or | in the
" local reference frame associated with the atomic §pin o
+2J(S+1/2)t(k)cosoi2]™, ®) s the eg-€lectron vector spin operatady, is the intratomic

exchange(Hund integral, andJ;; are the exchange param-
eters of the Heisenberg Hamiltonian for the local magnetic
Ei(kK)=gq+U(n )—JIS+t(k)cose/2. moments due to the manganésggelectrons. The dispersion
relations obtained here correct and complement the disper-
sion relationsE(k) derived earlier(Refs. 5 and 7, respec-
tively) for a number of magnetic structure&,G,C, andF).
A tight-binding analysis of more complex types of magnetic
ordering can be carried out only numerically.
Eo(K)=gq+U(n_,)+t(ky) + 2+ [IX(S+1/2)? 3. Substitution of Nd, Pr, and other RE elements for La
atoms results in an increase of the number of magnetically
+t2(ky ) £23(S+1/2)t(k; )cosd/2]Y% (6)  inequivalent atoms in the ABOperovskite unit cell, because
magnetic ions start to occupy the B site. Under certain con-
ditions ordering of local magnetic moments of RE elements
Ei(k)=gq+U(n )—IS+t(k,) +t(k, )cos/2. may set in, which should be taken into account when calcu-
) lating the dispersion relation for carriers in perovskites. Let
The ferromagnetic structure has only two spectral branche%s assume only onderromagnetit sublattice to exist in the
E (k)=g4—J3S+U(n))+t(k), manganese subsystem. Then the Hamiltonian matrix for
canted mutual ordering on thé and f-sublattices can be
E|(K)=g4+J(S+1)+U(n;)+t(k). (7)  written in a form similar to Eq(4)

wheret (k) = 2t(coska,+cosk a,+cosk.a,). Now

In the C-type canted antiferromagnetic structure, the unit cell
doubles in content in thXY plane @, anda, have to be
multiplied by 21%), and the dispersion relations take on the
form

with
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81_J181+t11(k) 0
0 81+\]1(Sl+1)+t11(k)
Homn(K) =
el K) ; _0
tlz(k)cosi —tlz(k)smz
t1o(K)si o tia(k 0
12(k)sing 12(k)cos;

For ferromagnetically ordered sublattice<0) the disper-
sion relations are

L 2 2
E7 AK) = 5[e7(k)+5(k) = \[e7(k) —e3() 1P+ 4t5,(k) ],
ef(K)=e/+U(n_,)+t;(k), & =¢—JS,

ei=g+Ji(§+1),

tii(k) = 2t;; [cog keay) + cogkyay) +cogk,a,)], =12,
tadK) = 2t122) cogkry),
1 1
r,=§(ax,ay,az), rllzi(away:_az)’
1 1
rlllzz(ax’_ay’az)v rIVZE(_ax:ay:az)- (10

In Egs. (9) and (10), e1=¢4, €, is the T-orbital energy,
J»S; is the intratomic exchange energy for tha-8lectron of
an RE elemen(for lanthanum this energy is z€rd,, is the
hopping integral between the manganekerbital and the

S. M. Dunaevski

0 0
tlz(k)cosi tlz(k)smz
0 0
—tlz(k)smz tlz(k)cosz
9
2= J2S +5(k) 0
0 o+ Jy(So+ 1) +tou(k)

lytic expressions foE(k) become very cumbersome. How-
ever assuming the self-consistent energies of dheand
f-levels to be approximately equalggq=e;=eqy, and
ti1=tyn, Aj=3,5=J;(S+1), i=1,2, one can derive the
following dispersion relations

Eo(K)=go+tyy(k) £ {(AZ+AD)/A+tT,k)£[(AZ-A%)%4
1K) (A + AL)2—4t3(k) A, A ,sir? /2] 1212,

a=1,...4, (12
which for #=0 and = transfer to Eqs(10) and(11). Inclu-
sion of Coulomb interaction in the Hartree—Fock approxima-
tion results in ey in Eq. (12 becoming replaced by
egotU(n_,). As follows from this relation, replacement of
lanthanum(for which A,=0) by any RE element with a
nonzeroA, shifts all bands down and broadens them simul-
taneously. Fo\,=A,, Eq. (12) yields dispersion relations
for the manganese bcc lattice. The band energy will be mini-
mum for ferromagnetic mutual ordering of the manganese
and RE sublattices. For close to antiferromagnetically or-
dered sublattices, the band width can become smaller than

5d—0rbital. of the nearest RE atom, and summation is runthat for lanthanum manganite\=0), which will give rise
over four IneqUIvaIent nelghbors. If one neglects the Sma”e% a decrease in the Conductivity of the Compounds' This

Koster—Slater parameteVys, this integral equals\2,4,./3.
A numerical estimation o 44, made using Harrison’s taSle

yieldedV44,=0.3—0.4eV. The calculated value of the hop-
ping integral is of the same order of magnitude as that of the

hopping integral between manganese iors0(1-0.2¢eV).
Transition of the manganeskelectron to the 6-orbital of

result correlates qualitatively with the experimentally ob-
served differences of the phase diagrams of Pr-, Nd-, and
Sm-based manganite¥ from that of La _,L,MnO;.

4. One can take explicitly into account within the tight-
binding approach the strongegfy coupling between the
d-orbitals of manganese and theorbitals of oxygen, which

an RE atom is impossible for symmetry considerations, angyas thus far neglected in model approximations. Inclusion of

therefore it can be disregarded in the calculations.

p—d coupling in band-structure calculations requires at the

For mutual antiferromagnetic ordering one readily ob-yery |east a consideration of ax6 Hamiltonian matrix,

tains

1
E1ok)=5[ed(k) +e5(k) = \[ei(k) —ea(k) ]+ 4tiyk) .

1
Esak)=5lei(k)+e3(k) = \[ei(k)—ex(k) P +4tik)].
(1

As follows from a comparison of the two above expressions

with Eq. (7), wheret=t,,, taking into account the RE sub-

system results in a shift and substantial broadening of the

band. In a general case and for an arbitrary amgllee ana-

whose explicit form for three atoms is given in Ref. 10.

Using the solutions found in the above work, one readily
obtains approximat&-space dispersion relations for a type

G magnetic structure with inclusion of the nearest-neighbor
interaction:

1+cog 014/2)
. 1c+2

El(k)—&‘d JS tpd(k) 8p—8d+JS 3
1—cog 60:,/2)

— _ 12
Eal) = 84— IS~ k)~ 55



Phys. Solid State 41 (12), December 1999

gq—&p—A cog 0152)

(sé—sp)z—Az

Ea(k)=ep—2t54(k)

g4~ €pt A COg01,/2)
(sé—sp)z—Az

1- 2
Es(K)=sq+I(St+1)~t5y(k) - cod 6142)
p

Ea(k)=ep—2t54(K)
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(lanthanummanganese subsystems in band-structure calcu-
lations of the R_,L,MnO; perovskites, which has not been
made thus far in theory. Unfortunately, simultaneous inclu-
sion of these interactions and of teg-level degeneracy pre-
cludes obtaining within the tight-binding approximation an
analytic description of the electronic structuék) for vari-

ous types of magnetic ordering of perovskites throughout the
Brillouin zone. Nevertheless, analytic dispersion relations

—g4—J(S+1)’ E(k) are of considerable importance when estimating the

1+cog 6,4/2) conditions for the onset of electronic phase separation in per-

Es(k)=g4+J(S+ 1)_t;23d(k) . (13)  ovskites. The results of these studies will be presented in a
ep~eqJ(S+1) separate paper.

Here, tyq(k) = (tpa/3)(coskay+coska,+coska,), el=¢gq4 Support of the “Neutron Studies of Matter” program is
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Features of the long-wavelength part of the spectrum of spin waves localized on a 71° domain
boundary of a cubic ferromagnet are examined on the basis of a qualitative analysis and
simultaneous numerical solution of the Landau-Lifshitz equations and the equation of
magnetostatics. €1999 American Institute of Physid$$1063-78349)01512-9

The spectra of spin-wave excitations of domain bound- M g¢ SE M o9 SE
aries(DB’s) of a uniaxial ferromagnet have been examined 9 sing= 590 7 s sind= 5_90’ (1)
in a number of works2 References 4 and 5 described three
branches of the vibrations of a domain boundary in the band  div(hy+47M)=0, 2

forbidden for bulk spin waves: two low-frequency bands Cor‘whereM —Mm is the magnetization vectom is the corre-

responding to translational vibrations of the domain bound- . . . . . .
) L S . sponding unit vectorm= (sin cose,sind sin¢,cosd), y is
aries, and the unidirectional Gilingkbranch, corresponding . . . T .
. ) . . . the gyromagnetic ratiohy is the demagnetization field,
to high-frequency vibrations of the spins, localized near a

domain boundary, whose amplitude decays without limit onWhiCh in the magnetostatic approximation is expressed in

) : - terms of the magnetic potenti#: hy=V WV, E is the energy
its periphery. In Ref. 5, high-frequency branches detache%ef the ferromagnet, which includes the inhomogeneous ex-

from the boundary of the continuous spectrum were also . :
discovered by numerical calculations. Reference 6 investighar“:']e energy, the rn'agrjetlc.anlsotropy energy, and the en-
gated the vibrational spectrum of the 180° Bloch domain"" &Y of the demagnetization fields
boundary (BDB) in a cubic ferromagnet with induced . 1 ((o¥)\?
uniaxial anisotropy, which corresponds to the anisotropy of ~E=A((V9)?+sif#(V¢)?) +Ea(e,9) — g( (g)
iron—yttrium garnet films. In the present work we have found

branches corresponding to translations of a domain bound- aV\2[gw)\? v

ary, oscillations of the thickness of a domain boundary, and oy ) \az — M| 5% sind cose
also the Gilinski branch and one high-frequency branch split

_off fro_m the boundary of the continuou_s s_pectrum. We als_o n ﬂ sin 9 cose + ﬂ cosﬂ).
investigate spectra of spin-wave excitations of a domain ady Jz

boundary in an orthorhombic and a tetragonal ferromagnet‘

h ot ¢ which ds to th ot ere A is the exchange interaction constant dhgis the
1€ anisotropy of which corresponds to the anisotropy o agnetic anisotropy energy. In the crystallographic system
bismuth-substituted iron—garnet films grown in fid4.0] di-

. . ; ) the anisotropy energy of a cubic ferromagnet is written as
rection and thg100] direction, respectively® However, all by gy g

theoretical works on DB-localized spin waves have been E,=K;(mj+ m§+ m3),

limited to a study of 180° walls. Recently, experimental ob- . . .
servations of spin waves have been made on 90° as well gghereKl Is the cubic anisotropy constantf >0, the easy

180° domain boundaries in a cubic ferromaghattheory of axes are directions of the typa11]; therefore it is conve-
spin-wave excitations of Bloch domain boundaries with tilt €Nt O transform to the new system of coordinatgs
angle of the magnetization different from 180° is still lack- =[111], &=[112], &=[110]. Thus

ing. I_n th@s paper, using numerical methods we investigqte siff 9siffe codd 2

the vibrational spectrum of a 71° Bloch domain boundary in  E =K, 5 + 5 + §$|n4 9 cod ¢

a cubic ferromagnet. Such walls arise in materials with cubic

anisotropy, which is characteristic, in particular, of iron— 2.2

yttrium garnet, the most frequently applied material in ex- +sir 9 cos 9 sir? ¢+ —3sin' 9 cose sin’ ¢
periments on observation of spin wavés.

— 22 sif 9 cof I cospsing|.

1. BASIC EQUATIONS We will consider a Bloch wall in which the tilt of the
Spin-wave excitations of a domain boundary of a ferro-magnetization is in th&Y plane[the crystallographic plane
magnet are described by the Landau-Lifshitz equations an@.10)] from the direction[111] to the direction[111], the

the equation of magnetostatics normal to which coincides with theaxis (Fig. 1). In spheri-

1063-7834/99/41(12)/4/$15.00 2004 © 1999 American Institute of Physics
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FIG. 1. Static structure of a 71° domain boundary of a cubic ferromagnet.
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cal coordinates the structure of a 71° Bloch domain boundFIG. 2. Spectrum of localized spin waves on a 71° domain boundary of a
ary, obtained by solving the static Landau—Lifshitz equation cuPic ferromagnet with Q factd@=0.05 for wave propagation in tfé10]

is described as follows:

==, =a+arctan —tanh —| |,
20 %o 2 B
tan— &)
a=arctan—,
2

where thez coordinate is normalized byA/K;. Domain-

direction. 1 — boundary of the continuous spectruf,3 — Goldstone
mode,4 — Gilinskii mode.

Here the coordinates,y,z and the wave numbés are nor-
malized by K, /A, the frequencyw by 2yK,;/M, and the
magnetic potential 4 by 47M+A/K,;. The Q factor
Q=K /2wrM?. The magnetic potentiak and the anglesg, 6
should satisfy the boundary conditigh¢, =0 asz— * .
The angleg, in Eqgs.(5) varies from zero to arctan2

boundary vibrations are described by a small deviation of the;;710 It follows from systent5) that the symmetry axis is

magnetization from its equilibrium distributio(3)
T
2
¢=¢o(2) + (z)cog wt—kx—kyy),

¥ = y(2)sin ot —K,x—Kyy). (4)

Substituting expressiong&}) in the Landau-Lifshitz equa-
tions (1) and the magnetostatic equati¢®), we obtain a

O= 5+ 0(2)sin(wt—Kk,x—k,y),

the direction perpendicular to the bisector of the angle
formed by the magnetization on neighboring domains, i.e.,
the spectrum of spin waves propagating in this direction is
symmetric with respect to a change of sign of the wave num-
ber.

To find the spectrum of spin-wave excitations of a 71°
Bloch domain boundary, we used a numerical method pro-
posed in Ref. 5. Ag— +«, system(5) transforms to a sys-
tem of differential equations with constant coefficients. The

linearized system describing vibrations of the magnetizatiorsolution of such a system is used as an initial approximation

at the domain boundary

\

3
a(eo)= 5 sinf oo+ 2 cod g+ 242 cose, SN ¢

2
+24/2 coseq singy— Si? ¢g— 3

4 10y2
b(pg) =sin* oo+ 3 co¢ ¢o+ T\/— COS@o SIN® @

— 2.2 coS ¢gsingy—7 cof gy sirt ¢o.  (5)

r(920_ k2 1 alﬂ'
prial Ta(eo))0twdt F o
&Z(ﬁ ) 1 ;
< Ezwbﬂr(k +b(<P0))¢_a(kXSIn(po—kyCOS(po)l//,
e : 2
—2 72 T (Kxsingo—ky cosgo) p+ Ky,

at large enough values & Integrating Eqgs.(5) by the
Runge—Kutta method from the initial values at large to

the joining point, we obtain the Wronskian, consisting of the
left triple and the right triple of solutions at this point. If the
Wronskian is equal to zero, then the frequency for which
such calculations were performed is the eigenfrequency. In
the numerical calculation we set the Q factor equal to
Q=0.05, which corresponds in order of magnitude with val-
ues of the Q factor in iron—yttrium garneQ&0.02) and
some ferrites with spinel structuféor NiFe,O, Q~0.08).

2. SPECTRA OF SPIN WAVES LOCALIZED ON A 71°
DOMAIN BOUNDARY

The results of our numerical calculation are plotted in
Figs. 2—4. It can be seen that for the vibrations propagating
perpendicular to the symmetry axiSig. 2) the spectrum has
the same form as in a uniaxial ferromagnet. The unidirec-
tional Gilinskii branch is characterized by a negative disper-
sion (9°w/9k?)<0, which is analogous to results obtained
earlier for other forms of anisotropy energy. This branch
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5 T — “ number can be calculated using perturbation theory. In the
i 1 ] first nonvanishing approximation k<1 we find
4- . ) \/ao(b0+ Sify,/Q) — w?
1 1 P HTN g1 a0 wf
3_ -4
3 | 2 3 ~ \/1 1 12
2] l p]_yz_ E bo+a0+6i bo_ao_a +4(1)0 ’
. ] ®)
1 i whereay=by=4/3. Inside the domains the behavior of the
solutions is determined by the most slowly decaying terms,
i.e., by the exponentials with characteristic argumpagt
r—m—t+——TT— Now let us solve the third equation of systéf) with the
06 04 02 Oko 02 04 06 help of the Green’s functiofs(z— &) = — exp(—K|z— &)/2k

1 (+=
FIG. 3. Spectrum of localized spin waves on a 71° domain boundary ofa = 3 f exp(—k|z—&|)(coseq siny,
cubic ferromagnet with Q factd®=0.05 for wave propagation in tH801] -

direction. 1 — boundary of the continuous spectru,3 — Goldstone

de. : 1
e —SiNgo COSYo) b(£)dé— o
exists only for vibrations propagating between directions of % fMeXp(—k|Z—§|) 96(¢) de.
the magnetization in neighboring domains, i.e., in the inter- —o 23

val of values ofyy from 0 to 71°, which is a peculiarity of
this type of wall. It is not ruled out that the Gilingkbranch
also exists for other types of domain boundaries only in di
rections lying between easy axes. In all possible direction
the Gilinskil branch has a linear asymptotic behavior. To
determine the gap in the high-frequency branch, we used the Y w siny,
method employed in Ref. 11 in a treatment of a uniaxial 71+ 1_1TC2’

ferromagnet. This method is based on peculiarities of the

behavior of Eqs(5) at infinity. Let us consider the case of ky—0, for z— =+, (7)
the propagation of vibrations perpendicular to the symmetry o _ _

axis, when yo=arctank,/k)=a. As z— =, system (5) Substituting Eq(7) into Egs.(5), we obtain the system
goes over to a system with constant coefficients, whose so- siny, )

For large values of the localized solutions are characterized
by an exponential falloff with dominating argumepy, i.e.,
§=Cyexp(- ku|Z)+0O(K), ¢p=C, exp(—ku|Z)+O(Kk). Hence
we find

lutions are a superposition of three exponentials with char- —_
iti i (1+w)Q
acteristic argumentp, which for small values of the wave

a0+ CZZO,

wo—

“
———|Cy+
(1+M)Q) ! (
w0C1+b0C2=O.

®

Equations(8) coincide if the determinant of the system is

16j ' ' ' ' ' ' equal to zero. From the condition that the determinant be
o equal to zero we find a second expressionor
1.4

1 bo— weSinyg)/
124 M:( 0 0SiNyo) QZ_ 9)

1 bo(ag+1/Q) — w§
1.0

1 Equating expression®) and(9), we obtain three values for

3 08‘. wo:

0.6 —

i (J)O:i aobo, (10)
0.4

] L + ! + bo 11
0.2- ®o=5| SNYo| & Q) "sinyo)” (13)
0‘90'1 00 04 02 03 04 05 06 _The frequency given byformul(dl) for any value ofQ falls

K into the band of the continuous spectrum. The other two

symmetric solutions determine the magnitude of the gap of

FIG. 4. Spectrum of localized spin waves on a 71° domain boundary of o o ; ;
cubic ferromagnet with Q factd®=0.05 for wave propagation in tf&11] the Gilinski branch for a 71° Bloch domain boundary in a

direction. 1 — boundary of the continuous spectrut,3 — Goldstone ~ CUbiC ferromagnet, which in physical variables is given by
mode. the formula
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8vK, asymmetry of the spectrum of vibrations of the domain

==x 3M boundary decreases, but the bottom of the band of the con-
tinuous spectrum approaches the Giliidkianch. IfQ>1,

Expression(10) is valid for walls with any tilt angle of the then the Gilinski branch coalesces completely with the
magnetization vector. The coefficiersts andbg, which take  poundary of the band of bulk spin waves.
the valuesa(¢o) andb(¢o) at infinity, are determined by the Thus, the general form of the spectrum of spin-wave
type of the anisotropy energy. excitations of a 71° Bloch domain boundary is analogous to

The low-frequency branch of the vibrations, which cor- the spectrum of a 180° Bloch domain boundary, but also has
responds to translational shifts of the domain boundary in th@istinguishing features connected with the noncollinear ar-
long-wavelength limit(the Goldstone modehas a linear rangement of the magnetization vector on neighboring do-
asymptotic limit in the direction perpendicular to the sym- mains.
metry axis. In all other directions the dependence of the fre-  Thjs work was supported by grants from the Russian
quency on the wave number for the branch of the translaFynd for Fundamental Research No. 98-02-16469 and No.
tional vibrations in the long-wavelength region goes as they7.02-16183.
square-root. Such behavior of the low-frequency branches is
analogous to the peculiarities of spin waves at a 180° Bloch
dom:in boundary. ; ; 3. M. Winter, Phys. Revi124, 452 (1961).

t a wall of the type unde_r conS|de_ra_t|_on, the spectrum ;' = Janak, Phys, Reg34, 411(1964.

has a number of distinguishing peculiarities: first, for the sy | kurkin and A, P. Tankeev, Fiz. Met. Metallove@6, 1149(1973.
vibrations propagating along the symmetry axis the boundary'i. A. Gilinskit, Zh. Eksp. Teor. Fiz68, 1032(1975 [Sov. Phys. JETR1,
of the continuous spectrum lies higher than for the vibrations_511(1975]. , _ . _
propagating perpendicular to the symmetry axis, which is a ?1'9\5;(') 'E"S"g\‘/aﬂpor:’ysnjdE'T'H% i‘c';gg’lkgg';s]m Esp. Teor. Fiz.97, 1966
distinguishing feature of the problem under considerationsa v wikhailov and I. A. Shimokhin, Phys. Rev. B8, 9569(1993.
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Resonant microwave conductivity response to ac current in La 07Pbo3sMnO; crystals
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An experimental study of the effect of low-frequency transport current on the microwave
conductivity of single-crystal LgPh, sMnO; is reported. In the absence of an external magnetic
field, the microwave conductivity response to a current follows a relaxation behavior. In a

nonzero external magnetic field, the response spectrum exhibits a peak of resonant amplitude
enhancement. The resonant response has a nonlinear nature. The temperature and field
dependences of the main parameters of the microwave response correlate directly with the behavior
of the magnetoresistance. The results obtained are analyzed within the oscillator
approximation. Electronic phase separation is proposed as a possible mechanism for the current
action. © 1999 American Institute of Physid$$1063-783409)01612-3

Perovskite-structure manganites with a common formuldhe sample as a function of temperature, external magnetic
R;_AMnO; (where R stands for rare-earth ions, and Afield, and the frequency and amplitude of the ac voltage
stands for Sr, Ba, Ca, and Pbave been recently attracting across the sample.
attention due to their unusual magnetic and electronic Itis well knowrf that if the sample dimensions are much
properties: Most of this interest centers on the giant magne-smaller than the wavelength of the electromagnetic radiation,
toresistancéGMR) observed in some compositiohé\t the  and the skin-layer thickness is larger than or comparable to
same time there is still no full understanding of the mechathe smallest sample dimensidim our case this condition
nisms responsible for the GMR and other magnetoelectrisvas me}, the variation ofP, can be related in a single-
effects. A substantial contribution to the solution of this valued way to that of the complex dielectric permittivity
problem could come from invoking nontraditional experi-
mental methods, for instance, those aimed at studying the s=s’—ig”:s’—iml, (1)
response of a system to combined action of various factors. w

Besides, one could expect in this case new mgnifgstations %hereoMW is the conductivity in the microwave range and
the GMR, as well as new effects having application potens,, s the wavelength of the electromagnetic radiation. For
tial. . . . o conducting media one usually has<e”. Indeed, in our

In this connection, the microwave conductivity responsegy periments we did not find any variation of the cavity reso-
to an ac current in single-crystal §.#, MnO; exhibiting  ance frequency which could be related to thai6f The
GMR, which was detected by dsturned out to be very icrowave response signal was generated by variations of
interesting. The nature of the response depended on the ap;, cavity Q-factor. The relative change in the Q-factor

plitude of the ac voltage across the sample and its frequency, sed by a change in the conductivityoryy, can be
as well as on the external magnetic field. This observation i itterp

a one more demonstration of an intimate relation between the
magnetic and electrical properties of perovskite-type manga- AQ Qg
nese oxides. This communication reports the results of a de- Q_o o woWo

: . s . Vs
tailed investigation of this phenomenon.

Equation (2) was derived by the perturbative techniq@,

=woWy/(Pst+P,) is the intrinsic Q-factor of the cavity

complete with the sample&?, and Py are, respectively, the

microwave power losses in the cavity walls and the sample,
The studies were carried out on g®h, MnO; single W, is the power stored in the cavit_y, ang, is the cavity

crystals grown by spontaneous crystallization from a melfSonance frequency. The output signal of the spectrometer

solution® The sample representing a polished plate measurlln,ear microwave d.et.ector is related to the variation of the

ing 4x2x0.1 mn? was placed at the antinode of a micro- Microwave conductivid oy through

wave electric field in a rectangular cavity 10 GH2. The AU 1AQ

cavity was connected in a reflection-type magnetic-resonance = 5 Q_ Q)

spectrometer arrangement. The electric current was fed into 0 0

the sample through spring-loaded needle contacts. One meahereU, is the microwave-detector output voltage, which is

sured the microwave powét, reflected from the cavity with  proportional to the power incident on the cavigy,, and

1. EXPERIMENTAL

1063-7834/99/41(12)/6/$15.00 2008 © 1999 American Institute of Physics
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AU is the change of the microwave-detector output voltage
caused by a change ;. Finally we have

AU:CAO'M\N, (4)

units

wherec is a quantity remaining constant during the measure- =
ment.

Determination of the absolute value @f;,, meets with
certain difficulties, but we were interested in the variation of
the conductivityA oy caused by an external actichoy,y
was measured in arbitrary units. For definiteness, we shall
call in what follows the variation of the microwave conduc-
tivity generated by the action of a current the microwave
response of a sample.

The dc resistivityp and the magnetoresistan¢g(0)
—p(H)1/po=Aplp, were measured by the standard four- 00 ' 3'0 ' 6IO - 9'0
probe technique. £, kHz

Amplitude, arb
[\4
o

120

FIG. 1. Amplitude of the microwave-conductivity response sighal,, vs
frequencyf of the ac voltage) acting on a sample. External magnetic field
2. EXPERIMENTAL RESULTS H=0, U_=500 mV, T=300 K. Solid line: approximatior{see text for
explanation.
Our study of the effect of transport current on the con-

ductivity of Lay ,Phy, ;MnO; single crystals in the microwave

range revealed the following. If one applied across a Samp'ﬁuency. Namely, one detected sample response peaks at fre-

an ac voltagel .. of frequencyf, the microwave response qenciesf /3 andf,/5, with higher-order multiples also ob-
signal corresponding td oy could be represented as a gaped sometimes.

sum of harmonic components of the modulating voltage fre-  \ye studied the behavior of the resonant microwave-

quency response enhancement in a figld=7 kOe at different tem-
n peraturegFig. 2). In these measurements, the voltage across

AUMW(t)=Zl A;cogift), (5)

wherei is the harmonic number, ard is the amplitude of fo 100 K
theith harmonic component in the response signal. f‘"
In the absence of an external magnetic figtt=0), the 0
microwave response signal contains only even harmonics,
with the main contribution being due to the component of the fo
2f frequency. This is a direct consequence of the response ——t A

being independent of the polarity of the voltage applied to
the sample. The temperature dependenc ®f,, was pre- fol5 foi3 J\

" ~ 250K
fo

—eeeste 20 10k

200K

sented in Ref. 3. We may recall that it coincided completely
with the behavior of the sample magnetoresistance. As for
the dependence of the microwave response signal on the fre-
quencyf of the applied voltagdJ, it is shown in Fig. 1. The
data are given folf =300 K. We see thatr,y iS most sen-
sitive to low-frequency currents. The amplitude &tryy

falls off rapidly with increasing frequency.

When an external magnetic field is applied, the response
signal amplitude decreases slightly throughout the frequency ~ 300 K
range covered while remaining a smooth functior. &t the Jfo et Rl
same time at a certain frequenty there appears a peak of
the resonantly enhanced microwave-response amplitude. T=35K
Note that it is the first harmonisee Eq.(5)] of the signal, [ tesstessspsscstesetesassormtsstenstesivosssesseny
which was absent in thel=0 case, that contributes to the 0 300 600 900 1200 1500
response enhancement. Asincreases, the amplitude of the f, Hz
resonance peak grows to exceed considerablyHtke) re-
sponse. Indeed, at=300 K and a fieldtH =7 kOe the signal FIG. 2. Amplitude of the microwave-cqnductivity response sighal, vs_

) bv nearlv 10 times. Besides the direct resonatr}e freq_uer_wyf of the voItageUN applied across the sam_ple placgd in a
InCcreases by y I;}mgnenc fieldH=7 kOe. Different curves are plots obtained at different

change_A omw "_it frequenCYan_ the spgctrum contains also temperatures fot) . =500 mV. f, is the main-peak frequency; also shown
harmonics of higher frequencies multiples of the current fre-are peaks of the sample response to frequency multiplég. of

Amplitude, arb. units
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£ 600 H=7kOe U.=500mV a
=] L
£
< 400 |
= |
g 200 E
=] .
h 0 - 1 ] 1 :.%
b g
[ b=
1200 =
N
3 2
S 800 I
400 -
0 [ 1 1 1 1 1 1 m-'«“oﬂ'.'o
C_ 20 ' i 1 i i " 1
g — | e 0 200 400 600
S 400 3 f, Hz
G | g
S 410 & FIG. 4. Microwave-conductivity resonance respomnse,,, obtained for
Q 200 — < different values ofJ _ in an external magnetic field =7 kOe atT =300 K.
T i Solid lines: calculations made in the nonlinear-oscillator approximdtiea
3 text for explanations
100 150 200 250 300 350 ) )
T, K lower frequencies. The peaks at thg3 andf /5 frequencies

do not change position in the spectrum. This behavior is
FIG. 3. Temperature dependences of the intensiand frequencyb) of - typjcal of forced oscillations in nonlinear systems under har-
the peak in the microwave-conductivity resonance respdnisgy of & ynic excitation. It can be added that at latge amplitudes
sample to an ac voltagé) _=500 mV,H=7 kOe;(c): temperature depen- - . . o
dence of the resistivity, and magnetoresistancep/p, in a field H=7 the resonance curve exhibits a slight hysteresis with increas-
kOe. ing and decreasing frequenéyThis deviation of the reso-
nance curve from single-valuedness is also a consequence of
the nonlinearity of the system under study.
the sample was maintained constatt_(=500 mV). The Interestingly, if one fixedJ _ at a given temperature but
peak in the dependence afoy,,y on the frequency of the  varies the external magnetic field, a similar family of reso-
voltage acting on the sample becomes noticeablB~at00  nhance curves is obtaind&ig. 5. This permits a conclusion
K. As the temperature increases, the peak grows in intensitihat the amplitude of the exciting force depends on a combi-
and shifts toward lower frequencies. The peak of the resonation of the quantitiesi andU _ .
nant Aoy amplitude enhancement reaches the maximum Note that different samples could differ slightly in the
intensity at aboufT~300-320 K. The peak amplitude de- magnitude off,, the width and shape of the resonant re-
creases rapidly with a further increase of temperature. Théponse peaks at a fixed temperature. At the same time the
variation of the resonant response frequehgys the stron-  pattern of the above effects did not change in any way. We
gest within the temperature region from 150 to 300 K. Figureassociate the observed differences with the quality of the
3a and 3b illustrates graphically the phenomenon. Note th&ingle crystals used, including nonuniform impurity distribu-
coincidence of the main features in the above-mentioned rgion over the sample. This conclusion is corroborated indi-
lations with the behavior of the magnetoresistangép, in rectly by studies of the magnetic resonance in the crystals.
the crystals studiedFig. 309. The peak of the resonance re-
sponse reaphes a maX|mqua% 300 K, Wh(lareAp/.pO .starts 3. DISCUSSION
to grow rapidly. The drop in the response intensity is accom-
panied by a decrease dfp/p,. None of these two effects is The influence itself of both dc and ac transport current
observed fofT>T.~360 K. on the electrical properties of haPh, sMnO5 single crystals
Figure 4 presents a part of the family of resonant microturned out to be unexpected. The observed effect is appar-
wave response curves obtained by varying the ac volthge ently one more manifestation of the unusual electrical and
across the sample. The temperatlire300 K and the mag- magnetic properties of perovskite-like manganese oxides, so
netic fieldH=7 kOe were fixed. One readily sees thaths  that the mechanisms of the current action and of the GMR in
increases, the resonance line increases in intensity too, aride crystals under study have the same nature. This is sup-
becomes distorted. The maximum of the curve shifts towargborted, first, by all the main features found in the study of the
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ductivity to which the system relaxes. We shall assume the
perturbation to be small, in which case the response can, in a
first approximation, be presented®as

oaw= U2+ o, (7)

where ¢ is a constant, the quadratic dependencelois a
consequence of the independencéofy,, of the polarity of
the applied voltage, and, is the dc component of the mi-
crowave conductivity, which is not seen in an experiment.
We present the ac voltage in the form

U=Uye'. (8

Because of the lag, the microwave conductivity can be writ-
ten

Amplitude, arb. units

O'MW:Azei(zft_a)‘l‘O'o, (9)

where Z corresponds to the response at the doubled pertur-
bation frequency, and, is the response amplitude. Substi-
tuting (7), (8), and(9) into Eq. (6) yields

0 200 400 600

/. Hz 1K
A,= (coss+ 2f 7,sind), (10
FIG. 5. Microwave-conductivity resonance respomse,,,, obtained for 1+ (2fTr)2
different strengths of external magnetic field, =500 mV, andT =300 K.
Solid lines: calculations made in the nonlinear-oscillator approximatiea tan 8)=2f7,, (11

text for explanations . . . .
The relations thus obtained fit with a good accuracy to

experimental data foré=162 (U_=500 m\V) and 7,
=4.4x107 % s.

temperature dependences being correlated, and, second, by Thus invoking only one time constant, is a good
the behavior of the above effects in an external magnetignough approximation to determine the response time of a
field. sample to an applied voltage. We have essentially employed

In order to describe in detail the response of a system tg c|assical relaxation model of an overdamped oscillator, in
a change in an external parameter, one has to know its intefghich the friction coefficient is much larger than the charac-
nal structure, i.e., its inherent interactions and the mechagristic oscillator natural frequency. Actually, the processes
nisms by which the current and magnetic field act on thestfecting the variation of the electrical properties of a mate-
state of the substance. Unfortunately, the main question qfz| under study should most likely be characterized by a
the mechanisms of the current action on microwave conducspectrum of time constantavhich corresponds to an en-
tivity, as of the nature of the other magnetoelectric phenomsemple of oscillators with a certain distribution function
ena in manganites, remains unanswered. The approximation we have used is equivalent to introducing

On the other hand, the internal structure of a system cagome average effective time constant. A more substantial
be judged from its response to a perturbation. Thus an analysonclusion could be drawn after a special investigation of the
sis of the dynamic behavior ofyy as a function of the  pehavior of the system response to a perturbation in time.
amplitude and frequency of the modulating voltage, tempera- e shall instead dwell on the microwave response of a
ture, and magnetic field may provide additional informationsarm)|e to an ac current in an external magnetic field. Of
concerning the nature of interactions in the system undeparticular significance here is the resonant enhancement of
study. the response amplitude at tiig, fy/3, andfy/5 frequencies,

Consider first theH=0 case. The dependence of the yhjle at all other frequencies the response signal exhibits
response amplitude on the frequency of the ac voltage asual relaxation. Thus the dynamic behavior of the micro-
plied to the sampléFig. 1) is characteristic of the case where wave conductivity of a sample in an external magnetic field
the processes accounting for the variation of the propeties g§ characterized by two time constants €10 3 s and,
the system occur at a finite rate. As a result, the response of 1f — 1072 ) differing by two orders of magnitude. This
the system lags behind the external perturbafitve mag- gifference permits one, in a first approximation, to consider
netic aftereffect is a particularly revealing example of such ahe processes responsible for each of the times separately.

behavioy. In the simplest case, theyw(t) function is de- As follows from the above experimental data, we have
termined only by one relaxation timg . This can be written  here obviously forced oscillations in a nonlinear dynamic
mathematically as follow’s system. It appears only natural to choose as a first step the
Jouw Taw— TSw simp.lest.model, ie., a nonlinear oscillator. Within. this ap-
Franiaie . , (6) proximation, the equation of motion for the dynamic behav-

ior of the microwave conductivityry,,, of the system under
where oy, is the equilibrium value of the microwave con- study can be written
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d2x was pointed out more than once, the understanding of the

—2+Zéa+f§x+ g(x)=Pcog Qt). (12 mechanisms involved is far from being unambiguous.

dt As before® we espouse the viewpoint that the mecha-

nism underlying the phenomena considered here is phase

separation® Our opinion is supported by additional

magnetic-resonance studies of single-crystg] Py, sMnO

3. Within a broad temperature range bel@w one observes

g(x)=—aU(x)/dx is a function characterizing the nonlin- two magnetic-resonance_absorption Iines_, which correspond
to two magnetic phases in the sample. Field-frequency rela-

earity, andU(x) is the oscillator potential energy. ) ) L > LY
The properties of the system determining the natural ostions permit their identification as the ferromagnetieM)

cillation frequencyf, vary with temperature, and at a fixed and paramagnetic phases. Moreover, the relation between the

temperaturef, remains constant. This can be seen from thePhase volumes at a fixed temperature is governed by the

constancy of the peak positions at thg3 andf /5 frequen- external magnetic field. It is this phenomenon that underlies
cies in the response spectrum. The variation of the oscillatgi'® Mechanism accounting for the GMR. ,
frequency with oscillation amplitude is a consequence of the N our case, the transport current, as well as the magnetic
nonlinearity(nonisochronist The presence in the response f€ld, influences the volume ratio of the phases differing in
spectrum of odd harmonics only permits a conclusion thafhe magnetic state and, accordingly, in the conductivity. This

theg(x) function must be odd. The nonlinear relations char-2ff€cts the microwave conductivity of a samﬁlmciden-_
acterizing the properties of a system are usually approxiza"y’ the response of a sample to the action of a current is of

mated with a polynomial. Thus we can write to the seventHN€ OPPOSite sign to that of the magnetic field. This can be
qualitatively understood based on the following consider-

Herex=oyw/ 0, is a dimensionless variable,, is an arbi-
trary normalization factorg is the damping parametefr is

the natural frequency of a linear oscillatérjs the amplitude
of the external force, ) is its frequency,

power ofx . T
ations. The total free energy of a two-phase system is given
g(x) = ax®+ Bx>+ yx'. (13 by the expressioh
Further analysis shows that within the model considered here E=E,+Eg+Eq+Ey . (17)

¢ also remains constant at a fixed temperature. The quantiti

U_ andH determine the amplitude of the external force %—?ere Ev and Es are, respectively, the volume and surface

energies of the conduction electrolig, is the Coulomb in-
P=P(U_,H). (14)  teraction energy between regions with different electron con-
. . ) centrations, andky, is the magnetic energy, which includes
We restrict ourselves to obtaining the solution of Ek) for the energies of the—d exchange, direct exchange coupling,
the frequency of the external force. In the case of weak NoNz . jnteraction with the external field. A variational analysis
linearity it can be solved, for instance, by harmonic ¢ £ (17) yields the equilibrium dimensions of the phase
approximatio nonuniformities. External magnetic field acts on the mag-
p2 netic part of the free energy,,, which results in an in-
f2=(f2-256%) = \/__452(f2m_ 82), (15  crease of the FM-phase volume of the cry$falransport
A? current increases the kinetic energy of the conduction-band
electrons(through the change d&, andEg), which brings

where about destruction of the ferromagnetism and, accordingly, a
s 3 5 35 decrease of the FM-phase volume in the crystal.
fn="fol 1+ ZaAZJF §,3A4+ a)’Aﬁ (16) The response of a system to ac current is governed by

the dynamics of phase volume variation. In this case the
is the squared frequency of the same nonlinear system fdrequencyf, should apparently reflect the characteristic size
6=0 andA is the amplitude. Using the skeleton curve equa-of the phase nonuniformity. As the temperature increases,
tion (16), one can readily find the experimental values of thethe volume of the minor phase increases and, as a result, the
a, B, and y parameters. The best fit was obtained forfrequencyf, decreases, while the resonance response grows
a=-1.25<10"° B=2.45<10 0 and y=-1.5x10 1'%  inintensity(Fig. 3. AboveT,, the sample becomes spatially
irrespective of which external perturbation parameéter,or  uniform.
H, was varied. Next, by fitting the solution @5) to experi- Within the oscillator approach, a two-phase system can
mental data(Figs. 4 and 5 one obtains the form of the be described in terms of the bistable oscillator model. In this
relation(14). Calculations show that the external fofeés a  case the presence of two characteristic time scajesnd 7o,
linear function of bothU . andH. Note that within the ap- can be explained as follows. The relaxation behavior corre-
proximation employed here the theoretical resonant-responsponds to motion in the vicinity of one of the equilibrium
curves reproduce well enough the experimental relations. states(intrawell dynamicg whereas the other scale charac-
Knowing g(x), one could reconstruct the potential func- terizes the average time required to cross the potential barrier
tion of the system under study and reproduce qualitativelyglobal dynamics
the complete pattern of the motion of the nonlinear oscilla-  Thus our experimental studies have revealed two char-
tor. We are more interested, however, in the physical mearacteristic scenarios of the behavior of microwave conductiv-
ing of the relations obtained, because they are connectdty in single-crystal Lg Pk, ;MnO; samples acted upon by
with actual interactions in the material. Unfortunately, as thisan ac current. In the absence of an external magnetic field,
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Interaction between the exciton and nuclear spin systems in a self-organized ensemble
of InP/InGaP size-quantized islands
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Magnetic interaction between spin-polarized nuclei and optically oriented excitons in a self-
organized ensemble of size-quantized InP islands in an InGaP matrix has been studied in a
magnetic field in Faraday geometry. The effective magnetic fields generated by polarized

nuclei at excitons have been measured. The strengths of these fields were found to be different
for active and inactive excitons because of the difference between the exgtéattors.

The heavy-holg factor has been determined. The active and inactive excitonic states were found
to be coupled through cross-relaxation. 1®99 American Institute of Physics.
[S1063-783%9)01712-9

The ground state of thel—-hhl (1s) heavy-hole exci- tons and the polarization of their recombination radiation.
ton in a zincblende quantum well is fourfold degenerate withThe dynamic polarization of nuclei in GaAs/AlGaAs quan-
the angular-momentum projectidh=s+j==*1,+2 onthe tum wells was reported in Ref. 4, which showed that the
growth axis z||[001] of the structure(the electron spin nuclear polarization is due to the electrons and excitons lo-
s==*1/2 and the hole angular momentujpe = 3/2). Ex-  calized at donors or well thickness fluctuations. This conclu-
change interaction splits this state into a radiation doublesion was subsequently confirmed by near-field spectroscopy
|+ 1) and two closely lying optically inactive singlets, which experiments,in which one succeeded in directly measuring
are a superposition of thet2) states. When the exciton the level splittings of the excitons localized at single-island
becomes localized at an anisotropic island, the system synituctuations of the quantum-well thickness. The nuclei in a
metry is lowered, and the radiation doublet splits into twoself-organized ensemble of size-quantized InP islands in an
sublevels, which are linearly polarized in two orthogonallnGaP matrix were found to be dynamically polariZed.
directions! In this case, when excitons are excited by circu-  This paper reports on the effect of spin-polarized nuclei
larly polarized light, photoluminescend@®L) spectra ob- on the optical orientation of both active and inactive excitons
tained in a zero magnetic field do not contain a circularlyin a self-organized ensemble of size-quantized InP islands in
polarized component because of the anisotropic exchang® InGaP matrix, which was studied in a magnetic field in
interaction, which mixes the+ 1) and|— 1) radiative states. Faraday geometry. The effective magnetic fields of polarized
If observed in Faraday geometry in a magnetic figdi2),  nuclei are different for the active and inactive excitons be-
the Zeeman effect decouples the latter to make the PL circusause of the difference between the excitapiactors. The
larly polarized, i.e. the magnetic field restores the orientatiomuclear fields, as well as the heavy-hgléactor, have been
of the optically active exciton%.Similarly, magnetic field determined.
restores the spin polarization of the optically inactive exci-
tons as well(the | =2) stateg. Their polarization becomes
manifest in the PL of-type InP islands in the InP/InGaP
system due to the formation of a complex of an exciton  The structures were grown by MOCVD epitaxy on GaAs
bound to a neutral donof®X (or the trion, a charged substrates and were made up of a 500-nm-thigk®a, P
exciton.® Here the degree of PL circular polarization of the buffer layer lattice-matched to the substrate, a layer of nano-
D®X complex is determined by the polarization of both thesized InP islands with a nominal thickness of thteample
excitons and of the donor-bound electrons before its creationSL1) or five (sample ISL2 monolayers, and a 50-nm-thick

Hyperfine interaction between the electrons and the lating Ga, sP cap layer. The layers contained donor impurities
tice nuclei affects substantially the spin splitting of the exci-at a level of 16° cm™3.
tonic levels and the degree of the exciton circular polariza- The samples to be studied, immersed in liquid helium in
tion. The optically oriented electrons in excitons impart theira cryostat, were placed at the center of a coil. The excitation
angular momentum to the nuclear spin systefthe  was provided by a He—Ne laser beamyvE&1.96 eV of
Overhauser effegt The polarized nuclei, in their turn, gen- intensity ~10 W/cn? directed along the structure growth
erate an effective magnetic field, which changes the spimxis,z|[001]. The photoluminescence polarization was mea-
splitting of the levels and, hence, the orientation of the excisured in Faraday geometry in a magnetic field near the maxi-

1. EXPERIMENTAL

1063-7834/99/41(12)/6/$15.00 2014 © 1999 American Institute of Physics
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FIG. 1. Degree of circular polarization of the

. \ . \ X luminescencep(B) vs external magnetic field
-0.04 -0.02 0.00 0.02 0.04 obtained in Faraday geometry on the ISL1
sample. The experimental points were measured
under(a,b alternating circular polarizationo(™
excitation and (c,d) constant polarizationd™
polarization. The solid curves were constructed
using Eqs(1)—(5), as described in text.

Polarization, %

-1.0 0.5 0.0 0.5 1.0 004 -0.02 0.00 0.02 0.04
Magnetic Field, T

mum of the InP-island\=723 nm recombination-radiation exchange splitting. FoB=0, the excitons are unpolarized,
band. The optical orientation and measurement of the degreend the nonvanishing polarizatipR(B=0)~ —0.5% is due

of circular polarization of the recombination radiation wereto the field-independent spin polarization of the donor-bound
performed in two ways. By the first method, the sign of theelectrons. The relation shown graphically in Fig. 1a and 1b
circular polarization of the exciting light was varied with a was studied comprehensivelynd the nonmonotonic varia-
photoelastic polarization modulator at a high frequefve§h  tion of p. with magnetic field was interpreted as follows.
a modulation period of 33s), and the luminescence polar- When circularly polarized light is used for excitation, the
ization was analyzed with a fixed quarter-wave phase platgircular polarization of the recombination radiation of the
and a linear polarizer. In this case the nuclear spin cannqtox complexes formed by neutral donors trapping optically
fO||0W the Val‘iation Of the pOlarization Of the phOtoeXCited inactive excitons has the Sign Opposite to that of the excita_
electrons, so that there is no dynamic polarization of thejon. If, however, the complex is due to optically active ex-
nuclei (the nuclear spin-relaxation time;~0.1-1 s, Ref.  jions becoming trapped by a neutral donor, the PL polariza-
7). O”? measures the effect|ve+degreeiof circular polarizatioion coincides in sign with the exciting polarization. Because
pc=( +:|+)/_(| ++1.), wherel ; andl, are the intensities e grientation recovery of the active and inactive excitons
of the o™ luminescence component unde ando™ exci- ey at different magnetic fields, the resultagtB) rela-

tation, respectively. tion should be nonmonotonic. This can be illustrated with a

The Overhauser effect becomes manifest when one enyqe example. Light withr* polarization creates active

ploys the second technique, namely, excitation with I'ghtexcitons with a momentum projectiav = + 1. If the hole

whose cwculallr polz:rlzapon doles ndot v_?hry n t'm?' Thedlulmt"relaxes in spin before the exciton has become bound to a
nescence polarization 1s ahalyzed with a quartz moduialof o ya1 gonor, one will have in a steady state one half of the
and a linear polarizer. One measures the degree of circul

%=+ 1 excitons and one half of the optically inactive exci-
polarizationp.=(11—17)/(11+17%). The samples we used N L .
. X S . . ons withM =—2. When trapped by a donor, the active ex-
practically did not exhibit circular dichroism, so that thg PP y

) . citons create a complex with a total-momentum projection
parameters are the same in both geometries and may be cqn-

. . ._.M+1=+3/2 (because of the electron spins being antiparallel
sidered as the conventional Stokes parameter characterizing’ . (. oPINS Leing P &
rFgecomblnatlon of such a complex gives risestd lumines-

the circular polarization of luminescence caused by that o L . . . :
the excitation. cence._SlmllarIy, optically inactive e>§C|to_ns make up a com-
plex with M= —3/2, whose recombination is accompanied
by emission of ar™ photon. In a zero field, the excitons are
depolarized because of the anisotropic exchange interaction
mixing the|+1) and|— 1) states of the optically active ex-
The p.(B) relation corresponding to the recombination citons, and th¢+2) and|—2) states of the optically inactive
of theD®X complex and measured on the ISL1 sample undeexcitons. Magnetic field decouples them and restores the op-
alternating excitation€™) is shown in Fig. 1a and 1b with tical orientation of the excitons. Incidentally, as the field in-
circles. Thep(B) relation is invariant under magnetic field creases, the first to recover is the orientation of the optically
reversal and reflects the recovery of the spin orientation ofnactive excitongtheir exchange splitting is less than that of
excitons as the Zeeman splitting becomes larger than thethe active statgsthus makingo. more negativéFig. 1a and

2. OPTICAL ORIENTATION OF ELECTRONS AND EXCITONS
IN THE ABSENCE OF NUCLEAR POLARIZATION
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0.2 . . . . FIG. 2. Same as in Fig. 1, but for the ISL2
sample. Note the two additional maxinte) at
B~0.5 T, which is interpreted as a manifesta-
tion of cross relaxation.
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1b). Strong fields restore the orientation of the active excifactorg, in these samples coincides with théactor of bulk
tons, and the decrease pf is replaced by its growtliFig. |5 .Gg, P, g.=1.68 BecauseBy, /By,~ 35, the holeg fac-

13). Thus thep(B) relation is nonmonotonic because of the 1o, can pe estimated ag,=1.5. However Fig. 1d shows
active and inactive excitons being polarized in opposite digjearly that the recovery of the inactive-exciton orientation is
rections. Their orientation is restored in substantially d'ﬁer'asymmetric with respect to the maximum. This means that
ent magnetic fields, which makes possible an analysis of thge nyclear field acting on the inactive excitons depends it-
behavior of both exciton species by measuring only On&gjt on, the external magnetic field. This finds an explanation

pc(B) relation. in the fact that nuclei are polarized not only by the donor-
bound electrons, whose average sf@nd, hence, the contri-

3. OPTICAL ORIENTATION OF EXCITONS IN THE bution to nuclear polarizationis independent of magnetic

PRESENCE OF NUCLEAR POLARIZATION field, but also by the exciton electrons with field-dependent

Consider now exciton polarization under excitation byPolarization® As a result, the system becomes substantially
light with a constant circular polarizatiofin this case, the nonlinear; indeed, the oriented electrons at the donors and in
nuclei are polarized The circles in Fig. 1c and 1d identify excitons polarize the nuclei, which, in their turn, generate an
the p.(B) relation measured in the ISL1 sample unaet effective magnetic field influencing the exciton orientation.
excitation. This relation exhibits a narrow maximywmith a  The recovery of the orientation of the optically active exci-
halfwidth ~150 G, which is reached in a fielB~54 G  tonsis symmetric relative to the minimurB;,~0.2 T, see
(Fig. 10, rather than aB=0, as was the case with excitation Fig. 10. The absence of asymmetry implies that the nonlin-
by light with an alternating polarization. This indicates theear coupling of nuclei with active excitons is weaker than
existence of a field generated by dynamically polarized nuthat with inactive ones. The fact is that nuclear fields give
clei. The optically inactive excitons are acted upon by a fieldrise to an asymmetry in the dependence of exciton orienta-
equal to the difference between the external fidldnd the tion on the external field, provided the characteristic exciton-
effective nuclear fieldBy,. Similarly, the optically active level splitting in the nuclear field\IPy (A is the hfs con-
excitons feel, besides the external field, also the nuclear fielgtant,| is the nuclear spin, anBy is the degree of nuclear
Byny. Their polarization reaches a minimushown in Fig.  polarizatior) exceeds the anisotropic splittingy (5;) of the
1c with a thin solid ling at a fieldB=By;=0.2 T, where the ~ active (inactive) states. Becaus&,> 5;,° in weak fields(in-
external field compensates the nuclear one. If the nucleactive excitonsthe asymmetry of the (B) curve is more
field did not depend on the external fiddl nuclear polariza- strongly pronounced than that in the strong-field donfaa?
tion would have resulted only in a shift of tpe(B) relation  tive excitong. As we shall see in Sec. V, in the given sample
in weak and strong fields along the horizontal axis by thed,~4 ueV>AlIPy~d,~2.7ueV, in accordance with the
magnitude of the nuclear field3y, and By, respectively. above qualitative consideration. Moreover, the polarization
Moreover, on findingBy, andBy; from an experiment one of the inactive excitonggoverned by the.(B) dependence
can determine the magnitude and sign of the lpfactor, in weak fieldsB<<0.1 T, see Fig. 1a and 1lds ~1.8%,
because the different nuclear fields are due in this case onlyhereas that of the active excitorihe region of strong
to the difference between the activg,, and inactive, fieldsB>0.1T) is =~0.7%, i.e., almost three times smaller.
0s, excitons: By /Bno=—02/91=—(9nh+9e)/(0n— o), Because the polarization of the nuclei is proportional to that
(g2=0nrtge andg;=0,— e, See Sec. ¥ The electronigy of the electron in the excitofi.e., to that of the active and
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inactive excitony the contribution of the active excitons to pendent of magnetic field, and they characterize the effi-
nuclear polarization in the given sample may be neglectectiency of nuclear polarization by donor-bound electrons and
Thus the nuclei in sample ISL1 are polarized both by donorelectrons in the optically inactive and active excitons, respec-
bound electrons and by the optically inactive excitons. tively. The degree of orientation of the optically active exci-

The p.(B) dependence of sample ISL2 obtained in thetonsP4(B), determined by the competition between the Zee-
absence of nuclear polarization behaves similarly to that ofman splitting AE; [see(1)] and the anisotropic exchange
the ISL1 sample(Fig. 2a and 2b The situation changes splitting 5, of optically inactive stateScan be written

substantially, however, when one applies excitation, i.e., 5 5
in the presence of nuclear polarizatiffig. 2c and 2¢ Be- P,(B)=P? AE; _po (B—Bn1) 3)
sides the main maximum, the(B) curve exhibits now two ' 'AE2+ 82 Y(B—Byy)2+BY

additional diffuse maxima aB=*B_;, whereB.~0.5 T.
This means that at the field®= =B, the inactive excitons
undergo additional depolarization. We associate this wit
cross-relaxation effects, i.e., transitions occurring in the cas

whereB,;=6,/ug4, and P(l’ is the initial degree of polariza-
ion of the excitons at the instant of their formation. Simi-
rly, the degree of polarization of the inactive excitons

of equal splittings of the active and inactive statese Sec. AE% (B—Byp)?

5). P2(B)=Py———5 =P} 2, g2’ @
AE5+ 65 (B—Bn2)*+B5

4. THEORETICAL MODEL Here the anisotropic exchange splitting of the inactive states

We assume the nuclei in InP islands to be polarizei1 determines the characteristic fieg= 6,/ ug, andP; is
i

through contact interaction with electrons and neglect, as heu;r;;gils (ci?g[g)e doefsE?iLaenztatelzort])e?]fa\t/?sr 'gfitr:\ée neo):ﬁ;:%n;'
the case of bulk semiconductdrghe magnetic interaction of qu B . . . .
exciton-nuclear spin-system of nanosized InP islands, in

the nuclei with the holes. Polarized nuclei generate an effec\;vhich the nuclear spin affects the exciton bolarization
tive magnetic field, which splits the electronic spin levels by p P

AlPy. In the presence of nuclear polarization, the Zeemarﬁé?trgru(?ﬁr;hehntljhcgegr é'rer:gagg'r I:ffgit;u;rr]\’ :epeerngznctmo:;e
splitting of the electronic spin levels igg.B+AIPy, U9 v Y Xperl

whereas for holes it i.g,B. Now one readily obtains for measures the degree of circular polarization of the lumines-
the Zeeman splittings of the optically actiye-1) states, cence produced by recombination of BEX complex(ex-

. FRNC
; . - citon bound to a neutral donoor of the trion? The ground
AE,, and of the optically inactive2) ones,AE,, state of theD°X complex is made up of two electrons with

AE;=u(gp—0e)B—AIPy=ug1(B—Byy), antiparallel spins and a hole. Therefore the hole in an opti-
_ _ B cally pumped complex is oriented. However the hole orien-

AE2=1(0nt9e)BFAIPN=102(B—Byo), @ tation is determined by the polarization of excitofixth

whereBy;=AIPy/1ng, andBy,= —AlIPy /g, are the ef-  active and inactiveand of the donor-bound electrons before

fective magnetic fields created by the nuclei at the opticallythe D°X formation. Then the degree. of circular polariza-

active and inactive excitons, respectively. Note that the totaion of theD°X luminescence should contain information on

splittings of the radiativeAE,, and nonradiativeAE,,, the electron and exciton polarizatidns

states are determined not only by their Zeeman but the an- _ B B

isotropic exchange splitting$, and 8;, respectively, and can Pe(B)=(2W=1)Pg+ (1-W)P(B) TWPy(B). (5

be written Here the numbers of the active and inactive excitons relate to
one another ag/to (1—W). The magnetic-field dependence
AE=VAE;+8; andAE, = VAE;+4). (1a of p. comes only from the field dependence of the exciton

Dynamic polarization of nuclei appears as a result of theipolarization, because the polarization of donor-bound elec-
hyperfine interaction with electrodptically oriented elec- trons does not depend on the field in Faraday geondetry.
trons impart the angular momentum to the nuclear spin sys=quations(1)—(4) describe the steady-states of the exciton-
tem. Because the samples studied contain donor impuritie§uclear spin system in quantum dots, which can be detected
the nuclei can be polarized not only by the exciton electron®y studying the PL polarization given by E().

but by donor-bound electrons as well. It appears therefore

reasonable to assume that the hyperfine splitting of electronig DISCUSSION

levels
We are turning now to a quantitative comparison of

AlPy=aPyt BPy(B)+yPy(B) 2) theory with experiment for the ISL1 samplEig. 1), where,
includes the contribution to nuclear polarization due toas we have seen, the cross-relaxation effects may be ne-
donor-bound optically oriented electrons with polarizationglected. The simplest way consists in starting the treatment
P4 (the first term, as well as contributions of the optically with the case of alternating excitatiofirig. 1a and 1h
oriented electrons in the inactive and active excitpiie  where the nuclear polarization is zero. Then we can set
second and third terms, respectively; in the final count, the®?y=0, By, =By,=0 in Egs.(1)—(4). In this case there are
polarization of electrons in excitons is determined by that offive fitting parameters. Three of them {2- 1)P4= —0.5%,
the excitons themselve®,(B) and P,(B)]. The phenom- (1—W)P3=—1.86%, andWP}=0.95%, characterize the
enological parameters, 3, and y are assumed to be inde- contributions to the polarized PL of ti2°X complex due to
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electrons bound to donors and those present in the opticallyuclear fieldBy;=(aPy4+ ,BPg)/,ugl, which does not de-
inactive and active excitons, respectively. Their magnitudgpend onB. Now the minimum in thep.(B) dependencéhe
can be readily estimated from the characteristic points in théhin solid ling is reached aB=By;=0.2 T. The solid line

pc(B) relation. For instance, the maximum in thg(B) re-  in Fig. 1c was plotted using Eqgl)—(5) for the above pa-
lation corresponds to the case where the excitons are unpeameters aPy4/ug,=54 G, ,BPg/,u,g2=100 G, andBy;
larized, and therefore @—1)P4=p.(B=0)=—0.5%. :(an+,8Pg)/,u92=0.2 T. Using these values, one can

Since the optical orientation of inactive excitons is restoredeadily determine the-factor ratio for the active and inac-
in weaker fields than that of the active states, one can readilive excitonsg;/g,=(9nr—9e)/(9h+ de) = (Bngt+ Bnx)/Bn1
estimate the contributions due to the inactive and active ex=—0.08. One finds from this the holg factor g,,= 1.4,
citons [the (1-W)PY and WP} parameters The two re-  which is in accord with the estimate obtained in Sec. 3. Note
maining parameter3,=46,/ung, and B,=6;/105, deter-  that in contrast to the electrongcfactor, the holeg factor is
mine the characteristic magnetic fields restoring the opticalery sensitive to the parameters of a given sanfmsidual
orientation of the active and inactive excitons, accordingly strains, size quantization etcTherefore the holey factor
They were chosen so as to fit the theoretical pl@slid  can vary strongly from one sample to another. Knowing the
curves in Fig. 1a and Jko the experiment. Incidentally, the g factors, one can determine the hyperfine splitting of the
best fit is obtained foB;=0.3 T andB,=0.016 T. These electronic spin levels in the nuclear field created by the
values will be used in the treatment of the experimental redonor-bound electronsyPy=—0.9ueV, and by the opti-
sults obtained in the presence of nuclear polarization, i.egally inactive excitons,3P%=—1.8ueV. The anisotropic
undero ™ excitation (the circles in Fig. 1c and 3dIn this  exchange-coupling parameters for an electron and a hole in
case, the excitons feel, besides the external field, the effean excitons;=2.7ueV and §,=4 ueV. Note thats,> &;.
tive nuclear magnetic field as well. The optically active ex-This is due to the fact that the exchange splitting of exciton
citons are acted upon by the nuclear fi@g,=AIPy/ug, levels in a quantum dot is dominated by the long-range part
=[aP4+ BP,(B)]/1g;, and the inactive ones, by the field of the exchange interactidfi,which is actually the result of
Bno= —AIPy/ngo=—[aPy+ BP,(B)]/ ng,. We have ne- interaction of the dipole moment of the exciton with the
glected here the contribution to the nuclear polarization duelectric field of the medium polarized by the latter. For the
to the optically active excitonésee Sec. B i.e., they pa-  optically inactive states, this contribution is zero. Thus our
rameter in Eq(2) is zero. Thus four new, unknown param- model is in a satisfactory agreement with experiment, which
eters appear in the problem, nameiyR /g, ,BPg/,ugl, permits one to determine all the main parameters character-
aPy/ung,, and BPgl,ugz. The key factor making possible izing the exciton-nuclear spin system in a quantum dot.
determination of all these parameters is that the polarization We are turning now to the results obtained on the ISL2
of the active and inactive excitons is restored in essentiallsample. Thep.(B) relation obtained in the absence of
different fields, and therefore when treating héB) depen-  nuclear polarization does not differ in shape from the one
dence in fieldB<<1 kG one can neglect the contribution of measured on the ISL{Fig. 2a and 2h The solid curves
the optically active excitons to the variation of the PL polar-were constructed using Eqgs.(1)—(5) for Py=0,
ization. The maximum in the (B) dependence &=54 G (2W—1)Py4=—0.5%, (1-W)PS=-1.6%, WP’=2.7%,
(Fig. 1d corresponds to the case where the inactive exciton8,=2 T, andB,=100 G. The fitting parameters were cho-
are depolarized, i.e., whei®~By,, and the nuclear field sen by the procedure outlined above. In the presence of
Bno=Bng=— a@Py/ng,=54 G is determined by the polar- nuclear polarization¢™ excitation, the main maximum in
ization of the donor-bound electrons only. The the p.(B) dependence is reached Bt=250 G. There are
Bnx=— BPY ug, parameter describes the contribution toalso two additional maximathe cross-relaxation effect
the nuclear field due to the optically oriented inactive exci-which cannot be accounted for within the model used, which
tons, where the degree of their orientati®p is equal to its  predicts only stabilization of the exciton optical orientation
extreme valuePg. Because th®, orientation recovers in the by an external longitudinal magnetic field. Therefore we
total (external plus nucleaifield, and the latter depends, in shall first attempt to treat the plots in Fig. 2c and 2d in the
its turn, onP,(B), the Byx parameter determines the nonlin- way this was done for the ISL1 sample, i.e., using Eds-
ear coupling between the exciton and nuclear spins. The nort5) and neglecting cross-relaxation. The solid curves were
linear coupling manifests itself in the asymmetry of thedrawn for theg factorsg.=1.6,g,=1.1 and the hyperfine
pc(B) dependence relative to the maximuiFig. 1d. The interaction parameteraPy=—3.9ueV, ,8P2:—1.6,uev.
solid curve in Fig. 1d was constructed using Eds$-(5) and  The exchange splitting of the active states in this sample,
the above parameteB,=160 G andByy=54 G, and the §,=55ueV, is also larger than that of the inactive ones,
Bnx parameter was chosen so as to fit the theoretical curve t6,=1.6 ueV. One readily sees that theory predicts a quali-
the experiment. The Dbest fit is obtained attatively correct behavior, but the numerical values of the
BNX=—,8P2/,ug2=100 G. parameters should be considered in this case as not more
Let us turn now to the strong-field regiofB|>1 kG  than estimates. Indeed, first, the main maximum in the weak-
(Fig. 1a, where the active-exciton orientation is restored. Infield domain(Fig. 2d is broadened and lower than predicted
these fields, the orientation of the inactive excitons is reby theory. This may be due to the nuclear polarization being
stored too, so that the degrEg= Pg and does not depend on distributed nonuniformly over an InP island, whereas the
magnetic field any longer. In these conditions, an opticallymodel used here assumes that it is uniform over the whole of
active exciton is acted upon, besides the external field, by than island. Second, at intermediate fielBsy =0.5 T, there
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Energy of Levels ' ISL1. Therefore cross-relaxation in the ISL1 sample is sup-
pressed. Also, active and inactive states can be mixed by a
AE optically active magnetic field directed across the size-quantization zviis
r excitons this experiment, the external field is parallel to thexis.
Besides the external field, however, there is the nuclear field,
5 82 which may not coincide in direction with the former. In InP
0 A islands, the states of In nucl&pin 9/2 can undergo quad-
T m rupole splitting; note that the principal axis of quadrupole
excitons interaction between In nuclei may not coincide with the
T < AE_=AE axis. This implies that it is the nuclear field that can mix the
o active and inactive states. This conclusion is supported also
. \ by the fact that in the case of alternating excitatigm
. nuclear field presejptthe cross-relaxation effect is sup-
B=0 B=B, Magnetic Field pressed. Thus the cross relaxation is apparently accounted

for by the effective nuclear magnetic field and the low sym-

FIG. 3. The exciton fine structure obtained in a magnetic field in Farada}metry of the quantum dotghe |arge anisotropic exchange
geometry. The energy levels were calculated using Efsand (1a) with splitting 5 )
2 .

the parameterss,=55ueV, g,=0.5, g,=2.7, and §;=1.6 ueV, which . . .
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cross-relaxation field, at which the active and inactive states have the Merkulov for fruitful discussions.

same splittings is identified. Partial support of the Russian Fund for Fundamental Re-
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are two additional maxima interpreted, as pointed out before?roject(Grant 99-1108is gratefully acknowledged.
as due to cross-relaxation effects, where the splitting of the
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