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The left–right symmetric Pati–Salam model of the unification of quarks and leptons is based on the SU(4) and
SU(2) × SU(2) symmetry groups. These groups are naturally extended to include the classification of families
of quarks and leptons. We assume that the family group (the group which unites the families) is also the SU(4)
group. The properties of the fourth generation of fermions are the same as those of the ordinary-matter fermions
in the first three generations except for the family charge of the SU(4)F group: F = (1/3, 1/3, 1/3, −1), where
F = 1/3 for fermions of ordinary matter and F = –1 for the fourth-generation fermions. The difference in F does
not allow mixing between ordinary and fourth-generation fermions. Because of the conservation of the F
charge, the creation of baryons and leptons in the process of electroweak baryogenesis must be accompanied
by the creation of fermions of the fourth generation. As a result, the excess nB of baryons over antibaryons leads
to the excess n4ν = N –  of neutrinos over antineutrinos in the fourth generation with n4ν = nB. This massive
neutrino may form nonbaryonic dark matter. In principle, the mass density of the fourth neutrino n4νmN in the
Universe can make the main contribution to dark matter, since the lower bound on the neutrino mass mN from
the data on decay of the Z bosons is mN > mZ/2. The straightforward prediction of this model leads to the amount
of cold dark matter relative to baryons, which is an order of magnitude higher than allowed by observations.
This inconsistency may be avoided by nonconservation of the F charge. © 2003 MAIK “Nauka/Interperiod-
ica”.
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1. INTRODUCTION

The three-family structure of fermions is one of the
most puzzling features of the Standard Model. The
other puzzles come from the baryonic asymmetry of the
Universe and from astrophysical observations of dark
matter, whose particles are most likely beyond the Stan-
dard Model. Here, we make an attempt to connect these
three phenomena in the framework of the SU(4)
scheme with four families of fermions. We discuss why
the classification scheme based on the SU(4) groups is
preferable and how it leads to nonbaryonic dark matter
in the Universe if the Universe is baryonic asymmetric.

Breaking of the SU(4) symmetry between four gen-
erations to its SU(3) × U(1)F subgroup separates the fer-
mions of the fourth generation from the fermions of the
other three families. If the charge F, the generator of the
U(1)F group, is conserved in the process of baryogene-
sis, as happens, for example, in electroweak baryogen-
esis, the formation of the baryon asymmetry automati-
cally leads to formation of dark matter made of the
massive fourth-generation neutrinos. In such a sce-
nario, the mass density of the matter in the Universe
substantially exceeds the mass density of baryonic mat-
ter.

¶ This article was submitted by the author in English.
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2. PATI–SALAM MODEL

In the current Standard Model, three families (gen-
erations) of fermions have identical properties above
the electroweak energy scale. Each family contains 16
Weyl fermions (eight left and eight right) which trans-
form under the gauge group G(213) = SU(2)L × U(1)Y ×
SU(3)C of weak, hypercharge, and strong interactions,
respectively. In addition, they are characterized by two
global charges: baryonic number B and leptonic num-
ber L.

The Grand Unification Theories (GUT) unify weak,
hypercharge, and strong interactions into one big sym-
metry group, such as SO(10), with a single coupling
constant. There is, however, another group, the minimal
subgroup of SO(10), which also elegantly unites 16 fer-
mions in each generation, a type of Pati–Salam model
[1–3] with the symmetry group G(224) = SU(2)L ×
SU(2)R × SU(4)C. This left–right symmetric group pre-
serves all the important properties of SO(10), but it has
advantages when compared to the SO(10) group [4–6].
In particular, the electric charge is left–right symmetric:

(1)

where B – L = (1/3, 1/3, 1/3, –1) is the difference
between baryon and lepton numbers (the generator of
SU(4)C color group) and TR3 and TL3 are left and right

Q
1
2
--- B L–( ) T R3 T L3,+ +=
003 MAIK “Nauka/Interperiodica”



 

692

        

VOLOVIK

                                                                                       
isotopic spins (generators of the groups SU(2)R and
SU(2)L). Also, the G(224) group nicely fits the classifi-
cation scheme of quantum vacua based on the momen-
tum-space topology of fermionic propagators [7].

According to Terazawa [8], the 16 fermions of each
generation can be represented as the product Cw of four
bosons and four fermions in Fig. 1. The Terazawa
scheme is similar to the slave-boson approach in con-
densed matter, where the spinons are fermions which
carry spin and holons are bosons which carry electric
charge [7]. Here, the “holons” C form the color SU(4)C

quartet of spin-0 SU(2) singlet particles with B – L
charges of the SU(4)C group and electric charges Q =
(1/6, 1/6, 1/6, –1/2). The “spinons” are spin-1/2 parti-
cles w, which are color SU(4)C singlets and SU(2) isod-
oublets.

3. FAMILY CHARGE
AND FOURTH GENERATION 

What is missing in this scheme is fermionic fami-
lies. The natural extension, which also uses the SU(4)
symmetry, is to introduce the group SU(4)F in the fam-
ily direction (Fig. 2). This requires the introduction of
additional fourth generation of fermions. Then, the
family charge F comes as one of the generators of

Fig. 1. Terazawa scheme of composite fermions wC as
bound states of w-fermions and C bosons. Numbers show
the electric charge.
SU(4)F in the same way as the B – L charge comes as
one of the generators of SU(4)C color group: F = (1/3,
1/3, 1/3, –1). Here, F = 1/3 is assigned to ordinary mat-
ter in three generations, while F = –1 corresponds to the
fourth generation.

The total number 64 of Weyl fermions, each being
described by two complex or four real functions, satis-
fies the 2n rule, which probably reflects the importance
of the Clifford algebra in the underlying physics [9].
This is another advantage of classification based on
SU(2) and SU(4) groups. This extension also fits the
Terazawa scheme, which is modified by the addition of
extra bosons. All 64 fermions are now represented as
the product FCw in Fig. 2, where F is the quartet of
bosons with F charges of the SU(4)F.

Let us assume that the breaking of SU(4)F symmetry
occurred in the same way as the breaking of the color
group: SU(4)C  SU(3)C × U(1)B – L and SU(4)F 
SU(3)F × U(1)F, where U(1)F is the group generated by
charge F. Then, all the charges of the fourth-generation
fermions are the same as those of the ordinary-matter
fermions in the first three generations except for the
family charge F. This separates out the fourth genera-
tion in the same manner as leptons—the fourth color—
are separated from quarks. The fourth-generation fer-
mions cannot mix with ordinary fermions in the first
three generations in the same manner as leptons cannot
mix with quarks. This is the main difference from the
democratic scheme of sequential generations, which
assumes that all generations are equal. The important
consequence of such a discrimination between the gen-
erations is that the excess of the baryonic charge in the
Universe must be accompanied by the uncompensated
neutrinos of the fourth generation.

4. DARK MATTER AND ELECTROWEAK 
BARYOGENESIS 

Let us assume that the F charge is strictly conserved.
This certainly occurs in the process of electroweak
baryogenesis, in which the baryons and leptons are cre-
ated due to the anomalous nonconservation of the bary-
onic and leptonic numbers, while the chiral anomaly

Fig. 2. Extended Terazawa scheme of composite fermions
wCF as bound states of w fermions and C and F bosons.
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conserves the charges F and B – L (this does not depend
on whether SU(4)F is a local or global group). The con-
servation of these two charges gives

(2)

where nq and nl are (algebraic) densities of quarks and
leptons belonging to ordinary matter in three genera-
tions and n4q and n4l are that of the fourth generation.
From Eqs. (2), one obtains the densities of the fourth-
generation quarks and leptons in terms of ordinary mat-
ter (which mainly belongs to the first generation):

(3)

If in our Universe nl = 0, i.e., the leptonic charge of
electrons is compensated by that of antineutrinos, one
obtains

(4)

where nB is the algebraic number density of baryons in
our Universe.

This means that any excess of the baryonic charge in
the Universe is accompanied by the excess n4ν = N –

 = nB of the neutrinos over antineutrinos in the fourth
generation (we assume that the mass of the fourth-gen-
eration neutrino is smaller than that of the fourth-gen-
eration electron, mN < mE). If this is correct, the fourth-
generation neutrinos add to the mass of our Universe
and may play the role of dark matter. The mass mN of
the fourth-generation (dark) neutrino can be expressed
in terms of the mass of baryon (nucleon) mB and the
energies stored in baryonic matter (with fraction ΩB of
the total mass in the flat Universe) and nonbaryonic
dark matter (with fraction ΩDM):

(5)

Masses of the fourth generation of fermions must be
below the electroweak energy scale, since the masses of
all the fermions (ordinary and of fourth generation) are
formed due to violation of the electroweak symmetry,
as follows from the topological criterion of mass pro-
tection (see Chapter 12 of [7]). There is also the lower
constraint on the fourth neutrino mass which comes
from the measured decay properties of the Z boson:
mN > mZ/2 = 45.6 GeV (see, e.g., [10] and somewhat
stronger constraint mN > 46.7 GeV from the Z-reso-
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nance lineshape in [11]). Then, the fourth-generation
contribution to dark matter must be

(6)

Since in our spatially flat Universe ΩDM < 1, this gives
the constraint on the baryonic mass in the Universe:
ΩB < 0.02. On the other hand, since the baryonic den-
sity in luminous matter is ΩB ~ 0.004, the constraint on
dark matter mass is ΩDM > 0.2.

There are, however, the other constraints on the
mass of mN of heavy neutrino obtained from particle
and astroparticle implications of the fourth-generation
neutrinos [12], from which it follows that mN must be
larger than 200 GeV. For the early limits on heavy neu-
trino contribution to the density of dark matter, which
follow from consideration of neutrino–antineutrino
annihilation, see [13]. On the other hand, the elec-
troweak data fit prefers the 50 GeV neutrinos [14],
though masses as high as 200 GeV are not excluded.

One must also take into account that the dark matter
contribution ΩDM is only a fraction of unity, as follows
from observational data on CMB angular temperature
fluctuations [15]. On the other hand, the baryonic con-
tent of dark matter is about 10 times bigger than the
baryon density in visible matter, as follows indepen-
dently both from the structure of acoustic peaks in the
angular power spectrum of CMB temperature fluctua-
tions [15] and from the primordial nucleosynthesis the-
ory plus observed abundance of light elements (4He, D,
3He, and 7Li) [16]. As a result, one finds that ΩDM/ΩB <
7. Together with the constraint on mN, this indicates that
the excess n4ν of neutrinos over antineutrinos must be
smaller (maybe by one or two orders of magnitude)
than nB. This would mean that the F charge is not
strictly conserved.

5. CONCLUSION 

It appears that the classification scheme based on the
SU(2) and SU(4) groups has many interesting features.
Here, we considered one of them—the discrimination
between the ordinary-matter fermions and the fourth
generation. If the family charge F is strictly conserved,
the fermions of the fourth-generation neutrinos with
density n4ν = nB must be necessarily present in the bary-
onic asymmetric Universe to compensate the family
charge. Moreover, it is not excluded that it is the asym-
metry in the fourth-generation neutrinos which is pri-
mary and serves as a source of the baryonic asymmetry
of the Universe.

These massive neutrinos form stable dark matter
with mass density exceeding the baryonic mass density
by the ratio of masses of neutrino and baryon mN/mB.
According to the well-known physics of the decay of Z
boson, this factor must be larger than 50. Whether this
is an acceptable solution to the dark matter problem

ΩDM ΩB

mN

mB

------- 50ΩB.>=



694 VOLOVIK
depends on details of the G(2244) = SU(2)L × SU(2)R ×
SU(4)C × SU(4)F model. The above relation between
the baryonic and nonbaryonic masses of the Universe is
based on the assumption of the conservation of the F
charge. If this requirement is weakened, the dark matter
density coming from the fourth generation of fermions
will depend on the details of the baryo- or neutrino-gen-
esis and on the further cosmological evolution of ordi-
nary and dark matter.
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The arrival direction distribution of cosmic rays for energies E > 1018 eV detected at the Yakutsk EAS array is
analyzed using the Marr wavelet. Deviation from the isotropic distribution of 361 showers above 1019 eV is
found at a significance level of 0.007, which corroborates previous evidence of the cosmic ray anisotropy in this
energy range. In contrast to the previous methods, the wavelet analysis makes it possible to localize both a celes-
tial-sphere domain containing a supposed source of excess cosmic ray flux and the scale parameter of the two-
dimensional wavelet. © 2003 MAIK “Nauka/Interperiodica”.

PACS numbers: 96.40.Pq; 96.40.De; 95.85.Ry; 98.70.Sa
Cosmic rays (CRs) above 1018 eV are very uni-
formly distributed over their arrival directions. Never-
theless, analysis of the data from different arrays pro-
vided evidence of anisotropy. In particular, analyzing
the data accumulated at the Volcano Ranch, Haverah
Park, Sydney, and Yakutsk arrays to 1974, Krasil’nikov
et al. [1] have found that the first-harmonic amplitude
of the right-ascension distribution of 76 EASs above
1019 eV for declinations δ > 0 reaches 44% (chance
probability is equal to 2.6%) with a phase of 13.3 ± 1.5 h.
Similar evidence was obtained by the group at the Uni-
versity of Durham [2] and by their followers in other
works. The AGASA data exhibit a significant anisot-
ropy of primary CRs near E ~ 1018 eV with the excess
localization from the Galactic center [3]. In a series of
works, the authors stated that the arrival direction dis-
tribution exhibits local irregularities, so-called clusters,
where several showers are localized (see, e.g., [4–6]).

In this work, we test the null hypothesis that the CR
distribution over arrival directions is isotropic on the
celestial sphere. For a quantitative estimate, we must
characterize deviation from isotropy by a certain crite-
rion determined for a finite fixed number N of observed
particles in an energy range. We propose that it can be
calculated by means of a continuous wavelet transform
in the equatorial coordinate system. There is a difficulty
in this way: since the fitting of the position and width of
an energy range, where the distribution is anisotropic,
provides the energy range found a posteriori, the
results must be corrected for statistical significance.

In our analysis, we also involve another hypothesis
that is proposed by Krasil’nikov et al. in [1]. This
hypothesis is formulated as follows: a significant
0021-3640/03/7811- $24.00 © 20695
anisotropy of the right-ascension distribution of the
arrival directions of CRs is observed for energies E >
1019 eV, where the Galactic magnetic field ceases to
confine CRs. We treat this statement as an a priori
hypothesis, because it has been obtained from previous
independent measurements.

The arrays, whose data were analyzed in [1], no
longer detect CRs, except for the Yakutsk array. How-
ever, quite numerous events of ultrahigh-energy EASs
were accumulated at the Yakutsk array, and the hypoth-
eses can be tested at a statistical significance level
higher than that achievable previously. To exclude
showers used in [1], we analyze the Yakutsk data
obtained after 1974. In this case, correction for the sta-
tistical significance of deviation from isotropy in the
indicated energy range is not required. We do not use
data from two other operating arrays, because the
parameters of EASs detected at the High Resolution
Fly’s Eye have not yet been available, and AGASA data
have been reported only for energies above 4 × 1019 eV.

The Yakutsk array and results obtained at it were
described in [7]. Here, we use 32389 EASs above
1018 eV that were detected from 1975 to 2002 and
whose axes were within the array perimeter and zenith
angles θ < 60°. This selection provides the accessible
accuracy of the determination of shower parameters.
According to analysis of the sidereal-time distribution
of events above 1018 eV [8], methodical distortions of,
e.g., the first-harmonic amplitude that arise due to non-
uniformity of sky observation by the array and seasonal
variations in the atmospheric conditions do not lead to
noticeable deviation from the uniform distribution over
the right ascension α. The distribution over the declina-
003 MAIK “Nauka/Interperiodica”
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tion δ is strongly nonuniform due to the acceptance of
the ground array and attenuation of inclined showers in
the atmosphere. The expected isotropic distribution
over declination for the array with the taken criterion of
event selection that is obtained by transforming the
function ∝ sin(2θ) from the horizontal system to the
equatorial one, as well as the CR distribution observed
in Yakutsk, is shown in Fig. 1.

This distribution is used to plot an equal-exposition
map of the arrival directions of EASs (Fig. 2), where

Fig. 1. Declination distribution of EASs with E > 5 ×
1018 eV. The points are the observed data and the line is the
isotropic distribution expected for the Yakutsk array. The
vertical bars are statistical errors, and horizontal bars are
declination intervals.

Fig. 2. Equatorial equal-exposition map of 1427 EASs with
energies E > 5 × 1018 eV. The dial shows the right ascen-
sions in hours, and declinations in degrees are shown along
a radius. The Galactic North Pole is denoted as Ng, and the
dashed line is the Galactic equator.
the radial declination scale is taken so that all domains
of the map have equal exposition times in the diurnal
cycle [9].

In this work, the data are analyzed by using wavelets
to search for large-scale anisotropy disregarding small-
angle correlations of the arrival directions of CRs in
clusters. The wavelet analysis is a logical development
of the harmonic analysis and is effective for determina-
tion of the local features of aperiodic functions [10]. It
is successfully applied in various fields, including
physics [11]. The method, as well as the harmonic anal-
ysis, is based on the expansion of an original function
in an orthonormal basis, but wavelets, in contrast to har-
monic functions, are localized in both physical and
Fourier-transform spaces.

A continuous wavelet transform of the function f(x)
is defined as

(1)

(2)

where wv(R, b) is the wavelet transform of the function
with the scale parameter R at the point with the coordi-
nates b and ψ(|x|) is the isotropic mother wavelet. Nec-
essary and sufficient conditions of applicability of this
direct transform and inverse transform are the compen-

sation of positive and negative values, i.e.,  = 0;

normalization, i.e.,  = 1; and admissibility, i.e.,

(2π2) (q) < ∞, where ψ(q) is the Fourier trans-

form of the function ψ(x).
To test the null hypothesis and hypothesis by Kra-

sil’nikov et al., we use the one-dimensional (1D) Marr
wavelet (Mexican hat) [12] on the right-ascension cir-
cle. Distances between points are measured in right
ascension, and expressions similar to Eq. (1) are inte-
grated within 2π. Possible sources of CRs are further
localized by the two-dimensional (2D) Marr wavelet on
the equatorial sphere. This wavelet has the smooth bell-
shaped maximum (Fig. 3) inherited from the normal
distribution, and the maximum width is specified by the
scale parameter R:

(3)

where x is the distance from the wavelet center. Trans-
formation (1) presents the contribution of various
scales and coordinates to the function under analysis.

For the wavelets defined on the infinite plane to be
used on the equatorial sphere with a given accuracy, we
have to measure distances between pairs of points in
terms of spherical arcs and to limit the domain of
allowed scale parameters so that the conditions of
applicability of the wavelet are satisfied. Since we test
deviation from isotropy without the inverse wavelet

wv R b,( ) xf x( )Ψ R b; x,( ),d∫=

Ψ R b; x,( ) 1
R
---ψ x b–

R
--------------- 

  ,=

xψd∫
xψ2d∫

qq 1– ψ2d∫

ψ x( ) 2 x2/R2–( ) 0.5x2/R2–( )/ 2πR2,exp=
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transform of wavelet coefficients to the original func-
tion, we can restrict ourselves by two first conditions:
compensation and function normalization.

The results of numerical integration over the circle
and sphere were presented in Fig. 4 and Table 1, where
it is seen that the conditions were satisfied with an accu-
racy of 10% for 0° < R < 51.6° and 0° < R < 22.9° in the
1D case and on the equatorial sphere, respectively.

Although the wavelet coefficients of the isotropic
distribution f(x) = const are equal to zero for continuous
functions, they are really nonzero because the number
of EASs is finite. For this reason, we calculate the
expected coefficients for isotropic primary CRs by the
Monte Carlo method, representing the isotropic distri-
bution of N points by the sum of delta functions f(x) =

(x – xi),

and then averaging the coefficients over a sample of a
sufficiently large number of tests for each given energy
range.

Calculation of the wavelet coefficients for the
arrival-direction distribution of primary CRs shows that
the spread (wvmax – wvmin)/(wvmax + wvmin) of mini-
mum an maximum values for fixed R and N values can
be represented by the first-harmonic amplitude in right
ascension, which tends to zero with an increase in N.
Then, the deviation of the observed/isotropic amplitude

ratio of the wavelet coefficients /  from
unity in an energy range for the given parameters can be
used as a measure of deviation from the isotropic
expectation.

Figure 5 shows this ratio obtained by processing the
Yakutsk data with the 1D wavelet on the right-ascen-
sion circle for the arrival-direction distribution inte-

δ
i 1=
N∑

wv R b,( ) ψ xi b– /R( )/R,
i 1=

N

∑=

W1
observ W1

isotr

Fig. 3. Marr wavelet (3) with the parameters R = 1 and b = 0.
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grated with respect to declination in order to reproduce
the conditions from [1].

Indeed, the Marr-wavelet amplitude significantly
differs from the isotropic amplitude for E > 1019 eV,

where /  = 2.52 ± 0.52. The wavelet maxi-
mum at a right ascension of 2.7 h with an error of R/2 =
1 h corresponds to the phase of this amplitude. The sig-
nificance level of the deviation of the amplitude from
the isotropic expectation, which is calculated by the
Monte Carlo method for 361 particles falling within the
third range, is equal to 0.7% (Table 2). The statistical
power has increased strongly since 1974, but the phase
is now at another point. Our result is independent of the
procedure of analysis with respect to right ascension.
Indeed, the harmonic analysis of the recent Yakutsk
data with respect to right ascension [13] also reveals a
significant first-harmonic amplitude (A1 = 26.4 ± 8%,
α = 2.3 ± 1.2h) in the energy range (1–3) × 1019 eV.

The application of the 2D wavelet provides the fur-
ther advance in the analysis. It enables us to more pre-
cisely determine the primary arrival direction of CRs in
the declination distribution and to estimate the wavelet
scale parameter within a certain range. However, the

W1
observ W1

isotr

Fig. 4. Normalization integrals for (solid line) 1D and
(dashed line) 2D Marr wavelets and integrals of balance
between positive and negative values for (dash–dotted line)
1D and (dashed line) 2D Marr wavelets.

Table 1.  Limit scale parameters of the wavelets R (in deg)
that ensure the applicability conditions on the (1D) right-
ascension circle and (2D) sphere for (norm) normalization
integral and (compens) balance between positive and nega-
tive values at a given accuracy δintegr

δintegr, % 20 10 1 0.1

55.0 51.6 43.8 38.7

29.2 22.9 10.5 4.8

108.9 89.8 66.9 56.8

73.7 47.4 14.1 4.4

R1D
compens

R2D
compens

R1D
norm

R2D
norm
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significance level of the results gains uncertainty in this
case, because they are obtained a posteriori.

Calculating integral (1) with the 2D Marr wavelet on
the equatorial sphere and further estimating the ampli-
tude of the first harmonics in right ascension, we obtain
the observed-to-isotropic amplitude ratio shown in
Fig. 6 as a function of energy and declination. Here, we
fit the range width in energy logarithm 0.25 and scale
parameter R = 17° (corresponding to the condition that
the wavelet is equal to zero on the sphere within an
accuracy of ~10%) such that the maximum ratio

/  = 3.18 ± 0.54 is reached in the ranges
1019 < E ≤ 1019.25 eV and 45° ≤ δ < 60°. The resulting
domain is shaded in the map of the equatorial coordi-
nates (Fig. 2).

It is noteworthy that the north–south asymmetry in
the Galactic latitude distribution of CR flux was found
in the same energy range in the Yakutsk data [14, 15]
with evidence of an excess flux from the latitude inter-

W1
observ W1

isotr

Fig. 5. Amplitude of the Marr wavelet for the right-ascen-
sion distribution of the arrival directions of CRs. The verti-
cal bars are statistical errors, and horizontal bars are energy
ranges.

Table 2.  Observed ( ) and isotropic ( ) wavelet
amplitudes of the right-ascension distribution for R = 30° in
energy ranges (1) 1018 < E ≤ 1018.5 eV, (2) 1018.5 < E ≤
1019 eV, and (3) E > 1019 eV corresponding to Fig. 5; αmax is
the right ascension of the wavelet maximum, δW1 is statisti-
cal errors, and P is the chance probability of realizing the

wavelet amplitude  ≥  in the isotropic distribu-
tion

{E} αmax, h δW1 P, %

1 0.75 20.1 2.39 1.23 93.7

2 0.81 2.3 0.83 0.43 48.5

3 1.24 2.7 0.49 0.25 0.7

W1
observ W1

isotr

W1
isotr W1

observ

W1
observ W1

isotr

W
1ob

se
rv

W
1is

ot
r

/

val (–15°, 0°). These two results for the supposed
domain of the excess flux agree well with each other.
Moreover, they supplement each other. Calculations of
the trajectories of charged particles in Galactic mag-
netic fields [16, 14] show that the north–south asymme-
try arises in a model with sources in the Galactic disk.

Then, measurements of the arrival direction distribu-
tion of CRs provide the following pattern in the transi-
tion energy range between Galactic and extragalactic
components [15]. The isotropic extragalactic component
and Galactic component captured in the magnetic field 
~ 2 µG dominate above and below the threshold energy
Ethr, respectively. The contribution of  ~ 10 nuclei from
the Galactic disk provides the north–south asymmetry
only near Ethr ~ 1019 eV. This threshold energy agrees
with an “ankle” irregularity in the CR spectrum in this
range that is observed at all arrays (see review [17]).

This work was supported by the Russian Foundation
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On Coherent Radiation in Collisions of Short Bunches 
of Relativistic Particles
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Suppression of coherent radiation arising in collisions of relativistic electrons with a short bunch of relativistic
particles is predicted. It is shown that this effect must occur in the low-frequency range of emitted photons if
radiation has a not purely dipole character. The mechanism of this effect differs from the mechanism of electron
synchrotron radiation in the field of the incident particle bunch. © 2003 MAIK “Nauka/Interperiodica”.

PACS numbers: 41.60.–m; 41.75.Ht
1. As was shown in [1–4], a considerable coherent
effect in radiation can exist in collisions of relativistic
electrons with a short bunch of relativistic particles.
This effect should occur at low frequencies of emitted
photons, when the coherence length of the emission
process is much larger than the bunch length. In [1–3],
a theory of this effect was proposed on the basis of the
Born approximation in QED, and the possibility of
detecting the effect at the available accelerators was
analyzed. This effect was considered classically in [4],
but it has not yet been observed in experiment.

In [1–4], radiation of a relativistic electron in the
bunch field was assumed to be dipolal; i.e., γϑe ! 1,
where γ is the electron Lorentz factor and ϑe is the total
scattering angle of an electron in the bunch field. As
was mentioned in [1], this condition is not satisfied for
some accelerators. Therefore, it is necessary to under-
stand the features of electron emission in the bunch
field for γϑe ≥ 1.

In the latter case, electron emission was previously
considered on the basis of the theory of synchrotron
radiation. In this work, we show that this is not neces-
sarily the case and that electron emission in the field of
particle bunch can be accompanied, in addition to the
coherent effect, by the suppression of coherent radia-
tion, similar to the Landau–Pomeranchuk–Migdal sup-
pression of relativistic electron bremsstrahlung in a thin
layer of substance [5–7].

2. Let us consider low-frequency radiation emitted
by an electron interacting with an incident narrow and
short bunch of relativistic particles. This radiation is
primarily directed close to the direction of electron
motion. In this case, if the emission coherence length is
much larger than the bunch longitudinal size, the elec-
0021-3640/03/7811- $24.00 © 20700
tron interaction with particles of the bunch is deter-
mined by the parameter

(1)

where e is the elementary charge, Q is the charge of a
bunch particle, and N is the number of particles in the
bunch. This parameter is similar to the corresponding
parameter determining the interaction of an electron
with a crystal atomic chain [8] and implies that the elec-
tron interacts with the bunch particles just as with a
united object with the effective charge Qeff = NQ. In this
aspect, the problem of coherent radiation of an electron
in the bunch field is close to the problem of coherent
radiation of a relativistic electron in crystal [9].

When NeQ/"c ! 1, the electron emission in the
bunch field can be described in the Born approximation
of QED. However, the condition for the applicability of
the Born approximation is rapidly violated with an
increase in N. The typical number of bunch particles for
many accelerators is N ~ 108–1010 (see, e.g., [1]).
Therefore, such bunches satisfy the condition αN @ 1,
which is opposite to the condition for the applicability
of Born approximation. In this case, the low-energy
photon emission can be considered within the frame-
work of the classical radiation theory.

In classical electrodynamics, spectral and angular
radiation density is determined by the electron trajec-
tory r(t) in an external field:

(2)

α N N
eQ
"c
-------,=

dE
dωdW
----------------

e2

4π2
-------- k I× 2,=
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where ω and k are the frequency and wavenumber of an
emitted wave, dW is the element of solid angle in the
emission direction, and

(3)

The electron trajectory r(t) in the field of incident
bunch is determined by the equation of motion

(4)

where ε is the electron energy and E = –∇ϕ  –  and

H = ∇  × A are, respectively, the electric and magnetic
fields of the moving particle bunch. The scalar ϕ and
vector A potentials of the bunch are determined by the
expressions

(5)

where γp is the Lorentz factor of particles in the bunch;
(zn, ρn) are the coordinates of particles at t = 0; z and ρ
are the coordinates parallel and perpendicular to the
electron velocity v, respectively; and vp is the velocity
of incident particles (vp is assumed to be directed along
the negative z semiaxis and identical for all particles in
the bunch). Summation in Eqs. (5) is over all bunch par-
ticles. Hereinafter, we use the system of units where the
speed of light is equal to unity.

Characteristic scattering angles of a relativistic elec-
tron in the field of bunch particles are small. Therefore,
the electron velocity can be written in the form

(6)

where v⊥ (t) are the electron-velocity components per-
pendicular to the velocity v of the incident electron,
|v ⊥ | ! |v |. If

(7)

where L is the bunch length and ϑN is the total electron
scattering angle by the bunch, the exponential factor in
Eq. (3) can be ignored. In this case, I is determined only
by the directions of the initial v and final vN electron
velocities. The radiation spectral density is given by the
expression

(8)
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where ξ = ξN = γϑN/2 is the parameter characterizing
the nondipolar electron radiation in the bunch field.

Thus, if condition (7) is fulfilled, spectral radiation
density (8) is determined by the product of the electron
Lorentz factor and the total electron-scattering angle by
the particle bunch. Note that formula (8) and its appli-
cability condition (7) are valid for both small and large
parameters ξN. Condition (7) means that, with allow-
ance for the electron scattering in the bunch field, the

emission coherence length lc = 2γ2/ω(1 + γ2 ) is much
larger than the electron–bunch interaction length [the
right-hand side of inequality (7) includes the factor 1/2,
because the bunch moves toward the electron, so that
the electron time of flight through the bunch is equal to
L/2v ].

To determine the electron scattering angle in field
(5), it is necessary to know the transverse electron-
velocity component v⊥ (t). In view of the relation v ×
(∇ ×  A) = –∇ϕ  – vp(v · ∇ )ϕ, Eq. (4) for v⊥ (t) can be

written, to the terms on the order of γ–2 and , in
the form

(9)

Therefore, the total electron scattering angle in the
bunch field is determined by the expression

(10)

3. For simplicity, we consider the radiation for the
case where the electron passes along the bunch at a dis-
tance ρ @ ρn from its axis. In this case, according to
Eq. (10),

(11)

where ϑ1 ≈ 4eQ/ρε is the electron scattering angle by
one particle of the bunch. The parameter ξ in Eq. (8) is
determined by the expression

(12)

Therefore, all bunch particles behave as a single elec-
tron-scattering center with effective charge NQ.

Substituting Eq. (12) into Eq. (8), we obtain the
radiation spectral density for a relativistic electron in
the field of incident bunch particles. The corresponding
expression is valid under condition (7). If ξN ! 1,
expression (8) can be expanded in powers of ξ. To the
first approximation, we obtain

(13)

In this case, the coherent effect occurs in the electron
emission induced by the collisions with a bunch of N

ϑ N
2
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particles, according to which the radiation spectrum is
proportional to the square of the number of particles in
the bunch. In this connection, we note that, although the
applicability conditions for the Born approximation are
strongly violated, the classical consideration shows that
the coherent effect for electron emission in the field of
incident bunch of particles is still valid. In other words,
this means that the coherent effect is possible for a
larger number of particles in the bunch.

Let us now determine the limiting number of parti-
cles in the bunch for which the coherent effect is possi-
ble. With an increase in N, the inequality ξN @ 1
becomes invalid. For ξN @ 1, according to Eq. (8), we
have

(14)

In this case, the coherent radiation is suppressed and the
radiation spectral density is virtually independent of the
number of atoms in the bunch. This effect is similar to
the bremsstrahlung suppression for high-energy elec-
trons in a thin layer of matter [7].

Thus, the coherent effect in this problem is possible
up to the number Nmax of particles in the bunch, which
is determined by the relation

(15)

For typical cases (see below), Nmax ~ 1010. For a larger
number of particles in the bunch, the coherent effect of
radiation breaks, and, according to Eqs. (13) and (14),
the square dependence of the radiation spectral density
on N changes to much weaker logarithmic dependence.
We note that the suppression mechanism for coherent
radiation in the problem under consideration is similar
to the mechanism of bremsstrahlung suppression in the
Landau–Pomeranchuk–Migdal (LPM) effect [5, 6, 9].
In both problems, radiation is suppressed when the
electron is scattered within the coherence length at
angles exceeding the characteristic emission angle ϑ  ~
1/γ of relativistic electron. This means that an analogue
of the LPM effect is also possible for another process—
coherent emission by the relativistic electron in the
field of the incident bunch of relativistic charged parti-
cles. Thereby, new possibilities of investigating the
analogues of the LPM effect have opened up. (The
LPM effect was recently verified in experiments at the
SLAC [10] and CERN [11] accelerators.)

We emphasize that formula (14) is valid under the
condition γϑN @ 1. At the same time, it substantially
differs from the corresponding result of the synchrotron
radiation theory, which was previously used to describe
electron emission in the bunch field under the condition

dEN

dω
----------

4e2

π
-------- 2ξNln

4e2

π
-------- N

4eQ
mρ
---------- 

  .ln= =

Nmax
2eQ
mρ
---------- 1.∼
γϑN @ 1. This difference exists because the formulas of
synchrotron radiation theory require the condition
2γ2/ω ! L/2, in addition to the inequality γϑN @ 1.
Moreover, the mean field of the bunch of particles var-
ies slightly on the coherence length of emission [9].
The last condition is opposite to condition (7), under
which formula (8) is valid.

We now present particular estimates of the results
for electrons that have energy ε ~ 5 GeV and move at
distance ρ ~ 10–2 cm from the axis of the incident bunch
of relativistic particles with Np ~ 5 × 1010, L ~ 10–1 cm,
and transverse size ∆ρ ! 10–2 cm. In this case, the
effective constant of the interaction of the electron with
the field of the bunch is equal to αN ~ 5 × 108, the
parameter of deviation from dipole radiation γϑN ~ 8,
and the above formulas are valid beginning with the

emitted-quantum energy ωc = 4γ2/L(1 + γ2 ) ~
100 keV. Thus, for the case under consideration,
coherent emission is substantially suppressed. At the
same time, formulas of synchrotron-radiation theory
are not yet valid. The coherent effect is still possible
for Nmax ~ 1010.

N.F.Sh. is grateful to V.G. Serbo for stimulating dis-
cussions.
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The X-ray lines of ions in a solid target interacting with picosecond laser pulses of moderate intensity (2 ×
1017 W/cm2) were measured on the “Neodim” laser facility. X-ray Lyα emission spectra of hydrogen-like fluo-
rine ions were observed. Satellite lines were also observed, evidencing the presence of intense plasma oscilla-
tions. The positions and separation between the satellites allow their assignment to the intense electrostatic
oscillations with an amplitude larger than 108 V/cm and a frequency of about 7 × 1014 s–1 that is noticeably
lower than the laser frequency ωlas ~ 1.8 × 1015 s–1. It is suggested that these oscillations may be due to strong
plasma turbulence caused by the development of plasma oscillations of the Bernstein-mode type under the
action of a strong magnetic field generated in plasma. The experimental results are compared with the calcu-
lated spectra of multicharged ions. © 2003 MAIK “Nauka/Interperiodica”.

PACS numbers: 52.38.Ph; 52.70.La; 52.50.Jm; 52.35.Mw
1. The electron-velocity distribution in plasmas pro-
duced by high-power sub- and picosecond laser pulses
is strongly anisotropic. Due to this anisotropy, the
strong electromagnetic oscillations caused by the
development of instabilities, primarily, so-called Wei-
bel instability, arise in such plasmas. As known, the
development of instability gives rise to quasi-stationary
magnetic fields of strength determined by laser inten-
sity and achieving hundreds of megagauss for intensi-
ties exceeding 1019 W/cm2. In recent experiments [1],
the generation of such ultrastrong quasi-stationary
magnetic fields was observed in laser plasma. Irrespec-
tive of the generation mechanism, their occurrence is of
fundamental interest, because they modify cardinally
the physical properties of laser plasma. The magnetic
fields measured in experiments [1], were on the order of
300 MG and had a noticeable effect on the propagation
of ordinary and extraordinary waves in the visible
region.

The appearance of strong plasma instabilities and
ensuing plasma oscillations should affect the ion emis-
sion spectra in plasmas produced by the sub- and pico-
second laser pulses. The observation of spectroscopic
effects caused by the plasma oscillations is of indubita-
0021-3640/03/7811- $24.00 © 20703
ble interest, first, as an independent method for proving
their appearance and, second, as the method of local
measurement of these effects.

This work reports the results of measuring the spec-
tra of multicharged ions in plasma produced by picosec-
ond laser pulses of moderate intensity (~1017 W/cm2).
Our experiments give evidence for the presence of
strong longitudinal electric fields in plasma, with fre-
quency sizably lower than the laser frequency. It is sug-
gested that the frequency of these oscillations is close
to the electron cyclotron frequency that, likely, corre-
sponds to the development of Bernstein-type plasma
oscillations in a magnetic field. The calculated spectra
correlate well with the experimental data.

2. Experiments were conducted on the “Neodim”
terawatt laser facility [2]. It gave the following pulse
parameters: an energy up to 1.5 J, a wavelength of
1.055 µm, and a duration of 1.5 ps. A laser beam 60 mm
in diameter was focused onto a target using a 14.5-mm
aspherical lens with a focal length of 140 mm to con-
centrate 50% of energy within a spot of radius 15 µm.
As a result, the mean intensity focused onto the target
was 2 × 1017 W/cm2. Flat fluoroplastic plates of thick-
ness 200 µm were used as targets. The residual gas
003 MAIK “Nauka/Interperiodica”
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pressure in the vacuum chamber was no worse than
10−3 torr.

The X-ray emission from plasma produced upon the
interaction of laser pulse with target was recorded using
two FSRP spectrographs [3] with spherically bent
quartz or mica crystals (radius of curvature of the crys-
tal surfaces was 150 mm). In all experiments, the take-
off angle with the normal to the target surface was equal
to 5° for spectrograph no. 1 and 85° for spectrograph
no. 2. A Kodak-2492 X-ray photographic film protected
from the visible radiation by two 1-µm-thick polypro-
pylene layers spray-coated with an Al layer of an over-
all thickness of 0.2 µm was used as a detector of the
radiation reflected from the surface.

The plasma emission spectra were examined in the
range from 1.49 to 1.51 nm. In our experiments, the
spectral resolution λ/∆λ was no worse than 5000. The
typical Lyα profiles (n = 2  n = 1 transition, where n
is the principal quantum number) for a hydrogen-like
FIX ion are shown in Fig. 1. The salient feature of these
profiles is that there is a sharp peak surrounded by dips
on both its sides at the long-wavelength wing of the
line. This peak is marked letter “A” in the experimental
profiles shown in Fig. 1. It should be noted that this
peak cannot be assigned to so-called laser satellites [4–
6], because it is shifted from the energy of forbidden
2s–1s transition at a distance that is different from the
laser photon energy (Fig. 1).

3. The theoretical modeling was based on the calcu-
lation of the emission spectra in the presence of the
static ion and variable plasma-oscillation fields. As a
first step, we considered the action of the static and
variable electric fields on the level fine-structure com-
ponents in the case of aligned quasi-static ion field and
the plasma oscillation electric vector. It was assumed
that the static field of plasma ions obeys the Holtsmark

Fig. 1. Typical Lyα profiles for a hydrogen-like FIX ion in
the experiments with plasma heated by a picosecond laser
pulse. (1) 3F flare and (2) 4F flare; in both cases, the laser
intensity was ~2 × 1017 W/cm2. Dashed lines (3) show the
positions of laser satellites that could be excited upon laser
photon scattering by the metastable 2s1/2 state of the FIX
ion.

(Å)
distribution for an ion density of about 1020 cm–3. The
main uncertainty was introduced by the uncertainty in
the electric field strength of plasma oscillations. This
value is determined by the level of plasma turbulence,
i.e., by the ratio of the oscillation energy density to the
thermal energy density in plasma. In our calculations,
this value was varied in a rather broad range that cov-
ered various levels of turbulence from 10–1 to 10–3. As
to the plasma oscillation frequency, its scale was also
varied to achieve the best agreement with the experi-
ment. This frequency was found to be sizably lower
than the laser frequency. It is conceivable that these fre-
quencies are scaled by the electron cyclotron frequency
in a magnetic field in the presence of Weibel instability.
Indeed, one can see in Fig. 1 that the separation
between the satellite lines is ∆λ = 10–2 Å or, on the
energy (frequency) scale, "ωc = 0.55 eV. This corre-
sponds to the cyclotron frequency (separation between
the Landau levels) ωc = 1.76 × 107B, where B is
expressed in Gauss. From the latter relationship, one
finds the magnetic field B = 4.76 × 107 G. The magnetic
field strength can be related to the laser intensity.
Indeed, by equating the magnetic energy density W =
B2/8π in laser plasma to the laser energy density J/c,

one obtains B ≈ 10–1 , where B is expressed in G and
J is in W/cm2.

Strictly speaking, the relationship between the mag-
netic field and laser intensity should include the coeffi-
cient k of radiation transformation into magnetic field

(B = k × 10–1 ). This coefficient varies from 0 to 1
and depends on the laser parameters, target material,
geometry of the experiment, and other factors. The fact
that, under the optimal experimental conditions, k is
close to unity is confirmed by the results of a number of
works. It was pointed out in [7] that the magnetic
energy in the focal region is comparable with the pulse
energy. As shown in [8], the quasi-stationary field in
laser plasma has the same order of magnitude as the
magnetic field of high-frequency laser radiation.
Numerical simulation of the action of a ~100-fs laser
pulse with an intensity of 1019 W/cm2 on a solid target
yielded magnetic field strengths of ≈250 MG [9]. Mag-
netic fields of ~300 MG at an intensity of ~1019 W/cm2

were experimentally measured in [10]. These results
are very close to our estimate with k ≈ 1. For a laser
intensity of 2 × 1017 W/cm2, this gives B ≈ 4.5 × 107 G,
which agrees well with the above estimate from the
data of spectroscopic measurements.

Note that the most appropriate modeling of the
experiment (see below) was made with a rather low ion
temperature of ~100 eV. This is likely due to the fact
that the turbulent oscillations arise at the early stages of
plasma expansion when the ion effective temperature is
low, while the plasma oscillations are already rather
intense because of the instability development. There-
fore, the observed (time-integrated) ion emission spec-
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trum is the sum of a turbulent spectrum with low ion
temperature at short times and a broad Doppler spec-
trum due to the ions heated at longer times. Inasmuch
as the ion density sharply decreases upon plasma
expansion, the contribution from the initial dense
plasma-expansion stage is rather large.

4. Analysis of the experimental data presented in
Fig. 1 suggests that the Stark effect in electric fields
produced by plasma charged particles (electron concen-
tration Ne is higher than or on the order of 1020 cm–3) and
the Doppler effect (plasma temperature T is higher than
or on the order of 100 eV) play the significant role in
the formation of Lyα-line profiles. However, these fac-
tors alone cannot account for the appearance of a sharp
peak in the experimental Lyα profiles. The Stark effect
in the oscillating electric field E(t) = E0cosωt is the
most universal mechanism for the appearance of addi-
tional features (sharp peaks and/or dips) in the smooth
plasma line profiles (see, e.g., reviews [11, 12]). Due to
the interaction of an ion with the field E(t) = E0cosωt,
sharp peaks (satellites) appear in the emission spectra,
with a distance between them equal to a multiple of ω.
If this field acts on the emitting plasma ion simulta-
neously with a quasi-static electric field F (F may rep-
resent the plasma ion microfields and/or low-frequency
plasma turbulence fields), more complicated structures
(not only peaks but also dips) can arise in the line pro-
file. The particular shape of these structures depends on
the parameters of electric fields F and E(t) = E0cosωt
(characteristic field strength and frequency ω), on the
order of atomic energy levels, and on the dipole transi-
tion matrix elements between the atomic levels.

The n = 2 level of a hydrogen-like ion consists of
three sublevels 2P3/2, 2S1/2, and 2P1/2. In the absence of
electric field, the Lyα line arises from two radiative tran-
sitions 2P3/2  1S1/2 and 2P1/2  1S1/2. The FIX
2P3/2  1S1/2 and 2P1/2  1S1/2 spectral components
are separated by approximately δλ = 5.4 × 10–4 nm.
Note that the fine-structure splitting (i.e., the separation
between the 2P3/2 and 2P1/2 levels) in the FIX ion is, on
the frequency scale, δω = 4.54 × 1014 s–1. The value of
δλ is much smaller than the experimentally measured
Lyα linewidth ∆λ1/2 (Fig. 1). The 2P3/2, 2S1/2, and 2P1/2
states undergo Stark mixing under the action of plasma
electric field. In conjunction with the Doppler effect,
this results in the rearrangement of the Lyα profile; the
individual 2P3/2  1S1/2 and 2P1/2  1S1/2 compo-
nents disappear, and a single broad line is observed
instead.

Numerical calculations show that the appearance of
a sharp peak in the experimental FIX Lyα profiles can be
explained by the simultaneous action of two electric
fields: quasi-static electric microfield F produced by
the plasma ions and the oscillating field E(t) = E0cosωt.
The program for the numerical calculation of the Lyα
profiles included, first, the determination of quasiener-
gies and corresponding wave functions of quasienergy
JETP LETTERS      Vol. 78      No. 11      2003
states (QESs) for a three-level (2P3/2, 2S1/2, 2P1/2) sys-
tem in an electric field ε(t) = F + E0cosωt. Note that the
quasienergies and QESs of various quantum-mechani-
cal systems whose Hamiltonians depend periodically
on time are considered in detail, e.g., in [13]. After the
quasienergies and the corresponding QESs had been
found, the Lyα emission spectrum was calculated (for a
fixed ion-field strength F), whereupon this spectrum
was averaged over the F distribution in plasma. The
Holtsmark function (see, e.g., [14]) was used as the F
microfield distribution function. In doing so, it was
assumed that the perturbation was mainly introduced
by the FIX ions. To simplify the calculations, a scalar
“one- dimensional” model with mutually parallel F and
E0 vectors was used. Note that, along with the Stark
effect in the field ε(t) = F + E0cosωt, the Doppler effect
was also taken into account.

The FIX Lyα profiles calculated for three values of
plasma density Ne = 1020, 1021, and 2 × 1021 cm–3 are
shown in Fig. 2. The calculations were carried out for
plasma temperature T = 100 eV. For all profiles shown
in Fig. 2, the amplitude of oscillating electric field was
taken to be E0 = 3 × 108 V/cm, and the frequency ω was
equal to 6 × 1014 s–1 in Fig. 2a, 7 × 1014 s–1 in Fig. 2b,
and 8 × 1014 s–1 in Fig. 2c. Some of the theoretical pro-
files in Fig. 2 agree well with the observed Lyα profiles
shown in Fig. 1. Noteworthy is profile 2 in Fig. 2b,
which reproduces the characteristic features of the
experimental profiles shown in Fig. 1. In particular,
profile 2 shows a sharp peak (marked by letter B) that
corresponds to peak A in the experimental profiles. The
characteristic ion microfield strength is related to the
plasma density by the relationship (in CGS units) FH =

2.6eZ1/3 , where Z is the ion charge (in our case,
Z = 8). The dipole interaction of the FIX ion (on the
n = 2 level) with the oscillating field E0cosωt and ion

microfield F can be estimated by GE = (  + )1/2E0

and GF = (  + )1/2FH, respectively. Here, d12 and
d13 are the dipole-moment matrix elements d12 ≡
|〈 |d| 〉| and d13 ≡ |〈 |d| 〉| calculated
for the magnetic quantum number m = 1/2. If the
plasma density Ne achieves 1021 cm–3, GF becomes of
the same order of magnitude as GE (for E0 = 3 ×
108 V/cm). At the same time, GF and GE become of the
same order as the separation "δω between the 2P3/2 and
2P1/2 levels. Note that the frequencies ω, for which the
Lyα profiles were calculated, were also of the same
order as the separation δω between the 2P3/2 and 2P1/2
levels. Thus, one can conclude that the appearance of a
sharp peak in the FIX Lyα profile can be explained the-
oretically if the ion dipole interaction with the ion
microfield F and oscillating field E(t) = E0cosωt, as
well as the frequency ω are of the same order of mag-
nitude as the fine-structure splitting of the n = 2 level.

Ne
2/3

d12
2 d13

2

d12
2 d13

2

2S1/2
m( ) 2P3/2

m( ) 2S1/2
m( ) 2P1/2

m( )



706 BELYAEV et al.
5. Our measurements give evidence for the presence
of intense plasma oscillations in picosecond laser
plasma, presumably, at the initial plasma expansion
stage. The fact that the separation between the observed
satellites correlates well with the estimates of magnetic
field in plasma allows their assignment to plasma oscil-
lations of the Bernstein-mode type. If this correlation
will be confirmed in further experiments, it will open
up new possibilities for a direct measurement of mag-
netic fields generated in laser plasmas.

In actuality, the observed spectrum is more compli-
cated than the calculated one. Namely, additional satel-

Fig. 2. The FIX Lyα profiles calculated for plasma temper-

ature T = 100 eV and for three values Ne = (1) 1020, (2) 1021,

and (3) 2 × 1021 cm–3. The amplitude of oscillating electric
field is E0 = 3 × 108 V/cm, and the frequency ω is (a) 6 ×
1014, (b) 7 × 1014, and (c) 8 × 1014 s–1.

(Å)
lites, likely, caused by the fine-structure sublevel cross-
ing in a strong magnetic field appear in the spectrum
(for detail, see [15]). In the vicinity of level-crossing
points, the plasma-oscillation field gives rise to the
well-known Blokhintsev satellite structure with the
equidistant components of intensities determined by
the ratio between the field intensity and frequency. It is
conceivable that the observed spectrum is the superpo-
sition of the spectra of these types. Unfortunately, the
magnetic-field distribution appearing upon the devel-
opment of Weibel instability is unknown. Of interest
are further experiments on the observation of the satel-
lites in the spectra of multicharged ions, with the object
of determining the type of magnetic field distribution
and, therefore, the specific features of Weibel instabil-
ity development.

This work was supported by the International Scien-
tific and Technical Center (project no. 2155) and
INTAS (grant no. 01- 0233).
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Radiotomographic Observations of the Ionosphere Electron 
Density at the Spitsbergen Archipelago–Kola 

Peninsula–Karelia Meridian
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The first results on the reconstruction of two-dimensional ionosphere electron density by the method of satel-
lite tomography in the area extended for about 1700 km from the subauroral ionosphere (Karelia) to the near-
polar cap zone (northwest of the Spitsbergen Archipelago) are analyzed. This experiment is unique in that the
satellite-receiving apparatus was placed on a research ship in the Barents Sea, which separates the Kola Pen-
insula and the Spitsbergen Archipelago. The results obtained are evidence of a complex ionospheric structure
in this region even under the quiet geophysical conditions of sunlight irradiation. © 2003 MAIK “Nauka/Inter-
periodica”.

PACS numbers: 94.20.Dd
Global changes in electron density in the area
extended from polar cap to mid-latitude ionosphere are
of great importance in the study of the interaction
between sun plasma and the Earth’s magnetosphere and
in the understanding of the physical mechanisms
underlying the ionosphere formation. However,
radiotomographic measurements of electron density [1]
in this area are hampered because of the difficulties
associated with placing diagnostic tools in the Barents
Sea, which separates the Spitsbergen Archipelago and
the Kola Peninsula by almost 1000 km. For this reason,
an attempt was undertaken to place satellite-signal
receiver on the research ship “Dal’nie Zelentsy,” whose
route passed between Murmansk and the Spitsbergen
Archipelago (Fig. 1).

This work reports the first results on the reconstruc-
tion of the two-dimensional electron density by the
radiotomographic method with satellite-signal receiv-
ers placed in the area extended from Karelia (Kem) to
the northwest part of the Spitsbergen Archipelago (the
Ny Alesund port). The scheme of the experiment was
chosen as follows. Six receivers were placed along the
satellite trajectory from the town of Kem to the port of
Ny Alesund at the Spitsbergen Archipelago. The coor-
dinates of the receiving stations were the following: Ny
Alesund (78.92° N, 11.93° E), Barentsburg (78.1° N,
14.21° E), ship (74.5° N, 21.28° E at 03:57 UT,
10.10.2003, and 74.5° N, 20.21° E at 05:41 UT), Nikel
(69.4° N, 31.01° E), Verkhnetulomsky port (68.6° N,
31.76° E), and Kem (64.95° N, 34.5° E). In the experi-
ment, Russian navigation satellites orbiting at an alti-
tude of about 1000 km with an inclination of 83° and
radiating coherent signals at 150 and 400 MHz were
0021-3640/03/7811- $24.00 © 20707
used. One can see in Fig. 1 that the coordinates of the
receiving stations closely coincide with the projection
of the satellite trajectory when it moves from the north.
The ship was located approximately in the middle of
the large distance between the continent and the Spits-
bergen Archipelago and, thus, its receiver could form a
system of crossing beams in the ionosphere and recon-
struct the electron density distribution over a wide spa-
tial area extended from the subauroral zone to the polar
cap. Taking into account that there are two zones where
currents enter the ionosphere and where one can expect

Fig. 1. Projection of the satellite upon its moving from the
north (solid line); locations of receiving stations (dots); and
location of the research ship “Dal’nie Zelentsy” for the ses-
sions at 03:57 and 05:41 UT on August 10, 2003.
003 MAIK “Nauka/Interperiodica”
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the appearance of vertical electron-density structures,
the receivers in the vicinity of the polar cap at the Spits-
bergen Archipelago (Barentsburg, Ny Alesund) and in
the auroral zone at the Kola Peninsula (Verkhnetulom-
sky port, Nikel) were placed at a comparatively small
distance from each other.

The results of the tomographic electron-density
reconstruction for practically the same ionospheric
region in two sequential observation sessions carried
out at 03:57 and 05:41 UT on August 10, 2003, are pre-
sented in Figs. 2 and 3. At 03:57 UT, the satellite signals
were recorded by all six receiving stations, while, at
05:41 UT, the satellite signals were not recorded at Bar-
entsburg. The distance from Earth, measured from
Kem, is plotted on the X axis. The receiving stations are
denoted by NyA, Bar, Shp, Nik, Tul, and Kem. The size
of the elementary cell of the tomographic reconstruc-
tion mesh was (distance × altitude) 30 × 16 km. The
solid slanting lines show the direction (making an angle
of approximately 8° to the south of the vertical) of mag-
netic field lines over the Spitsbergen Archipelago.
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Fig. 2. Electron-density reconstruction for the satellite ses-
sion at 03:57 UT on August 10, 2003. The ship’s latitude
and the satellite direction azimuth are, respectively, 84° and
66°.
One can see from the comparison of Figs. 2 and 3
that the electron-density distribution at two different
instants of time is similar on the whole. In both cases,
there is a region with the reduced electron density to the
north of the Kola Peninsula and the isolated local struc-
tures (extended approximately along the geomagnetic
field and better seen in Fig. 2) with higher concentra-
tion are present near the polar cap over the Spitsbergen
Archipelago in the lower and upper parts of the iono-
spheric F region. As the Sun’s zenith angle increases
(when going from Fig. 2 to Fig. 3), the concentration
increases and the ionosphere becomes more homoge-
neous.

REFERENCES

1. V. Kunitsyn and E. Tereshchenko, Ionospheric Tomogra-
phy (Springer, Berlin, 2003).

Translated by V. Sakun

0 500 1000 1500
Distance, km

Kem Tul Nik Shp NyA

A
lti

tu
de

, k
m

50

100
150

200

250

300
350

400
450
500

550

Electron density reconstruction, 10.08.2003, 05:41 UT

0.5

1

2

3

4

1.5

2.5

3.5

4.5

5

×1011el/m3

Fig. 3. Electron-density reconstruction for the satellite ses-
sion at 05:41 UT on August 10, 2003. The ship’s latitude
and the satellite direction azimuth are, respectively, 78° and
61°.
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The Townsend Coefficient and Runaway of Electrons
in Electronegative Gas
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We have studied the character of variation of the number of electrons formed in an electronegative gas (SF6)
under the action of an external electric field. At any value of the electric field strength E, the number of gener-
ated electrons exponentially increases with the distance from the cathode, while the average velocity and energy
of electrons attain constant values. At small values of the reduced field strength, E/p < 94 V/(cm Torr) (p is the
gas pressure), the regime of electron attachment prevails that is characterized by negative values of the exponent
(negative Townsend coefficients). For E/p > 94 V/(cm Torr), the electron multiplication proceeds in the usual
Townsend regime with positive exponents. In the intermediate region of E/p = 40–160 V/(cm Torr), the electron
multiplication coefficient exhibits a linear dependence on E/p. Numerical calculations based on a simple model
show that the Townsend multiplication regime takes place even in very strong fields where the drag caused by
ionization can be ignored. A universal function describing the electron runaway in SF6 is obtained. © 2003
MAIK “Nauka/Interperiodica”.

PACS numbers: 52.80.Dy; 52.25.Jm
INTRODUCTION

The Townsend regime of gas ionization under the
action of an external electric field has two characteristic
features. First, the number of ionization events expo-
nentially increases with the distance to the point of the
first electron production. Second, the average velocity
and energy of electrons are independent of this dis-
tance. By modeling this process using methods of
many-particle dynamics, it is possible to determine the
dependence of the Townsend multiplication factor on
the electric field strength E and the gas pressure p, pro-
vided that the cross sections of the elastic and inelastic
collisions of electrons with atoms and molecules of the
neutral gas are known.

Recently, we performed such modeling [1, 2] and
established that, for a sufficiently large interelectrode
distance, the Townsend ionization regime can take
place even in very strong fields where, according to
conventional notions, the average electron energy is
expected to grow continuously [3–5]. Under these con-
ditions, the Townsend coefficient exhibits a nonmono-
tonic dependence on the reduced electric field strength
E/p. This nonmonotonic behavior of the electron multi-
plication coefficient leads to double-branch curves
(analogs of the Paschen curve) separating the regimes
of intense electron multiplication and their runaway
without multiplication. These new findings are espe-
cially important in the context of obtaining pulsed elec-
tron beams of nanosecond duration and record current
amplitudes (up to ~70 A in air and ~200 A in helium) at
atmospheric pressure [6].
0021-3640/03/7811- $24.00 © 0709
Previously, we modeled the field-induced electron
multiplication processes in helium [1] and xenon [2]. It
would also be of interest to use the same method in
analysis of the mechanism of electron multiplication in
electronegative gases, which are characterized by a
large cross section of the electron attachment to mole-
cules. In view of the competition between the electron
attachment and multiplication processes, it is not clear
whether the concept of the Townsend coefficient is ade-
quate in application to electronegative gases. Neverthe-
less, such gases are widely used in various discharges,
in particular, for pumping exciplex and chemical lasers.
Below, we consider the electron multiplication and run-
away in SF6, a convenient model gas for which the
characteristics of electron collisions are well known.

MULTIPLICATION AND ATTACHMENT 
OF ELECTRONS: DESCRIPTION OF THE MODEL

The process of electron multiplication and runaway
in SF6 was modeled using a modified particle-in-cell
method [7]. The transfer of electrons between two
planes spaced by a distance d was driven by the applied
voltage U (generating a field with the strength E = U/d).
It was assumed that the constant voltage was applied
long before the appearance of electrons under consider-
ation. The electrons generated on the cathode possessed
randomly oriented velocities and the energies distrib-
uted according to the Poisson law with an average value
of ε0 = 0.2 eV. The equations of motion for all electrons
were solved at small time steps and the elastic and
inelastic collisions were played with the probabilities
2003 MAIK “Nauka/Interperiodica”
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determined by cross sections of the corresponding ele-
mentary events. Data on the cross sections and energy
characteristics of these events (Fig. 1) were taken from
[8–10].

THE TOWNSEND IONIZATION REGIME 
The Townsend multiplication coefficient αi was

determined from the slope of a plot of the logarithm of
electron current versus the distance to cathode (Fig. 2).
The same value is obtained from the slope of the loga-
rithm of the number of ionization, attachment, and
excitation events. Naturally, the interelectrode distance
must be greater than the characteristic electron multi-
plication length (equal to the reciprocal Townsend mul-

tiplication factor ).

The results of our model calculations showed that,
for a sufficiently large reduced field strength (E/p >

α i
1–

Fig. 1. Plots of (a) the cross sections of electron interactions
with SF6 molecules and the energies of excitation of the
(b) electronic and (c) vibrational states versus the electron
energy. Data on the cross sections for elastic collisions (σel),
attachment (σatt), excitation of the vibrational states (σvib),
excitation of electronic state (σex), and ionization at various
thresholds (σion1, σion2, σion3) are taken from [8–10].

ε (eV)

σ (cm2)
94 V/(cm Torr)) and sufficiently large interelectrode

distance (d > ), the anticipated Townsend ionization
regime actually takes place (Fig. 3). The main charac-
teristics of this regime show qualitatively the same
behavior as that observed for helium and xenon. As the
distance x to cathode increases, the number of electron
generation events and the number of inelastic collisions
exponentially increase. At the same time, the average

α i
1–

Fig. 2. Plots of the characteristics of electron multiplication
in the Townsend regime versus distance to cathode x calcu-
lated for N = 3.22 × 1018 cm–3 (p = 100 Torr), U = 1.6 kV,
d = 0.1 mm, and E = 16 kV/cm (E/p = 160 V(cm Torr)): (a)
the number of generated ions ni (s) and the events of exci-
tation of the electronic states (×), excitation of the vibra-
tional states (+), and electron attachment (u); dashed curve
shows the plot of 500exp(192x/cm) that yields αi = 192 cm–1,
αid ≈ 1.92; (b) the ratio of electron flux j(x) at a given point
to the total electron flux j0 from cathode; dashed curve
shows the plot of 0.7exp(192x/cm); (c) the average electron
velocity projection ux onto the electric field direction
(s) and the average modulus of the electron velocity projec-
tion u⊥  onto the plane perpendicular to the electric field (×);
(d) the average electron energy ε*; (e) the energy distribu-
tion of electrons reaching the anode.
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electron energy ε*, the average projection ux of the
electron velocity onto the electric field direction, and
the average projection u⊥  of the electron velocity onto
the plane perpendicular to the field attain constant val-
ues independent of the distance x. A maximum in the
energy distribution of electrons reaching the anode is
observed at small energies ε* ! eU.

The Townsend multiplication coefficient αi is pro-
portional to the gas density (pressure p) and can be
written as αi(E, p) = pξ(E/p), where the function ξ(E/p)
is characteristic of a given gas. The results of calcula-
tions showed that this function exhibits a maximum at
(E/p)max ≈ 5 kV/(cm Torr), which is related to the pres-
ence of a maximum in the ionization cross section.

COMPETITION BETWEEN THE ATTACHMENT 
AND MULTIPLICATION OF ELECTRONS

An important feature of electronegative gases is
that, when the electric field strength is below a certain
value (E/p < 94 V/(cm Torr) for SF6), electrons emitted
from the cathode predominantly attach to molecules
rather than participate in the multiplication process.

Fig. 3. Plots of the ionization and drift characteristics versus
the reduced field strength E/p (p = 100 Torr): (a) the modu-
lus of the Townsend coefficient αi/p (solid curve) and the
ionization rate νi/p normalized to the gas pressure p (dashed
curve); (b) the average electron velocity projection ux onto
the electric field direction (solid curve) and the average
modulus of the electron velocity projection u⊥  onto the
plane perpendicular to the electric field (dashed curve);
(c) the average electron energy ε*.
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The regime of electron attachment is, in a certain sense,
inverse to the multiplication process (Fig. 4). Indeed,
the former regime is also characterized by exponential
variation of both the electron current and the number of
inelastic collisions, while the average electron energy
ε* and the average projections ux and u⊥  of the electron
velocity are independent of the interelectrode distance x.
However, the multiplication coefficient in this case
becomes negative.

It should be noted that the attachment predominates
mostly because of a drop in the ionization cross section
at small electron energies rather than due to a large
cross section for the electron sticking to a molecule.
The attachment prevails over multiplication in the
region of reduced field strengths E/p < 94 V/(cm Torr),
where the average electron energy ε* drops signifi-
cantly (ε* < 10 eV) below the first ionization threshold
(20 eV for SF6). Another noteworthy fact is the linear
dependence of the multiplication coefficient on the
reduced field strength in the region of sign change
(Fig. 5).

Fig. 4. Plots of the characteristics of electron multiplication
in the electron attachment regime versus distance to cathode
x calculated for E/p = 80 V/(cm Torr), p = 100 Torr, U =
2.4 kV, and d = 3 mm. For notations see the legend to Fig. 2.
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ELECTRON MULTIPLICATION 
AND THE LOCAL CRITERION

OF ELECTRON RUNAWAY

The runaway of electrons is usually characterized in
terms of the local criterion (for more detail, see, e.g., [3,
p. 53], [4, p. 71], and [5, p. 74]). It is commonly
accepted that the flux of electrons from cathode to
anode in the established regime is close to monoener-
getic [5]. The energy ε of electrons in the electric field
E is described by the balance equation [3–5],

(1)

where F(ε) is the friction (drag) force related to the col-
lisions of electrons with gas particles.

The drag force as a function of the electron energy
has the maximum Fmax = F(εmax). According to the con-
ventional approach, a necessary condition for obtaining
runaway electrons in a gas is as sufficiently large field
strength E > Ecr1, where the critical field strength Ecr1 is
determined by the maximum drag force: Ecr1 = Fmax/e.

However, simple considerations show that the
regime of continuous acceleration for the major frac-
tion of electrons in a gas is not achieved even for E @
Ecr1 when the distance to cathode is sufficiently large.

Average electron energy limited by multiplica-
tion. Note the following important fact. Even for E >
Ecr1, the average electron energy does not infinitely
grow with the distance x because the above consider-
ations do not take into account the effect of electron
multiplication. For determining the average energy ε*,
we should rewrite the energy balance equation (1) so as
to take into account variation of the number of elec-
trons,

(2)

dε/dx eE F ε( ),–=

d Neε*( )/dx eENe F ε*( )Ne,–=

Fig. 5. A plot of the reduced multiplication coefficient ver-
sus reduced field strength in the intermediate region.
Dashed line shows the plot of 2.87 × 10–2 E/p (cm Torr/V)
– 2.7.

Torr
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where Ne(x) is the electron density at the distance x.
Taking into account that dNe/dx = αiNe, we obtain

(3)

This equation differs from Eq. (1) by the negative term
αiε* describing “redistribution” of the energy gained by
electrons accelerated in the field between all electrons,
including the newly generated ones.

Thus, even with full neglect of the electron drag in
the gas (F(ε) = 0), the average electron energy is lim-
ited: ε* <  = eE/αi. Therefore, Eq. (1) cannot be
used for determining the average electron energy and
the electron energy distribution cannot be considered as
monoenergetic. Nor should we accept the notion that
the Townsend regime is impossible for E > Ecr1. In fact,
the value of Ecr1 determines the condition for a drop in
the Townsend multiplication coefficient for E > Emax ≈
Ecr1, rather than the condition for continuous accelera-
tion of the major fraction of electrons with increasing
distance x.

A nonlocal criterion of electron runaway. The
Townsend ionization regime is established at a certain

distance from the cathode, x ~ , which corresponds
to the characteristic multiplication length. When the

interelectrode distance is small, d < , the pattern of
electron multiplication substantially differs from that in
the Townsend regime. In this case, a considerable num-
ber of electrons are continuously accelerated so that
both the velocity projection ux onto the x axis and the
average energy ε* increase with the distance x. The
peak in the energy distribution of electrons reaching the
anode coincides with the maximum energy eU = eEd
acquired by an electron upon the flight from cathode to
anode.

In contrast to the commonly accepted notions [3–5],
the approach developed in [1, 2] assumes that runaway
electrons begin to predominate when the interelectrode
distance becomes comparable with the characteristic

electron multiplication length . For αid < 1, the run-
away electrons also predominate in the spectrum of
electrons reaching the anode. Accordingly, the criterion
determining the critical field strength Ecr is as follows:

(4)

For flat electrodes (Ecr = Ucr/d), we obtain

(5)

The latter formula in Eq. (5) determines the implicit
dependence of the critical voltage Ucr(pd) on the prod-
uct pd of the interelectrode distance by the gas pressure
(Fig. 6). This runaway curve separates the region of
effective multiplication from a regime in which elec-
trons fly through the discharge gap without participat-
ing in multiplication events. This curve, universal for a
given gas, contains the lower and upper branches

dε*/dx eE F ε*( )– α iε*.–=

εmax*

α i
1–

α i
1–

α i
1–

α i Ecr p,( )d 1.=

pdξ Ecr/ p( ) 1 or pdξ Ucr/ pd( ) 1.= =
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(Fig. 6). The boundary point between the two branches
corresponds to the minimum product pd = (pd)min and
to a maximum of the function ξ(x).

CONCLUSIONS

We have studied the character of variation of the
number of electrons formed in an electronegative gas
(SF6) under the action of an external electric field. At any
value of the electric field strength E, the number of gen-
erated electrons exponentially increases with the dis-
tance from the cathode, while the average velocity and
energy of electrons attain constant values. At small val-
ues of the reduced field strength, E/p < 94 V/(cm Torr),
the regime of electron attachment that is characterized
by negative values of the exponent (negative Townsend
coefficients) predominates. For E/p > 94 V/(cm Torr),
the electron multiplication proceeds in the usual
Townsend regime with positive exponents. In the inter-
mediate region of E/p = 40–160 V/(cm Torr), the elec-
tron multiplication coefficient exhibits a linear depen-

Fig. 6. The runaway curves Ucr(pd) separating the region of
effective multiplication from the regime of electron run-
away without multiplication. Solid curve refers to SF6;
dashed curve shows the data for He taken from [1].

(cm Torr)

Ucr(V)
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dence on E/p. Tabulated values of the Townsend coeffi-
cient, ionization rate, and electron drift velocities can
be used for constructing the diffusion–drift models
describing the properties of discharges in various gases.

Numerical calculations based on a simple model
show that the Townsend multiplication regime takes
place even in very strong fields where the drag caused
by ionization can be ignored. A universal function
describing the electron runaway in SF6 is obtained.
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Normal-metal hot-electron bolometers, each of which contains two superconductor–insulator–normal metal
(SIN) junctions for electron cooling and two SIN junctions for temperature measurements, were fabricated and
experimentally studied. The electron cooling by SIN junctions is an analog of the Peltier effect and allows one
to reduce the effective electron temperature of a bolometer. The electron temperature was determined from the
ratio of the differential resistance to normal one for several values of a constant bias. At a phonon temperature
of 250 mK, the resistance ratio at zero bias reached 1000, which was close to the theoretical value for an ideal
SIN junction. A decrease in the electron temperature from 250 to 90 mK was obtained. © 2003 MAIK
“Nauka/Interperiodica”.

PACS numbers: 07.57.Kp; 74.50.+r
Normal-metal hot-electron bolometers with capaci-
tive coupling were proposed in [1] and experimentally
studied in [2]. The main characteristics of a bolometer,
namely, the response and the noise-equivalent power
(NEP), are determined by its electron temperature. A
way of improving these characteristics by using an
electron cooling with the help of superconductor–insu-
lator–normal metal (SIN) junctions was proposed in
[3]. A direct electron cooling was demonstrated in [4]
and further developed in [5]. Two SIN tunnel junctions
can be used for both electron cooling in the normal
metal and measuring the response of the bolometer to
an external signal. The electron cooling is an analog of
the Peltier effect known since 1834 for a pair of junc-
tions formed by different metals: when current flows
through the junctions, one of them is heated and the
other is cooled. The principle of cooling by SIN junc-
tions is similar to blowing hot vapor away from the sur-
face of hot tea in a cup. Hot electrons with energies
above the Fermi level are removed from the normal
metal via one junction and cold electrons with energies
below the Fermi level are supplied to the normal metal
via the other junction. This is the main qualitative dis-
tinction from the Peltier effect, because both SIN junc-
tions participate in cooling of the normal metal lying
between them. Cold electrons with energies below the
Fermi level can also be considered as hot holes
removed via the second SIN junction. A simple esti-
mate of the power eliminated in this way can be made
by assuming that, at a bias near the energy gap, each
electron participating in the current removes the energy
smaller than or about kbT. Then, the power eliminated
by a current I is about IkbT/e. For an efficient cooling, it
is necessary to have a channel for heat removal by the
0021-3640/03/7811- $24.00 © 20714
current of hot quasiparticles with energies above the
superconducting energy gap. This is achieved with the
help of the normal-metal traps. Evidently, a decrease in
the electron temperature leads to an increase in the tem-
perature response, which makes it possible to reduce
the contribution of noise of the subsequent amplifier
and the NEP.

Principles of temperature measurement by
superconducting tunnel junctions. To estimate the
electron temperature, we can use the approximation of
the current–voltage (I–V) characteristic of a real junc-
tion by the I–V characteristic of an ideal SIN junction.
For the latter, the following simple expression is valid:

(1)

where RN is the normal resistance of the junction, T is
the temperature, D is the energy gap of the supercon-
ductor, e is the electron charge, kb is the Boltzmann
constant, and V is the voltage. The subgap leakage cur-
rent due to the nonideal structure of the SIN junction
can modify the I–V characteristic and considerably
affect the response of the bolometer. In addition to the
defects of the tunnel junction, the I–V characteristic of
a highly transparent junction can also be affected by the
two-electron tunneling current, when two electrons
form a Cooper pair [6]. As was noted in [7], a decrease
in the barrier thickness leads to an increase in the con-
tribution of Andreev reflection. At temperatures below
200 mK, an inverse tunneling of quasiparticles from the
superconductor to the normal metal is possible [8] and
an inverse absorption of phonons may also occur after
the recombination of quasiparticles. Without special

I V T,( ) 1
eRN

--------- 2πkbT∆ ∆
kbT
--------– 

  eV
kbT
-------- 

  ,sinhexp=
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traps for hot quasiparticles, the effect of electron cool-
ing may be considerably suppressed. In the experi-
ments [9], a temperature saturation was observed below
300 mK, when hot quasiparticles are in the normal-
metal trap.

For real junctions, it is important to estimate the
effect of point defects of the tunnel barrier. The defects
determine the residual resistance at zero bias. For a typ-
ical junction with a normal resistance of 1 kΩ at
300 mK, the differential resistance in the absence of
bias should be greater than 1 MΩ . If we take the leak-
age resistance equal to this value, i.e., 1 MΩ , the elec-
tron temperature due to the Joule heating will be
expressed as

(2)

where P is the power scattered by the leakage resis-
tance, Σ = 3 × 109 W m–3 K–5 is the characteristic con-
stant of the normal metal, and v  = 0.18 µm3 is the vol-
ume of the normal metal. For zero phonon temperature
at a standard bias of 400 µV, we obtain a temperature
increase of 200 mK. For a smaller bias of 100 µV, we
still obtain an overheating of 115 mK. An increase in
the leakage resistance to 10 MΩ reduces the overheat-
ing to 127 mK at a bias of 400 µV. This means that even
a very small measuring current of the thermometer may
cause a considerable increase in the electron tempera-
ture above the phonon temperature and introduce an
error in the temperature measurement. Let us estimate
the possibility of applying the resistance ratio criterion
to temperature measurements by a real junction. For
this purpose, we introduce a shunting resistance Rs of
the leakage current into Eq. (1) and obtain the relative
differential resistance in the form

(3)

This kind of temperature dependence calculated for the
standard parameters of one of our samples is shown in
Fig. 1. One can see that, at zero bias, a saturation of the
thermometer is observed as early as at 200 mK, while
at relatively high biases, the thermometer retains a high
sensitivity. To measure lower temperatures, it is neces-
sary to use greater bias voltages at which the differen-
tial resistance is smaller than the leakage resistance. For
choosing the bias voltage, the following simple crite-
rion can be used: at temperatures below 200 mK, the
resistance ratio should be measured at a bias voltage of
250 µV at the thermometer, and below 100 mK, at a
bias of 300 µV.

Electron cooling by SIN junctions. For the cooling
power, we write a simple analytical expression:

(4)

Te T ph
5 P

Σv
-------+ 

  1/5

,=

r
kbT
2π∆
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 
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The effective electron temperature Te is determined
from the heat balance equation

(5)

where Tph is the phonon temperature, V is the constant
bias voltage, Rs is the shunting leakage resistance, Pbg =
0.5hf∆f = 6 × 10–14 W is the background radiation
power, Σ = 3 × 109 W m–3 K–5 is the parameter of the
absorber material, and v  = 1.8 × 10–19 m3 is the volume
of the absorber. A graphical solution of Eq. (5) is shown
in Fig. 2, where curve Pep corresponds to the electron–

phonon energy transfer Pep = Σv  at a phonon
temperature of 250 mK and curves PV correspond to the
cooling or overheating powers PV = Pcool – V 2/Rs – Pbg

in the bolometer. From these dependences it follows
that, at a leakage resistance of 30 MΩ, one can obtain
an electron cooling of ∆T = 160 mK at a phonon tem-
perature of 250 mK.

Such a noticeable decrease in the electron tempera-
ture should lead to a considerable improvement of the
bolometer parameters and, in particular, to an increase
in the temperature response dV/dTe. If we approximate
the I–V characteristic of the SIN junction by the expres-
sion [9]

the maximal temperature sensitivity should be
observed at zero bias and be equal to

(6)

T ph
5 Te

5–( )Σv Pcool Te( ) Pbg– V2/Rs,–=
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Fig. 1. Temperature dependences of the resistance ratio at
zero bias and at biases of 200 and 300 µV. The dependences
were calculated for a thermometer with a normal resistance
of 10 kΩ and a leakage resistance of 35 MΩ .
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Evidently, a twofold decrease in the electron tempera-
ture leads to a twofold increase in the temperature
response. This allows one to reduce the contribution of
noise from the subsequent amplifier and, hence, to
reduce the NEP. However, in a real junction, such high
response values cannot be obtained because of the par-
asitic leakage resistance. Now, if, for temperature mea-
surements, one uses the same SIN junctions as those

Fig. 2. Curve Pep corresponds to the electron–phonon

power transfer Pep = Σv  at a phonon tempera-

ture of 250 mK; curves PV = Pcool – V2/Rs – Pbg correspond
to the cooling and heating power balance in a bolometer
with the bias voltages at the cooling junctions within 392–
340 µV. The intersection of curves Pep and PV yields the
value of the stable electron temperature Te in equilibrium.

T ph
5

Te
5

–( )

Fig. 3. Dependences of the differential resistance of an SIN
thermometer on its bias voltage. The dependences were
measured at phonon temperatures of 20 and 250 mK with
two bias voltages at the cooler: 0 and 400 µV. Theoretical
values from Fig. 1 are presented for three bias voltages at
the thermometer: 0, 200, and 300 µV.

4 × 10–13

2 × 10–13
used for cooling with the bias chosen to satisfy the con-
dition eV – ∆ = kbT, the response becomes equal to

(7)

Then, the NEP proves to be considerably reduced in
both cases:

(8)

As a result, in the example considered above, a tem-
perature decrease from 250 mK to less than 100 mK
corresponds to a decrease in the NEP by a factor of 2.5.

EXPERIMENT 

For the sake of comparison with the theoretical esti-
mates, in Fig. 3 we present the experimental depen-
dences of the differential resistance of SIN thermome-
ters on the bias voltage of the cooling junctions at a
phonon temperature of 20 mK. One can see that the
maximal resistance of 45 MΩ is observed at zero bias
at the cooling junctions. Any finite bias voltage reduces
the resistance below 37 MΩ , i.e., leads to an overheat-
ing above 20 mK instead of cooling. An increase in the
resistance of the thermometer biased by 200–350 µV
with a cooler biased by 400 µV corresponds to the
expression for the resistance ratio at a finite bias, when
the cooling from the bias-overheated thermometer
(98 mK) to an electron temperature of 88 mK takes
place. Similar dependences measured at a phonon tem-
perature of 250 mK (Fig. 3) exhibit a growth of the
resistance of the unbiased thermometer from 12 to
36 MΩ with increasing bias at the cooler. The resis-
tance of the thermometer at this phonon temperature is
not as strongly shunted by leakage, and the electron
temperature can be estimated from the resistance ratio
at zero bias according to Eq. (3). The resistance ratio at

dV /dTe T /Te( )kb/e.=

NEP2 4kbTe
2G.=

Fig. 4. Equivalent electron temperature obtained from the
resistance ratio at a bias of 300 µV.

(m
K

)
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a thermometer bias of 300 µV (Fig. 4) yields a decrease
in the electron temperature from the equilibrium
phonon temperature of 250 down to 88 mK, i.e., by
162 mK. A noticeable difference between theory and
experiment is observed for zero bias at both thermom-
eter and cooler, when the resistance drastically
increases above the expected leakage resistance. We
assume that this effect is related to the Coulomb
blockade in the small bridge separated from the elec-
trodes by tunnel junctions. The slight deviation from
the theory that was observed with a bias of 200 µV at
the thermometer may be related to an additional cool-
ing of the absorber phonon system due to the electron
cooling.

The limiting parameters of a normal-metal hot-
electron bolometer strongly depend on the overheating
by the external background radiation and the overheat-
ing by the leakage current through the defects of the
tunnel barriers in the tunnel junctions of both ther-
mometer and cooler. The real electron temperature of
the bolometer may exceed the phonon temperature by
100 mK or more. The use of electron cooling makes it
possible to considerably reduce the effect of this para-
sitic overheating and to improve the bolometer charac-
teristics. In our samples at a temperature of 250 mK,
the use of electron cooling allowed us to increase the
temperature response from 1.6 to 2.1 mV/K, which
corresponds to Eq. (7) for not strongest possible cool-
ing and not optimum bias. Theoretical estimates made
for an ideal SIN junction yield greater values for elec-
tron cooling and greater improvement for the bolome-
ter parameters. However, in real junctions, the pres-
ence of the shunting leakage resistance considerably
affects the results.
JETP LETTERS      Vol. 78      No. 11      2003
CONCLUSIONS
Thus, we developed, fabricated, and studied normal-

metal hot-electron bolometers with an electron cooler
on the basis of a superconducting tunnel junction. The
electron cooling makes it possible to increase the
response of the bolometer and to reduce the NEP. To
estimate the electron temperature, we suggested to use
the criterion of the resistance ratio of the tunnel junc-
tion at finite bias voltages. We obtained a cooling of the
electron subsystem from the equilibrium phonon tem-
perature of 250 mK down to 90 mK.

This work was supported by the INTAS (grant
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The action of illumination on the conducting and dielectric properties of lead magnoniobate was investigated.
The photostimulated currents were examined and the spectral dependence of photoconductivity in the region
of diffuse phase transition was obtained. It was found that the illumination affects the dielectric properties and
that its action is memorized at temperatures below room temperature. The role of defect states in the formation
of relaxor properties is discussed on the basis of the obtained data. © 2003 MAIK “Nauka/Interperiodica”.

PACS numbers: 72.40.+w; 77.22.-d; 77.84.-s
Ferroelectrics with diffuse phase transitions, usually
called relaxors, belong to a large group of materials
with a mixed composition, most of which have either
the perovskite or the tungsten bronze structure. These
compounds are the subject of persistent and intensive
investigation, and many unusual physical properties
have been revealed for them to date [1–9]. A distinctive
feature of these compounds is the presence of a broad
diffuse maximum in the temperature behavior of the
dielectric constant and its strong frequency dependence
at relatively low frequencies (10–2–106 Hz) that are
untypical of conventional ferroelectrics. Among the
relaxor family, the best known are lead magnoniobate
Pb(Mg1/3Nb2/3)O3 (PMN) compounds [2–8], which
serve as model objects in studying the relaxor behavior.
Although these compounds have rather long been
explored, no adequate understanding of the physical
mechanisms underlying the processes occurring in
them and no unambiguous interpretation of the
observed phenomena have been attained as yet [4, 5, 9].
There are several ways in interpreting the nature of
relaxors. Relaxors were originally treated as objects
with local phase transition temperatures [1]. More
recently, the idea of superparaelectric state of relaxors
has emerged [2]. In the last few years, approaches have
been developed that either consider relaxors as objects
with the glass behavior [3, 4] or are based on the phe-
nomenological models in which the system is divided
into nanoregions arising under the action of random
fields [5–7]. To elucidate the motive force for the
relaxor behavior and develop an adequate model, the
theoretical results must be checked against the experi-
mental data that would reveal the specific features
inherent in one or another model.

In recent years, certain progress has been achieved
in the description of the relaxor behavior using a model
0021-3640/03/7811- $24.00 © 20718
that relates it to the dynamics of inhomogeneous polar-
ization anchoring to the nanoregions as a result of
charge localization on defects [10, 11]. Because of this,
the problem of studying the properties of the relaxor
defect states in an effort to alter the dielectric properties
of relaxors through the action on the defects has
become a topical problem. For this purpose, the spec-
tral dependence of photostimulated currents was mea-
sured and the influence of illumination on the dielectric
properties of lead magnoniobate single crystals was
studied in this work.

All measurements were made with a PMN sample
6.2 × 4.5 × 0.65 mm in size. Transparent electrodes
were applied to the optically processed largest sample
surfaces oriented in the [110] plane. In all experiments,
the samples were illuminated through the transparent
electrodes. The photocurrent was detected using a U5-9
electrometric dc amplifier. The electrical conductivity
was measured using the U5-9 amplifier and an E6-13A
teraohmmeter. The dielectric measurements were per-
formed in the frequency range 1–106 Hz using a com-
puter-interfaced automated complex. The light illumi-
nation was provided by gas-discharge xenon or halogen
incandescent lamps through an MDR-12 wide-aperture
monochromator with a triple quartz condenser at its
input. The radiation intensity at the monochromator
output was estimated using either an IMO-2 mean-
power meter or a BKM-5a bolometer in the range 350–
1000 nm and was found to be 0.5–7.5 mW/cm2. The
radiation wavelength was swept with a constant rate,
which was usually varied from 20 to 80 nm/min. If
required, the width of emission spectrum could also be
varied, and the majority of data were obtained for a
width of 9.6 nm. In the course of measurements, the
sample temperature was maintained constant through
blowing dry gaseous nitrogen and monitored by a cop-
003 MAIK “Nauka/Interperiodica”
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per–constantan thermocouple with an accuracy no
worse than 0.02 K.

The studies of the dc conductivity of lead mag-
noniobate showed that the crystal conduction above
room temperature is controlled by the thermal activa-
tion from the defect levels. The activation energy was
found to be about 0.65 eV. The photoconductivity spec-
tra measured at different temperatures show several
maxima. A pronounced photocurrent maximum
appears at 2.85 eV. The photoconductivity rapidly
increases with temperature. Figure 1 shows the spectral
dependence of the photostimulated currents in lead
magnoniobate single crystals in the blue and ultraviolet
regions at room temperature. The first peak with a max-
imum at 2.85 eV corresponds to the density of defect
states lying below the conduction band bottom. Similar
behavior was observed in [8] for the [100] orientation.
The second peak at 3.8 eV corresponds to the photo-
stimulated current that appears due to the direct charge-
carrier transition from the valence band to the conduc-
tion band. This current was not observed in [8]. It is
caused by the Dember effect in the range of strong light
absorption, because the sample was illuminated
through the transparent electrodes. The direction of this
current depends on the sweeping direction, i.e., on
whether the wavelength increases or decreases on
sweeping. The current magnitude also depends on the
sweeping rate. The spectrum shown in Fig. 1 corre-
sponds to the case of decreasing wavelength. On
sweeping in the direction of increasing wavelength, the
photostimulated current flows in the opposite direction,
i.e., against the applied field. After switching off the
voltage, the currents with a maximum at 3.8 eV do not
change in magnitude or direction. This suggests that the
photostimulated current due to the Dember effect is
much stronger than the usual photoconduction current
in this spectrum range. The Dember mechanism is
schematically illustrated in Fig. 2. It is caused by the
appearance of a nonuniform charge-carrier spatial dis-
tribution f(x) along the sample in the range of strong
light absorption. In our case, the specificity of the Dem-
ber effect is that the photocurrent arises not only due to
the nonuniform charge-carrier distribution f(x) along
the sample but also because this distribution changes
with changing light wavelength. From the totality of
spectroscopic data and the photoconduction data, one
can draw the conclusion that there is a rather broad
energy distribution of defect levels near the conduction
band bottom. The possible role of these states in the for-
mation of a diffuse phase transition in relaxors and the
ways of light radiation action on relaxors are revealed
in our further studies of dielectric properties.

The dielectric properties were studied at different
temperatures and frequencies before and after the illu-
mination. When measuring, the illumination was
switched off to exclude the light-induced sample heat-
ing. After annealing the sample for 1 h at a high temper-
ature (T ~ 600 K), the sample was cooled to the mea-
surement temperature. The dielectric data show a typi-
JETP LETTERS      Vol. 78      No. 11      2003
cal relaxor behavior (inset in Fig. 3a) and coincide with
the data obtained by other authors [5]: the temperature
maximum is diffuse and strongly depends on frequency
at low frequencies. The illumination noticeably affects
the dielectric constants. The frequency-dependent real
ε' and imaginary ε" parts of the dielectric constant of
lead magnoniobate single crystals measured at temper-
ature T = 270 K are shown in Fig. 3. After annealing and
cooling to 270 K, the dielectric constant was measured
at different frequencies (shown by lines with circles in
Fig. 3). After this, the sample was exposed to broad-
band ultraviolet illumination (λ ~ 350–450 nm). After
the illumination was switched off and the temperature
was stabilized at 270 K, the dielectric constant was
again measured at different frequencies (lines with
squares in Fig. 3). Thereafter the sample was illumi-

Fig. 1. Spectral dependence of photostimulated currents for
lead magnoniobate single crystals at room temperature.

Fig. 2. Schematic illustration of the Dember effect. The
curves show the distribution f(x) of excited charge carriers
along the sample for two different wavelengths.
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Fig. 3. Frequency dependences of the (a) real ε'( f ) and
(b) imaginary ε''( f ) parts of dielectric constant for lead
magnoniobate single crystals at temperature T = 270 K:
(lines with circles) before illumination, (lines with squares)
after ultraviolet illumination, and (lines with triangles) after
repeated illumination by infrared light (f in Hz). Inset in (a):
temperature dependence of the real ε'( f ) part of dielectric
constant at frequencies 1, 10, …, 105, and 106 Hz.

Fig. 4. Temperature dependences of the real part ε'( f ) of
dielectric constant for different frequencies (dotted lines)
before illumination and (solid line) after ultraviolet illumi-
nation at a temperature of 263.5 K. Frequency f = (1) 1,
(2) 100, and (3) 10 000 Hz. For comparison, the values of
dielectric constant measured for the same frequencies
before illumination are shown by the dotted lines.

MHz
nated again, but by a broadband infrared radiation near
a wavelength of 1 µm. The results are shown in Fig. 3
by the lines with triangles. One can see from these
results that the ultraviolet light strongly reduces both
real and imaginary parts of the dielectric constant,
while the infrared light exerts a partial restoring action.
An important point is that the illumination decreases,
rather than increases, the imaginary part of dielectric
constant. This signifies that the observed effects cannot
be associated with the increase in the sample conduc-
tivity.

Similar results were obtained for other tempera-
tures. The measurement procedure was the same, start-
ing with the high-temperature annealing. The effect
was most pronounced in the region of maximal real part
of dielectric constant. It persisted over a prolonged
period (more than a day) and appeared at temperatures
lower than the illumination temperature. The tempera-
ture behavior of the real part of dielectric constant at
different frequencies after ultraviolet illumination at a
temperature of 263.5 K and subsequent cooling is
shown in Fig. 4. For comparison, the values of dielec-
tric constant at the same frequencies are shown by the
dotted lines in Fig. 4 for a nonilluminated sample.
Upon further sample heating to the illumination tem-
perature, we obtained the same values of dielectric con-
stant as were obtained directly after illumination. The
effect rapidly disappears upon heating above room tem-
perature (T ~ 400 K).

We now discuss the electronic properties that can
show up in the relaxor behavior of a defect system. The
activation energy correlates well with the gap between
the energy of charge-carrier localization on defects and
the conduction band. The same energies account well
for the temperature dependence of the relaxation-time
distribution function [11] that is widely used to inter-
pret the experiments with relaxors. It follows from the
photoconductivity spectra that the energy distribution
of defect levels is rather broad. This also correlates with
the position that the broad distribution of relaxation
times is associated with the broad energy distribution of
defect states [11]. The luminescence data for lead mag-
noniobate [12] suggest that the carrier localization tem-
perature is close to the phase transition temperature.
The defect density in the samples is more indirect evi-
dence counting in favor of the correlation between the
defect subsystem and the relaxor behavior. From our
data on photoelectron state relaxation in PMN and from
the data for other samples, this density can be estimated
at 1018–1019 cm–3. This corresponds to a mean distance
of 3–10 nm between the defects, which coincides well
with the experimentally observed sizes of the polariza-
tion inhomogeneity nanoregions [13]. One can thus
assume that the inhomogeneous polarization arises due
to the anchoring of polarization vectors to the defects.

The data on a photostimulated change in the dielec-
tric properties are the most convincing results that
count in favor of the correlation between the relaxor
JETP LETTERS      Vol. 78      No. 11      2003
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behavior and the defect subsystem. The fact that the
dielectric constant undergoes an appreciable photo-
stimulated change is evidence that the defect charge-
exchange dynamics should necessarily be taken into
account when discussing the nature of relaxors. The
influence of illumination on the phase transitions in fer-
roelectrics was observed earlier in [14]. However, this
effect showed itself as a shift in the phase transition
temperature and was observed only under illumination.
The distinctive feature of our experiments is that the
effect of illumination was observed after switching off
the light, and it manifested itself in an appreciable
change of the dielectric parameters of the sample.

In recent years, particular interest in the complex
systems composed of several subsystems has been
expressed by researchers in various fields of science. A
new division of science—synergetics—has emerged. In
our case, the properties of the lattice subsystem are
changed by the action on the other subsystem—defect
electronic subsystem—and these changes are memo-
rized by the whole system. Therefore, relaxors exem-
plify the synergistic behavior caused by the appearance
of spatially inhomogeneous states.

Although our study does not lay claim to the ulti-
mate solution of the problem of relaxor behavior it nev-
ertheless outlines the way for further inquiries with the
object of determining the physical nature of relaxor
behavior and revealing new properties of these materi-
als. One such property—photostimulated change in the
dielectric constant—has been observed and is reported
in this work.

In summary, the spectral dependences of photocon-
ductivity, photostimulated currents appearing in the
absence of external voltage, and a photostimulated
change in the dielectric properties of lead magnonio-
bate PbMg1/3Nb2/3O3 have been studied in this work.
The data obtained were used to reveal the density of
defect states, and the possible role of these states in the
formation of a diffuse phase transition in relaxors has
been discussed. It has been shown that the action of
JETP LETTERS      Vol. 78      No. 11      2003
light on the electronic properties of the defect sub-
system can alter the dielectric properties of relaxors.

We are grateful to G.B. Teœtel’baum for discussion
of results. This work was supported by the Russian
Foundation for Basic Research, project no. 01-02-
16350.
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Collective intraband charge-density excitations in the quasi-two-dimensional electron system of double
GaAs/AlGaAs quantum wells in an external parallel magnetic field B|| are studied by inelastic light scattering.
It has been found that the energy of the excitations under study (acoustic and optical plasmons) exhibits anisot-
ropy depending on the mutual orientation of B|| and the excitation quasi-momentum k. It is shown theoretically
that, in a strong parallel magnetic field, the effects associated with the finite width of the quantum wells domi-
nate over the effects associated with interlayer tunneling and determine the anisotropy of plasmons. The exper-
imental data are compared with a theoretical calculation. © 2003 MAIK “Nauka/Interperiodica”.

PACS numbers: 73.21.Fg; 73.20.Mf
The effect of an external magnetic field on two-
dimensional electron systems (2DESs), which can be
exemplified by both single (SQWs) and double
(DQWs) quantum wells, have long been investigated;
however, this effect is still of great theoretical and
experimental interest. Nevertheless, whereas the prop-
erties of collective excitations in 2DESs in a perpendic-
ular magnetic field have been investigated rather exten-
sively (see, for example, [1, 2]), the papers devoted to
the consideration of the effect of a parallel magnetic
field on the spectrum of excitations in 2DESs are rela-
tively few in number [3–6].

It is known [7] that two plasma modes are present in
the spectrum of collective charge-density (CD) excita-
tions in a DQW. For a system of two electron layers
without tunneling, one of the modes is the optical plas-
mon (OP) with a square-root dispersion law, which cor-
responds to in-phase oscillations of the charge density
in the layers, and the other one is the acoustic plasmon
(AP) with a linear dispersion law, which corresponds to
antiphase oscillations. In addition, there exist single-
particle excitations (SPEs) of the 2D electron gas.

The aim of this work was an experimental and theo-
retical investigation of the spectrum of collective exci-
tations in a DQW in an external parallel magnetic field.
Collective intraband CD excitations in double
GaAs/AlGaAs quantum wells were studied by inelastic
light scattering. The effect of the mutual orientation of
the parallel magnetic field and the excitation quasi-
momentum on the energy spectrum of excitations was
investigated. It has been found that the energies of the
excitations under study (optical and acoustic plasmons)
depend on the mutual orientation of the magnetic field
and the excitation quasi-momentum. The anisotropy of
the spectra of excitations due to the parallel magnetic
0021-3640/03/7811- $24.00 © 20722
field was considered theoretically as a function of such
DQW factors as the finite width of the quantum wells
and tunneling between them. The theoretical and exper-
imental results were compared with each other.

I. Two high-quality samples grown by molecular
beam epitaxy (MBE) were investigated in this work.
The samples were two GaAs quantum wells separated
with an AlGaAs barrier symmetrically doped on both
sides with a Si δ layer. Structure A was a DQW with
well widths of 200 Å and a distance of 25 Å between
the well boundaries (200/25/200); structure B was a
250/200/250 DQW. The mobility of 2D electrons was
of the order of 106 cm2 V–1 s–1. The photoexcitation of
the system was carried out by a Ti:sapphire laser tun-
able in the range 1.545–1.571 eV with the characteristic
power density W = 1–10 W/cm2 and also by a He–Ne
laser with a photon energy of 1.958 eV (W = 0.01–
0.1 W/cm2). Inelastic light scattering spectra were
detected by a CCD camera and a triple T64000 mono-
chromator, which provided a spectral resolution of
0.02 meV. The high quality of the samples was con-
firmed by the small line widths obtained in the inelastic
light scattering and photoluminescence spectra (of
order 0.15 meV). Raman spectra were measured at a
temperature of 4.2 K using a dual optical fiber system
[8] in a cryostat with a horizontal orientation of the
magnetic field. Part of the measurements was per-
formed in a cryostat with the Faraday geometry. The
concentration of two-dimensional electrons (n) for both
samples was determined by magnetoluminescence
measurements [9]. The total concentration was 7.2 ×
1011 cm–2 for DQW A(200/25/200) and 1.65 × 1011 cm–2

for DQW B(250/200/250) under minor illumination by
the He–Ne laser [10]. It was possible to vary the angle
between the excitation quasi-momentum and the direc-
003 MAIK “Nauka/Interperiodica”
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tion of the parallel magnetic field in the range from 0 to
360° by rotating the insert around the vertical axis. In
this way, the anisotropy of the spectrum of excitations
of a DQW can be investigated. 

Figure 1 presents inelastic light scattering spectra
for the two DQW samples: 250/200/250 on the left-
hand side and 200/25/200 on the right-hand side. The
spectra were measured in the cryostat with a parallel
orientation of the magnetic field at the excitation quasi-
momentum k = 13 × 104 cm–1. The spectra measured in
the parallel magnetic field B|| = 7 T at two different val-
ues of the angle ϕ between the direction of the excita-
tion quasi-momentum and the direction of the magnetic
field are shown in the left-hand and right-hand sides of
Fig. 1 for (a) ϕ = 180° and (b) ϕ = 90°. The case of a
zero magnetic field corresponds to curves (c). The spec-
tra of excitations of DQW 250/200/250 (left-hand side
of Fig. 1) exhibit two modes: the low-energy line corre-
sponds to the AP, and the high-energy line corresponds
to the OP. The spectra demonstrate that the energy of
both plasmons increases as the angle ϕ varies from 90°
to 180°. The spectra of excitations of DQW 200/25/200
(right-hand side of Fig. 1) exhibit only one mode,
which corresponds to the AP. It is seen in the figure that,
as in the previous case, the excitation energy is higher
when the quasi-momentum is parallel to the magnetic
field.

As was mentioned above, it was possible to vary the
angle between the quasi-momentum and the vector of
the parallel magnetic field continuously by rotating the
insert around the vertical axis, which allowed the
anisotropy of excitations of the double quantum wells
to be investigated. Black squares in Fig. 2 indicate the
dependence of the AP energy on the angle between k
and B|| in Cartesian coordinates for DQW 200/25/200 at
equal concentrations in both wells (symmetric case,
n1 = n2 = 3.6 × 1011 cm–2). As is seen in the figure, the
AP energy exhibit noticeable anisotropy and reaches a
minimum (maximum) at the perpendicular (parallel)
orientation of the excitation quasi-momentum with
respect to the magnetic field. The spectra of excitations
of DQW 250/200/250 exhibit two modes of plasma
oscillations: the acoustic and optical plasmons. It was
possible to change the concentration in the DQW by
minor illumination with the He–Ne laser, which
allowed an asymmetric case corresponding to unequal
concentrations of electrons in the wells (n1 = 1.1 ×
1011 cm–2 and n2 = 5.5 × 1010 cm–2) to be investigated.
Black squares in Fig. 3 indicate the result of processing
the experimental data. It is seen in the figure that, as in
the previous case, the dependence of the AP energy (on
the left) and the OP energy (on the right) on the angle is
symmetric and a minimum (maximum) is reached at
the same values of the angle ϕ = 90° and 270° (ϕ = 0°
and 180°). It should be noted that a small increase in the
plasmon energy upon changing the mutual orientation
of k and B|| from perpendicular to parallel in a single
heterojunction was noted in [3].
JETP LETTERS      Vol. 78      No. 11      2003
II. To determine the energy of plasmons (CD exci-
tations) theoretically, it is sufficient to use the random
phase approximation (RPA) [11, 12] without regard for
the electron exchange interaction. Thus, for the case of

Fig. 1. Inelastic light scattering spectra in the double quan-
tum wells 200/25/200 with concentrations n1 = n2 = 3.6 ×
1011 cm–2 (on the right) and 250/200/250 with concentra-
tions n1 = 1.1 × 1011 cm–2 and n2 = 5.5 × 1010 cm–2 (on the

left) at the excitation quasi-momentum k = 13 × 104 cm–1.
Curves (a) and (b) correspond to the spectra measured in the
parallel magnetic field B|| = 7 T at two values of the angle ϕ
(180° and 90°, respectively); curves (c) correspond to the
spectra measured in a zero magnetic field.

Fig. 2. Dependence of the AP energy in the double quantum
well 200/25/200 on the angle between the excitation quasi-
momentum in the plane k = 13 × 104 cm–1 and the direction
of the parallel magnetic field B|| = 7 T in Cartesian coordi-
nates at equal concentrations in both wells (n1 = n2 = 3.26 ×
1011 cm–2). Black squares are experimental points; the the-
oretical curve is shown with a solid line.
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Fig. 3. Dependence of the (a) AP and (b) OP energies in the double quantum well 250/200/250 on the angle between the excitation
quasi-momentum in the plane k = 13 × 104 cm–1 and the direction of the parallel magnetic field B|| = 7 T in polar coordinates at

unequal concentrations in both wells (n1 = 1.1 × 1011 cm–2 and n2 = 5.5 × 1010 cm–2). Black squares are experimental points; the
theoretical curves are shown with solid lines.

3.8
infinitely thin electron layers with equal concentrations
N without regard for interlayer tunneling, the energies
of plasma oscillations in the absence of the parallel
magnetic field equal

(1)

where b is the interlayer distance, k is the excitation
momentum, aB is the electron Bohr radius, kF is the
Fermi momentum, and vF = "kF/m. Taking into account
the finite layer thickness leads to a change in the inter-
action between electrons and, hence, to the following
change in the dispersion law of plasmons:

(2)

where a is the characteristic layer thickness; however,
this change is insignificant at ka ! 1.

The effect of weak tunneling (E0 @ ∆SAS, where E0
is the energy of the lowest level and ∆SAS is the splitting
of the energy levels) in the region of frequencies ω @
∆SAS is also reduced to only small corrections [13, 14].

The spectrum of collective excitations in DQWs
placed in a strong magnetic field parallel to the planes
of electron motion is determined by the simultaneous
action of such factors as the magnetic field, the finite
width of the quantum wells, and tunneling. The effect
of a parallel magnetic field for the case of infinitely thin
layers but finite tunneling was considered in [15]. How-
ever, this case is not sufficiently realistic, because tun-
neling is always associated with the finite width of the
layers. Moreover, the integral formulas and unduly
small-scale plots given in this work render a compari-
son with experiment impossible. The results of a partic-
ular numerical calculation for a wide quantum well,
which, in a strong magnetic field, bears a similarity to a
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DQW, are given in [16]. The necessary factors have
been taken into account, but it is difficult to trace the
contribution of each of them. 

Therefore, in what follows, the contribution of each
of the determining factors to the plasmon spectrum is
considered separately and the general regularities are
revealed.

In the general case, the electron wave functions are
found from the Schrödinger equation for an electron in
the external potential VDQW(z), the parallel magnetic
field B, and the self-consistent Hartree potential VH(z)

(3)

It is suggested that the magnetic field in this equation
can be considered as a perturbation ("ωc ! El).

For two infinitely thin electron layers without regard
for tunneling, the parallel field leads to a shift of the dis-
persion curves 

(4)

where kH = b/ , lH is the magnetic length (z = 0 cor-
responds to the middle position between the layers). In
this case, the energy of plasma oscillations remains
unchanged. 

For two layers of finite thickness, the result in the
first-order perturbation theory is analogous to the pre-
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ceding one but b will be replaced by  – , where

 =  (i is the layer number). The second-

order perturbation theory leads to anisotropy of the
effective electron mass: 

(5)

where

(6)

For the case of a parabolic well (harmonic oscillator
with frequency ω0), the anisotropy of the electron mass

in the parallel field can be found strictly: γ = /(  +

) [17].

The anisotropic dispersion law for electrons leads in
turn to anisotropy in the dispersion of plasmons:

(7)

For the asymmetric case (wells with different
anisotropies of the electron mass γ1 and γ2 and different
electron concentrations n1 and n2), the angular depen-
dence of the OP and AP energies is also described by
Eq. (7) but with the following parameters:

(8)

The anisotropy parameter γ can be estimated for two
limiting cases: (a) a narrow rectangular well with infi-
nite walls, γa = 0.026(a/aH)4, and (b) a triangular well
(can serve as a model for a wide rectangular well with
one-sided doping) γb = 4(〈z〉/aH)4. For sample A, we
obtain γa = 0.4 and γb = 0.2; for sample B, γa = 0.7 and
γb = 0.13. The actual value of γ with regard to doping
and the self-consistent potential falls within this range.

Taking into account tunneling for infinitely thin lay-
ers in a strong field (EF < U, U = "2 /2m) [15] also
indicates that the energies of plasmons propagating
along and across the field are different, but the parame-
ter is (∆SAS/4U)2. For the samples under study (∆SAS <
1 meV), this value is approximately 10–2; therefore, the
effect of tunneling is insignificant.

For comparison with the experimental data, Fig. 2
presents angular dependence (7) for the AP energy at
γ = 0.20 and Fig. 3 presents angular dependences (7) for
the AP and OP energies at γ = 0.17 (the values of ener-
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gies along the field for constructing the theoretical
curves were taken from the experiment). The experi-
mental and theoretical results are in agreement with
each other.

In this work, it was found experimentally that the
spectra of excitations in the system of electrons in a
DQW in a strong parallel magnetic field are character-
ized by noticeable anisotropy. It was shown theoreti-
cally that the anisotropy of the energy of the optical and
acoustic plasmons is due to the finite width of the elec-
tron layers, which manifests itself in the anisotropy of
the effective mass.

The authors are grateful to I.V. Kukushkin for useful
discussions and for constant attention to this work.

This work was supported by the Russian Foundation
for Basic Research.
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Interplay between the Magnetic Fluctuations 
and Superconductivity in Lanthanum Cuprates¶
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We report an analysis of the magnetic fluctuations in superconducting La2 – xSrxCuO4 and related lanthanum
cuprates that have different symmetry of the low-temperature structure. NMR and ESR investigations revealed
a dynamical coexistence of superconductivity and the antiferromagnetic correlations in most of the supercon-
ductivity region of the phase diagram. We show that, for all compounds, regardless of their low-temperature
symmetry and their superconducting properties, the enhancement of the spin stiffness near 1/8 doping takes
place. © 2003 MAIK “Nauka/Interperiodica”.

PACS numbers: 74.25.Ha; 74.72.Dn; 76.30.-v; 76.60.-k
Interest in microscopic phase separation in high-Tc

superconducting materials has received a strong impe-
tus after the discovery of stripe correlations [1]. They
were observed only in compounds specially doped with
rare-earth ions, whose role is to induce the low-temper-
ature tetragonal (LTT) phase favorable for the pinning
of the stripe fluctuations. Recent neutron scattering
experiments [2] in the low-temperature orthorhombic
(LTO) phase of La2 – xSrxCuO4 with x = 0.12 reveal the
presence of modulated antiferromagnetic order very
similar to that found in LTT compound
La1.6 − xNd0.4SrxCuO4. However, on a larger time scale,
the magnetic fluctuations in La2 – xSrxCuO4 are dynam-
ical, especially for the superconducting state, and their
relevance to the stripe structure is a matter of debate. In
particular, the dynamical character of the microscopic
phase separation hinders the investigation of its proper-
ties by means of low-frequency local methods such as
conventional NMR [3, 4].

The main aim of the present work is to analyze the
phase diagram and the properties of magnetic fluctua-
tions for superconducting La2 – xSrxCuO4 and related
compounds with the help of experiments whose charac-
teristic frequency is shifted to larger values in compar-
ison with conventional NMR. We consider ESR (ν ~
10 GHz) and high field NMR (ν ~ 0.1 GHz) measure-
ments, which are focused on a comparative analysis of
the magnetic fluctuations for the different metal oxides.
With this purpose, we discuss the ESR data obtained for
such compounds as La2 – xSrxCuO4 (LSCO) [5],
La2 − xBaxCuO4 (LBCO) [6], and La2 – x – yEuySrxCuO4
(LESCO) [7] together with conventional NMR data for

¶ This article was submitted by the authors in English.
0021-3640/03/7811- $24.00 © 20726
La2 – x – yNdySrxCuO4 (LNSCO) [8] and new high field
NMR data for superconducting LSCO. All the mea-
surements were carried out on powder samples with
various hole doping. For LSCO, the doping level covers
the entire superconducting region of the phase diagram;
for LBCO, we studied the doping region in the vicinity
of the well-known Tc dip, whereas the LESCO and
LNSCO series correspond to the nonsuperconducting
LTT phase. The samples that were used for the ESR
measurements were doped with 1 at. % of Gd, which
was used as an ESR probe [5]. Such a tiny concentra-
tion of Gd ensured only small suppression of Tc via pair
breaking.

We analyzed the temperature and concentration
dependence of the width of the most intense component
of the multiline Gd3+ ESR spectrum, corresponding to
the fine splitting of the spin states S = 7/2 in the crystal-
line electric field [5]. The typical temperature depen-
dence of the linewidth δH is shown in Fig. 1.

The temperature behavior for T > Tc is qualitatively
very similar for all the samples under study: a linear
dependence of δH on temperature, which is followed
by the rapid growth of the linewidth at low T. But, after
cooling below 40 K, the behavior of superconducting
and nonsuperconducting samples becomes different:
the linewidth of superconducting LSCO exhibits a
downturn starting at a temperature Tm dependent on x,
whereas, for other samples which are not bulk super-
conductors, the linewidth continues to grow with fur-
ther decreasing temperature (see Fig. 1).

This behavior may be explained if one takes into
account that, in addition to the important but tempera-
ture-independent residual inhomogeneous broadening,
003 MAIK “Nauka/Interperiodica”
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the linewidth is given by different homogeneous contri-
butions linked to the magnetic properties of CuO2
planes:

(i) The interaction of Gd3+ spins with the charge car-
riers, i.e., the Korringa relaxation channel. The simplest
Korringa term in the linewidth is δH = a + bT with b =
4π(JNF)2PM [9], where PM = [S(S + 1) – M(M + 1)] is
the squared matrix element of the Gd spin transitions
between the M and M + 1 states, NF is the density of
states at the Fermi level, and J is the coupling constant
between the Gd and charge carrier spins [5]. The factor
PM describes the Barnes–Plefka enhancement [9] of the
relaxation with respect to the standard Korringa rate.
Such an enhancement occurs in exchange-coupled
crystal field split systems where the g-factors of local-
ized and itinerant electrons are approximately equal but
the relaxation of conduction electrons towards the “lat-
tice” is strong enough to inhibit bottleneck effects. For
the system under study, this was discussed in [5]. Note
that the enhancement of the linear slope for LESCO rel-
ative to that for LSCO seen in Fig. 1 is due to the influ-
ence of the depopulation of the first excited magnetic
Eu level [7].

(ii) The interaction of Gd with copper spins, giving
rise to homogeneous broadening of the Gd ESR line (a
close analogue of nuclear spin-lattice relaxation):

, (1)

where τ is the magnetic fluctuations lifetime and H is
the internal magnetic field at the Gd site. Following [8],
we assume the activation law for the fluctuation life-
time temperature dependence τ = τ∞exp(Ea/kT), with τ∞
being the lifetime at the infinite temperature and Ea, the
activation energy proportional to the spin stiffness ρs

(Ea = 2πρs).
The second contribution describes the standard

Bloembergen–Purcell–Pound (BPP) behavior: the
broadening of the ESR line upon cooling with the
downturn at certain freezing temperature Tm corre-
sponding to ωτ = 1. Here, ω is the resonant frequency.
This expression is written for the case when the fluctu-
ating magnetic fields responsible for Gd spin relaxation
are induced by local Cu moments. In the polycrystal-
line samples, the averaging over the random orientation
of the local Cu moments with respect to the external
magnetic field yields a twofold greater probability that
they will have perpendicular rather than collinear orien-
tation.

We observed that, depending on the Sr content, the
linewidth behavior transforms from a BPP-like (with
the maximum at Tm) to a pure Korringa (linear) temper-
ature dependence. Based on the observation that the rel-
ative weight of the BPP-contribution, compared with
the Korringa one, decreases with increasing Sr doping,
we conclude that, at low x, the Gd spin probes an almost
magnetically correlated state and, at the high x end, an

δH
1
2
--- γH( )2PM τ /3( ) 2τ /3( )/ 1 ωτ( )2+( )+[ ]=
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almost nonmagnetic metal. Such a transformation may
be explained in terms of the microscopic phase separa-
tion into the metallic and AF-correlated phases. It is
worth to remembering that, very soon after the discov-
ery of high-Tc superconductivity in cuprates, it was sug-
gested [10] that microscopic phase coexistence is an
inherent feature of these materials. Note that, according
to the phase diagram shown in Fig. 2, the Tm values
obtained are lower than the respective Tc, although for
certain hole doping, they lie close to each other. The rel-

Fig. 1. Typical ESR linewidth temperature dependences for
LTO, superconducting LSCO, and LTT nonsuperconduct-
ing LESCO.

Fig. 2. Phase diagram of the magnetic fluctuations of super-
conducting LSCO. The triangles correspond to the mag-
netic transition temperature Tm(x); squares, to the supercon-
ducting transition temperature Tc(x); and the circles, to the
magnetic fluctuations’ activation energy Ea(x). The coexist-
ence region is shown in gray.
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ative amount of the AF phase falls abruptly in the vicin-
ity of x = 0.20, so that, for x = 0.24, any traces of it are
absent. One cannot exclude that this boundary is con-
nected with the existence of the widely discussed quan-
tum critical point [11] at these doping values.

The different temperature dependences of the line-
widths for the superconducting and nonsuperconduct-
ing compounds may be consistently explained assum-
ing that, for the superconducting samples, the linewidth
below Tc is governed by fluctuating fields which are
transversal to the constant field responsible for the Zee-
man splitting of the Gd spin states (the second term in
Eq. (1) for δH). Since these fluctuations are induced by
Cu moments lying in the CuO2 planes, it means that Gd
ions are subjected to a constant magnetic field normal
to these planes. This may indicate that the magnetic
flux lines penetrating the layered superconducting sam-
ple tend to orient normally to the basal planes, where
the circulating superconducting currents flow (it is also
possible that Gd ions pin the magnetic fluctuations con-
nected with the normal vortex cores). An important
argument in favor of the magnetic fluctuations’ contri-
bution to the Gd ESR linewidth is given by the fact that
the BPP peak at T = Tm(x = 0.10) ≈ 16 K is in a reason-
able agreement with that observed near 4 K in the 139La
nuclear spin relaxation rate temperature dependence for
LSCO with x = 0.10 at a frequency of 140 MHz [12].

In principle, there might also be a second possibility
for different low-temperature behavior of the linewidth
for superconducting samples in comparison with that
for nonsuperconducting ones. The nonresonant field-
dependent microwave absorption in the superconduct-
ing state may distort the shape of the ESR spectrum.

Fig. 3. Activation energies Ea(x) for the magnetic fluctua-
tions in different cuprates vs. the hole doping x. The bound-
ary separating the Ea(x) values corresponding to nonsuper-
conducting and bulk superconducting phases is shaded.
But these distortions should be especially pronounced
for broad lines, typically, for the samples with a small
amount of holes, whereas the temperature Tm, charac-
teristic of small x, is considerably lower than Tc. Thus,
the idea that the possible distortion of the ESR line
shape owing to nonresonant microwave absorption is
the main reason for the apparent narrowing of the ESR
line below Tc seems to be improbable.

Since the measurements were carried out in a non-
zero external field, it is very important to consider the
flux lattice effects. In typical ESR fields of approxi-
mately 0.3 T, oriented normally to the CuO2 layers, the
lattice period is 860 Å, whereas the vortex core sizes for
LSCO are approximately 20 Å. As the upper critical
field amounts to 62 T, it is clear that, in the case of ESR,
the vortex cores occupy only 0.5% of the CuO2 planes.
According to [13, 14], the Cu spins in the vortex cores
may be AF ordered. Therefore, the phase diagram in
Fig. 2 indicates that not only the spins in the normal
vortex cores are AF correlated, but the AF correlations
are spread over the distances of the order of magnetic
correlation length, which at low doping reaches 600–
700 Å [14].

Numerical simulations of the Gd ESR linewidths for
compounds with different Sr content enable us to esti-
mate the values of the parameters in the expression for
the linewidth. For example, the maximal effective inter-
nal field H in the rare-earth positions is about 200 Oe;
the lifetime τ∞, which was found to be material-depen-
dent, for LSCO is equal to τ∞ = 0.3 × 10–12 s; and the
activation energies Ea for all the investigated com-
pounds are shown in Figs. 2 and 3. Note that, since the
influence of the Nd magnetic moments for LNSCO hin-
ders the ESR measurements, the activation energy for
this compound was estimated from the measurements
of the nuclear spin relaxation on Cu and La nuclei.

The enhancement of Ea (that is, of a spin stiffness ρs)
near x = 0.12 shown in Fig. 3 gives evidence of devel-
oped antiferromagnetic correlations for all the investi-
gated compounds and explains both the anomalously
narrow peak in inelastic neutron scattering [15] and the
elastic incommensurate peak with a narrow q-width [2]
reported for superconducting La2 – xSrxCuO4 for this Sr
doping. This indicates the important role of commensu-
rability and gives evidence of the plane character of the
inhomogeneous spin and charge distributions. The
maximal activation energies are 80 K for LSCO, 144 K
for LBCO, 160 K for LESCO, and 143 K for LNSCO.
Note that, for LBCO and LESCO, the signatures of the
bulk superconductivity [6, 7] become visible upon the
suppression (in the course of Ba or Sr doping) of the
activation energy down to 80–85 K. Therefore, it is
plausible to assume that these values of the activation
energy are probably the critical ones for the realization
of the bulk superconducting state. The corresponding
boundary is shown in Fig. 3. Fluctuations with the
JETP LETTERS      Vol. 78      No. 11      2003
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higher activation energies (spin stiffness) are effec-
tively pinned and suppress the superconductivity.

To obtain information about ordered magnetic
moments for compounds with enhanced spin stiffness,
NMR measurements were carried out at 20–25 T in a
high homogeneity resistive magnet of the NHMFL in
Tallahassee (Florida). The temperature and doping
dependences of 63, 65Cu and 139La NMR field sweep
spectra of the oriented powders La2 – xSrxCuO4 were
studied. According to the previous La NQR results [3,
12], measurements of oriented powder samples in a
magnetic field perpendicular to the c axis revealed that,
for Sr content near 1/8, the central lines of the observed
spectra both for Cu and La exhibit broadening upon
cooling below 40–50 K (Fig. 4).

Such behavior is connected with the slowing down
of the magnetic fluctuations, which are gradually slow-
ing down upon ordering. The broadening of the La
NMR line allows us to estimate that the additional mag-
netic field at the La nucleus is 0.015 T. If we consider
that, for the antiferromagnet La2CuO4, the copper
moment of 0.64µB induces a field of 0.1 T at the La site
[16], then the effective magnetic moment in the present
case is ~0.09µB. Note that the manifestation of the mag-
netic order only in the vicinity of x = 1/8, when the AF
structure is commensurate with the lattice, indicates
that the magnetic inhomogeneities are of a plane char-
acter.

In conclusion, our investigation reveals that, for all
the compounds studied irrespective of the symmetry
type (LTO or LTT) in the neighborhood of 1/8 doping,
enhancement of the spin stiffness takes place. Com-
pounds with a spin stiffness larger than a certain critical
value (see Fig. 3) reveal no bulk superconductivity.

Fig. 4. Temperature dependence of the 63Cu and 139La
NMR linewidths for superconducting LSCO with x = 0.12.
JETP LETTERS      Vol. 78      No. 11      2003
According to the phase diagram, the inherent feature
of the superconducting state in cuprates is the presence
of frozen antiferromagnetic correlations. Such a coex-
istence seems to be a result of phase separation on the
microscopic scale, as was discussed in the pioneering
paper of Gor’kov and Sokol [10].

In the neighborhood of 1/8 doping, this coexistence
may be realized in the form of dynamic stripes, since
the corresponding enhancement of the spin-stiffness
reveals the plane character of the spin (and charge)
inhomogeneities.

One of the authors (G.B.T.) is grateful to
L.P. Gor’kov for valuable discussions about the specif-
ics of phase separation for cuprates. This work is par-
tially supported by the Russian Foundation for Basic
Research (grant no. 01-02-17533).
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of Exchange Coupled Cr3+ Pairs in Ruby¶
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A rather simple method is used to simultaneously detect both optical absorption spectra and excited-state non-
radiative transitions in 0.03 and 0.16 at. % ruby at temperature 2 K. The technique utilizes a time-resolved
bolometer detection of phonons generated by the excited-state nonradiative relaxation following optical exci-
tation with a pulsed tunable dye laser. The observed excitation spectra of phonons coincide well with currently
known absorption spectra of both chromium single ions and pairs of the nearest neighbors. For the first time,
the fast (≤5 µs) resonant energy transfer from single chromium ions to the fourth nearest neighbors is observed
directly. New strongly perturbed Cr-single-ion sites are observed. © 2003 MAIK “Nauka/Interperiodica”.

PACS numbers: 78.40.Ha; 78.47.+p
The method used can be referred to as photo-phonon
spectroscopy. Nonequilibrium phonons, which are cre-
ated after laser pulse excitation due to radiationless
relaxation, can be detected as a change in bolometer
temperature in real time following laser excitation if the
free length of the phonons is comparable to the distance
up to the bolometer. Therefore, the bolometer signal
amplitude is determined by both the absorption cross-
section and the radiationless relaxation intensity, so
both absorption spectra and radiationless relaxation can
be studied by this method. This technique was first pro-
posed in [1]. It is a natural development of the photoa-
coustic [2] method. Absorption spectra of ruby in the
R1–R2 region were observed in [1] utilizing sinusoidally
chopped light excitation. We use a pulse laser excitation
and wider range of the light wavelengths than in [1].
This has allowed us to identify the lines of chromium
ion pair and to calculate the fast resonant energy trans-
fer from single ions to the fourth-nearest neighbors and
new single ion sites.

The geometry of the experiment is shown in Fig. 1.
The dye (oxazin 1) tunable laser is used for optical
excitation of Cr3+ ions. It produces 8-ns light pulses
with a repetition frequency of 12.5 Hz and spectral
half-width of 0.1 Å at any wavelength in the range
6915–7100 Å. The ruby samples have a Cr3+ concentra-
tion of 0.03 and 0.16 at. % and thickness (along the C3
axis) of 10.0 and 5.0 mm, respectively. Linearly polar-
ized laser radiation is transmitted through a sample
along the C3 axis. The phonon pulse created upon pas-
sage of laser radiation through a sample is detected by
a superconductive Sn or In bolometer. The bolometer
was evaporated on one of the lateral sides of a sample.

¶ This article was submitted by the authors in English.
0021-3640/03/7811- $24.00 © 20730
Its shape is a meander and the area is 3 mm2. Samples
are immersed in liquid helium, which is pumped down
to 2 K. The working point of the bolometer is tuned to
the lower part of the linear site of superconductive tran-
sition due to an external magnetic field. The bolometer
signals are amplified using a wide-band preamp with a
small noise signal. Data output is via stroboscopic
oscilloscope. All processes of measuring (detection of
a signal, its accumulation and processing, and change
of the wavelength of the laser) were automated.

It is necessary to note that the laser wavelength can
be changed with a step smaller than 0.005 Å; however,
the reflecting monochromator used did not allow us to
establish the wavelength values with such an accuracy.
It was possible to establish only the relative change of
the wavelength precisely enough. In addition, there is
no consistency of wavelength values of the R1 and R2

Fig. 1. Geometry of the experiment. H and C3 are the direc-
tions of the exterior constant magnetic field and optical axis,
L is the distance between the laser beam and the bolometer
(fixed in our experiments), F is the focal distance.
003 MAIK “Nauka/Interperiodica”
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lines of a ruby in the literature. Though some authors
give it to within 0.01 Å, the wavelength value of, for
example, R1 lines at helium temperature in different
works varies from 6933.6 to 6935.0 Å [3–5]. Therefore,
in order to prevent confusion in the identification of
lines, we further considered, as in [3] (where the com-
plete data on absorption spectra and luminescence of
the concentrated ruby are cited most), ν(R1) =
14418.52 cm–1, i.e., λ(R1) = 6933.6 Å.

When a sample is excited by a laser pulse, the
bolometer detects a phonon pulse after some delay
depending on the distance L between the impact laser
point and the bolometer (L = 2.5 mm for results shown
in Figs. 1–6).

Typical signals are shown in Fig. 2. The spike at the
time initial moment in this figure occurs because the
bolometer detects not only phonons but also the light
scattered in the sample. The phonon pulses were
observed throughout the investigated laser wavelength
band, i.e., also at nonresonance laser excitation whose
light frequency was differed from frequencies of opti-
cal transitions of both single ions as pairs of the nearest
neighbors. The reason for nonresonance laser genera-
tion of these background phonons is not clear and
demands separate study. During wavelength scanning,
the amplitude of a bolometer signal is measured at
some fixed delay after laser pulse excitation. The num-
ber of accumulations at each point is equal 50. Then,
the spectrum is normalized to the background, because
the dye laser pulse intensity depends on the wave-
length. Below, when we speak about a phonon excita-
tion spectrum, we mean the spectrum received.

Upon scanning the wavelength of the laser in a low
concentrated ruby, we observed a change in the phonon
signal only in the vicinity of the R1 and R2 lines (see
Fig. 3).

As can be seen from this figure, a considerable
decrease in the phonon signal is observed at resonant
pumping of the R1 line. This is probably caused by the
decrease in background phonon generation due to
absorption of a laser pulse in the volume of the sample,
giving rise to a decrease in the laser pulse intensity.
Growth of the phonon signal at the resonance with the
R2 line may be explained by the creation of additional
29-cm–1 phonons generated by the excited-state nonra-
diative relaxation    as in [6].

The most interesting results were received in the
concentrated ruby sample (0.16 at. % Cr3+). In our
work, the transmission spectrum was measured without
the use of a monochromator. The wavelength of the
input laser is varied. The output laser pulse passed
through a sample is detected by a photomultiplier.
Rather low peak stability of dye laser pulses, plus usage
of a high-speed photomultiplier, importing additional
noise, as well as a smaller chromium ion concentration,
resulted in that in a transmission spectrum only the R1
and R2 lines were well observed, as can be seen in

2A E
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Fig. 3. However, when we begin to detect phonon sig-
nal (and not a transmission spectrum) on a bolometer,
we receive interesting and unexpected results (see
Fig. 4). There is additional generation of phonons at
particular excitation wavelengths.

In Fig. 4, all known absorption lines of chromium
single ions and pairs of the nearest neighbors are also
shown. In view of the fact that the spectral width of the
laser in our experiment was approximately 0.1 Å, the
coincidence of the experimental values of wavelengths
upon the excitation during which a change in the
phonon signal is observed to absorption lines of the
nearest neighbors is quite satisfactory. It is clear that the

Fig. 2. Bolometer signals in the ruby (0.16 at. % Cr3+) ver-
sus the time after laser pulse excitation: background—non-
resonance excitation (λ = 6922 Å), R1 and R2—resonance
excitation of the R1 and R2 lines. The inset shows the differ-
ence between the R2 and background phonon signals. Time
is delay time after laser pulse excitation.

Fig. 3. Transmittivity and phonon excitation spectra near
the R1 and R2 lines in the low concentrated ruby sample

(0.03 at. % Cr3+).

(Å)

R2

R1
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lines whose excitation does not accompany nonradia-
tive transitions (4A3, 4B3) are not observed with the
method used here. Therefore, it is possible to assume
that the change of the phonon signal is bound to the
generation of phonons due to nonradiative transitions
from optical excited state on a metastable level.

Let us consider in more detail the phonon-excited
spectra near the R1 and R2 lines. As can be seen in the

Fig. 5. R2 region of the laser pulse transmittivity and the
phonon excitation spectra of Fig. 4 at different delay times
after the laser pulse input.

Fig. 4. Phonon excitation spectra at 3 µs delay time after the
laser pulse in 0.16 at. % Cr3+ ruby at 2 K versus the laser
wavelength. The lines show locations of all the absorption
lines at 6915–7000 Å found in [3] for 4 K and polarization
E ⊥  C3. Labeled as in [3]. The 4H3 line is not mentioned in
[3], and the 4F3 line is mentioned in [3]; however, the tran-
sition frequency value is not given, so these values are
accepted equal to the calculated values given in [3]:
ν(4H3) = 14416.2 cm–1 and ν(4F3) = 14379.9 cm–1. The
value of frequency of transition 4G3 is given as in [3] for
polarization E || C3.

(Å)

(Å)
inset of Fig. 2, the R2-excited phonon signal differs in
shape from a background phonon signal and has an
expressed ballistic character. Indeed, at short times
equal to the times of flight of ballistic longitudinal and
transverse 29-cm–1 phonons, the bolometer signal
amplitude has peaks. The excitation wavelengths of
these phonons peaks are near the transmittivity dip (λ =
6919.26 Å), as can be seen in Fig. 5. As the delay time
increases, these peaks decrease and two new excitation
lines of phonons with λ = 6919.85 Å and λ = 6920.17 Å
become visible in the phonon excitation spectra. These
lines are in the long-wave area of the R2 region.

An even more interesting situation is observed in the
R1 region, as can be seen in Fig. 6. At small delay times
(~0.5 µs), there is a well pronounced line lower than the
R1 level at 1.1 Å in the phonon excitation spectrum. It
is known that the line of the fourth nearest neighbors
4H3 should be somewhere here, which is very difficult
to resolve by direct optical methods: the experimental
value of the energy level is not given in [3], ν(4H3) =
14416.7 cm–1 [7, 8], ν(4H3) = ν(R1) – 2.0 cm–1 [9]; that
is, ν(4H3) = 14416.52 cm–1. In approximately this
place (ν = 14416.36 cm–1, λ = 6934.65 Å), the peak in
the phonon excitation spectra is observed at all delay
times, as can be seen in Figs. 4 and 6. Presence or
absence of the line located at a frequency slightly lower
than R1 line is very important [8–10] for the examina-
tion of mechanisms of migration of energy from single
ions to pairs. However, intensities of phonon signals on
transition 4H3 and 4G3 pairs are expected to be equal
[8], but they strongly differ in our experiment. This is
probably so because, at the 4H3-transition frequency,
the single ions are excited simultaneously with pairs,
which rapidly transfer energy to single ones. It is possi-
ble to say that, for the first time, the fast resonance

Fig. 6. R1 region of the phonon excitation spectra of Fig. 4
at different delay times after the laser pulse input. The laser
pulse transmittivity and amplitude of the backward two
pulse (delay time 30.0 ns between the pulses) photon echo
near the R1 line are also shown.

(Å)
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transfer of energy from single ions to pairs of the
fourth-nearest neighbors has been detected directly.

Finally, as is seen in Figs. 4 and 6, with increasing
delay time, two new lines become visible in the phonon
excitation spectra. One of them (λ = 6933.11 Å) is
slightly above the R1 line, and the other, very intensive
(λ = 6934.3 Å), is slightly below this line. From various
literature data, it follows that the level 4I3 either practi-
cally coincides with the R1 line [3] or lies 0.5 cm–1

above it [7, 8]. According to us, the difference between
λ = 6933.11 Å and R1 lines is almost 1.0 cm–1. In addi-
tion, unlike the 4G3 and 4H3 lines, this line is not
observed at 0.5 µs delay time. Therefore, for the state-
ment that is the line of pairs 4I3, there are no major
bases. The least clear is the occurrence of the phonon
peak with λ = 6934.3 Å. At delay times less than 1.0 µs,
it is not observed at all, and then it grows very rapidly
with increasing delay time; i.e., there is an effective
phonon generation delayed in time at this wavelength.
As the time dependence of this phonon peak sharply
differs from those of 4G3 and 4H3 (and also the third
and distant neighbors), we believe that this line origi-
nates from strongly perturbed Cr single ions, near to but
not part of pairs. Indirect confirmation of this conclu-
sion is that, at almost the same distance from the R2
line, the phonon peak (see Fig. 5) is also observed. As
can be seen in this figure, the dip in the backward pho-
ton echo amplitude is due to the strong resonant absorp-
tion of the second laser pulse, which is passed twice
through a sample. It is visible that the 4H3 pairs have
practically no influence on the photon echo signal. In
contrast, some influence of new centers with λ =
6933.13 Å and λ = 6934.3 Å affect the photon echo sig-
nal shape of uprise and wane versus wavelength. In our
opinion, this again is evidence that these two lines
belong to single chromium ions. Qualitatively similar
to our phonon excitation spectra, the spectra of fluores-
cence excitation were observed in [11] at 5.0 µs delay
in 0.51 at. % ruby at 6 K in the region of the R1 and R2
lines. It was assumed in [11] that the new lines of fluo-
rescence excitation in the vicinity of the R lines origi-
nate from R' ions. These ions [11] are neither truly iso-
lated nor tightly bound into triplet, and they couple
strongly to the pair but only weakly to the isolated R
ions. In [11], lines similar to 6920.17 and 6934.13 Å
were related to N2 excitation lines, and similar to
6933.13 Å was related to the N1 excitation line.
JETP LETTERS      Vol. 78      No. 11      2003
Thus, it is shown that the time-resolved photo-
phonon spectroscopy appears to be a very sensitive
method of detecting optical transitions in excited states
that have the strong nonradiative relaxation. The time
resolution of the method is defined by the bolometer
rise time (about 30.0 ns in the case of an In bolometer
and 20.0 ns in the case of a Sn bolometer) and allows
one to observe spectra evolution on a nanosecond time
scale. A combination of this method and detection of
the time-resolved fluorescence excitation spectra gives
a more complete physical pattern of such phenomena as
the process of energy transfer between single ions and
pairs of the nearest neighbors, which has still not been
solved, with more and more new models [12] of this
problem appearing.

The authors would like to thank Dr. N.K. Solovarov
for helpful discussion of results. This work was sup-
ported in part by the Russian Foundation for Basic
Research (project nos. 00-02-16510, 01-02-17730, and
02-02-17622) and by ISTC (project no. 2121).
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A general system of nonlinear equations describing the nondissipative evolution of an oscillating Bose conden-
sate is presented. The relaxation of the transverse oscillations of the condensate in a trap of cylindrical symme-
try is considered. The evolution is due to the parametric resonance coupling the transverse mode with the lon-
gitudinal ones. Nonlinear rescattering in the subsystem of discrete longitudinal modes leads to the suppression
of back energy recovery, generating the nondissipative nonmonotonic relaxation of the transverse oscillations
of the condensate. © 2003 MAIK “Nauka/Interperiodica”.

PACS numbers: 03.75.Kk; 05.30.Jp
The detection of Bose–Einstein condensation in
ultracold gases has opened up a unique possibility of
studying the evolution of the coherent properties of a
macroscopic system isolated from the environment.
One of the most interesting aspects here is associated
with the elucidation and analysis of the nature of the
damping of coherent oscillations of the condensate.
Until recently, the theoretical and experimental study of
this problem was actually associated with the consider-
ation of damping at finite temperature T (see the
detailed bibliography in [1]). In this case, the ensemble
of normal excitations serves effectively as an internal
thermal bath. Interaction with the thermal excitations
leads to the damping of condensate oscillations with
energy transfer to the subsystem of normal excitations.

The question of the internal mechanism of damping
at T = 0 is of special interest in this problem. The
authors [2] have demonstrated the existence of this
mechanism by the consideration of the damping of
radial coherent oscillations of a condensate of cylindri-
cal symmetry residing in a transverse parabolic poten-
tial. It has been found that damping arises from a pecu-
liar kind of parametric resonance, which leads to
energy transfer to the subsystem of longitudinal modes.
The parametric resonance itself is due to oscillations of
the velocity of sound caused by transverse oscillations
of the condensate. It should be emphasized that the
results obtained in [2] can be used only for the descrip-
tion of the initial period of damping. In order to
describe damping at long times in an isolated system of
finite sizes with a discrete system of energy levels, it is
necessary to know additionally the time evolution in the
subsystem of longitudinal modes and to take into
account the variation of the parametric resonance with
decreasing amplitude of transverse oscillations.
Therein lies the essential difference from the standard
0021-3640/03/7811- $24.00 © 20734
pattern of parametric resonance. The choice of the
geometry of the system was predefined by the fact that,
as was rigorously found in [3] (see, also, [4]), two-
dimensional oscillations are not damped under arbi-
trary variations of the frequency of the two-dimen-
sional parabolic potential of circular symmetry at arbi-
trary values of parameters.

Recently, the Parisian group [1] published the
results of an experimental study of the damping of
transverse oscillations of the condensate as a whole
(breathing mode, BM) in an elongated trap with azi-
muthal symmetry at an ultralow temperature (40 nK).
At a small value of the BM amplitude, the authors
observed record slow damping. At a higher value of the
starting BM amplitude, the pattern of damping radi-
cally changed. Now, after a drop over a bounded inter-
val of time, back energy transfer starts with increasing
BM amplitude. The normal behavior of damping was
restored only after an appreciable interval of time.

A theoretical analysis with an explanation of the
anomalous pattern of damping was given in [5]. It was
found that taking into account the nonlinear coupling
between the transverse and longitudinal modes is the
crucial factor. In this case, however, the relaxation of
longitudinal excitations was actually taken into account
phenomenologically. 

In fact, irreversible damping does not arise in the
case of a discrete energy spectrum typical for a closed
mesoscopic system. One can only consider unsteady
energy redistribution in the system of longitudinal
modes.

In this work, a complete system of nonlinear equa-
tions is obtained that describes the time evolution of an
oscillating condensate in the absence of irreversible
dissipation channels. The starting point is the Gross–
Pitaevskii equation. A condensate of cylindrical sym-
003 MAIK “Nauka/Interperiodica”
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metry is considered in a transverse parabolic potential
with the longitudinal size 2L @ R, where R is the static
radius of the condensate. An analysis of the solution
demonstrates that the damping of radial oscillation
essentially depends on the character of the evolution of
longitudinal oscillations. The redistribution of the
energy transferred to this subsystem leads to a chaotic
unsteady pattern of the occupation of discrete levels
and simultaneously to a substantial cancellation of
amplitudes of active longitudinal modes directly
excited as a result of parametric resonance. Effectively,
this cancellation is equivalent to relaxation but pro-
ceeds in the absence of real dissipation.

The dynamics of the Bose condensate in a rarefied
gas at T = 0 will be considered in the framework of the
nonlinear Gross–Pitaevskii equation for a condensate
wave function Ψ

(1)

Here, U0 = 4π"2a/m is a vertex of the local interaction
of particles, and a is the scattering length. It is assumed
that the system is closed and the number of particles N
and the total energy E are conserved in the evolution
process. We restrict ourselves to the case of interparti-
cle repulsion (a > 0). Let us represent the wave function
in the form

The imaginary part of Eq. (1) directly gives the con-
tinuity equation for the condensate

(2)

In Eq. (2), we introduced the explicitly time-depen-
dent part of the density n1(r, t), representing the total
density in the form n(r, t) = n0(r) + n1(r, t).

The real part of Eq. (1) leads to the equation for the
phase

(3)

Below, a gas of a sufficiently high density at which

the correlation length ξ = 1/  is small in com-
parison with all the sizes of the system is considered
throughout. Only long-wavelength condensate excita-
tions with wavelengths large in comparison with ξ turn
out to be involved in the processes under consideration.
Under these conditions, which correspond to the Tho-
mas–Fermi approximation, the last term in Eq. (3) can
be neglected (see, for example, [6]). In the steady-state
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case, when v = 0, the phase of the condensate wave
function has the known value Φ0 = –µ0t/", where µ0 is
the chemical potential. Then, from Eq. 3, it follows that

(4)

Retaining the designation Φ only for the phase associ-
ated with the dynamics of the condensate, we obtain

(5)

The system of nonlinear equations (2) and (5) describes
not only the excitations of the quantum liquid but also
their interaction. We will take into account this interac-
tion strictly without resorting to the perturbation theory.
Note that the external potential enters into Eqs. (2) and
(5) only indirectly through the static density distribu-
tion (4).

In the linear approximation, the system of equations
(2) and (5) is reduced to the equation of harmonic oscil-
lations

Here,

(6)

Let us introduce a complete set of eigenfunctions of the
harmonic problem {χs(r)}, which give a solution to the
equation

(7)

Let us expand the functions n1 and Φ in the complete
set of eigenfunctions χs(r)

(8)

Substituting these expansions into Eqs. (2) and (5), we
find 

(9)

Here, 〈…〉  = r(…). In the right-hand side of the first

equation, we took advantage of the transformation
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For the modes described by the real eigenfunctions χs,
the coefficients as and bs are real and y–s ≡ ys.

In these variables, Eqs. (9) can be represented as

(10)

Here,

(11)

Let only the transverse oscillation of the condensate as
a whole be excited at the initial instant of time with the
conservation of the cylindrical symmetry (the breathing
mode, designated below with the subscript ⊥ ). System
of equations (10) can be represented in this case as

(12)

In the second equation, we made use of the equali-
ties Mk ⊥ k = K⊥ k – k and Kkk⊥  = Mkk⊥ . The last term in the
right-hand part determines the evolution in the longitu-
dinal subsystem of excitations

(13)

The eigenfunction of the breathing mode can be found
as a solution to Eq. (7) with regard to the fact that, in the
Thomas–Fermi approximation, f0 = 1 – r2/R2, where

R2 =  and ω⊥  is the frequency of the parabolic
trap,

(14)

k determines the value of the wave vector of the longi-
tudinal excitations, which ranges over discrete values
by virtue of the finiteness of the system size in the z
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direction. Following [7], one can readily find the eigen-
functions and eigenvalues for the long-wavelength lon-
gitudinal modes

(15)

Using Eqs. (14) and (15), one can directly calculate
the matrix elements (11) involved in Eq. (12)

(16)

and in Eq. (13)

(17)

Equations (12) and (13) along with the matrix elements
(16) and (17) completely describe the relaxation of the
transverse oscillations of the condensate in a mesos-
copic system in the absence of dissipative channels of
evolution.

We will assume that the initial amplitude of the BM
is relatively small, i.e., |δR/R|0 ! 1. This restricts the
scale of the nonlinear interaction between modes. At
the same time, the energy range in which the discrete
longitudinal modes effectively coupled with the breath-
ing mode lie turns out to be small in comparison with
ω⊥ . Under these conditions, we can simplify the system
of equations, restricting ourselves to the quasi-resonant
approximation. Within this approximation, we may
retain in Eqs. (12) and (13) only the terms for which the
following inequality is fulfilled:

(18)

Let us rewrite Eqs. (12) and (13) in this approximation,
introducing the ratios  = ys(t)/|y⊥ (0)| instead of ampli-
tudes ys. The initial BM amplitude y⊥ (0) can be found
from a comparison of the vibrational energy of the con-
densate at the initial instant of time Ev ib =

µ0N|δR/  with the energy of the transverse mode
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With regard to these designations, Eqs. (12) and (13)
take the form

(19)

The prime at the sum in the first equation means that the
summation is over only the “active modes” directly
interacting with the BM with regard to inequality (18).
For the longitudinal modes not coupled directly with
the transverse mode, the first term in the right-hand side
of the second equation (19) should be omitted. In these
equations

(20)

Let us assume that, at the initial instant of time for the
trivially degenerate states,  = .

From system of equations (19), it follows that this
equality is conserved during the evolution. For analysis,
it is convenient to extract the fast phase from the com-
plex variables  and represent them in the form

where bs(t) and ϕs(t) are real quantities varying rela-
tively slow with time at α/ω⊥  ! 1. Let us introduce the
designation

(21)

Separating the real and imaginary parts in Eq. (19), we
find
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-----------------------------
 
 
  1/2

yk1
* yk k1+ , k 0>( ).

k1 0>
∑

α 2M ⊥ k k– K ⊥ k k––( ) y⊥ 0( ) 0.3ω⊥
δR
R

------
0

,≈=

α' 2α .≈

yk 0( ) y k– 0( )

ys

ys bs t( )e
i Ωst ϕs t( )+( )–

,=

γkk1k2
Ωk Ωk1

– Ωk2
–( )t ϕk ϕk1

– ϕk2
–( ).+=

∂
∂t
-----b⊥ α 'bk

2 γ⊥ kk,cos
k 0>
∑–=

∂
∂t
-----ϕ⊥ α ' bk

2

b⊥
----- γ⊥ kk,sin

k 0>
∑=
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(23)

(24)

An analysis of the resulting equations allows us to
obtain a scenario for the relaxation of the transverse
oscillations of the condensate. At the initial instant of
time, the longitudinal modes are not excited and obey
the relationship bk(0) ! 1, whereas, by definition,
b⊥ (0) = 1. Therefore, the right-hand sides of Eq. (22)
and the Ik and  terms, which are quadratic in bk, play
no part at the initial period of time, and the evolution is
actually determined by the first terms in the right-hand
sides of Eqs. (23) and (24) with constant b⊥ . The joint
solution demonstrates the exponential growth of bk(t)
under the condition

(25)

In particular, at |∆Ω| = 0, γ⊥ kk . 0, and it follows
from Eq. (23) that bk(t) = bk(0)exp(αt). These results,
including the requirement of the finiteness of the initial
amplitude bk(0), are the typical manifestation of the
parametric resonance (compare with [2]). All the longi-
tudinal modes that fall within an energy interval of
order α (active modes) exhibit exponential growth.
With the cylinder length 2L, the separation between the
levels is δΩ = . If δΩ < 2α, at least one mode falls
within this interval. The growth of bk(t) leads to the fact
that, after a certain delay, b⊥ (t) starts to drop, and
energy transfer to other longitudinal modes is switched
on concurrently. There are many such modes at L @ R;
however, the discrete character of the energy spectrum
leads to the complete forbidding of irreversible transi-
tions. However, the irregular character of the transition

amplitudes of the (Ωk / )1/2cos  type in

Eqs. (23) and (24) in the nonlinear Ik and  terms leads

∂
∂t
-----bk αbkb⊥ γ⊥ kkcos Ik,+=

Ik α'
ΩkΩk1

Ωk k1–

ω⊥
3

-----------------------------
 
 
  1/2

bk1
bk k1– γkk1k k1–cos

k k1 0> >
∑=

– 2α'
ΩkΩk1

Ωk k1+

ω⊥
3

-----------------------------
 
 
  1/2

bk k1+ bk1
γk k1+ k1k,cos

k1 0>
∑

∂
∂t
-----ϕk αb⊥ γ⊥ kksin Ik' ,+=

Ik'

=  α'
ΩkΩk1

Ωk k1–

ω⊥
3

-----------------------------
 
 
  1/2

bk1
bk k1–

bk

------------------ γkk1k k1–sin
k k1 0> >
∑–

– 2α'
ΩkΩk1

Ωk k1+

ω⊥
3

-----------------------------
 
 
  1/2

bk k1+ bk1

bk

------------------- γk k1+ k1k.sin
k1 0>
∑

Ik'

∆Ω Ωk
1
2
---Ω⊥– α .<≡

πc/L

Ωk1
Ωk2

ω⊥
3 γkk1k2

Ik'
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to chaotic evolution in the system of longitudinal
modes. It should be believed that the return to the active
longitudinal levels must be substantially suppressed in
this case, and a notable part of the transferred energy
must remain on the inactive modes.

The direct numerical solution of the system of equa-
tions (22)–(24) reveals the pattern described above. Let
only one level k0 fall within an energy interval of order
α. Let us neglect the weak dispersion of the longitudi-

nal modes (15). Then, Ωk /  ≅  kk1k2/k0, and the
first term in Eq. (21) for the longitudinal modes may be
omitted. Let us introduce the dimensionless time τ = αt
and take into account that α'/α = const (see Eq. (20)).
Then, the evolution to be described depends in fact only
on the ratio ξ = ∆Ω/α and, to a small extent, on k0 at
k0L/π @ 1. (Note that this is true not only in the quasi-
resonant approximation but also for general system of
equations (12).) 

Figure 1 presents the dependences  ≡
(δR(τ)/δR(0))2 for various values of parameter ξ at a
constant value of k0 (in π/L units). Here, we took into
account not only the discrete levels lying below the
active level but also the longitudinal levels above k0,
which start to be occupied at the next stage after the
decay of the k0 states. The energy conservation law,
which is obeyed by system of equations (22)–(24),
leads during the evolution to a weak population of the
upper levels. In the calculations, we restricted ourselves
to an equal number of levels above and below . At
ξ = 1.2, the transverse oscillations are not damped at all.
This is also clearly seen in Fig. 2, where the population

 of the k0 level is represented as a function of τ for
the same values of parameter ξ. At the selected value of

ξ, the value of (τ) remains close to zero for all τ.
Thus, the statement that the damping of oscillations at
T = 0 must be completely absent if the conditions for

Ωk1
Ωk2

ω⊥
3

b⊥
2 τ( )

Ωk0

bk0

2

bk0

2

Fig. 1. Time dependence of the population of the breathing
mode at the fixed value k0 = 10π/L for ξ = 0.5, 0.7, 0.95,
and 1.2.
the occurrence of the parametric resonance (25) are
violated finds direct corroboration. On the contrary, the
curves that correspond to ξ = 0.7 and 0.5 demonstrate
the occurrence of damping that is nontrivial in its char-

acter (see Figs. 1, 2). The drop in  and the growth

of (τ) change to back energy transfer to the BM and
a drop in the population of the active mode. Only later,
when the energy redistribution over other longitudinal
modes becomes appreciable, does a conventional
monotonic behavior of relaxation arise. The energy, as
the direct calculations show, is now spread over all the
longitudinal modes, and their population exhibits cha-
otic evolution. At this stage, in spite of the absence of
irreversible processes, the character of interference
determined by the spread of the dynamic phases pre-
vents a noticeable increase in the amplitude  and,
thus, prevents the back energy transfer to the breathing
mode. The evolution in this case looks like the relax-
ation of the transverse condensate oscillation with the
concentration of most of the energy in the subsystem of
the longitudinal modes. 

The sharply nonmonotonic behavior of the damping
of the transverse breathing mode similar to that shown
in Fig. 1 was experimentally observed in [1]. The large
value of |δR/R|0 provided the condition ξ < 1. It should
be noted that the theoretical results obtained are univer-
sal to a large extent. Therefore, the revealed pattern of
the effective relaxation with its nonmonotonic behavior
is general in its character at T = 0.

At the same time, a quantitative comparison with the
experimental results [1] is difficult primarily by virtue
of the finiteness of temperature. Though T < µ0 in the
experiment, T > "ω⊥ , and the longitudinal levels turn
out to be thermally populated at the initial instant of
time. (Note that, if a random spread of the dynamic
phases ϕk at the initial instant of time is introduced, the
qualitative pattern of evolution is retained but the quan-
titative behavior changes.) The slow, close-to-mono-

b⊥
2 τ( )

bk0

2

bk0
τ( )

Fig. 2. Time dependence of the population of the active lon-
gitudinal mode k0 at the same values of ξ. These four curves
are vertically shifted with respect to each other by 0.1.
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tonic damping observed in [1] at a considerably smaller
value of |δR/R|0 has an analogue at T = 0 in an isolated
system only if ξ is close to unity (see Fig. 1, the curve
at ξ = 0.95). However, it should not be ruled out that
such damping can be associated with dissipative pro-
cesses caused by external factors. At a comparatively
large value of the |δR/R|0 ratio, these processes cannot
play a role at the most interesting stages of nonmono-
tonic relaxation. 

The authors are grateful to D.L. Kovrizhin for help
in computer calculations.
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The integration procedure based on the generalized Darboux transform is suggested for the Ishimori magnet
model. Exact solutions are constructed for the model on the background of spiral structures. The possibility of
phase transition in the system is hypothesized. © 2003 MAIK “Nauka/Interperiodica”.

PACS numbers: 75.10.-b
It is well known that the phenomenological
approach suggested by Landau and Lifshitz in the the-
ory of ferromagnetism is based on the idea that the evo-
lution of weakly excited states of a spin system in the
long-wavelength limit can be described in terms of a
constant-length magnetization vector (magnetic
moment density) and is characterized by a certain
effective field [1]. With allowance for the fact that the
greatest contribution to the process comes from the
exchange interaction between crystal atoms, this made
it possible, in particular, to obtain nonlinear equation
for the one-dimensional case (isotropic Heisenberg fer-
romagnet model), which was subsequently solved by
the inverse scattering method (ISM) [2, 3]: exact solito-
nic solutions were obtained, the excitation spectrum
was described, and an infinite set of conservation laws
was found. Further progress in this direction was
achieved in [4], where the Lax representation was
applied to the anisotropic Landau–Lifshitz model (and,
thereby, it was proved to belong to the class of com-
pletely integrable models), and in [5], where its exact
solutions were found by the “dressing” method. Note-
worthy is also work [6], which was devoted to the con-
struction of the integrable deformations of Heisenberg
model.

The situation is much more complicated in the two-
dimensional case. The corresponding nonstationary
equation for a Landau–Lifshitz ferromagnet, both iso-
tropic and anisotropic, proves to be nonintegrable (see,
e.g., [7]) and has exact solutions only for rather specific
cases. At the same time, there is much evidence, both
experimental [8] and obtained by numerical simulation
[9], of the existence of stable localized two-dimen-
sional excitations with a finite energy. For a two-
dimensional system, the spectrum of these excitations
becomes more diversified; in particular, new nontrivial
topological objects appear in the spectrum.

The model suggested by Ishimori in [10] is pres-
ently the major tool for the phenomenological descrip-
0021-3640/03/7811- $24.00 © 20740
tion of ferromagnets of dimensionality (2 + 1). This is
primarily due to the key property of this model: it is
completely integrable and allows the use of ISM and

-dressing procedure to construct a rather broad class
of solutions (vortices (lumps), rational exponential
solutions, instantons, etc.) on the trivial background
[11–14], while, by using a nonstandard Darboux trans-
form [15], a physically interesting solution can be
obtained in the form of a vortex rotating on the circum-
ference with a constant angular velocity.

However, it is worth noting that the exact two-
dimensional solutions were found at the expense of the
necessity of introducing nonlocal (along with the
exchange) spin interactions into the model. The physi-
cal mechanism of this interaction is still unclear. In this
connection, it should be emphasized that the standard
Heisenberg (exchange) interaction mechanism in the
so-called Schwinger-boson mean-field theory became
more understandable only a relatively short time ago
(see, e.g., [8] and references cited therein). This gives
grounds to hope that the nature of nonlocality that pro-
vides a broad spectrum of reasonable solutions and the
corresponding observed physical objects will be clari-
fied in the future and that the Ishimori model is quite
realistic (within the framework of the adopted macro-
scopic approach).

In this work, a new and rather effective integration
procedure is proposed for the Ishimori ferromagnet
model. It opens the way for constructing exact solu-
tions, including the ones on the nontrivial background.

As to the ISM (or the -dressing method), this may
encounter considerable technical difficulties.

The Ishimori magnet model is given by

(1a)

(1b)

∂

∂

St S Sxx α2Syy+( ) uySx uxSy,+ +∧=

uxx α2uyy– 2α2S Sx Sy∧( ),–=
003 MAIK “Nauka/Interperiodica”
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where S(x, y, t) = (S1, S2, S3) is the three-dimensional
magnetization vector, |S| = 1, u = u(x, y, t) is the auxil-
iary scalar real field, and the parameter α2 equals ±1.
The case α2 = 1 will be called Ishimori-I magnet model
(MI-I), and α2 = –1 will be called MI-II.

Note that, in the static limit (S = S(x, y)) and u =
const, the MI-I model transforms into the model of two-
dimensional isotropic Heisenberg ferromagnet (elliptic
version of the nonlinear O(3)-sigma model), which was
integrated in [16, 17] by using the ISM with boundary
conditions of the spiral-structure type.

A characteristic feature of model (1) is the presence
of topological charge

(2)

which is conserved in the course of system evolution
(integral of motion) and represents the mapping of a

unit 2-sphere onto the 2-sphere:   . This map-
ping is known to be characterized by the homotopic

group π2( ) = Z, where Z is the integer group, signify-
ing that QT must be an integer. According to Eq. (1b),
the scalar function u = u(x, t) is related to the topologi-
cal charge production density.1 

System of Eqs. (1) is integrated using the following
associated linear system:

(3a)

(3b)

where Q = uyI + α3uxS + iαSyS – iSx, Ψ = Ψ(x, y, t) ∈
Mat(2, C), S = σi, σi are the standard Pauli
matrices, and I is a unit 2 × 2 matrix. From its defini-
tion, the matrix S has the following properties: S = S*,
S2 = I, detS = –1, and TrS = 0 (the symbol * denotes
Hermitian conjugation).

In what follows, we restrict ourselves to the MI-II
case (α = i); the situation with MI-I can be analyzed in
a similar manner.

We will solve Eqs. (1) by the method of generalized
Darboux matrix transform.2 We also require that sys-

tem (3) be covariant (U  , Ψ  ) about the
transformation of the form (U ≡ S)3 

(4)

1 Although, strictly speaking, the function u has no direct physical
meaning, the functions uy and ux, related to each other by
Eq. (1b), can likely be interpreted as “friction coefficients” induc-
ing forced precession of the magnetization vector S along the x
and y axes, respectively.

2 In [18], the approach based on the Darboux transform was
applied to a system that is gauge equivalent to (3), and the dress-
ing relations were obtained thereafter.

3 In the literature, the scalar variant of this transformation is some-
times called Moutard transform [19].

QT
1

4π
------ S Sx Sy∧( ) x y,dd

∞–

∞

∫
∞–

∞

∫=

S̃
2

S̃
2

S̃
2

Ψy
1
α
---SΨx,=

Ψt 2iSΨxx– QΨx,+=

Sii 1=
3∑

Ũ Ψ̃

Ψ̃ Ω Ψ Ψ1,( )Ψ1
1– ,=
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where Ψ1 = Ψ1(x, y, t) is a certain nondegenerate bare
solution to system of Eqs. (3), and Ω(Ψ, Ψ1) ≡ Ω(x, y, t)
∈ Mat(2, C) is a functional defined on the pair set of
matrix functions.4 One then obtains from Eq. (3a) two
dressing relations:

(5)

Hence, setting z = x + iy,  = x – iy, ∂z = (1/2)(∂x –

i∂y),  = (1/2)(∂x + i∂y), and W(0) = UΨ1, we obtain
the first equation for the matrix Ω (det(I ± U)) = det(I ±
W(0)) = 0):

(6)

Note that, due to the symmetry relation  =
−σ2Uσ2, the following involutions are valid:

(7)

which means, in particular, that Eq. (6) can be rewritten
in the “conjugate” form

(8)

To obtain the second equation for the matrix Ω , one
should use Eq. (3b). This equation, however, is rather
cumbersome. Taking into account that Eqs. (5) and (6)

can easily be expressed in terms of the function , the
following consideration can best be carried out for this
function.

Using the identity Q + UQ = –2i(I + U)(uI + ,
one obtains from Eq. (3b)

(9)

Let us transform this equation. Making allowance for
the relation  = Ψx – iU  that follows from
Eq. (3a), one has

.(10)

After multiplying both sides of this equation by U on
the left and adding together the resulting expression
and Eq. (10), one finds

(11)

Thus, after applying transformation (4) together with
the covariance requirement, one obtains two (and two

analogous conjugate) equations for the function :

(12)

(13)

4 It follows from Eq. (3a) that the matrix solutions Ψ and Ψ1 are
related to each other by the nonlinear relationship Ψy(Ψx)

–1 =
Ψ1y(Ψ1x)

–1.

Ũ ΩΨ1UΨ1
1– Ω 1– , Ũ iΩy Ωx( ) 1– .= =

z

∂z Ψ1
1–

I W 0( )–( ) Ω 1–( )z 0.=

U

Ψ σ2Ψσ2, Q σ2Qσ2, Ω σ2Ωσ2,= = =

I W 0( )+( ) Ω 1–( )z 0.=

Ψ̃

U )z

I U+( ) Ψt 2iΨxx 2i uzI Uz+( )Ψx+ +{ } 0.=

Ψyz Uz– Ψxz

I U+( ) Ψt 2iΨxx 2iuzΨx 2Ψyz– 2iUΨxz–+ +{ }  = 0

I U+( ) Ψt 2iΨzz 2iΨzz 4iuzΨz+ + +{ } 0.=

Ψ̃

I Ũ–( )Ψ̃z 0,=

I Ũ+( ) Ψ̃t 2iΨ̃zz 2iΨ̃zz 4iũzΨ̃z+ + +{ } 0.=
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Next, taking into account the identities S(Sx ∧  Sy) =
(1/2i)Sp(UUxUy) and

(14)

where ∆ is the two-dimensional Laplace operator, and
requiring that Eq. (1b) be covariant, we rewrite it as

(15)

The relevant expression for the dressed topological
charge has the form

(16)

Introducing the notation Ψ[1] = , …, U[1] =

, …, u[1] = , …, QT[1] = ,…, one can readily
obtain from Eqs. (5), (15), and (16) upon N-fold dress-
ing of the starting bare solution U = U(1) ≡ U[0]5

(17)

(18)

(19)

5 These formulas can also be written in terms of the matrix func-
tionals Ω(Ψi, Ψj), where Ψi and Ψj are certain bare solutions to

Eqs. (3) with S = S(1).

Tr ŨŨxŨy( ) Tr UUxUy( ) 2i∆ detΨ̃ln( )+=

+ 2iTr U Ux,[ ]Ψ̃ 1– Ψ̃x U Uy,[ ]Ψ̃ 1– Ψ̃y+{ }

+ 4Tr U Ψ̃ 1– Ψ̃y Ψ̃ 1– Ψ̃x,[ ]{ } ,

∆ ũ u– 2 detΨ̃ln–( ) 2Tr U Ux,[ ]Ψ̃ 1– Ψ̃x{=

+ U Uy,[ ]Ψ̃ 1– Ψ̃y 2iU Ψ̃ 1– Ψ̃y Ψ̃ 1– Ψ̃x,[ ] } .–

Q̃T QT
1

4π
------ x y∆ detΨ̃lndd

∞–

+∞

∫
∞–

+∞

∫+=

+
1

4π
------ x yTr U Ux,[ ]{ Ψ̃ 1– Ψ̃xdd

∞–

+∞

∫
∞–

+∞

∫

+ U Uy,[ ]Ψ̃ 1– Ψ̃y 2iU Ψ̃ 1– Ψ̃y Ψ̃ 1– Ψ̃x,[ ] } .–

Ψ̃
Ũ ũ Q̃T

U N[ ] Ψ N j–[ ]
j 0=

N 1–

∏ 
 
 

U Ψ N j–[ ]
j 0=

N 1–

∏ 
 
 

1–

,=

u N[ ] u 2 detΨ j[ ]ln
j 1=

N

∑+=

+ x' y'G x x'– y y'–,( ) TrA j x' y' t, ,( ),
j 1=

N

∑dd

∞–

+∞

∫
∞–

+∞

∫

QT N[ ] QT
1

4π
------ x y ∆ detΨ j[ ]ln

j 1=

N

∑dd

∞–

+∞

∫
∞–

+∞

∫+=

+
1

4π
------ x' y' TrA j x' y' t, ,( ),

j 1=

N

∑dd

∞–

+∞

∫
∞–

+∞

∫

where Aj(x, y, t) = [U[ j – 1], Ux[ j – 1]] [ j]–1 [ j] +

[U[ j – 1], Uy[ j – 1]] [ j]–1 [ j] – 2iU[ j – 1] ×

[ [ j]−1 [ j], [ j]–1 [ j]], G(x, y) = (1/2π)ln(x2 +
y2) is the Green’s function of the Laplace equation.

Turning back to the simple dressing, we note that
Eqs. (12) and (13) define the whole collection of the
solutions to model (1) (in the reflectionless (in ISM
terms) section of the problem). According to Eqs. (12)

and (13), four cases are possible: (1)  = 0 and the

braced expression in Eq. (13) is also zero; (2)  = 0
and the expression in braces is nonzero; (3) the situa-

tion opposite to (2); and (4)  ≠ 0 and the expression
in Eq. (13) is also nonzero (i.e., the columns of this

matrix belong to the kernels of the degenerate I – 

and I +  transformations, respectively).

In this letter, we restrict ourselves only to the first
case. Then,

(20)

This system has the well-known polynomial solutions

(  = { }, i, j = 1, 2,  = ,  = – ) [10,
13]:

(21)

where N1 is the natural number and M1 = N1 – 1; aj and
bj are the complex numbers; and the first summation is
over all possible combinations of the numbers m, n ≥ 0
such that m + 2n = j.

The bare solution to Eqs. (1) is taken in the form of
vector function S(1) = (0, sinΦ(1), cosΦ(1)), where Φ(1) =
δ0t + α0x + β0y + γ0 (α0, β0, γ0, δ0 ∈  R are parameters),
i.e., in the form of a two-dimensional spiral structure

with QT =  = 0 (according to Eq. (2)). To determine
the function u(x, y, t) = u(1)(x, y, t), one should substitute
this vector into Eqs. (1a) and (1b). The requirement for
the compatibility of the resulting two linear equations
gives, after integration,

(22)

Ψ̃ Ψ̃x

Ψ̃ Ψ̃y

Ψ̃ Ψ̃y Ψ̃ Ψ̃x

Ψ̃z

Ψ̃z

Ψ̃z

Ũ

Ũ

Ψ̃z 0, Ψ̃t 2iΨ̃zz+ 0.= =

Ψ̃ Ψ̃ij Ψ̃22 Ψ̃11 Ψ̃12 Ψ̃21

Ψ̃11 z t,( )
a j

m!n!
------------ 1

2
---z– 

 
m 1

2
---it– 

 
n

,
m 2n+ j=

∑
j 0=

N1

∑=

Ψ̃21 z t,( )
b j

m!n!
------------ 1

2
---z– 

 
m 1

2
---it– 

 
n

,
m 2n+ j=

∑
j 0=

M1

∑=

QT
1( )

u 1( ) g0
1( ) y

β0

α0
-----x+ 

 =

+ g1
1( )

y s'( )
β0

α0
-----x s'( )+ t, 

  s',d

s

∫

JETP LETTERS      Vol. 78      No. 11      2003



GENERALIZED DARBOUX TRANSFORM IN THE ISHIMORI MAGNET MODEL 743
where  and  are arbitrary functions. The func-

tion  is constant on the characteristic y + (β0/α0)x =
const and s is its parameter. Therefore, the explicit

g0
1( ) g1

1( )

g0
1( )
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expression for  is determined by Eq. (18) with N = 1
and by Eqs. (21) and (22).

Dressing relation (17) gives (S+ = S1 + iS2)

ũ

(23)

Setting δ0 = 0 and N1 = 1, we obtain the simplest static (anti)vortex (one-lump) solution on the background of (also)
static spiral structure:

(24)

S̃3 x y t, ,( ) Φ 1( ) Ψ̃11
2 Ψ̃21

2
–( ) i Φ 1( ) Ψ˜ 21Ψ

˜
11 Ψ̃21Ψ̃11–( )sin–cos

Ψ̃11
2 Ψ̃21

2
+

----------------------------------------------------------------------------------------------------------------------------------,=

S̃+ x y t, ,( ) 2 Φ 1( )Ψ̃21Ψ
˜

11 i Φ 1( ) Ψ˜ 11
2

Ψ˜ 21
2

+( )sin+cos

Ψ̃11
2 Ψ̃21

2
+

-----------------------------------------------------------------------------------------------.=

S̃3 x y t, ,( )
Φ 1( ) a0

1
2
---a1z–

2
b0

2– i Φ 1( ) b0 a0
1
2
---a1z– 

  b0 a0
1
2
---a1z– 

 –sin+ 
 cos

a0
1
2
---a1z–

2
b0

2+
----------------------------------------------------------------------------------------------------------------------------------------------------------------------------------,=

S̃+ x y t, ,( )
2b0 Φ 1( ) a0

1
2
---a1z– 

 cos i Φ 1( ) b0
2 a0

1
2
---a1z– 

 
2

+sin+

a0
1
2
---a1z–

2
b0

2+
---------------------------------------------------------------------------------------------------------------------------------.=
The calculations in Eq. (16) show that   ∞; the
divergence arises after the integration of the first two
terms in the brackets. For δ0 = α0 = β0 = γ0 = 0, solution
(24) transforms into a static (anti)vortex (on the trivial

background) with the topological charge  = –1 (see
also [13]).

For δ0 ≠ 0 and N1 = 2, i.e., for  = a0 – (a1/2)z +

(a2/2)[(1/4)z2 – it] and  = b0 – (1/2)b1z, formulas
(23) describe the dynamic (anti)two-vortex (two-lump)
state on the background of (also) dynamic spiral struc-

ture with   ∞, and it transforms to the state with

 = –2 if the parameters entering Φ(1) turn to zero.
Clearly, the intermediate types of solutions are also

quite realistic and of interest. Among these are a static
vortex on the background of the dynamic spiral struc-
ture and a dynamic vortex on the background of the
static spiral structure.

On the basis of these results, the hypothesis can be
put forward that the structural second-order spiral–vor-
tex  vortex phase transition (analogous to the
Kosterlitz–Thouless transition) is possible in the sys-
tem of interest. This can occur if the parameters δ0, α0,
β0, and γ0 are functions of time, i.e., functionals of an
external nonstationary and spatially uniform magnetic
field.6 Then, the fact that the parameter turns to zero
means that there is a certain critical field (“Curie point”
or, more precisely, Lifshitz point) that corresponds to
the phase transition point. This hypothesis is confirmed
by the experimental fact that the spiral (modulated

Q̃T

Q̃T

Ψ̃11

Ψ̃21

Q̃T

Q̃T
incommensurate) structure in a magnetic field can con-
vert into the commensurate structure corresponding
to a paramagnet with magnetic moments mainly ori-
ented along the external field7 [20]. We also emphasize
that this phase transition should be accompanied by a
change in the symmetry and topological properties of
the system.

Another series of solutions to model (1) can be
found if the solution to system of equations (20) is
sought in the form

(25)

Here, B11, 21 are the functional parameters. In particular,
by setting B11, 21(p) = c11, 21δ(p – p11, 21), where δ(·) is the
Dirac delta function and c11, 21 ∈  C and p11, 21 ∈  R are
parameters, one obtains using Eq. (17) (c11, 21 ≠ 0 and
the symbol c.c. stands for the complex conjugation)

6 One can show that the addition of the term S ∧  H(t) to the right-
hand side of Eq. (1a), where H(t) is the external magnetic field,
merely renormalizes the magnetization vector; i.e., this term can
be eliminated by the appropriate transformation by making the
bare solution dependent on magnetic field.

7 Clearly, the theoretical justification of this hypothesis should rest
on the consideration of the order parameters of the system and on
the analysis of the Ginzburg–Landau functional in the vicinity of
the critical point. However, although the Hamiltonian of system
(1) is known (generally speaking, it is obtained in [21] for a mod-
ified MI model), the relevant calculations become overly cumber-
some even for the simplest solutions and, thus, are beyond the
scope of this article.

Ψ̃11 21, x y t, ,( ) B11 21, p( )e 2i p
2
t– pz+ p.d

∞–

∞

∫=
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(26)

S̃3 x y t, ,( )
Φ 1( ) c11

2e
2 p11 x

c21
2e

2 p21 x
–[ ] i Φ 1( ) c11c21e

2i p11
2

p21
2+( )t 2 p11 p21+( )z+

c.c.–[ ]sin–cos

c11
2e

2 p11x
c21

2e
2 p21x

+
-----------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------,=

S̃+ x y t, ,( )
2c11c21 Φ 1( )e

2i p11
2

p21
2–( )t p11z p21z+ +

cos i Φ 1( ) c11
2 e

4i p11
2

t 2 p11z+
c21

2 e
4i p21

2
t– 2 p21z+

+( )sin+

c11
2e

2 p11x
c21

2e
2 p21x

+
---------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------.=
Therefore, a nonexponential and nonsingular solution
is found on the background of spiral structure. At
Φ(1)  0, the solution is finite if p11, p21 > 0; in this

case, the component  evolves only along the x vari-
able.

More complicated solutions of this type can be
found if the functionals B11, 21 are taken as linear com-
binations of delta functions.

Of interest is to compare the results obtained in this
work with the results of [22], where the MI-II model
was proved to be gauge equivalent to the known hydro-
dynamic Davy–Stuartson-II system (which describes
the evolution of a nearly monochromatic small-ampli-
tude wavepacket at the surface of a small-depth fluid).
This means that the Lax pair can be transformed from
one system to another by a certain gauge transforma-
tion, which, in turn, allows the formulas relating the
solutions for these systems to be derived. It is signifi-
cant that the initial boundary-value problems with spec-
ified classes should possess similar equivalence; in
[22], the class of rapidly decreasing Cauchy data was
assumed in both cases. Clearly, there is no gauge equiv-
alence in the considered case of spiral (and, hence, non-
decreasing) structures, while the solution constructed
on their background cannot be derived from the solu-
tion to the Davy–Stuartson-II model.

Note in conclusion that the approach developed in
this work can easily be extended to a series of Myrza-
kulov magnet models [23, 24], which are modifications
of the Ishimori model; for them, the first Lax-pair equa-
tion either is close to or coincides with Eq. (3a) and the
main modifications concern the functional Q in
Eq. (3b).

I am grateful to A.B. Borisov for attention to the
work and S.A. Zykov and A.V. Shirokov for assistance.
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