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Abstract—A method is proposed for calculation of the capacitances of a system of infinitely long wires of cir-
cular, elliptic, and rectangular cross section in the presence of conducting plane. The method is based on exact
construction of the electrostatic field potential. An algorithm for obtaining approximate calculation formulas is
provided. Several particular cases are considered. © 2000 MAIK “Nauka/Interperiodica”.
Handbook [1] contains approximate formulas for
calculation of the capacitance per unit length of single-,
two-, and three-wire transmission lines comprising infi-
nitely long wires of circular cross section in the pres-
ence of conducting plane. In this work, this problem is
solved for any finite number of wires of circular, ellip-
tic, and rectangular cross section.

The electrostatic system under consideration is
plane-parallel; therefore, in what follows, a plane per-
pendicular to the wire axes is assumed to be the xOy
coordinate plane. In this plane, circles, ellipses, line
segments, and the straight line, along which the xOy-
plane intersects the wire system, are considered instead
of wires and the conducting plane.

All quantities with linear dimensions are replaced
by dimensionless ones, that is, related to some chosen
linear unit. Let the half-plane x < 0 contain N1 circles Γj

of radius Rj centered at points Oj (j = ) and N2

(N1 + N2 = N) ellipses Γj centered at points Oj (J =

); a part of (or all) ellipses can degenerate
into line segments. Circles and ellipses are situated
externally relative to each other and have common
points neither with each other nor with the ordinate axis
x = 0.

Mathematically, the problem of determination of the
potential ϕ of an electrostatic field consists in finding a
solution to the Laplace equation

(1)

in the half-plane x < 0 and outside the circles Γj (j =

) (domain G). The solution must be finite at infin-
ity and satisfy boundary conditions

(2)

(3)

1 N1,

N1 1+ N,

∆ϕ 0=

1 N,

ϕ x 0= 0,=

ϕ Γ j
f j, j 1 N, ,= =
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where fj equal zero or unity depending on the capaci-
tance calculated.

In order to solve the problem, let us designate mirror
images of curves Γj relative to straight line x = 0 by 

and images of centers Oj by . Relate each circle Γj

and  (j = ) to local Cartesian coordinates xjOjyj

and  and polar coordinates (ρj , Θj) and ( , )

and relate each ellipse Γj and  (j = ) to

local Cartesian coordinates xjOjyj and  and ellip-

tic coordinates (µj , ϑ j) and ( , ) [2], so that equa-
tion of the circle Γj in the related polar coordinates will
be written as

and equation of the ellipse Γj in the related elliptic coor-
dinates, as

In particular, if some  = 0, the ellipse transforms
into a line segment of length hk. In what follows, we
will take into account that polar axes are parallel to the
Ox-axis, axes  are mirror images of axes Ojyj, and

axes  are chosen so that coordinate systems

 are right-handed.

We will seek the field potential ϕ in the form

Γ j

O j

Γ j 1 N1,
x jO jy j ρ j Θ j

Γ j N1 1 N,+

x jO jy j

µ j ϑ j

ρ j R j, j 1 N1, ,= =

µ j µ j
0
, µ j

0
const, j N1 1 N,+ .= = =

µk
0

O jy j

O jx j

x jO jy j

ϕ M( ) A A j
1
ρ j

-----ln A j
1
ρ j

-----ln+ 
 

j 1=

N

∑+=
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(4)

where M ∈  G is an arbitrary point; (ρj , Θj) and ( , )
are coordinates of this point in the polar systems with

origins Oj  and  (j = ), respectively; (µj , ϑ j) and

( , ) are coordinates in the elliptic systems with

origins Oj  and  (j = ), respectively; and
coefficients are to be determined from the boundary
conditions and the condition at infinity.

Note that, should in formula (4) (and in the follow-
ing equations) the upper index in the sum over j be
smaller than the lower index [which is so provided that
neither circles (N1 = 0) nor ellipses (N2 = 0 and N = N1)
are present], the corresponding sum is assumed to be
zero. All indexed quantities with the initial index less
than the final index are also assumed to be zero, for

example, As = 0 when s = .

In order to ensure finiteness of function (4) at infin-
ity and satisfy condition (2), it is sufficient to set

In order to determine the remaining coefficients Aj ,

, and , let us express all variables in formula (4) in

terms of the local coordinates related to Γs (s = )
using the summation theorems for separated solutions
to the Laplace equation written in polar [3] and elliptic
[4] systems and take into account that axes of Cartesian
coordinates are not necessarily parallel to each other
and new designations are introduced for both polar and
elliptic coordinates [2]. Apply conditions (3) and
equate the coefficients of functions cos and sin of the
corresponding arguments in the obtained equations. As
a result, we obtain an infinite linear system of equa-
tions.

In order to illustrate this scheme, we perform
detailed calculations for the case of one ellipse. For the
arbitrarily located Cartesian coordinates with different
origins, formulas (14) and (15) from [4] can be written

+ ak
j

kΘ jcos bk
j

kΘ jsin+( )ρ j
k–[

k 1=

∞

∑
j 1=

N1

∑

+ ak
j

kΘ jcos bk
j

kΘ jsin+( )ρ j
k– ]

+ ak
j

kϑ jcos bk
j

kϑ jsin+( ) kµ j–( )exp[
k 1=

∞

∑
j N1 1+=

N

∑

+ ak
j

kϑ jcos bk
j

kϑ jsin+( ) kµ j–( )exp ] ,

ρ j Θ j

O j 1 N1,
µ j ϑ j

O j N1 1 N,+

1 0,

A 0, A j A j, ak
j

– 1( )k 1+
ak

j
,–= = =

bk
j

1–( )k
bk

j
, j 1 N, , k 1 2 …., ,= = =

ak
j

bk
j

1 N,
in the following form:

(5)

where

(6)

The coefficients A (…) can be obtained from

A (…) by replacing cos with sin, and (µi , ϑ i) are the
coordinates of an arbitrary point in ith elliptic coordi-
nate system related to the corresponding Cartesian sys-
tem through formulas

where µ21 and ϑ21 are the coordinates of the old origin
O1 expressed in the new system, α21 is the angle
between axes O1x1 and O2x2 measured from axis O1x1
counterclockwise, ε0 = 1, and εν = 2 for ν > 0.

Potential (4) has the form

(6)

In order to satisfy the boundary condition on ellipse
Γ1, let us express all variables in formula (6) through µ1
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and ϑ1 with the help of formula (6) from [4],

formulas (5), and the source function written in elliptic
coordinates [5],

 

As a result, we obtain (using designations explained
below) the following equation:

Satisfying boundary condition ϕ(M  =

ϕ(M  = 1, by virtue of the uniqueness of expan-

sion into the Fourier series, we obtain the following
infinite system of linear algebraic equations:

(7)

1
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1
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which is obtained if we set N1 = 0 and N2 = 1 in the sys-
tem presented below for arbitrary N1 and N2; new vari-
ables and coefficients are also defined in the description
of arbitrary system.

Performing similar calculations in the general case,
we obtain the following system:

(8)
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where

ls is the distance from point Os to line x = 0;

 is obtained from  by changing the sign between
terms from minus to plus,

, , , and  are obtained from corresponding
quantities without tilde by replacing cos with sin and
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formula (4) that

(9)

which implies that, in order to calculate any capaci-
tance, it is sufficient to know only coefficients Aj , j =

. The coefficients and free terms of the reduced
system (of minimum dimensionality),

(10)

,

completely and uniquely determine both the dimen-
sions and mutual positions of wires and the boundary
conditions. System (10) allows one to determine all
coefficients Aj; therefore, it is natural to use it for the
approximate calculation of electric capacitances.

Note that, for s =  or a = , equation
(10) does not contain the first or the second equation,
respectively.

Let us consider several particular cases. 
(a) N1 = 1 and N2 = 0. In this case, system (10) takes

the form

Then

which is consistent with [1, formulas (4)–(1)] if we take
into account the properties of capacitance [1, formula
(B-18)].

If N1 = 0 and N2 = 1, system (10) takes the form

Then

which is consistent with [7, formula (13)] with an allow-
ance for the same properties of capacitance. In order to
calculate , one can use a method described in [7]. 

(b) N1 = 1 and N2 = 1. System (10) takes the form
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[system (11) yields C12 ≠ C21, and we present here an
arithmetical mean of the two quantities].

For f1 = 1 and f2 = 1, we obtain

(13)

(14)

where

In particular, if the circle is centered at point
O1(−l1, 0) in system xOy, the ellipse with semiaxes a
and b is centered at point O1(–l2, 0), l2 > l1, and the
ellipse major axis is perpendicular to line 
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Figure.

 

Table

 

l1 l2
Value of C12/(2πε) Relative 

error, %“exact” approx.

15.5 36.5 0.207196 0.203787 1.6452

15.5 46.5 0.129713 0.132149 –1.8774

25.5 46.5 0.222773 0.214002 3.9374

25.5 56.5 0.143918 0.143126 0.5500

25.5 66.5 0.107671 0.108142 –0.4381

35.5 56.5 0.232711 0.222177 4.5269

35.5 66.5 0.153371 0.151506 1.2160

35.5 76.5 0.116508 0.116210 0.2554

35.5 86.5 0.094395 0.094538 –0.1518
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In order to calculate the errors of formulas (12)–
(14), a numerical experiment was performed which
consisted in solving system (8) using the method of
reduction and comparing the “exact” value of capaci-
tance with the approximate one. In this case, system (8)
separates into two systems: a homogeneous system for

 and  with a trivial solution and an inhomoge-

neous system for A1, A2, , and  (ν = 1, 2, …). The
table presents several numerical results in this particu-
lar case for an ellipse with semiaxes a = 5 and b = 3 and
a circle with radius R1 = 5 versus l1 and l2.

Note that the dimensionality of reduced system used
to obtain the “exact” solution depends strongly on the
mutual arrangement of wires and the conducting plane.
In order to obtain values presented in the table with six
or three correct decimal places, it is sufficient to
take ten or five equations, respectively. If, for example,
l1 = 6 and l2 = 17, then one should take 38 equations in
order to obtain six correct decimal places.

The figure shows equipotential field lines. Due to
the symmetry, the lines are shown only for y ≥ 0. Cal-
culations were performed for a = 3, b = 2, R1 = 2, l1 = 5,
and l2 = 16.

ρ12 l2 l1, ρ12– l1 l2.+= =

Bν
1

Bν
2

Aν
1

Aν
2

For arbitrary N1 and N2, it is easy to write, using
determinants, an approximate formula for the calcula-
tion of any capacitance similarly to formulas [1, formu-
las (6)–(21)].

The proposed method for the exact and approximate
calculation of capacitances can be used by engineers
and scientists of various specialities in their research
and practical work.
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Abstract—The decay of a strong magnetic field in a conducting matter is considered. It is shown that nondis-
sipative Hall currents can considerably change the behavior of the field when it decays. The nonlinear character
of the Hall effect leads to the generation of fields of high multipolarity even for most simple initial magnetic
configurations. In particular, the evolution of an initially dipole configuration may give rise not only to quadru-
pole or higher poloidal harmonics but also to a toroidal field that is other than zero only inside the conductor.
The nonlinear Hall currents relate different harmonics to each other and, in a sufficiently strong field, may pro-
vide efficient energy exchange between them. Due to this redistribution of the magnetic energy, the evolution
of different harmonics has an oscillating character. The oscillation period is determined by the characteristic
time of Hall drift and may be fairly short in strong magnetic fields. © 2000 MAIK “Nauka/Interperiodica”.
INTRODUCTION

The conductivity of a matter subjected to suffi-
ciently strong magnetic field is anisotropic and is
described by tensors. As a result, the decay of strong
magnetic fields is an essentially nonlinear process and
may noticeably differ from a simple exponential law,
which, in particular, describes the decay of the funda-
mental harmonics in a uniform conducting sphere (see,
for example, [1]). In this study, we investigate the influ-
ence of the Hall effect and its associated conductivity
anisotropy on the magnetic field evolution. The Hall
current arises owing to electron drift perpendicularly to
both the electric and the magnetic fields and is nondis-
sipative, since it does not increase the entropy density
of the matter. In magnetized media where ωBτ @ 1
(ωB = eB/mc is the gyrofrequency of electrons, and τ is
their relaxation time), the Hall drift may change the
geometry of both the electric currents and the magnetic
field and thus indirectly influence the decay of the mag-
netic fields. The particular case of a purely toroidal
magnetic configuration was considered in [2]. It was
shown that Hall currents may considerably accelerate
magnetic field decay. This is due to the fact that Hall
drift forms regions with a high electric current density
and a highly nonuniform magnetic field, where dissipa-
tion is accelerated. In addition, it was found that the
field symmetry in the process of evolution also can
change. For example, a toroidal field that is initially
mirror-symmetric with respect to the equatorial plane
may become mirror-asymmetric due to the Hall effect
and then, once the field has decreased, restore the sym-
metry.

In this work, we consider the influence of Hall cur-
rents on the evolution of poloidal magnetic configura-
1063-7842/00/4502- $20.00 © 20147
tions. As is known (see, for example, [3]), in these con-
figurations, B ≠ 0 neither inside nor outside a conductor
(we recall that, in toroidal fields, B = 0 outside the con-
ductor). The evolution of poloidal fields may differ
from that of purely toroidal fields. First, the Hall cur-
rents may excite toroidal harmonics even from an ini-
tially purely poloidal field, whereas the reverse is not
true. Hall coupling between different field components
makes possible energy transfer between the compo-
nents. As a result, ohmic damping of the currents may
be accompanied by amplitude oscillations of different
components (on the background of a monotonic
decrease in the total magnetic energy). These oscilla-
tions are similar to well-known helical oscillations in a
plasma (see, for example, [4]), which are also associ-
ated with electron drift.

A number of attempts were made to investigate the
influence of Hall currents on magnetic field dissipation
[5, 6]. However, in order to simplify the numerical cal-
culations, the authors of [5, 6] used the angle-averaged
magnetic field. In their formulas, the terms responsible
for the generation of the toroidal field with only one
harmonic of the poloidal field present were erroneously
omitted. In addition, in [5], the Hall parameter was con-
sidered to be small, ωBτ ! 1. In this case, the Hall drift
of electrons is small as compared with the ohmic dissi-
pation rate and, correspondingly, so are deviations from
the damping obtained in the linear approximation.

Notice that nonlinear effects associated with the
conductivity anisotropy and, in particular, with the Hall
effect are of particular significance for astrophysical
applications (see, for example, [7]), where the magnetic
fields in a number of objects (white dwarfs and neutron
stars) may be as high as ~108–1013 G and strongly mag-
netize the plasma.
000 MAIK “Nauka/Interperiodica”
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In Section 1, fundamental equations describing the
evolution of a magnetic field in a matter with anisotro-
pic conductivity are given. In Section 3, results of the
numerical calculations are discussed.

(1) In the magnetohydrodynamic approximation,
the evolution of magnetic field B obeys the Faraday law
of induction

(1)

and the Ampere law

(2)

where E is the electric field and j is the current density.

When macroscopic motions in the matter are absent,
Ohm’s law takes the form (see, for example, [1])

(3)

where R|| and R⊥  are the components of the electrical
resistance tensor along and transverse to the magnetic
field, respectively; RH is the Hall component; and b =
B/ |B| is the unity vector along the magnetic field.

The Hall current in matter is due to charge drift per-
pendicularly to the electric and magnetic fields. This
current is nondissipative, since it does not contribute to
the entropy density Q of the matter:

(4)

In the relaxation time approximation (see, for exam-
ple, [8]), expressions for the components of the electri-
cal resistance tensor take a simple form

(5)

where e = |e | and m are the charge and the effective
mass of an electron, respectively. 

In this approximation, we have

(6)

At ωBτ ! 1, RH ! R0 and charge transfer is scarcely
affected by the magnetic field. If ωBτ @ 1, RH @ R0 and
the influence of the magnetic field is significant. Notice
that the Hall resistance RH does not depend on the
relaxation time because of the nondissipative character
of Hall currents.

Equations (1)–(3) with allowance for (5) and (6) set
up a closed system for solving the given problem. For
simplicity, let us consider the field evolution in a uni-
form isothermic conducting sphere. In this case, the
values of R0 and α/B do not depend on the coordinates.

∂B
∂t
------- c∇– E×=

∇ B× 4π
c

------ j,=

E R||j|| R⊥ j⊥ RH j b,×+ +=

Q Ej R|| j||
2

R⊥ j⊥
2
.+= =

R|| R⊥ R0
m

enτ
--------, RH≡ B

nce
---------,= =

RH

R0
------- α≡ ωBτ .=
Then, equation of induction (1) takes the form

(7)

An arbitrary magnetic field may be represented as
the sum of the poloidal, Bp, and toroidal, Bt, compo-
nents. For axially symmetric configurations in a spher-
ical coordinate system, we have (see, for example, [3])

(8)

where eϕ is the unit azimuth vector and r, θ, and ϕ are
spherical coordinates.

Substituting (8) into (7) yields a system of two equa-
tions that describe the evolution of the poloidal and tor-
oidal magnetic fields:

(9)

(10)

where β = α/B.
Notice that ∇ ×  Bp is a toroidal vector; consequently,

(∇ ×  Bp) × Bt = 0. For α = 0 (i.e., for negligible Hall cur-
rents), the toroidal and poloidal components evolve
independently. In this case, the eigenmodes of both
components decay exponentially with the characteristic
decay time increasing with decreasing mode number.
The characteristic decay time of the fundamental poloi-
dal mode (the dipole field) is

(11)

where a is the radius of the sphere.
At a @ 1, the poloidal and toroidal components

prove to be strongly coupled. It is seen from equation
(10) that, in the general case, (∇ ×  Bp) × Bp ≠ 0 even for
the purely dipole initial configuration, which results in
the generation of the toroidal field. The toroidal field, in
its turn, generates higher harmonics of the poloidal
field according to the nonlinear term in the right part of
equation (9). Notice that the Hall current does not gen-
erate the poloidal field when the initial configuration is
purely toroidal. However, the toroidal field may gener-
ally come about from the poloidal one for the purely
dipole configuration. As a result, to study the influence
of the Hall current on the decay of the poloidal field,
there is no need to consider a complex initial superpo-
sition of the toroidal and poloidal fields, as was argued

∂B
∂t
-------

cR0

4π
--------- ∇ ∇ B×( ) α

B
--- ∇ ∇ B×( ) B×( )×+×

 
 
 

.–=

B Bp Bt+ ∇ A r θ,( )eϕ Bϕ r θ,( )eϕ ,+×= =

∂Bp

∂t
---------

=  
c

2
R0

4π
----------- ∇ ∇ Bp×( ) β∇ ∇ Bt×( ) Bp×( )×+×{ } ,–

∂Bt

∂
--------

c
2
R0

4π
----------- ∇ ∇ Bt×( )×{–=

+ β∇ ∇ Bp×( ) Bp ∇ Bt×( ) Bt×+×( )× } ,

τ0
4a

2

πc
2
R0

--------------,=
TECHNICAL PHYSICS      Vol. 45      No. 2      2000



THE HALL EFFECT AND OSCILLATING DECAY 149
1.21.00.80.60.40.20
t/τ0

–0.4
–0.3

–0.2

–0.1

0

0.1

0.2
1.21.00.80.60.40.20

–0.4

–0.3

–0.2

–0.1

0

2

1

3

2

3
1

0 0.5 1.0 1.5 2.0 2.5

–0.3

–0.2

–0.1

0

0 0.5 1.0 1.5 2.0 2.5 3.0 3.5 4.0
–0.10

–0.08

–0.06

–0.04

–0.02

0

Bϕ /B0

1

3

2

1

3

2

(a)

(b)

(c)

(d)

Fig. 1. Time dependence of the toroidal field for θ = 140° and α = (a) 0.2, (b) 1, (c) 2, and (d) 5. The curves are obtained for r =
(1) 0.3a, (2) 0.7a, and (3) 0.9a. The field is normalized to the initial value of the equatorial poloidal magnetic field. The time is nor-
malized to τ0 (11).
in [5, 6]. For an initial distribution, we chose

(12)

as the simplest.

The normalizing constant in (12) was taken such
that the surface value of the equatorial field was equal
to B0. Vector potential (12) corresponds to the funda-

A r θ,( ) πB0 θ( ) πr a⁄( )sin

πr a⁄( )2
------------------------- πr a⁄( )cos

πr a⁄
--------------------------– ,sin=

Bϕ 0=
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mental dipole mode for a uniform sphere with the char-
acteristic decay time (11) at α = 0.

For equations (9) and (10), the boundary conditions
were the following. First, the conducting sphere was
supposed to be in a vacuum. Hence, Bt vanishes on the
surface, and bfBp is joined together with the vacuum
magnetic field when r = a. In addition, both the toroidal
field Bϕ and the potential A must go to zero when
r  0.

(2) Equations (9) and (10) were solved numerically
using conventional explicit difference methods (see, for
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Fig. 2. The same as in Fig. 1 for α = (a) 25, (b) 50, and (c) 100 at r = 0.7a.
example, [2]). If we introduce the dimensionless time
τ = (c2R0/4πa2)t, then (9) and (10) contain the only
parameter α0 = βB0, which is equal to the Hall coeffi-
cient at the initial time instant. We evaluated the field
evolution for α0 = 0.2, 1, 2, 5, 25, 50, and 100. In all the
calculations, the external boundary condition was
approximated by the first nine multipoles.

Hall currents lead to the generation of higher modes
from the initial dipole mode. Both poloidal and toroidal
modes are generated. The amplitudes of the poloidal
modes rapidly drop with the mode number. The toroi-
dal field, generated at the initial stage of the evolution,
is antisymmetric with respect to the equatorial plane
(Bϕ = 0 at θ = π/2). Such a behavior of the toroidal field
results from the symmetry of the initial configuration
and the absence of the flux through the azimuth plane
at the initial time instant.

The nonlinearity of the problem makes the individ-
ual modes, including the initial dipole one, oscillate.
The oscillations are caused by nondissipative energy
exchange between the individual modes and are similar
to well-known helical oscillations in a magnetized
plasma (see, for example, [9]). At α0 ≤ 1, the dissipative
processes go more rapidly than the Hall ones and the
oscillations have no time to set up; conversely, at
α0 @ 1, the oscillations are well pronounced (Figs. 1, 2).
They are most defined for the case of the toroidal field.

In Figs. 1 and 2, time variations of the toroidal field
are presented for various values of the radius and for
θ = 0.8π. Initially, as long as the poloidal field is not
noticeably attenuated, the oscillation period is τH0 =
TECHNICAL PHYSICS      Vol. 45      No. 2      2000
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Fig. 3. Evolution of the poloidal multipoles on the spherical surface for l = (1) 1, (2) 3, and (3) 5 and α = (a) 0.2, (b) 1, (c) 5, (d) 25,
(e) 50, and (f) 100. The multipoles are normalized to the initial value of the equatorial dipole field. 
τ0/α0 [τ0 is given by (11)]. Then, it increases as the
poloidal field decays. The variation of the period with
time is approximately described by the formula

(13)

The oscillation amplitude depends on r and θ. The
value of Bϕ reaches its maximum when θ . 40° and
140° (we recall that Bϕ is antisymmetric).

It is interesting to note that the oscillation amplitude
of the toroidal field peaks (~0.3) even at α0 ~ 1. With a
further increase in α, it remains unchanged.

As to the total magnetic-field energy, the influence
of the Hall currents on its damping is insignificant for
all α0’s. During the evolution, the total magnetic-field
energy practically does not differ from the value
obtained without regard for the Hall currents. This is
due to fact that the energy of higher multipoles, excited
by the Hall currents, does not exceed 10% of the dipole
field energy. The last statement is well illustrated by the
behavior of poloidal multipoles on the surface (Fig. 3).
We recall that the external boundary condition was
approximated by multipoles with numbers l ≤ 9. How-
ever, even for l ≥ 5, their contribution to the total mag-
netic-field energy is negligible. Therefore, in Fig. 3,
only the multipoles with l = 1, 3, 5 are shown (those
with even numbers do not contribute because of the

τH τH0 t τ0⁄–( ).exp≈
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unsuitable parity). Like the toroidal magnetic field, the
poloidal modes oscillate, the oscillations being inherent
in not only newly generated modes with l > 1 but also
in the initial dipole component. For the dipole compo-
nent, however, the oscillation amplitude is small (~10%
of the nonoscillating part). For l = 3 and l = 5, the oscil-
lations are stronger: for l = 3, the oscillating part is
close to the average value, and for l = 5, the evolution
occurs even with the sign changed. The period of the
poloidal oscillations is obviously the same as for toroi-
dal, since both are due to intermode energy exchange.

(3) We directly evaluated the influence of Hall cur-
rents on the evolution of a magnetic field in a conduct-
ing sphere. A very simple model allowing us to charac-
terize the field decay with regard for the Hall currents
was used. It turned out that, even for the simplest initial
configuration, the dipole field outside the sphere, the
field evolution is fairly complicated. The Hall currents
lead to energy exchange between different modes and
hence to the generation of higher multipoles of both the
poloidal and the toroidal fields. The most interesting
feature of the evolution seems to be that all modes of
the magnetic field oscillate. The nature of these oscilla-
tions is easy to understand by a simple example of lin-
ear waves in a magnetized plasma.
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Consider small disturbances of both toroidal, δBt,
and poloidal, δBp, fields in the presence of an undis-
turbed poloidal field Bp0. For simplicity, let the wave-
length of the disturbances be much smaller than both
the radius of the sphere and the characteristic scale of
Bp0 variation. Then, the behavior of δBp and δBt is
described by linearized equations (9) and (10):

(14)

(15)

As in the case of a large-scale field, the inclusion of
the Hall currents causes terms proportional to (~β) to
appear that relate the toroidal and the poloidal magnetic
fields. In our approximation, one can consider that δBp

and δBt are proportional to exp(iωt – ikr), where ω and
k are the frequency and the wave vector, respectively.
For a plane wave, equations (14) and (15) are trans-
formed to the form

(16)

(17)

where ωσ = c2R0k2/4π is the reciprocal of the ohmic dis-
sipation time.

Expressions (16) and (17) provide a better insight
into the relation between the poloidal and toroidal
fields. The Hall current proportional to δBt changes the
value and, consequently, the energy of the poloidal
field. The toroidal field, in its turn, is changed under the
action of the Hall current that is proportional to δBp.
Since the Hall currents are nondissipative, they influ-
ences Reω only, whereas Imω is determined by ohmic
dissipation. From (16) and (17), we have the dispersion
relationship

(18)

In strong magnetic fields (βBp0 @ 1), equation (18)
is a wave with a period P = 2πk/ωσβ(kBp0) and an

∂δBp

∂t
-------------

=  
c

2
R0

4π
----------- ∇ ∇ δBp×( ) β∇ ∇ δBt×( ) Bp0×( )×+×[ ] ,–

∂δBt

∂t
-----------

=  –
c

2
R0

4π
----------- ∇ ∇ δBt×( ) β∇ ∇ δBp×( ) Bp0×( )×+×[ ] .

iω ωσ+( )δBp

c
2
R0β
4π

-------------- kBp0( )k– δBt,×=

iω ωσ+( )δBt

c
2
R0β
4π

-------------- kBp0( )k– δBp,×=

ω ωσβ kBp0( ) k⁄± iωσ.+=
amplitude slowly decreasing with a characteristic time

~ . Such waves (sometimes called helicons) are due
to the Hall effect and can exist only in a magnetized
plasma.

Similarly to the small-scale disturbances, the large-
scale field also oscillate with a period τH = τ0/α. With
time, α decreases; conversely, the period increases,
approaching τ0. The oscillation amplitude can reach
~0.1 that of the initial dipole mode. For the toroidal
component, the amplitude rapidly reaches saturation
with increasing α0 and becomes α0-independent as
α0 ≥ 1. The maximal amplitude is ~0.3 the initial value
of the poloidal field on the equator. For α ≤ 1, the influ-
ence of the Hall currents becomes negligible.

To conclude, notice that no more than 10% of the
energy of the initial dipole component evolves into
higher-order multipoles. The influence of the Hall cur-
rents on the damping rate of the magnetic energy is
therefore insignificant, which basically differs from the
case of a purely toroidal field.
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Abstract—The characteristic angles and cross sections for a ( ) + ( ) reaction in which H– atoms with an
energy of 0.1–10 000 MeV lose electrons when scattered on C, N, or O atoms were calculated for the relativistic
case of the Bethe scattering theory. The cross sections for N2, O2, and CO2 molecular targets were obtained
using the additivity rule. The results presented are compared with known experimental and theoretical data.
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10 11
INTRODUCTION

In practice, particle beam optimization usually
means a decrease in the cross size of the beam in some
“reference” zone of its path. Hence, the need for lower-
ing its emittance arises. As a rule, the emittance value
is determined by equipment-related factors at the stage
of beam generation and acceleration, etc. However, if
the energy is transported at large distances by high-
energy hydrogen atoms, a beam of H0 atoms is formed
by passing initial H– ions through a gas or a thin-film
target. Because of this, the emittance of the H0 beam
includes the principally unavoidable “physical” com-
ponent, which arises because of the scattering of the
particles in the target. Therefore, the minimum emit-
tance and other angular characteristics of the beam that

are optimized will be governed by a ( ) process of H–

ion neutralization in the target. Also, in beam technolo-
gies where the particle charge changes in a target, this
process must be optimized in terms of energy, depend-
ing on the requirements for the beam in the reference
zone. The cross section  of electron loss by the H–

ions and the cross section σ01 of electron loss by the H0

atoms allow us to evaluate the ion-to-atom conversion
efficiency [1], that is, to find the maximum part of the
H– beam energy that can be transformed to the atomic
beam energy. From the above, it follows that the study
of H– neutralization is essential for solving the problem
of hydrogen atom beam optimization.

The goal of this work is to evaluate the characteristic

angles and the cross sections σΣ of the process ( ) +

( ) when one or two electrons are lost by H– atoms
with an energy E = 10–1–104 MeV that collide with C,
N, or O atoms. The calculations were made within the
dipole moment approximation (DMA) for a target
atom [1].

10

σ
10

10

11
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The DMA concept sounds as follows. Assume that
any atom of the target is a structureless particle in the
first approximation. These particles are the sources of
an electric field that can be described by the Thomas–
Fermi potential at small distances from the nucleus and
by the dipole potential at large distance. We introduce
the notion of effective dipole moment of an atom. The
mean value of the squared effective dipole moment is
represented as the sum of the mean values of the

squared radius vectors 〈 〉  of individual electrons
occupying the shells with quantum numbers n and l (all
values are taken in atomic units). Here, the relation
between vnl and v, where vnl is the mean orbital veloc-
ity of an electron and v is the impact velocity, as well
as the polarization of the electron shell of a target atom
in the field of an incident particle, are heuristically
included. The differential cross sections of scattering of
the particles on the dipole potential and on the Tho-
mas–Fermi potential join together in such a way that
small-angle scattering is dipole scattering.

The formulas for the differential cross sections of
scattering on these potentials were derived in [1] in the
framework of the Bethe theory of scattering. In the
DMA, the expression for the differential cross section
of dipole scattering,

(1)

is the basic one. Here, θ is the scattering angle in the
laboratory frame of reference; m and MA, the masses of
an electron and incident particle A, respectively; e, the
unit charge; a0, the Bohr radius; ki  and kf , the wave
vectors of particle A before and after impact, respec-
tively; q = kf  – ki; γ, the angle between the vectors q

rnl
2

dσα f α i

d θ( )
dΩ

----------------------- 4
MA

m
------- 

 
2 d

ea0
-------- 

  2

=

×
k f

ki

----- Fα f α i

A q( ) 2 γcos
2
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and d; d, the vector of the effective dipole moment of a

target atom; and , the form factor of the incident
particle A, the internal state of which changes from αi

to αf due to the impact.

Fα f α i

A

Characteristic angles and the cross sections of the process of elec-
tron loss by H– ions in the atomic (C, N, and O) targets (angles
are given in mrad, and cross sections, in units of 10–18 cm2)

E, MeV θ1/2 C N O

0.1 103 1679 1502 1242

0.12 94.1 1517 1372 1169

0.15 84.1 1320 1207 1059

0.2 72.7 1083 1000 906

0.3 59.3 798 743 696

0.4 51.3 634 593 566

0.5 45.9 527 494 477

0.7 38.7 395 371 364

1 32.4 288 272 269

1.15 30.2 254 240 239

1.67 25.1 180 171 172

2 22.9 152 145 146

3 18.7 104 99.2 100.6

5 14.5 64.0 61.1 62.3

6.9 12.3 47 44.8 45.8

10 10.2 32.8 31.4 32.1

10.4 10.0 31.6 30.2 31

12 9.31 27.5 26.3 27

14.9 8.35 22.4 21.4 21.9

20 7.20 16.9 16.1 16.5

25 6.42 13.6 13 13.4

30 5.86 11.4 11 11.3

40 5.06 8.74 8.37 8.61

50 4.52 7.11 6.81 7.01

70 3.79 5.24 5.02 5.17

100 3.14 3.83 3.68 3.78

200 2.15 2.2 2.11 2.17

300 1.70 1.65 1.59 1.63

500 1.25 1.23 1.18 1.21

700 1.00 1.05 1.01 1.03

800 0.912 0.994 0.953 0.982

1000 0.777 0.920 0.882 0.909

1500 0.567 0.826 0.793 0.817

2000 0.448 0.784 0.752 0.775

3000 0.310 0.746 0.716 0.738

5000 0.185 0.722 0.692 0.714

10000 0.084 0.708 0.680 0.700
The instantaneous dipole moment d of an atom in
(1) is [1]

(2)

where ZB is the atomic number of a target atom and ri is
the radius vector of electrons in the units of a0.

Averaging (1) over target atoms necessitates averag-
ing sum (2) squared:

(3)

where ΨB is the wave function of atom B and dτB is an
element of the configuration space of ZB electrons of
atom B.

Squaring (2) and taking integral (3), we find

(4)

where Nnl is the number of electrons on the subshells
with quantum numbers n and l; for the filled subshells,
Nnl = (2l + 1).

According to expression (4), the correction for the
averaging of the dipole moment of an atom over the
impact time will be made separately for every orbital
electron. We will assume that every electron contrib-
utes to the instantaneous dipole moment dnl = –eunl,

where unl = 〈 〉1/2rnl/rnl. Notice that the differential
scattering cross section (1) equals zero if the vectors d
and q are perpendicular to each other. It is therefore
necessary first to find the impact-time-average projec-
tion of the vector dnl onto the wave vector q and then to
average the found projection squared over q directions
in the space. As the magnitude of the vector dnl remains
unchanged, one averages the function cosγnl, where γnl

is the angle between the vectors dnl and q. The impact-
time-average value of cosγnl should be taken with some
weighting coefficient, since the instantaneous dipole
moment dnl at the initial, t ≈ 0, and final, t ≈ τ, instants
of impact is smaller than at t ≈ τ/2, where τ is the impact
time. As a weighting coefficient, we used the function

normalized to unity in the interval from 0 to τ.
Omitting intermediate calculations, we write for (3)

the improved version of expression (4):

(5)

d
ea0
-------- ri,

i 1=

ZB

∑–=

d2〈 〉 ri

i 1=

ZB

∑ 
 
 

2

ΨB r1 … rZB
, ,( ) 2 τB,d∫=

d2〈 〉 ri
2〈 〉

i 1=

ZB

∑ Nnl rnl
2〈 〉 ,

n l,
∑= =

rnl
2

p t( ) 2
τ
--- πt

τ
-----,sin

2
=

d2〈 〉 2
3
--- Nnl rnl

2〈 〉
1 αnlcos–

αnl
2 1 αnl 2π⁄( )2–[ ]2

------------------------------------------------,
n l,
∑=
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where the angle is

(6)

When αnl  0, the value of 〈d2〉  represents the
squared instantaneous dipole moment of an atom aver-
aged over d orientations in the space (relative to q) and
projected onto the vector q.

In the field of an H– ion, the electron shell of a target
atom polarizes, shifting (relative to its center of mass)
away from the instantaneous position of the ion by a
distance ρ. The distance ρ is the averaged sum of the
projections of the radius vectors of atomic electrons
onto the axis connecting the atom and the ion. Within
the DMA, ρ can be interpreted as an increase in the
effective distance p over which the colliding particles

interact. Let the cross section  corrected for the
polarization be related to the initial cross section σΣ as

(7)

since the scattering cross section is proportional to the
matrix element M squared (expression (34) from [1])
within the instantaneous DMA. This element, in its
turn, is in inverse proportion to the squared distance
between the particles (expression (32) from [1]). In [2],
ρ/p was estimated as

(8)

where

(9)

 and Ei are modified and ordinary exponential inte-
grals, I is the ionization potential of an atom, and d =

; the numeric coefficients in expression (8) take
into account that I is measured in electronvolts and v, in
units of 109 cm/s.

RESULTS OF CALCULATIONS

With the corrections for electron motion and for the
polarization of the electron shell of a target atom in the
field of an incident H– ion, we determined the charac-
teristic angles and the total cross sections for the hydro-
gen particles scattered on C, N, or O atoms in the pro-

cess ( ) + ( ). In this work, by a characteristic angle
we mean the value of θ for which the product
sinθdσ(θ)/dΩ is maximal. The mean values of 〈rnl〉 ,
〈 〉 , and vnl, entering into formulas (5) and (6), were
obtained using tabulated Rutaan–Hartree–Fock uncor-
related one-electron wave functions [4]. The atomic
ionization potentials necessary for the calculation of

αnl 5.262
rnl

2〈 〉
rnl〈 〉

-----------
v nl

v
-------.=

σΣ
p

σΣ
p σΣ 1 ρ

p
---+ 

  4–

,=

ρ
p
---

0.265ZB

Idv
--------------------µ 0.0255Id1/2v 1–( ),=

µ x( ) e x– Ei x( ) exEi x–( ),–=

Ei

3 d2〈 〉

10 11

rnl
2
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the corrections to the cross sections for the polarization
of a target atom were taken from [5].

The results of the calculations for the H– energies in
the interval E = 0.1–10 000 MeV are presented in the
table. The energy dependences of the specific angles
θ1/2 and the cross sections σΣ, as well as the comparison

10410310210110010–1

100

101

102

103
θ1/2, µrad

E, MeV

1

3

2

10410310210110010–1
100

101

102

103

104
σΣ, 10–18 cm2

E, MeV

O2

N2

Fig. 1. Energy dependence of the characteristic scattering
angles θ1/2 for electron loss by the H– ions. Theoretical
results: (1) this work, (2) [7], and (3) [8]. Data points (×)
were taken from [2, 6] for the CO2 target.

Fig. 2. Energy dependence of the cross sections σΣ for elec-
tron loss by the H– ions in the N2 and O2 targets. Solid
curves represent the results of this work. The cross sections
σΣ obtained in [9] for nitrogen and oxygen atomic targets
(for ion energies E = 1–10 000 MeV) and doubled according
to the additivity rule coincide with our results. Data points:
(h) O2 target, energy range E = 1.67–14.9 MeV [10]; (d) N2
target, E = 0.9–1.3 MeV [11] and 0.2–0.5 MeV [12].
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of our results with other theoretical and experimental
results, are shown in Figs. 1–3. The cross sections for
the molecular targets N2, O2, and CO2 were obtained
using the additivity rule. The cross sections σΣ for the
atomic nitrogen and oxygen targets agree with the
results of [9].

Thus, we can draw the following conclusions:

(1) The specific angles θ1/2 do not depend on the
type of the target and vary as E–1/2 in the energy range
E < 100 MeV. With an increase in E, the energy depen-
dence becomes stronger. For E ≈ 10000 MeV, the spe-
cific angles θ1/2 ∝  E–1.

(2) The angles θ1/2 calculated in this work are
approximately twice as large as those measured in [6].
It seems that the main source of this discrepancy is in
the fact that the DMA is a two-particle approximation.
The calculation [7] carried out with Born’s three-parti-
cle approximation gives the values of θ1/2 approxi-

10410310210110010–1
100

101

102

103

104
σΣ, 10–18 cm2

E, MeV

Fig. 3. Energy dependence of the cross section σΣ for elec-
tron loss by the H– ions in the CO2 target. The solid curve,
this work; data points (m) for E = 1.67–14.9 [10], 0.9–1.3
[11], and 0.2–0.5 MeV [12]. 
mately 2.3 times less than those obtained in the frame-
work of the DMA.

(3) The energy dependences of the cross sections σΣ
are similar for all of the targets. Their plots are decreas-
ing curves, which asymptotically tend to some limit as
v  c. For E > 1 MeV, the cross sections σΣ for all of
the atomic targets are practically the same (the discrep-
ancy is below 7%).

(4) The theoretical curves for σΣ(E) fall more rap-
idly than the experimental ones, crossing the latter in
the energy range E = 10–20 MeV [2]. In this range, all
of the corrections to the cross section σΣ can be
neglected with an error below 3%. Therefore, when E =
10 MeV, for which the related measurements are easy
to perform, it is appropriate to use the DMA for the sys-
tematic construction of the σΣ(ZB) curves. The DMA is
a very convenient approximation, so such a problem
will not involve fundamental difficulties.
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Abstract—The theoretical derivation of the formula for calculating heat load, given in the treatise titled “The
Theory of Heat and Mass Transfer” (edited by A.I. Leont’ev, Bauman State Technical University, Moscow,
1997) is noted to be incorrect. A corrected deduction of the formula, performed using the dimensional method,
is considered. A brief review of the whole problem is given. It is noted that the “second crisis of boiling” is due
to the effect of the “spheroidal” state in liquids. © 2000 MAIK “Nauka/Interperiodica”.
Numerous works concerning the important scien-
tific and engineering problem of the critical heat load
during boiling of a liquid were published, but, in our
opinion, no clear understanding of the problem has
been reached up to now. For example, in the treatise [1]
on the heat transfer published in 1997 (edited by
A.I. Leont’ev), a significant inexactness crept into Sec-
tion 2.6, Chapt. VIII (written by B.M. Mironov), when
deriving Kutateladze’s formula concerning the critical
heat load upon boiling of a liquid on a flat surface in the
case of free convection, i.e., in a pool. The author
writes: “Suppose that the critical velocity of vapor that
characterizes the boiling crisis depends on the relation
between the buoyancy forces, surface tension forces,
and the inertia of the vapor flow. Then

(1)

In accordance with the π theorem, the process is
determined in this case by a single similarity parameter

(2)

The critical velocity of the vapor phase is

and, consequently,

(VIII.120)

Experiments on the boiling of nonmetallic heat-
transfer agents performed under various conditions
confirmed the main conclusions of the hydrodynamic
theory of crises. The magnitudes of the parameter K1,
according to these experimental data, lie in the interval
of 0.13–0.16.”

Ucr f g ρ' ρ''–( ) ρ'' σ, , ,[ ]… .=

K1

Ucr ρ''

σg ρ' ρ''–( )4
--------------------------------….=

Ucr

qcr

rρ''g
-----------,=

K1

qcr

rg ρ'' σg ρ' ρ''–( )4
------------------------------------------------.=
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In the above text, the following designations were
assumed: U (m/s), the average normalized velocity of
the vapor; ρ', ρ'' (kg s2/m4), the densities of the liquid
and the vapor, respectively; σ (kg/m), the surface ten-
sion of the liquid; g (m/s2), the gravitational accelera-
tion; qcr (kcal/m2 s), the critical specific heat load; and
r (kcal/m2 s), the heat of vaporization. Equation (1)
relates five physical quantities and contains three
dimensions: kg, m, and s. Therefore, according to the
π theorem, two dimensionless numbers should corre-
spond to this equation. One of these can contain the
quantities , g, ρ'' and σ; the second one includes g,
ρ'', (ρ' – ρ''), and σ. As a result, from the first table of
the quantities we obtain, using the theory of dimen-
sions, a dimensionless group

(3)

and from the second table, a dimensionless group

(4)

Thus, according to the theory of dimensions, equa-
tion (1) is associated with two dimensionless groups (3)
and (4), rather than a single group B that is given in the
textbook [1]. It is expedient to note that this inexactness
first appeared long ago, in the first works of Kutate-
ladze concerning this problem. As is well-known, for-
mula (VIII.120) was for the first time suggested by
Kutateladze as long ago as in 1951, and since that time
it received rather wide acceptance. The parameter K1
itself was obtained from the set of Navier–Stokes equa-
tions for the liquid phase and also for the vapor for the
case of equal velocities of the vapor and the liquid at the
interface, as well as of pressures with allowance for the
surface tension [2]. The position of the boundary
between the liquid and the vapor upon boiling cannot
be specified mathematically rigorously because of the

UK p

K2 Ucr
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chaotic motion of vapor bubbles and, correspondingly,
local volumes of the liquid. Therefore, this set of equa-
tions cannot be closed, and the set of dimensionless
numbers that is obtained from this set of equations can-
not be full. It seems that it is precisely for this reason
that neither Kutateladze himself nor anyone else has
subsequently used this method for the derivation of for-
mula (VIII.120). Instead, in his monograph [3], Kutate-
ladze develops this formula from elementary dimen-
sional considerations. We cite: 

Let us consider the conditions for the stability of
a two-phase incompressible boundary layer over
an unbounded horizontal porous surface, assum-
ing that the liquid has a vanishing viscosity. In
this case, the factors that can interact are only the
kinetic energy of the injected gas and the gravi-
tational and surface forces in the two-phase
boundary layer. On the order of magnitude, the
dynamic pressure of the gas is ρ''U2, and the
work done to displace the liquid from the created
gas ‘bell jar’ (gaseous or vapor film) is gδ(ρ' – ρ'').
Here, δ is the average thickness of the created
gas layer. On the order of magnitude, the value of
δ is determined by the Laplace constant

, which directly follows from the
dimensional considerations. Since, in the model
at hand, the development of crisis (loss of stabil-
ity of the nucleate structure of the two-phase
boundary layer) is equally probable at any site of
the extended porous surface, then the ratio of the
quantities considered must be a number, i.e.,

Here, Ucr has the sense of the reduced critical
rate of bubbling, i.e., critical volume gas flow
through the unit surface of the plate. Taking (for
convenience) the square root of this expression,
we obtain the following stability criterion:

For the above-assumed conditions (µ  0, hor-
izontal unbounded plate, unbounded volume of
quiescent incompressible liquid), we have K =
const = C.
Upon boiling,  = qcr/(rρ''g); therefore,  =

Crg . According to experimen-
tal data, C = 0.14.” The derivation given in [3] is
not rigorous. It is quite proofless to assume that
in the case at hand the main factor is the ratio of
ρ''U2 to the work “spent on the displacement of the
liquid from a layer of thickness δ close to the diam-
eter of vapor bubbles that are formed at the surface.
It is undoubtedly that in reality the major part of the

work done by the gas acting on the liquid is converted

σ g ρ' ρ''–( )⁄

ρ''Ucr
2

σg ρ' ρ''–( )
-------------------------------- const.=

K1

Ucr ρ''

σg ρ' ρ''–( )4
--------------------------------.=

Ucr qcr

ρ'' σg ρ'' ρ'–( )4
into the kinetic energy of the liquid and its division into
fine droplets, but the magnitude of this part cannot be
estimated based on the dimension theory. On the other
hand, this work is being done not at the expense of the
kinetic energy of the gas phase (since, e.g., upon pure
barbotage, the kinetic energy of the gas remains unal-
tered during its motion), but rather at the expense of its
potential energy (with the pressure decreasing by ∆P).
One also can only be fogged by the argument on the
“stability of the nucleate structure of the two-phase
boundary layer,” since the motion of a two-phase
vapor–water flow is chaotic in its nature, as was noted
above. For the same reason, we cannot even speak of
the “boundary layer” in this case.

Nevertheless, the concept of stability was applied to
boiling in [4]. By that time (1959), it was known that
the previously existed concept of the occurrence of the
boiling crisis due to the coalescence of vapor bubbles at
the heating surface has not been confirmed by experi-
mental data on the boiling of water and organic liquids.
Instead, a concept was developed that the boiling crisis
occurs because of the pressing liquid away from the
surface by the flow of the gas formed. For the first time,
this concept was substantiated in [5]. Its validity is
clearly illustrated by the fact that the critical heat load
upon water boiling at a horizontal tube was shown
experimentally [6] to decrease from 0.960106 to
0.308106 kcal/(m2 h) (i.e., by a factor of 3.1) with pres-
sure decreasing from 1.0 to 0.09 atm. However, it is
known that with decreasing pressure the limiting radius
of the operating centers of vapor formation increases
and, correspondingly, the number of the centers
decreases. For this reason, the coalescence of nucleat-
ing gas bubbles and the formation of a continuous
vapor film at the heating surface with decreasing pres-
sure had to occur at a correspondingly greater critical
heat load. In reality, the opposite takes place for the rea-
son that a decrease in pressure leads to a sharp decrease in
the density of vapor, and consequently, at a specified heat
load, the volume of the vapor formed and the rate of its
pressure increase, leading to the pressing of the liquid
away from the surface, thereby decreasing the flow of the
liquid toward the surface and, consequently, deteriorating
liquid cooling and preventing the occurrence of the heat
transfer crisis with increasing wall temperature.

In the monograph of Zuber [4], the interaction between
streams (layers) of vapor moving upward from the heating
surface and liquid moving downward toward this surface
are considered. Based on mathematical calculations, a
conclusion was made that the stability of such stratified
motion of liquid is disturbed under the condition

(5)

Zuber [4] refers to Rayleigh, who in his time mathe-
matically studied the stability of combined horizontal
stratified flow of two liquids—a heavier one below and
a lighter one above—and received a similar result.

K1
ρ'

ρ' ρ''+
---------------- const.= =
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As is well-known, the problem of the transition
from a laminar, i.e., stratified, motion in a tube into a
turbulent motion is also studied as a problem of stabil-
ity. However, it is, naturally, impossible to speak of the
stability of the turbulent motion of a liquid. Still less we
may speak of a two-phase gas–liquid boundary layer,
since in this case the boundaries of the phases continu-
ously change in shape and in space.

To generalize, it is clearly impossible to teach stu-
dents the K1 criterion after Kutateladze. Therefore, the
idea of V.M. Mironov to obtain formula VIII.120 using
the π theorem of the method of dimensions may only be
welcomed. To fully realize this idea, we again turn to
equation (1). The equation expresses the dependence
between the parameters of the process of motion of a
gas–water mixture. The equation is correct. Neverthe-
less, as we told above, it does nor permit one to obtain
the K1 criterion because of the existence of five physical
quantities in it. However, this difficulty can be over-
come, since in this case we can refine the formulation
of the problem so as to reduce the number of determin-
ing physical quantities to four and thus obtain the
sought-for criterion. We can do this because the quanti-
ties U and ρ'' affect the process of interaction between
the vapor and the liquid only in a combination, as a
product ρU2, i.e., in the form of the flux of momentum
of the vapor, where ρ''U2 [kg/(m2 s)] is the flux of mass,
since the quantity g''U2 enters into the equation of
motion of the liquid [7]. Thus, instead of the table of
five physical quantities, we should consider the table of
only four quantities:

With this table, the theory of dimensions yields only
one number K1 in the form (2). According to the theory
of similarity, this means that the numerical value of this
number determines all hydrodynamic characteristics of
pool boiling, such as the velocities of the liquid and
vapor in the various points of the volume; the average
vapor content in the various planes and directions in the
volume; the inflow of the liquid to the heating surface
G [kg/(m2 h)], which undoubtedly decreases as the
vapor velocity U increases because of pressing away of
the liquid from the heating surface by the vapor formed
at the surface. It is this process of pressing away of the
liquid by the vapor that causes the beginning of the
boiling crisis. For this reason, the critical heat load cor-
responds to a quite certain value

and the K1 number also has a quite certain value (K1)cr =
C. The vapor velocity Ucr in the criterion K1 transforms
into the ratio qcr/(rρ''g) and, as a result, this criterion
takes on the form of formula (VIII.120).

Here, it is expedient to note that formula (2) is more
correct from the theoretical viewpoint than the analo-

ρ''U2
   g    ρ ' ρ ''– ( )           σ . , , ,  and

Gcr

qcr

r
------,=
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gous formula (5), since the latter was obtained on the
assumption of the interaction of the stratified flows of
the vapor and liquid upon pool boiling, which is very
far from truth, whereas formula (2) is derived by the
method of dimensions strictly in the framework of
mathematical physics without any speculative argu-
ments. Nevertheless, in our opinion, the above-men-
tioned work [4] remains in its content the most impor-
tant one from the standpoint of both the extensive
sweep of the available (at that time) publications on the
problem and the fullness of the treatment. For the his-
tory of the problem, of interest is the fact (noted by
Zuber [4]) that the criterion K1 in the form (2) was for
the first time published in 1941 [8], i.e., ten years before
this was done by Kutateladze.

It is well known from experiments that when a liq-
uid is underheated, i.e., when its temperature tl is below
the saturation temperature ts, the critical heat load upon
boiling is higher and increases with increasing the
underheating ∆tn = ts – tl. The reason is first in that,
upon underheating, the heat consumption spent on the
vaporization of 1 kg of the liquid increases, and the
effective heat of vaporization becomes, instead of r,

where 

 

c

 

 is the heat capacity of the liquid, or

where 

 

i

 

 is the heat content.
For this reason, with the replacement of 

 

r

 

 by 

 

r

 

eff

 

, a
greater quantity 

 
q

 
cr

 
 corresponds to formula VIII.120.

But in reality, the experimental data exhibit even
greater increase in 

 
q

 

cr

 
, since the “subcooled liquid”

takes correspondingly larger amount of heat from the
heating surface and then transfers it into the volume of
the boiling liquid. As a result, the vapor distribution
over the volume changes, vapor formation near the
heating surface becomes relatively smaller, and, corre-
spondingly, the effect of pressing liquid by the vapor
away from the heating surface becomes decreased.
However, it is difficult to estimate this second effect by
calculation.

The forced circulation of the liquid increases the
critical heat load. This refers to the pool boiling and the
more so to the motion of a boiling liquid in a tube. In
this case, a forced inflow of the liquid to the heating
surface is ensured, for which reason the critical “press-
ing away of the liquid” from the surface is reached at
correspondingly more intense vapor formation, i.e.,
higher critical heat load. There are known experiments
when at a small horizontal heating surface cooled by a
water jet, a critical load was reached that many times
exceeded that obtained upon pool boiling.

Special heat transfer conditions are realized upon
boiling of a liquid with a large vapor content in a tube
in the regime of disperse annular flow, when a film of
liquid moves at the wall of the tube and the bulk stream

reff r C∆tn,+=

reff i'' i',–=
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(“core of the flow”) contains vapor with fine liquid
droplets. Such conditions are realized, in particular, in
the cooling channels of boiling-water nuclear reactors.
Under these conditions, a reliable cooling of the wall is
only reached until a liquid film is retained at the wall,
i.e., until a turbulent transport of liquid droplets from
the bulk stream to the wall compensates the evaporation
of the liquid and breaking liquid droplets away from the
wall. This very complex process, especially in the pres-
ence of a flow of vapor generated at the wall and mov-
ing from the wall, cannot be quantitatively calculated
theoretically and therefore is determined only on the
basis of a vast body of available experimental data.

Note also that in both [1] and [3], the so-called sec-
ond crisis of heat transfer is discussed. Actually, this
second crisis is merely a myth. It is clear even from the
fact that this crisis is absent upon barbotage, when the
hydrodynamics of the process is similar to that upon
pool boiling of a liquid. To be concrete, we turn to a
vessel inside which a horizontal plate with orifices 5–
7 mm in diameter is mounted; let a layer of liquid exist
above it, through which a gas is injected, passing
upward through the orifices in the plate. If the gas rate
is small, streams of the liquid will flow through the
same orifices downward. Such a scheme is used in the
apparatus for the purification of gases from impurities,
with the difference that, instead of plates with orifices,
layers of wire networks, balls, or even small hollow cyl-
inders are usually employed. It is natural that with
increasing gas flow rate, the downward flow of liquid
decreases and finally ceases entirely; i.e., a crisis
occurs, which the technologists call flooding. Corre-
spondingly, the gas rate G (kg/s) and its reduced veloc-
ity U (m/s) are called critical in this case. Naturally,
when the gas rate decreases and U becomes equal to
Ucr, the downward liquid flow is restored; i.e., the crisis
ceases. In this case, thus, no second crisis takes place
and cannot take place.

Now, let us turn to the figure, where a curve of water
boiling is shown at the atmospheric pressure in the

E

D
B

A

Cq

∆t

Variation of the specific heat load q upon boiling of a liquid
as a function of the temperature difference ∆t (t = ts – tsat). 
                   

form of the dependence of the specific heat load on the
temperature difference. The figure shows that up to
point 

 

B

 

 the heat transfer from the heating surface to the
liquid occurs by natural (free) convection, i.e., without
boiling. Then, the region of nucleate boiling begins,
until a critical heat load is reached at point 

 

C 

 

[of about
106 kcal/(m h)] at a critical temperature difference 

 

t

 

 =

 

t

 

s

 

 – 

 

t

 

sat

 

 = 25

 

°

 

C and the heat-transfer coefficient 

 

α

 

 =
40.102 kcal/(m

 

2

 

 h K). After the crisis begins, a transient
process occurs until the point 

 

D

 

 is reached, where sta-
ble film boiling starts with a specific heat load of only
about 33.103 kcal/(m

 

2

 

 h) [4] and a very large tempera-
ture difference 

 

t

 

 = 

 

t

 

s

 

 – 

 

t

 

sat

 

 reaching several hundred
Kelvins, which may be accompanied by even an over-
burning (melting) of the heating surface. It is for this
reason, i.e., because of the very high temperature of the
wall after reaching point 

 

D

 

, that the restoration into the
precritical boiling regime is impossible in a boiling cri-
sis even in spite of the above-mentioned very low spe-
cific heat load. The point is that under these conditions,
upon the breakthrough of the liquid through the film to
the hot wall, an instantaneous partial vaporization of
liquid occurs, as well as its repulsion from the wall,
similar to a burst. However, in this case, no wetting of
the heating surface by the liquid occurs, which might
ensure its intense cooling, because of the so-called
spheroidal state (Leidenfrost effect), which for water at
the atmospheric pressure manifests itself beginning
from about 150

 

°

 

C. This process, thus, is mainly of ther-
modynamic origin. By the way, technologists call this
process “precooling,” because they deal with it upon
the filling of the system with the cooling agent under
the conditions of the initial, rather large temperature
difference 

 
∆

 
t

 
 = 

 
t

 

s

 
 – 

 
t

 

sat
 

. Although this is a separate prob-
lem, we note here that the precooling occurs the faster,
the greater the flow velocity and the smaller the initial
temperature difference 

 

∆

 

t

 

 = 

 

t

 

s

 

 – 

 

t

 

sat

 

.
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Abstract—A mechanism of transport damping by fluctuations is proposed and analyzed in detail for the ther-
mal diffusivity of a one-dimensional gas in the case when the externally induced temperature gradient is weaker
than fluctuating gradients. Thermal diffusivity is calculated as a function of parameters of a one-dimensional
gas characterized by a homogeneous potential of interaction between particles: for the potential V(x) = Q/|x |k,
thermal diffusivity is χ ~ (Qnk/T)1/(k – 1)νT/n. The nonanalytic form of thermal diffusivity as a function of con-
centration is elucidated. The nonanalytic behavior of thermal diffusivity as a function of concentration is
explained by a nontrivial symmetry of the problem under analysis at long times, after the initial fluctuations
have dissipated. It is shown that spontaneous generation of macroscopic structures developing through selective
growth of fluctuations of a certain type in a medium with an externally induced temperature gradient controls
the transport properties of the medium when k ≈ 1. © 2000 MAIK “Nauka/Interperiodica”.
INTRODUCTION

In recent years, self-organization processes in turbu-
lence have been investigated with increasing interest.
Helical turbulence is of special importance in this per-
spective. Helicity leads to flow quasi-laminarization,
because eddies tend to broaden, and the so-called
inverse cascade develops. However, these eddies are
characterized by lower viscosity. Therefore, their life-
time is longer, and their contribution to the turbulent
ensemble plays a dominant role. As a consequence, the
average turbulent viscosity is reduced together with the
Reynolds stresses. These trends have been observed
experimentally in turbulent flows (e.g., see [1, 2]). The
decrease in turbulent viscosity due to helicity was also
obtained theoretically [3, 4]. In other words, the role of
nonlinear effects tends to decrease in helical turbu-
lence. One may expect that the domain of flow regimes
characterized by low effective Reynolds numbers
(Stokes creeping flows) will tend to expand. It remains
unclear whether helicity is the only characteristic
responsible for quasi-laminarization. In this paper, we
show that the answer is negative. When fluctuations of
parameters of a nonequilibrium state of the fluid are
characterized by alternating signs, the flow tends to
partially laminarize. Physically, this occurs when the
fluctuation intensity in a system of this type is suffi-
ciently high, and, therefore, relaxation effectively cor-
responds to a lower value of the nonequilibrium param-
eter. In particular, when temperature gradient fluctuates
in a medium characterized by unstable convection, the
average anomalous thermal diffusivity decreases
because the direction of heat flux is not uniquely
defined. The corresponding instantaneous dynamics
are substantially more complicated. For example, when
1063-7842/00/4502- $20.00 © 20161
symmetric fluctuations take place in a one-dimensional
flow, the following processes develop. Fluctuations that
amplify the initial gradient result in a faster heat trans-
fer. In other words, the local gradients that stimulate
heat transfer are rapidly smoothed out while the
remaining gradients correspond to a slower heat trans-
fer. The influence of fluctuations on the thermal diffu-
sivity χ is determined by the competition of the two
processes. In the analysis below, we elucidate the con-
ditions under which χ decreases.

In this paper, we consider a simple model of trans-
port damping by fluctuations and substantiate the rea-
soning given above by a rigorous analysis, which pro-
vides guidelines for constructing a consistent theory of
phenomena of the class discussed here. Moreover, the
problem analyzed below is of interest in itself.

THE ROLE OF FLUCTUATIONS 
IN TRANSPORT PHENOMENA

It is well known that the Boltzmann-type kinetic
equations used to describe transport processes in gases
and plasmas do not allow for fluctuations, as shown in
[5, 6]. Therefore, they can adequately describe trans-
port phenomena only when the externally induced gra-
dients of flow variables are relatively steep. This can be
illustrated by considering thermal diffusivity as an
example. Fluctuations taking place in a gas are charac-
terized by a temperature gradient |∇ T |fl whose magni-
tude is determined by the law of interaction between
particles and depends on the particular interaction
model considered. Accordingly, there can exist two
essentially different regimes of heat diffusion depend-
ing on the average temperature gradient |∇ T | across the
000 MAIK “Nauka/Interperiodica”
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gas, one corresponding to ∇ Tfl ! |∇ T | and the other
taking place when |∇ T |fl ≥ |∇ T |. In the former case,
temperature gradients associated with fluctuations are
negligible as compared to the average temperature gra-
dient; i.e., the “direction” of the system’s evolution
toward thermodynamic equilibrium is well defined at
any point. It is the regime described by Boltzmann-type
equations and characterized by monotonic growth of
entropy (by the H-theorem) at every point, i.e., by a
uniquely defined by “direction” of relaxation. In the lat-
ter regime (|∇ T |fl ≥ |∇ T |), the “direction” of relaxation
toward equilibrium is difficult to define locally for the
medium; i.e., the local “direction” of heat flux may
vary, which essentially complicates the physics of
relaxation.

The hypothesis that transport processes can be
damped by fluctuations is based on a quite general
qualitative analysis. This effect appears to be particu-
larly important for studies of relaxation in a turbulent
fluid (in this case, one should obviously consider relax-
ation toward a steady turbulent state rather than a ther-
modynamically equilibrium state). Indeed, the charac-
teristic difference vλ in velocity between points in a
fluid separated by a distance λ is vλ ~ λq, where
0 < q < 1 (some examples of flows with various q were
given in [3]). Accordingly, the “characteristic” gradient
associated with turbulent fluctuations with length
scales on the order of λ is estimated as dvλ /dλ ~ λq – 1,
infinitely increasing toward smaller λ. Thus, there must
always exist a range of length scales in which one
should expect a substantial influence of fluctuations on
momentum transfer. Moreover, an increase in fluctua-
tion intensity associated with helicity is known to lower
turbulent viscosity [3, 4].

IRREVERSIBLE EVOLUTION EQUATION 
ALLOWING FOR FLUCTUATIONS

The analysis of kinetic phenomena in rarefied gases
is based on the Boltzmann equation. Unfortunately, this
approach cannot be applied to transport phenomena in
systems of classical particles that execute a one-dimen-
sional motion, i.e., are described by the Hamiltonian

(1)

where V(xi – xj) is the potential of interaction between
the ith and jth particles with coordinates xi and xj,
respectively.

Indeed, the momentum and energy conservation
laws uniquely determine the particle velocities after a
binary collision, which obviously eliminates the contri-
bution of binary collisions to the collision integral.
Therefore, to obtain a kinetic equation for 1D classical
particles, it is not sufficient to allow only for binary col-
lisions. One must also take into account collisions
involving a greater number of particles. On the other

H
pi

2

2m
-------

i 1=

i N=

∑ V xi x j–( ),
1 i j N≤<≤

∑+=
hand, it is well known that allowance for three-body or
higher order collisions generally leads to certain diffi-
culties associated with divergences similar to those
considered in [7]. However, since now there exists a
method for eliminating this divergences (at least, in the
lowest-order approximations), we do not expand on the
details of the method here. To estimate thermal diffu-
sivity |∇ T |fl ! |∇ T |, we invoke an approach based on
the relation between a transport coefficient and the
mean free path. In addition, we derive a kinetic equa-
tion that describes relaxation in the fluctuation-domi-
nated case |∇ T |fl ≥ |∇ T | by applying the method devel-
oped in [8, 9].

Differentiating the equations of motion entailed by
(1) with respect to time, we obtain

(2)

where the dot denotes a time derivative and

We define the following “microcanonical” distribu-
tion functions:

(3)

(4)

where

The “microcanonical” distribution functions thus
defined obey the equations (see explanations below)

(5)

(6)

where

ẋi v i, v̇ i ai, ȧi Uij, i
j 1 j i≠,=
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∑ 1 N, ,= = = =

Uij
1
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For the “microcanonical” distribution functions,
equations (5) and (6) are the exact equations of evolu-
tion (note also that the function f2 should be treated with
certain accuracy at x1 = x2 [9]). In conventional analy-
ses, ensemble-averaged functions, rather than “micro-
canonical” distribution functions (3) and (4), are con-
sidered from the start. This immediately leads to the
Born–Bogolyubov–Green–Kirkwood–Yvon (BBGKY)
hierarchy. The approach employed here admits a simi-
lar treatment (the additional argument introduced into
the distribution function does not preclude this treat-
ment), but a different method is better suited for the
objectives of the present analysis. We particularly point
to the fact that the representation of the right-hand side
in equation (6) is not the only possible one in dealing
with “microcanonical” distribution functions. The fac-
torization employed here is characterized by the
absence of a term associated with binary interaction
between particles located at points x1 and x2 on the left-
hand side of equation (6).

Note that the formulation of the problem of kinetic
theory is drastically changed by introducing distribu-
tion functions with an additional argument (accelera-
tion). Indeed, the conventional approach is focused on
description of interactions between particles in terms of
a generalized distribution function. Introducing an
additional argument, we obtain an inverse problem:
assuming that an arbitrary spatial distribution of forces
acting on the particles of a medium is prescribed, one
calculates the particle distribution function that corre-
sponds to the distribution of forces (accelerations).
Since the admissible distribution of accelerations is not
subject to any constraints, except for those directly
entailed by the equations of motion, this approach can
be applied to analyze fluctuations on an arbitrary scale.

Let us now derive a closed equation describing the
evolution of the function f2 in the long-time limit (t 
+∞).

By (5), we have

(7)

Note that  = 0, which implies that

(8)

Relation (8) is extremely important. It is not analo-
gous to any equation for a distribution function with the
normal number of arguments (velocity and coordinate)

and follows from the fact that the operator  indef-
initely increases the velocity v1 for a1 ≠ 0 as τ  ∞.

q̂ 1 3,( ) 1
m
----

∂2
V x1 x3–( )

∂x1
2

------------------------------ v 1 v 3–( )
a1∂
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.=

f 1 t 1,( ) e
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f 1 t 0 1,=( ) e
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t τ– 1,( ) τ .dd
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∫+=

f 1
v 1 +∞→
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e
τ L̂1–

f 1 t 0 1,=( )
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lim 0 at a1 0.≠=

e
τ L̂1–
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The limit in (8) means that the Poincaré cycles are elim-
inated, which is quite obvious in the case of a single
particle driven by a constant force in a box with abso-
lutely elastic walls. Formally, the additional argument
was introduced into the distribution function intention-
ally to ensure that relation (8) should hold. Combining
(7) with (8), we obtain

(9)

where vch and ach are the characteristic velocity and
acceleration of particles, respectively.

Note that the differential equations in (2), which
were obtained by raising the order of the equations of
motion, admit solutions that do not correspond to any
physical motion of particles obeying the second New-
ton law. Indeed, the solutions to the equations of
motion depend on 2N arbitrary constants in the one-
dimensional case while solutions to (2) depend on 3N
arbitrary constants. In the course of further analysis, we
will discuss the unphysical solutions to (2). Here, we
only note that unphysical solutions to (2) involve a vch
that increases with time elapsed; that is, relations (8)
and (9) are satisfied only within the manifold of physi-
cal solutions and in its neighborhood where vch is a
slowly increasing function of time (say, a function that
grows slower than acht).

The passage to the limit as t  +∞, which resulted
in (9), is nonuniform and makes the theory irreversible
in time. This is manifested by the fact that the single-
particle distribution function is expressed in terms of a
local operator applied to a two-particle distribution
function. The physical meaning of the resulting irre-
versibility is clarified by the inequality in (9): the sys-
tem becomes irreversible in time after the particles have
interacted. In other words, the irreversibility reflects the
difference between the “precollision” and “postcolli-
sion” correlations in a dynamical system. Thus, expres-
sion (8) is merely a formal representation of the physi-
cal fact that the system “forgets” initial correlations and
“dynamic” correlations develop as a result of an inter-
action between particles.

Substituting (9) into (6), we obtain a closed time-
irreversible equation that describes the evolution of the
“microcanonical” two-particle distribution function f2
at long times t:

(10)

The set of differential equations in (2), which were
obtained by differentiating the equations of motion,
admits solutions that do not correspond to any physical
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motion of particles. Indeed, whereas the solutions to
the equations of motion depend on 2N arbitrary con-
stants, the solutions to (2) depend on 3N arbitrary con-
stants. Therefore, the function f2 must satisfy some
additional conditions eliminating the “microcanonical”
distribution functions that do not correspond to any
physical motion. We formulate these conditions here
without derivation (see a detailed discussion in [8, 9]),
because they are not required for the analysis that fol-
lows:

(11)

Relation (11), being valid at the initial moment of
time, remains valid as time elapses; in essence, it is a
constraint imposed on the choice of initial conditions.

Note the following detail characteristic of the for-
malism developed here: when we raise the order of the
equations of motion, i.e., analyze the set of differential
equations (2), we admit the existence of unphysical
motions of particles. Using (8), (9), and (11), we return
to the set of physical solutions, but this is done after the
particles have “essentially” interacted.

KINETIC EQUATION FOR SMOOTHED 
DISTRIBUTION FUNCTIONS

To obtain results concerning thermal diffusivity, we
need to know only the symmetries of equation (10).
Therefore, the results presented in this section are not
strictly necessary for the subsequent analysis, but they
are important for understanding the physics that under-
lies the formalism developed here.

Let us now change from “microcanonical” distribu-
tion functions to smoothed ones by averaging (10) and
(11) over an ensemble. Linear in f2 terms are averaged
in a straightforward manner. The only difficulty is asso-
ciated with the right-hand side of equation (10), which
contains products of two-time two-particle distribution
functions, f2(t', 1, 2)f2(t, 3, 4). When the gas temperature
T is high as compared to the energy Vch of interaction
between particles separated by a distance characteristic
of a one-dimensional gas, determined by the number
n = N/L of particles per unit length, where N is the total
number of particles and L is the total length of the sys-
tem, the following approximation is warranted:

(12)

where a bar denotes an ensemble average.
However, a replacement of the type of (12) can be

used on the right-hand side of (10) for arbitrary T and
Vch. Indeed, we may treat it as a definition of an ensem-
ble of systems described by a kinetic equation. Note

a1 e
τ L̂1–

t τ– 1,( ) τdd

0
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∫

=  
1
m
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f 2 t' 1 2, ,( ) f 2 t 3 4, ,( ) f 2 t' 1 2, ,( ) f 2 t 3 4, ,( ),
that this definition is consistent with the system’s
dynamics. Note also another essential distinction
between the resulting equation and the standard
BBGKY hierarchy: the distribution functions governed
by the hierarchy cannot be factored not because of the
integral terms, which are identical to the integral terms
in (10). The reason lies in the term on the left-hand side
that describes direct interaction between particles
located at points x1 and x2. In the proposed approach,
this term does not appear because (8) allows one to
average products of two-time “microcanonical” distri-
bution functions (cf., for example, [10]). Let us show
how the formalism developed here eliminates the terms
that preclude factorization. According to [10], we can
write

and the factorization becomes impossible when this
expression defines a singular distribution. In the present
formalism, terms that preclude factorization could be
contained only in a singular part of the expression

which vanishes as ε  +0. Therefore, terms analo-
gous to those describing the direct interaction between
particles located at x1 and x2 in the conventional
BBGKY hierarchy are not obtained by averaging the
product of singular functions on the right-hand side of
(10) at times satisfying the inequality in (9).

We have already noted that a kinetic theory involv-
ing conventional distribution functions does not admit
any local operator that expresses the single-particle dis-
tribution function in terms of the two-particle one and
much less any possibility of representing a higher order
distribution function as a functional of the two-particle
distribution function. On the other hand, in his lectures
on the Boltzmann equation [11], Uhlenbeck hypothe-
sized that all distribution functions can be expressed as
functionals of the two-particle distribution function.
Uhlenbeck’s hypothesis is true as applied to the distri-
bution functions with additional arguments considered
in this paper. Expression (9) provides an example of
such a functional for the single-particle distribution
function. Here, we do not consider similar functionals
for higher order distribution functions.

Note also that the irreversibility of the type consid-
ered here is merely a property of a dynamical system
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that manifests itself as t  +∞. Thus, the introduction
of irreversibility and the analysis of a system in terms
of smoothed distribution functions can be performed
independently.

ONE-DIMENSIONAL GAS WITH A POWER-LAW 
INTERACTION POTENTIAL

Let us now consider a one-dimensional gas charac-
terized by a power law of interaction between particles:

(13)

The constraints for k and Q ensure the existence of the
kinetic limit as N  +∞ and L  +∞ while n =
N/L = const. It should also be noted that the limit is
approached in an essentially different manner when 0 <
k ≤ 1 and 1 < k. When 1 < k, the total potential energy
of the system increases as the kinetic limit is
approached as a linear function of N and the forces act-
ing on the particles are also well defined. When 0 < k ≤ 1,
the total potential energy increases as N, i.e., more rap-
idly than any linear fiction of N2 – k, but the forces acting
on the particles remain well defined in the kinetic limit
because the following improper integral, which deter-
mines the contribution of remote particles to the force
acting on a particle, is convergent at the upper limit:

Thus, the Hamiltonian of the system is ill defined for
0 < k ≤ 1, but the equations of its motion are still well
defined in the kinetic limit.

According to a dimensional analysis, thermal diffu-
sivity can be expressed as

(14)

where vT = and φ is an unknown function that
cannot be determined by dimensional analysis only.

On the other hand, when the potential is given by
(13), kinetic equation (10) for smoothed distribution
functions is invariant under a two-parameter transfor-
mation group G1: each element of the group transforms
a solution to equation (10) into another solution to the
same equation. The group is defined by the relation

(15)

Moreover, the following law of multiplication is valid
under the group:
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Note that the nontrivial symmetry associated with
G1 is characteristic of kinetic equation (10), where col-
lisions of arbitrary high order are allowed for. It can
easily be shown that the symmetry does not hold for
kinetic equations that allow for collisions only up to a
finite order. In other words, the symmetry associated
with G1 manifests itself only when the “postcollision”
correlations have fully developed.

The formal interpretation of the group G1 is very
simple: the problem under analysis is characterized by
both physical dimensionalities (meters, grams, and sec-
onds) and formal ones, the latter being described by G1.
Taking the formal dimensionalities into account, one
can write the unknown function φ in (14) up to a con-
stant as

(16)

SHORT-RANGE POWER-LAW INTERACTION 
POTENTIALS (k > 1)

Let us discuss the meaning of the results obtained.
First of all, we note that the mean free path and the
characteristic time of three-body collisions are esti-
mated, respectively, as follows (recall that binary colli-
sions do not contribute to the collision term):

(17)

Thus, the thermal diffusivity χB evaluated within the
framework of Boltzmann’s approach is

(18)

The thermal diffusivities given by (16) and (18)
can be compared by comparing the times τ* ~
mvT/(Qn(k + 1)) and τst [see (9) and (17)]:

(19)

Boltzmann’s approach corresponds to the limit
n  0, when the time τ* at which kinetic equation
(10) becomes valid is infinitely longer that τst . Thus, a
Boltzmann-type equation allowing for three-body col-
lisions is merely inapplicable at times for which kinetic
equation (10) is valid. Therefore, transport coefficients
evaluated on the basis of Boltzmann’s approach corre-
spond to intermediate asymptotics that remain valid up
to times when the true “postcollision” correlations have
developed.

The applicability of Boltzmann’s approach is lim-
ited to times at which one may neglect the fluctuations
(associated with “postcollision” correlations) that can-
not be described by a Boltzmann-type equation [5].
Moreover, expression (18) was derived without taking
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into account the “mean field” that acts on particles in a
nonuniform medium and affects transport phenomena.

Also recall that the H-theorem was proved by allow-
ing for binary collisions only. When the collision term
allows for three-body (and higher order) collisions, the
H-theorem cannot be proved.

In addition, note that thermal conduction is
described by linearized equation (10) when tempera-
ture substantially varies only over length scales L @
l* = vTτ* while a Boltzmann-type equation can be lin-
earized when temperature substantially varies over L @
lst, where l* @ lst. On the other hand, when the intensity
of external noise is such that the system behaves as a
closed one at times on the order of τst and cannot be
treated as closed at times on the order of τ*, equation
(10) cannot describe its dynamics at any time. This sug-
gests that the applicability of the proposed kinetic
equations can be analyzed from a different perspective.

The thermal diffusivity given expressed by (16) is
not an analytic function of n. This fact is of key impor-
tance here. Indeed, Bogolyubov relied on a direct anal-
ogy with cluster expansions for equilibrium problems
in assuming that there exist analytic expansions of
transport coefficients in powers of density (see [12,
13]). However, this issue has permanently evoked a
substantial interest since it was shown in [7] that such
an expansion actually does not exist.

LONG-RANGE POWER-LAW INTERACTION 
POTENTIALS (0 < k < 1)

When 0 < k < 1, the thermal diffusivity allowing for
fluctuations is again expressed as

(20)

while the thermal diffusivity calculated on the basis of
Boltzmann’s approach relying on the mean free path is

(21)

However, the physical interpretation of (20) and
(21) is essentially different from the interpretation of
their counterparts corresponding to short-range power-
law potentials of interaction between particles. Indeed,
thermal diffusivity is increased by fluctuations at T @
Qnk in the case of long-range interaction, whereas the
converse is true in the short-range case. Moreover,
recall that Boltzmann-type equations are valid in the
long-range case at times much shorter that τst. Without
expanding on this observation, we illustrate it by a
well-studied example: a quasi-ideal plasma [ND =
(T/e2n1/3)3/2] is described by the Lennard–Balescu

kinetic equation at t > 1/ωpe, where  = 4πne2/m is
the plasma frequency, while the mean free time is τst ~
ND/ωpe [13]. Clearly, these results are explained by the

χ Qn
k

T
--------- 

 
1/ k 1–( )v T

n
------,∼

χB v Tlst∼
v T

n
2

------ T
Q
---- 

 
1/k

.=

ωpe
2

role played by collective processes in a system domi-
nated by long-range forces.

THERMAL DIFFUSIVITY FOR k = 1

The intermediate case of k = 1 is of special interest.
First of all, note that, when k = 1, n and T have the same
dimensionality under the group G1. Therefore, the the-
ory must involve a parameter γ that can be treated as a
dimensionless group both with respect to physical units
of measure and under G1:

On the other hand, the parameters n and T cannot be
combined to obtain a quantity having the dimensional-
ity of thermal diffusivity (i.e., transformed as the prod-
uct of length squared with time) under the group G1.
Thus, we cannot construct a linear transport theory
allowing for fluctuations with a small but constant ∇ T
when k = 1.

Let us now consider the case of an arbitrary k when
there exists a temperature gradient slowly varying in
space:

(22)

where 1/q is substantially greater than the mean free
path.

The thermal diffusivity χq that characterizes a linear
response to a temperature perturbation described by
(22) is partially determined by the requirement that it
should have correct dimensionalities both in physical
units and under the group G1. Accordingly, we write

(23)

where

and

(24)

for k = 1, where γ = Qn/T and F1 and F2 are unknown
functions of the their arguments.

The relation between F1 and F2 can be specified by
using the fact that χq for k ≠ 1 becomes χq for k = 1 as
k  1 while n, q, and T are held constant:

(25)
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PHYSICAL MEANING OF THE RESULTS

First, note that any attempt to interpret (24) in terms
of a mean free path Λ of a particle leads to a physically
meaningless result: Λ ~ 1/q. However, expression (24)
for thermal diffusivity can be understood by observing
that a temperature gradient selectively affects fluctua-
tions of a certain type (see Introduction) and this leads
to spontaneous generation of spatial macroscopic struc-
tures (self-organization). In a real space, structures of
this type manifest themselves as spontaneously devel-
oping fluid flows and particle beams. In view of (24)
and (25), this suggests that, when k is close to unity,
heat transfer is dominated by the contribution of mac-
roscopic structures spontaneously generated in the
phase space as a result of the effect of a temperature
gradient on the structure of fluctuations.

When k is close to unity, the small-scale motion of
particles weakly depends on the sign of ∆ = 1 – k,
whereas the behavior of thermal diffusivity drastically
changes with the sign of ∆ at high T. Physically, this
behavior is readily explained within the framework of
the theory developed here by considering the structure
of large-scale fluctuations as depending on the sign of ∆.
Let us consider a segment of length R on the axis in the
one-dimensional problem analyzed above. Treating the
medium as a perfect gas (which should be a good
approximation at high T), we can estimate the intensity
of a particle number-density fluctuation on the seg-
ment, δNR, as

(26)

The contribution of such a fluctuation to the poten-
tial energy of the system is then estimated as

(27)

However, the Gibbs distribution rules out fluctua-
tions contributing more than T to the energy of a system
in thermal equilibrium. Therefore, the system cannot
exhibit large-scale fluctuations when k < 1. This is an
important distinction between a system characterized
by a long-range potential of interaction between parti-
cles and a system for which k > 1, which must manifest
itself in the behavior of transport coefficients.

CONCLUSION

In this paper, we show that fluctuations may affect
transport properties of a medium in a nontrivial man-
ner. Considering thermal diffusivity as an example, we
have found conditions under which fluctuations impede
relaxation. Moreover, under certain conditions (k ≈ 1),
fluctuations result in spontaneous generation of macro-
scopic structures that dominate the kinetic properties of

δNR( )2〈 〉 nR.∼

δUR QnR
1 k–

.∼
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a medium. Note that the argumentation and technique
used here do not essentially rely on the fact that the
problem is one-dimensional and can be extended to the
multidimensional case.

It should be particularly noted that the passage from
(7) to the limit in (9) is incorrect for a rarefied gas char-
acterized by a potential of interaction with a radius
much shorter than the mean distance between particles,
because most of the particles are not accelerated at any
time [i.e., the generalized distribution function reduces
to f(t, r, v)δ(a)] and irreversibility in time cannot be
introduced by following the scheme employed here
(i.e., by formally setting τ* = +∞). Such problems call
for a separate analysis; they have been analyzed in most
detail for billiards of various kinds.
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Abstract—Steady supersonic flows of a weakly ionized gas in external electric and magnetic fields computed
for the problem of flow control in the air scoop of a supersonic vehicle. The numerical simulation was based on
a second-order accurate marching scheme for the Euler equations. Effects of plasma and electromagnetic-field
parameters on flow structure and distributions of flow variables are analyzed. © 2000 MAIK “Nauka/Interpe-
riodica”.
INTRODUCTION

Effects due to magnetogasdynamic interactions in
internal flows have been studied by numerous authors
as related to problems of thermal-into-electrical energy
conversion (e.g., see [1–3]). In this paper, we address a
different problem, which must be solved to develop a
new method for scoop flow control in a supersonic
vehicle. The method makes use of gas preionization
upstream of the scoop and flow structure control by
means of external electric and magnetic fields [4].
Without going into the details of the preliminary ion-
ization methods, we should note that they may rely on
injection of an easily ionizable species or ionization by
electron beams or electric discharges. A typical super-
sonic air scoop is a duct of a rectangular cross section
with angular walls. The plasma parameters and external
electromagnetic fields required for effective flow con-
trol were evaluated here by computing flows in such
ducts. In particular, we analyzed the three-dimensional
effects due both to the duct geometry and to the inter-
action between the flow and electromagnetic field. The
computations were performed in the magnetogasdy-
namic approximation for an inviscid gas model.
Numerical solutions were computed with the use of an
explicit second-order accurate shock-capturing march-
ing scheme.

STATEMENT OF THE PROBLEM

We consider steady supersonic flows of a preionized
gas in electric and magnetic fields. Simple estimates
show that, under conditions characteristic of hyper-
sonic vehicles, these flows are described by the system
of equations of magnetogasdynamics in which the
effects due to external electromagnetic fields are repre-
sented by the ponderomotive force F = j × B and ohmic
heating rate Q = j · E, where j is the conductive current
1063-7842/00/4502- $20.00 © 20168
density, B is magnetic induction, and E is the electric-
field strength. Under the conditions of this study, the
magnetic Reynolds number Rem ! 1, which allows one
to treat magnetic induction as a known quantity equal
to the external magnetic induction. Then, if E is pre-
scribed, the ponderomotive force and ohmic heating
rate can be calculated by invoking generalized Ohm’s
law

(1)

where µe is the electron mobility, σ is electrical conduc-
tivity, and V is the gas velocity.

Further assumptions that can be introduced under
the conditions of this study include Re @ 1 for the flow
Reynolds number and α ! 1 for the degree of ioniza-
tion. They allow one to use an inviscid gas model
described by the Euler equations and neglect the effect
of ionization on thermodynamic properties.

Under these assumptions, the original system of
equations for dimensionless variables is written in Car-
tesian coordinates as

(2)

where the flux vectors for E, F, and G and the vector of
source terms H are defined by the formulas
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Here, ρ, p and H are the specific density, pressure, and
total heat of the gas, respectively, and u, v, and w are the
velocity projections onto the x, y, and z axes in a coor-
dinate system whose axis is aligned with the channel
centerline. When the external magnetic and electric
fields are parallel to the y and z axes, the projections of
ponderomotive force are written in dimensionless vari-
ables as

(3)

Fy = 0, (4)

(5)

and the source term of the energy equation is

(6)

Here, the electric-field strength is expressed in terms of
the parameter RE = E/(V0B), where V0 is the reference
gas velocity. When the duct operated as an MHD gen-
erator, the electric-field strength is sought in terms of
the external load ratio k = E/(V0B) while the source
terms in equation (2) are calculated by formulas (3)–(6)
in which RE/u is replaced by k.

Interaction between the flow and electromagnetic
field is characterized by the parameter RE, the Stuart
number S = σB2L/(ρ0V0), and the Hall parameter βe =
µeB, where L is the reference length and ρ0 is the refer-
ence density. Formula (3) shows that the flow accelera-
tion regime corresponds to negative values of RE satis-
fying the condition

(7)

Otherwise, the flow is decelerated by electric and
magnetic fields.

In the present study, it was assumed that the projec-
tion of gas velocity onto the x axis exceeds the sonic
velocity in the entire computational domain. Under this
condition, the system of equations (2) is hyperbolic
with respect to x and an initial–boundary value problem
is posed for this system, with free-stream parameters at
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x = 0 used as initial conditions. Impermeability condi-
tions are set on the duct walls.

NUMERICAL METHOD

The system of equations (2) was integrated by
means of the explicit marching scheme described in
[5], which is second-order accurate as applied to
smooth solutions, conservative, and characterized by
nonincreasing total variation. Each step along the
marching coordinate involves predictor and corrector
steps. The Riemann problem is solved only at the cor-
rector stage. Increments are calculated for the noncon-
servative variables and are limited by means of the
operator minmod. The source terms, which take into
account the interaction between the flow and the exter-
nal electromagnetic field, are calculated at the predictor
and corrector steps in terms of the current values of
nonconservative variables.

The numerical method was tested by analyzing
problems that have exact analytical solutions. As a
problem of this type, we considered the one-dimen-
sional steady plasma flow in a duct of constant cross
section in a constant external magnetic field operating
in the regime of an MHD generator. Figure 1 shows
graphs of the Mach number distributions along the duct
obtained by analytical solution [1] (solid curve) and
computation (symbols). The numerical solution of this
one-dimensional problem was computed by the three-
dimensional code to test the algorithm.

For the numerical method to be applicable, the prob-
lem must be hyperbolic with respect to x. This property
may be violated even in supersonic flows if the direc-
tion of velocity vector substantially deviates from the x
direction. This disadvantage is eliminated by changing
to a new coordinate system, with axes λ and ξ parallel

6040200
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2

3

4

5

6
Σ

x

2

1

Fig. 1. Comparison of analytical (curves) and numerical
(symbols) solutions for S = 0.02: k = (1) 0.25 and (2) 0.75.
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Fig. 2. Lines of constant density in a planar duct with angular walls for M0 = 1.4: (a) computed in Cartesian coordinates; (b) com-
puted in coordinates tied to streamlines.
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Fig. 3. Effects of (a) the Stuart number and (b) parameter RE on the variation of the Mach number in nonparallel electric and mag-
netic fields for βe = 0: (a) RE = –1.1; S = (1) 0.05, (2) 0.10, and (3) 0.15; (b) S = 0.001; RE = (1) –0.75, (2) –0.25, and (3) 0.25.
and normal to the streamlines, respectively. In the two-
dimensional case, new independent variables are
defined by the formulas [6]

where q =  is flow velocity and U and V are
geometric variables having the dimensionality of
inverse velocity.

In the new system, the vector quantities again are
defined by their Cartesian coordinates, and the govern-
ing equations are identical in form to those written in
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Fig. 4. Variation of the transverse gas velocity along the centerline of a duct with parallel walls for  M0 = 4, RE = 0.25, and S = 0.001:
(a) l/h = 25; βe = 0.25 (1), 0.50 (2), and 0.75 (3); (b) βe = 0.5; l/h = 20 (1), 25 (2), and 50 (3).
K = ρ(uV – vU), cosθ = u/q, and sinθ = v/q.

Here, the first four equations are the mass, momen-
tum, and energy conservation laws. The last two equa-
tions are geometric relations entailed by the transfor-
mation of coordinates. In the problem under consider-
ation, λ is the marching coordinate. The numerical
algorithm employed is similar to that used in Cartesian
coordinates.

The wider possibilities associated with the use of
coordinates tied to streamlines are illustrated by Fig. 2.
Here, we present numerical results obtained for a pla-
nar flow in a duct with angular walls in the absence of
electromagnetic field and lines of constant density plot-
ted with the increment ∆ρ/ρ0 = 0.03. Figure 2a shows
results calculated in Cartesian coordinates; Fig. 2b,
those calculated in the coordinates λ and ξ. The computa-
tion in the Cartesian coordinates were stopped at x ≈ 110
because the hyperbolicity of the system of equations
with respect to x was violated. The marching algorithm
of computation in the coordinates tied to streamlines
remains effective in a greater part of the flow region,
ensuring a finer resolution of weak shocks.

DISCUSSION OF RESULTS

In accordance with the assumptions made in the
computations, we used the simplest physical model of
homogeneous perfect gas with the ratio of specific
heats γ = 1.4. The results are presented in dimensionless
form. We used the velocity and density at the inflow
boundary of the computational domain as reference
values of these quantities. Pressure was normalized to

γ , where M0 is the Mach number at the inflow
boundary.
M0

2
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First, we discuss the results computed for one-
dimensional flows in a duct with straight parallel walls
for the zero value of the Hall parameter. Figure 3b dem-
onstrates the effects of magnetogasdynamic interaction
parameters on the Mach-number distribution along the
duct. At RE = –1.1 (Fig. 3a), the duct flow accelerates.
The lower Mach number obtained for S = 0.05 (curve 1)
is explained by the faster increase in sonic velocity as
compared to gas velocity. Each value of RE is associ-
ated with a particular peak value of the Mach number,
reached at S = 0.1 in the case in question. When RE is
positive or negative (but small in absolute value), inter-
action with electric field decelerates the flow (see
Fig. 3b). When RE = 0.25 (curves 3), the gas velocity
decreases and becomes equal to the sonic velocity.

In the presence of Hall current and electromagnetic
field of the same geometry, the gas velocity in a duct
with straight parallel walls has a component parallel to
the z-axis. Figures 4a and 4b show, respectively, the dis-
tributions of transverse velocity and duct length-to-
width ratio l/h along the duct axis for various values of
the Hall parameter. When RE has the value indicated
above, the flow decelerates. The oscillatory behavior of
the transverse velocity is explained by reflection of the
flow from the duct walls. Variations in the Hall param-
eter and duct width produce a significant effect on the
oscillation amplitude and period, and the distance x at
which the effect of walls was negligible decreased as
the ratio l/h was increased.

The next two figures show the lines of constant gas
density in a channel with an angular bottom wall. Here,
the duct height-to-width ratio at the scoop cross section
is 2, and the curves are plotted with the increment
∆ρ/ρ0 = 0.15. Figures 5a and 5b show planar flow pat-
terns that take place in the absence of external fields
and in an electromagnetic field without Hall current,
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Fig. 5. Lines of constant density in a planar gas flow through a duct with angular walls for M0 = 6: (a) E = B = 0; (b) S = 0.005,
RE = −0.5, βe = 0.
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Fig. 6. Lines of constant density in a three-dimensional flow in a duct with angular walls for M0 = 6, S = 0.005, RE = –0.5, and
βe = 1.0: z = h/2 (a), 0 (b), and –h/2 (c).
respectively. A comparison of the figures demonstrates
a considerable effect of the electromagnetic field on the
flow structure, which manifests itself by changes in the
locations of shock waves and the broadening of shock
waves and rarefaction-wave fans. Figures 6a–6c show
results computed for the three-dimensional flow devel-
oping in the presence of the Hall current and the lines
of constant density in the central cross section of the
TECHNICAL PHYSICS      Vol. 45      No. 2      2000
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duct (Fig. 6a) and on the duct walls (Figs. 6b and 6c).
A comparison with Fig. 5b makes it possible to esti-
mate the effect of the Hall current.

Figure 7 demonstrates the effect of orientation of
magnetic induction in the case when the duct operates
in the regime of an MHD generator with the external
load ratio k = 0.5. It is obvious the effect of magnetic
field is maximized when the vector of induction is
aligned with the z-axis.

Thus, the results presented here demonstrate the
feasibility of control of the parameters and shock-wave
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Fig. 7. Pressure distributions over the bottom duct wall for
various orientations of the magnetic field for M0 = 4, z = 0,
S = 0.005, βe = 0.5, and k = 0.5: (1) By = 0, Bz = B; (2) By =
B, Bz = 0; (3) By = Bz = 0.
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structure of supersonic scoop flow by means of external
electric and magnetic fields. For the length scale L =
1 cm, the magnetic induction B = 2T, the Mach number
M0 = 6, and the density ρ0 corresponding to the height
H = 20 km, the Stuart numbers required for effective
control are attained when the plasma conductivity is
several Ω–1 m–1.
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Abstract—An injector for the formation of solid xenon pellets and their injection into the tokamak plasma is
designed on the basis of a light-gas gun. Experimental results and calculations on production of xenon pellets
with a diameter of 4 mm and a length of up to 25 mm directly inside of the barrel are presented. © 2000 MAIK
“Nauka/Interperiodica”.
INTRODUCTION 

When a discharge in a tokamak is quenched, a high-
temperature plasma falls on the diverter plates and may
destroy them. In order to prevent a local plasma-energy
release in the diverter, it was proposed to rapidly
quench the discharge and to convert the plasma energy
into the radiative form by injecting macroscopic pellets
of frozen noble gases with large nucleus charges [1].
Injection of pellets of solidified gases into nuclear
fusion installations is widely used for both fuel intro-
duction and plasma diagnostics [2]. Injectors based on
a light-gas gun are most frequently used for fuel intro-
duction. Gaseous hydrogen (or deuterium) is frozen in
the form of pellets in the breech of the gun. The small
mass of hydrogen facilitates the formation of pellets
from the condensed phase, because surface-tension
forces prevent liquid drops from spreading over the bar-
rel stacks. In the case of comparatively heavy inert
gases, it was necessary to develop an injector with
another method for pellet formation, which is described
below. 

INJECTOR DESIGN AND OPERATING 
PRINCIPLE 

Figure 1a shows a schematic diagram of the injector.
A 0.2-m-long copper rod 2 with a rectangular cross sec-
tion of 8 × 24 mm is soldered to a thin-walled section
of the barrel 1. The other end of the rod is immersed
into a vessel with liquid nitrogen 3. The inner diameter
of the barrel is 4 mm, and its length is 0.8 m. A semi-
conductor temperature sensor 4 with a measurement
range of 5–273 K is attached to the rod at a distance of
8 mm from the barrel axis. The barrel has an electro-
magnetic impulse valve 5 connected to a cylinder 6
with a pressure regulator filled with compressed helium
or hydrogen. The internal volume of the valve chamber
is 70 cm3, and the valve opens in 1 ms at a helium
1063-7842/00/4502- $20.00 © 0174
(hydrogen) pressure of up to 12 MPa. The barrel end
enters the diagnostic chamber 7, which is equipped
with an optical sensor 8 with two photodiodes located
along the barrel axis at a distance of 10 mm from each
other. Microphone 9 is attached to the chamber flange.
The photodiodes are illuminated with a laser beam 10
expanded to a diameter of 15 mm. 

The xenon-filled cylinder 11 with a pressure regula-
tor is connected to the diagnostic chamber, impulse
valve, and vacuum pump 13 with a system of pipelines
with valves 12 and 14–16. 

In order to visualize the pellet formation process, a
unit 17 with an optical window could be attached to the
initial part of the barrel instead of the valve (see
Fig. 1b). In this case, the impulse valve was coupled to
the side surface of unit 17, and a light beam was
directed to the barrel through the windows of the diag-
nostic chamber. 

For qualitative estimation of the strength of pro-
duced pellets, a piezoelectric pressure gage 18 could be
set at the barrel end instead of at the diagnostic chamber
(Fig. 1b). The magnitude and shape of the pressure
impulse, which is produced in the barrel in front of the
accelerated pellet 19, allowed us to evaluate the
mechanical strength of the frozen pellet. 

The operating principle of the injector is demon-
strated by Fig. 1. A segment of the barrel is cooled to a
temperature of 135–140 K, at which xenon supplied to
the barrel through valve 12 and the diagnostic chamber
is frozen. After the formation of pellets according to the
technique described below, the cylinder with xenon is
shut off, and pump 13 evacuates the barrel from both
sides of the particle through the valves 5, 16, 14, and
the diagnostic chamber. The valve’s design allows it to
be maintained in the open state for several tens of sec-
onds without overheating the windings. After the barrel
is evacuated, valve 5 is closed, and compressed helium
2000 MAIK “Nauka/Interperiodica”
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Fig. 1. (a) Schematic diagram of the pellet injector and (b) modification of its barrel. 
is supplied to its chamber from cylinder 6. When the
valve is open pulsewise, the gas at a pressure of 1–
10 MPa enters the barrel and accelerates the pellet. 

EXPERIMENTAL TECHNIQUE 
AND RESULTS 

Among noble gases with large nucleus charges,
xenon was selected for experiments, because the tem-
perature of its triple point is 161.4 K. This allowed us
to easily obtain the solid phase by using liquid nitrogen
for cooling. 

First experiments have shown that, at a pressure
below that at the triple point for xenon (0.08 MPa), pel-
lets were shaped in the form of a loose snowlike cylin-
der, which was easily destroyed when being acceler-
ated. For pressures and temperatures above the triple
point, it was revealed that, in contrast to liquid hydro-
gen [3], liquid xenon spilled along the barrel without
forming a compact pellet. The ratio of the surface ten-
ICAL PHYSICS      Vol. 45      No. 2      2000
sion coefficient to the density for liquid xenon near the
triple point is almost seven times lower than for liquid
hydrogen; therefore, the surface tension forces are
insufficiently strong to hold a xenon drop in a tube with
an inner diameter of 4 mm. We developed the following
technique for shaping solid pellets. 

After the barrel is evacuated to 2–3 Pa and the cop-
per rod is cooled to 135–140 K, gaseous xenon was
supplied to the barrel from the side of the diagnostic
chamber at a pressure of 0.1 MPa (see Fig. 2a). A thin
layer of solid xenon appeared on the barrel’s walls 5–
10 s later. Valve 14 was closed, valve 5 was fully uncov-
ered, and valves 15 and 16 were slightly opened, thus
providing for the slow evacuation of xenon from the
side of the impulse valve (Fig. 1a) and creating a weak
xenon flow through the cooled section of the barrel, as
shown in Fig. 2b. The xenon flow and the rate of the liq-
uid-xenon layer build-up were so small that the liquid
had enough time to solidify almost without spilling
along the barrel. One could observe through the barrel
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how the barrel cross section was being filled with solid
xenon from the bottom upwards, forming a sort of pyr-
amid (Fig. 2b). Approximately 100 s later, the pyramid
vertex reached the upper point of the internal surface of
the barrel, and the xenon flow through the barrel
stopped. Valve 14 was then slightly opened, and the
xenon pressure decreased to 0.02 MPa due to evacua-
tion. Valve 15 was then closed, and the gas continued
condensing from two opposite sides on the solid xenon
strap formed in the barrel (Fig. 2c). In this case, the
temperature of the copper rod was reduced to 125–
130 K by extending its part immersed in the vessel with
liquid nitrogen. The pellet acquired the final form of a
truncated pyramid 120–180 s later (Fig. 2c). Before the
shot, the pellet was kept for 60–90 s in a vacuum (see
Fig. 2d) in order to weaken its freezing to the barrel as
a result of sublimation. 

Xe Xe

T = 130 K
(d)

Xe Xe

T = 130 K(c)

Xe Xe

T = 140 K
(b)

(a) T = 140 K

Xe

Fig. 2. Stages of formation of a xenon pellet inside the bar-
rel: (a) gas admission and formation of a solid xenon layer
on the barrel walls; (b) xenon blow-through and formation
of a solid xenon pyramid; (c) xenon condensation from the
opposite sides and formation of a truncated pyramid; and
(d) xenon sublimation in a vacuum. 
This technique allowed us to stably produce pellets
with a diameter of 4 mm and a length of up to 25 mm.
The formation time was ~360 s. In order to test the
strength of the formed pellet, the impulse valve was
sometimes opened, and helium at a pressure of up to
0.1 MPa was admitted into the barrel. A correctly man-
ufactured particle withstood such a pressure without
letting helium pass into the diagnostic chamber, thus
showing that it was formed from xenon ice and not
from snow. 

The shot was executed by helium compressed to a
pressure of 1–10 MPa entering into the barrel from the
impulse valve. The pellet flew into the diagnostic
chamber and successively shielded both photodiodes
(PDs) from laser light incident on them. At this instant,
the electronic system shaped a pulse with a typical
form, which is shown in Fig. 3. Without a delay, this
pulse triggered a photoflash, which illuminated the pel-
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Fig. 3. Oscillogram of the (1, 2) photodiode and (3) micro-
phone signals from the flying pellet. 

Fig. 4. Velocities of a xenon pellet as a function of gas pres-
sure: (1) helium and (2) nitrogen. 
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let in the flight for 40 ns. A photo or video camera
recorded a shadow photograph of the particle. The lat-
ter hit the chamber flange with a membrane, to the
exterior side of which a microphone is fixed. The
microphone signal and the signals from the PDs were
recorded by a storage oscilloscope. The velocity of
pellets was calculated from the distance between the
PDs and the microphone and the time delays between
the signals on the oscilloscope. Figure 3 is a typical
oscillogram showing the leading edge 1 of the pulse
shaped by the first PD at the moment when it is shaded
by the front part of the pellet; the duration of the pulse
itself characterizes the velocity and size of the particle
during shielding of both PDs; its trailing edge 2 is
shaped at the moment when the rear part of the parti-
cle bypasses the second PD; and the microphone sig-
nal 3 is shaped at the moment the particle hits it. The
ratio of the distance between the first PD and the
microphone to the time interval between signals 1 and
3 determined the pellet’s velocity. The time interval
between signals 1 and 2 and the distance between the
PDs allowed us to estimate the pellet’s length using
the velocity obtained. 

Figure 4 shows the experimental results obtained
for the velocities of pellets as a function of the pres-
sure of the propelling gas (helium or nitrogen). The
maximum velocity (300 m/s) was reached for 25-mm-
long particles with a diameter of 4 mm. Such a veloc-
ity is sufficient for injecting a particle behind the
diverter layer and quenching the discharge in the sur-
face plasma layer with energy re-emission to the
entire interior surface of the tokamak chamber. How-
ever, in order to quench the discharge completely, the
velocity of pellets must be increased by using, for
example, a double-stage light-gas gun. Since pistons
in the second stage of such guns often have to be
replaced because of wear [4], we proposed to simulta-
neously shape a one-shot piston from a gas together
with a pellet [5]. Gas pressure pulses with a peak
power above 100 MPa in front of pellets were
obtained in experiments that consisted of shooting
into a barrel preliminarily filled with helium at a pres-
sure of 0.01–0.4 MPa and closed by a pressure
piezosensor (see Fig. 1b). Figure 5 shows typical
pulse shapes obtained when nitrogen at a pressure of
5 MPa was used for pellet acceleration and the initial
nitrogen pressure in front of a pellet was 0.2 and
0.3 MPa. We see that the strength of xenon pellets and
the duration of pressure impulses are sufficient for
using the developed technique for shaping one-shot
pistons in double-stage guns, thus solving the problem
of their durability. Moreover, by using the model for
calculating double-stage guns developed in [6], one
can evaluate the velocity of solid hydrogen pellets for
the case when the gas in the second stage is com-
pressed by a piston similar to that manufactured by us
in experiments. If the initial helium pressure in the
second stage before compression by a xenon piston
was 0.4 MPa and after the compression it reached
TECHNICAL PHYSICS      Vol. 45      No. 2      2000
100 MPa, then, assuming the compression to be adia-
batic, we obtain a temperature of over 3000 K for the
compressed gas. The pellet’s velocity is approxi-
mately equal to the sound velocity in the gas multi-
plied by certain correcting coefficients that take into
account friction, heat transfer from the gas to the bar-
rel, actual gas properties, the ratio of the accelerated
gas mass to the pellet’s mass, and construction param-
eters of the double-stage gun. If the dimensions of the
barrel, pellet, and the both stages of the gun are
selected correctly, all these coefficients increase the
pellet’s velocity by a factor of 1.8–2.5 with respect to
the sound velocity [6]. Taking into account that the
experimental sound velocity in the compressed gas
was 3.2 km/s, we may conclude that the use of a piston
made of solid xenon would allow us to accelerate a
solid hydrogen pellet with a size of 1–2 mm to a
velocity exceeding 3 km/h in the second stage of a
double-stage gun. 

CONCLUSION 

This paper describes a new technique for shaping
solid xenon particles that can be used in injectors to
introduce pellets in tokamak plasmas in order to pre-
vent the discharge quench and plasma energy ejection
to the diverter. The technique was implemented by an
injector design in which pellets with a diameter of
4 mm and a length of up to 25 mm were formed and
accelerated to velocities of up to 300 m/s. The duration
of the pellet formation and acceleration cycle was about
360 s. It was shown experimentally that, when being
accelerated, pellets can produce a pressure impulse
with an amplitude above 100 MPa in the gas in front of
them. Therefore, they can be utilized as one-shot pis-
tons in double-stage light-gas guns to accelerate pel-
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Fig. 5. Pressure impulses P produced in the gas in front of
the accelerated pellet. The initial nitrogen pressure is (1) 0.2
and (2) 0.3 MPa. 
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lets, including those of solid hydrogen isotopes, to
velocities exceeding 3 km/s. 
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Abstract—The polarization mechanism of strengthening was studied in thermoplastic polymers filled with
ultradisperse powders of refractory SiMeON compounds obtained by plasmachemical synthesis. Thermostim-
ulated depolarization current measurements showed the presence of spontaneous polarization charge in the
filler and in filled thermoplastic compositions. Effects of the electric polarization field of the filler particles on
the strength and structure of a boundary surface layer in a thermoplastic polymer binder contacting with the
filler were studied on model samples. Material in the boundary layer exhibited an increase in the strength and
a change in the degree of crystallinity and in the melting temperature. © 2000 MAIK “Nauka/Interperiodica”.
INTRODUCTION

Silicon nitride based solid solutions, in which nitro-
gen atoms are partly replaced by oxygen, and silicon
atoms are partly replaced by aluminum, boron, or
yttrium, can be synthesized in the form of ultradisperse
powders with a particle size in the 0.01–0.10 µm range
[1]. Polymers filled with these substances possess
unusual mechanical properties, sometimes being sig-
nificantly superior to those of conventional plastics
[2, 3]. This effect is usually attributed to a high density
of defects in the crystalline structure of these polymers
and a large specific surface of dispersed particles [1].
The latter circumstance implies that a considerable
fraction of the polymeric binder in a plastic composi-
tion occurs in the state of an interphase boundary layer
(interface) possessing special properties. In addition,
there are grounds to believe that some features of the
high-frequency (or radio-frequency, RF) plasma tech-
nologies used for the production of ultradisperse fillers
lead to polarization of the final particles.

The purpose of this work was to study the charged
state of ultradisperse particles obtained by the methods
of plasmachemical synthesis from inorganic refractory
compounds and determine the mechanisms of influence
of the particle polarization on the mechanical proper-
ties of thermoplastic compositions filled with these par-
ticles.

EXPERIMENTAL

Ultradisperse powders of inorganic compounds of
the sialon type were originally obtained by methods of
plasmachemical synthesis [1]. According to this tech-
nology, powdered silicon and oxides of aluminum,
1063-7842/00/4502- $20.00 © 20179
yttrium, and boron are introduced into a flow of RF
nitrogen plasma. The temperature of flow in the region
of powder introduction into the plasma is typically
5600–6200 K. In order to cool the plasma to T = 2300 K
(a temperature at which stable nitrogen-containing sili-
con compounds can exist) and increase the concentra-
tion of active nitrogen in the plasma, the reaction zone
was additionally supplied with ammonia. Since the ini-
tial solid materials were completely evaporated, the
reactions of synthesis occur in the gas phase and the
final products are condensed in the form of an ultradis-
perse silicide (UDS) powder:

The sample compositions were prepared using ther-
moplastic polymer binders characterized by significant
polarizability and large lifetime of the polarized state,
including high-density poly(ethylene) (HDPE),
poly(vinyl butyral) (PVB), and poly(tetrafluoroethyl-
ene) (PTFE). The electric polarization of the samples
prepared in the form of polymeric films on an alumi-
num foil substrate was produced using two methods.
Corona electrets (CE) were obtained by treating sam-
ples in the field of corona discharge (at a discharge volt-
age U = –25 kV). Thermoelectrets (TE) were prepared
in the electric field between two electrodes, one of these
being the grounded substrate foil of a sample, and the
other contacting with the sample layer (through an
insulator film). A negative potential applied to the sec-
ond electrode ensured a field strength of E = 20 kV/cm
in the polymeric layer. The charging time (t = 10 min)
and the temperature (T = 333 K) were the same for all
samples.

Si + Me oxide + N                            SiMeON.  RF nitrogen plazma
000 MAIK “Nauka/Interperiodica”
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Processes occurring in the thermoplastic polymers
during their filling with UDS were modeled in TE sam-
ples prepared using disks cut from a PTFE rod. The
disks were polarized, according to the scheme
described above, by heat treatment at 613 K for 1 h.

The thermostimulated depolarization (TSD) current
spectra were obtained by the method of thermal electret
analysis, and the surface polarization charge density
was measured by a static induction technique according
to the State Standard GOST 25209-82.

The mechanical properties of TE samples were
studied using methods stipulated by the State Standard
GOST 11262-80. Data presented below represent the
values averaged over not less than 20 independent mea-
surements. The temperatures corresponding to an
endothermal peak in the DTA curves were determined
on a Q-1500 derivatograph. The ratio of crystalline and

Fig. 1. The plots of TSD current versus temperature for (a)
initial (unfilled) HDPE, the same polymer filled with (b) 0.5,
(c) 2, and (d) 20% UDS, and (e) pure UDS.
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non-crystalline fractions in the samples was deter-
mined with the aid of a DRON-3.0 diffractometer.

SPONTANEOUS POLARIZATION CHARGE 
OF UDS PARTICLES

Measurements of the relative dielectric permittivity
(εr) of the samples showed that UDS is “inferior” to the
thermoplastic polymer binders with respect to insulat-
ing properties. Indeed, the permittivity of HDPE
increases upon filling from the initial value εr = 1.56 to
ε = 2.25 in the composition containing 20% UDS.

Polymeric samples formed by the conventional hot
pressing method (without exposure to electric fields
from external sources) were studied in the TSD regime.
As seen in Fig. 1 showing typical TSD spectra, the ini-
tial HDPE (Fig. 1a) is electrically neutral. Even slight
filling (0.5% UDS) results in the appearance of peaks in
the current versus temperature plot (Fig. 1b). The
HDPE samples containing 2 and 20% UDS (Figs. 1c
and 1d, respectively) exhibit a steady-state charge flow
resembling the current of conduction. The stable direc-
tion and significant magnitude of this charge allow this
phenomenon to be considered as the conduction cur-
rent. The current is most probably due to the motion of
free charge carriers under the action of local electric
fields generated by UDS particles. This is confirmed by
the TSD spectrum of a tablet pressed (400 MPa) from
the UDS powder (Fig. 1e). Here, the stable peaks
observed at T = 500–570 K are evidence of the presence
of the high-temperature traps of charge carriers. Appar-
ently, there is a much greater number of these traps in
the entire temperature range below 2000 K, and the
state of carriers captured in these traps is more stable as
compared to that in the low-temperature traps inherent
in polymers.

If this hypothesis is valid, the spontaneous polariza-
tion charge of UDS particles would affect the polariz-
ability of filled polymers, the adhesion of UDS parti-
cles to binder, and the crystallization of polymer in the
vicinity of these particles, thus determining the struc-
ture and mechanical properties of filled plastic compo-
sitions.

POLARIZABILITY OF FILLED 
THERMOPLASTIC COMPOSITIONS

Figure 2 shows the TSD spectra of CE and TE sam-
ples based on the thermoplastic polymer binders stud-
ied. There are several features to be noted in these
curves.

(1) The spectra of all CE samples (Figs. 2a, 2c,
and 2e) exhibit the appearance of stable peaks due to
the negative charge relaxation (in PVB, a double peak).
These peaks correspond to the homocharge, that is,
have the same sign as that induced by the polarizing
corona discharge. As the temperature increases, the
TSD currents cross the zero level (change sign) and
TECHNICAL PHYSICS      Vol. 45      No. 2      2000
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Fig. 2. The plots of TSD current versus temperature for (a, c, e) the crown electrets and (b, d, f) thermoelectrets based on (a, b)
HDPE, (c, d) PVB, and (e, f) PTFE: (1) initial thermoplastic polymer; (2) the same polymer containing 0.5% UDS.
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exhibit a smooth halo (in PTFE, a sharp peak) corre-
sponding to relaxation of a positive space charge
formed in the field of the homocharge.

(2) The TSD spectra of TE samples prepared from
the initial thermoplastic polymers (Figs. 2b, 2d, and 2f,
curves 1) exhibit peaks or halos (T = 370–420 K) cor-
responding to relaxation of a positive heterocharge.
This charge is generated by a mechanism analogous to
that leading to the electric double layer formation.
According to this, a negative potential is applied to the
polarizing electrode and the positive charge is induced
in the sample surface layer (predominantly by the
relaxation polarization mechanism [4]). As the temper-
ature increases, the TSD current crosses the zero level
TECHNICAL PHYSICS      Vol. 45      No. 2      2000
(changes sign) to reflect relaxation of the negative
space charge induced in the bulk of the sample.

(3) The TE spectra of filled HDPE (Fig. 2b, curve 2)
and PVB (Fig. 2d, curve 2) exhibit characteristic low-
temperature (~300 K) peaks of a negative current cor-
responding to the Maxwell–Wagner polarization. This
effect is related to displacement of the free charge car-
riers toward the thermoplastic binder–UDS particle
interphase boundaries in the sample [4].

(4) The TSD currents observed in all filled compo-
sitions are lower as compared to the values in the cor-
responding unfilled binders. Apparently, a spontaneous
charge trapped on the high-temperature traps in the
course of the UDS formation is only weakly released
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during the TSD procedure in the temperature interval
studied. This charge release contributes to the TSD cur-
rent to a lower extent than does the leak of a polariza-
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δ, mm
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3
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Fig. 3. The plots of (1) ultimate strength and (2) yield stress
versus sample thickness for PTFE upon electric polariza-
tion.

Fig. 4. X-ray diffractograms of PTFE samples: (1) initial;
(2) heat treated; (3) electrically polarized during heat treat-
ment.

R

1 2

3

δ

Fig. 5. Schematic diagram illustrating the structure of UDS-
filled PTFE: (1) UDS particles; (2) PTFE particles;
(3) boundary layer at the PTFE–UDS interface; R is the
effective radius of action of the field of spontaneous polar-
ization charge of UDS particles; δ is the boundary layer
thickness. 
tion charge (induced by the external field) via the con-
ductivity chains formed by UDS particles in the binder
matrix.

Thus, no increase in the charge of electrets based on
thermoplastic polymer binders was observed upon their
filling with UDS particles. We may suggest that the
mechanism of influence of the polarization charge of
UDS particles on the properties of filled plastic compo-
sitions consists in the electric stimulation of physico-
chemical processes occurring at the polymer–UDS par-
ticle interphase boundaries during the composition for-
mation. In electrets, these processes, determining the
structure of transition layers and the mechanical prop-
erties of plastics, proceed in the field of the spontane-
ous charge of UDS particles.

MODEL OF STRENGTHENING 
OF UDS-FILLED PLASTICS

We have compared the structural parameters and
mechanical properties of thermoplastic polymers cured
in the presence of an electric field and without field.
The results of comparative mechanical tests are pre-
sented in the table. As seen, the recrystallization of
PTFE in the electric field leads to an increase in the ulti-
mate tensile strength σu and the yield stress σy as com-
pared to those of the control samples. The heat treat-
ment alone somewhat decreases the strength compared
to the initial level, probably because the annealing is
accompanied by breakage of the oriented supermolec-
ular structures present in the initial PTFE rods. The rel-
ative elongation at break ε was virtually the same in all
samples.

The ultimate strength depends on the thickness δ of
polarized samples (Fig. 3). Apparently, the polarization
process results in the formation of a surface transition
layer at the sample–electrode boundary, the strength of
which is higher as compared to that of PTFE in the
bulk. The maximum at δ = 400–500 µm indicates that
the thickness of this strengthened layer is about δ/2 =
200–250 µm. Evidently, such a thin layer cannot insig-
nificantly contribute to the elongation of “thick” sam-
ples at break.

Crystallization in the electric field leads to a change
in the supermolecular structure of PTFE. The tempera-
tures of characteristic points of the endothermal peak of
melting in the DTA curves of samples listed in the table
show that the melting temperature depends on the
charged state of samples. A decrease in this tempera-
ture is evidence of the growing mobility of macromol-
ecules in the crystalline phase of PTFE, which is equiv-
alent to an increase in the flexibility of these macromol-
ecules. This is most probably caused by weakening of
the intermolecular bonds as a result of the electric
polarization of macromolecules.

The X-ray diffractograms presented in Fig. 4 are
typical of PTFE, exhibiting a “crystalline” peak (2θ ~
18°) and a halo due to a noncrystalline phase (30°–60°).
TECHNICAL PHYSICS      Vol. 45      No. 2      2000
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Effect of heat treatment and electric polarization on the mechanical properties and the melting peak parameters of PTFE

Treatment
Mechanical properties Melting peak, K

σu, MPa σy, MPa ε, % onset maximum termination 

Heat treatment + electric polarization 39.49 14.25 214 578 583 590

Heat treatment without polarization 29.10 11.73 203 587 593 601

Control (without treatment) 30.33 13.93 216 584 591 598
Note that the halo is most pronounced in the initial sam-
ples, decreases upon the thermal treatment, and virtu-
ally vanishes in the polarized samples. This is indica-
tive of the transformation of the pseudocrystalline
structures (typical of PTFE) into standard crystal lattice
structures and of the removal of technological impuri-
ties from polarized samples.

CONCLUSION

The above data allow us to describe the mechanism
of strengthening in the UDS-filled PTFE as follows.
The plastic composite structure is formed in the course
of pressing, whereby PTFE and UDS particles are
brought into contact (Fig. 5). A very large difference in
the melting temperature between UDS and PTFE
(a few thousand Kelvin), virtually no relaxation of the
spontaneous charge of UDS takes place during the for-
mation of the filled plastic composition. In the vicinity
of UDS particles, the PTFE melt occurs under the
action of an electric field of the polarization charge of
these particles. Provided that the effective radius of
action of the field is R and the average distance between
TECHNICAL PHYSICS      Vol. 45      No. 2      2000
particles is less than 2R, virtually all the polymer binder
volume would be exposed to the electric field.

The field of UDS particles produces the main effect
on the boundary layer of binder (with the thickness δ)
in contact with the particles. The electric polarization
of this layer may proceed by the Maxwell–Wagner
mechanism, by the injection of charge carries from
UDS, and by the relaxation polarization with a hetero-
charge formation [4]. As a result, the crystal structure in
this boundary layer is modified and the strength of this
layer, determining mechanical properties of the filled
composition, is increased.
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Abstract—The effect of the domain wall motion on the nondiagonal impedance component in amorphous fer-
romagnetic wires with circular anisotropy was theoretically studied. The frequency spectrum of the electromo-
tive force (emf) induced in the pick-up coil wound around the wire is analyzed. For sufficiently small ampli-
tudes of the ac current passing in the wire, the emf frequency equals doubled frequency of the current. For the
ac current amplitudes exceeding certain threshold value, all even harmonics appear in the frequency spectrum
of the signal. The emf strongly depends on the longitudinal component of the applied magnetic field at any
value of the ac current amplitude. These results can be important for developing frequency transducers con-
trolled by magnetic field. © 2000 MAIK “Nauka/Interperiodica”.
INTRODUCTION
It is well known that the impedance of ferromag-

netic wires usually depends only slightly on the applied
magnetic field. However, recent studies of soft mag-
netic materials such as amorphous wires with circular
anisotropy revealed the possibility of significant varia-
tions in the microwave impedance at low magnetic
fields [1–3]. This phenomenon is referred to as giant
magnetoimpedance. The large sensitivity of impedance
to low magnetic fields is promising for the development
of magnetic field sensors [4].

Another effect is observed when alternating current
is passed along an amorphous wire to which a constant
magnetic field is applied. In this case, the current flow-
ing in the wire generates emf in the pick-up coil wound
around the wire [5]. In a wire possessing circular
anisotropy, the magnetic moment induced by the
applied magnetic field has both longitudinal and trans-
verse components with respect to the wire axis. This
gives rise to an axial component of the ac (rf) magnetic
moment with an amplitude strongly dependent on the
applied magnetic field.

When the rf current magnitude in the wire is not too
high (i.e., the amplitude of the magnetic field generated
by the current at the wire surface is small compared to
that of the anisotropic field), the emf induction in the
coil is not accompanied by complete remagnetization
of the sample. In this case, the emf value is proportional
to a nondiagonal component of the wire impedance
[5, 6]. Dependence of the nondiagonal impedance com-
ponent on the wire parameters and applied magnetic
field strength for a single-domain sample was studied in
detail [6, 7]. A single-domain approximation is applica-
ble to wires with the length below a certain critical
1063-7842/00/4502- $20.00 © 20184
value (of the order of several centimeters) [4]. How-
ever, long amorphous wires have a complicated domain
structure [3, 4, 8], which should be taken into account
in the calculations of impedance.

In this work, we have studied the effect of the
domain wall motion on the nondiagonal impedance
component in amorphous magnetically soft ferromag-
netic wires with circular anisotropy. In the case of neg-
ligible skin effect, we derived explicit relationships for
the emf induced in the coil wound around the wire. For
sufficiently small amplitudes of the ac current flowing
in the wire, the frequency of the coil output signal
equals the doubled frequency of the current. At greater
ac current amplitudes, all even harmonics appear in the
frequency spectrum of the signal. It is also shown that,
at any value of the ac current amplitude, the emf
strongly depends on the applied magnetic field
strength, provided this value does not exceed the aniso-
tropic field characteristic of the wire.

NONDIAGONAL IMPEDANCE 
OF A MULTIDOMAIN WIRE

The distribution of easy anisotropic axes in ferro-
magnetic wires is determined mainly by the effect of
magnetostriction and, hence, by the distribution of
quench-induced strains arising during the manufactur-
ing of these wires. Based on this picture, the magnetic
properties of samples with small negative magneto-
striction are usually described within the framework of
a model assuming the existence of two regions in the
wire: a central region (core) with the axial anisotropy
and an outer region (shell) with the circular anisotropy
[2–4]. The shell of a long wire has a domain structure
000 MAIK “Nauka/Interperiodica”
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of “bamboo” [3, 8]. The ground state of such a multido-
main system is characterized by opposite direction of
the magnetization vectors in the neighboring domains
along the ϕ axis, whereas in an external field He these
vectors acquire equal components along the z axis
(Fig. 1).

Let us assume for simplicity that the shell of the
wire contains only one domain wall. The obtained
results are easily extended to the case of a multidomain
sample. We shall also neglect the effect of the core,
since its dimensions are usually small, in wires with the
diameter below 50 µm [4]. Let us consider a wire with
length l, radius a, and possessing a circular anisotropy.
In the applied magnetic field He directed along the wire
axis, the magnetization vectors of domains rotate
through an angle θ with respect to the anisotropy axis
(Fig. 1). The value of this angle can be found from the
condition of minimum free energy [9]:

(1)

where HA is the anisotropy field of the wire.
Alternating current I(t) = I0sin(ωt) flowing in the

wire induces emf in the pick-up coil wound coaxially to
the wire. This emf is proportional to the nondiagonal
component of the sample impedance [5, 6]. The effect
is related to the fact that the magnetization vector has
both longitudinal and transverse components with
respect to the wire axis. Using a general expression
written in the form of series [7], we obtain a formula for

the nondiagonal impedance component  for a sin-
gle-domain sample in the absence of skin effect:

(2)

Here,

(3)

is the effective magnetic permeability of the wire [6],
Ms is the saturation magnetization, γ is the gyromag-
netic ratio, and α is the dissipation parameter in the
Landau–Lifshitz equation characterizing [9, 10]. It fol-
lows from (1) and (2) that the nondiagonal impedance
component is nonzero if the applied constant field He

magnetizing the sample is lower than the anisotropic
field.

Let us consider a two-domain wire with the domain
wall located in the middle of the sample. The symmetry
of the problem suggests that ϕ components of the elec-
tric field have opposite directions in different domains.
As a result, the total emf Vϕ induced in the coil vanishes
and becomes nonzero only when the domain wall is
displaced from its position in the middle of the sample.
Then, an ac current flowing in the sample generates the
emf Vϕ in the coil, which is related not only to rotation

θsin He HA, He HA,<⁄=

θsin 1, He HA,≥=

Zϕ z
0

Zϕ z
0 i4πωaµ̃ θ θ 3c2.⁄sincos–=

µ̃
4πγMs

γHZ θ iαω– ω2 4⁄ πγMs–cos
2

--------------------------------------------------------------------------=
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of the magnetization vector but to the domain wall
motion as well. Upon neglect of the magnetization vec-
tor rotation induced by the current variations, we obtain
the following expression for the nondiagonal imped-

ance component Zϕz(t) = 2z(t)/l, where z(t) is the
time-dependent position of the domain wall relative to
the middle of the sample. Thus, the time dependence of
the emf Vϕ induced in the coil is given by the following
relationship:

(4)

DOMAIN WALL MOTION UNDER THE ACTION 
OF ALTERNATING MAGNETIC FIELD

The domain wall motion under the action of a var
magnetic field generated by the alternating current is
described by the following equation [9, 10]:

(5)

Here, m = (K1/A)1/2(mec/e)2/2πcos2θ is the domain wall
mass per unit area (K1 is the anisotropy constant and A
is the exchange constant), β is the coefficient of friction
proportional to the ac losses related to eddy currents
[10], f(z) is the restoring force, 2MsHϕ(ρ, t)cosθ corre-
sponds to the pressure acting on the domain wall,
Hϕ(ρ, t) is the magnetic field induced by the ac current,
which depends on the radial coordinate ρ. For the val-
ues of parameters typical of the Fe- and Co-based mag-
netically soft wires (K1 ≅  250 erg cm–3, A ≅  10–8 erg cm–1,
Ms ≅  500 G) and cosθ ≅  1, the mass of the domain wall
is very small, m ≈ 10–10 g cm–2. This circumstance
allows us to neglect the first term in (5) at frequencies
up to a value of the order of several tens of gigahertz.

In the absence of skin effects, Hϕ(ρ, t) varies linearly
across the sample cross section from zero at ρ = 0 up to

Zϕ z
0

Vϕ t( ) Re Zϕ z t( )I t( ){ }=

=  2 l⁄( )Re Zϕ z
0 z t( )I t( ){ } .

m
d2z

dt2
------- βdz

dt
----- f z( )+ + 2MsHϕ ρ t,( ) θ.cos=

θ
θ

Ms

Ms

He

l

2a

ϕ

z

Fig. 1. Schematic diagram of the magnetization distribution
in a multidomain wire with circular magnetic anisotropy.
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2I(t)/ac at ρ = a. For the quantitative description of the
domain wall motion, let us replace Hϕ(ρ, t) in (5) by the
value 〈Hϕ(t)〉  averaged over the cross section:

(6)

The restoring force in equation (5) describing the
domain wall motion is related either to variation of the
total magnetization energy in the wire due to changes
of the domain size or to the interaction of the domain
wall with defects [11]. Let us assume the wire to be
homogeneous and consider first the domain wall
motion in the case when it is possible to neglect the
restoring force action. This approximation is valid at
sufficiently high frequencies and small values of the
current amplitude, when the domain wall displacement
from the equilibrium position is small and does not
cause any significant changes in the magnetostatic
energy of the sample. Neglecting the restoring force in
equation (5) and taking into account that β/m @ ω, we
obtain the following relationship from (5) and (6):

(7)

In the approximation under study, the domain wall
motion is symmetric with respect to the middle of the
wire. Therefore, the constant z0 in (7) must be equal to
zero. Substituting (7) with z0 = 0 into (4), we arrive at
the following expression for the emf Vϕ induced in the
coil:

(8)

Hϕ ρ t,( ) Hϕ t( )〈 〉≈ 2

a2
----- 2I t( )ρ2

ca2
------------------ ρd

0

a

∫ 4I t( )
3ca

------------.= =

z t( )
8MsI0 θcos

3βωca
--------------------------- ωt( )cos z0.+–=

Vϕ t( )
32πMs θ θsincos

2

9c3lβ
------------------------------------------µ̃I0

2 2ωt δ π–+( ),sin=

I(t), z(t), I(t)z(t)

1

2

3

Ic

t0 π/ω 2π/ω
t

Fig. 2. Time variation of (1) I(t), (2) z(t), and (3) I(t)z(t).
where

(9)

Thus, at small values of the ac current amplitude,
the emf in the pick-up coil is proportional to a square of
the current amplitude and the emf frequency is equal to
doubled frequency of the current. Since the value of
4πγMs is sufficiently large for systems under study
(it is usually assumed that 4πγMs ≅  10–11 s–1 and γHA ≅
10–8 s–1), we obtain from (1) and (9) that

(10)

It follows from (8) and (10) that the phase of Vϕ var-
ies with the field strength He and frequency ω from –π
(high fields and frequencies) to –π/2 (low fields and fre-
quencies).

The magnetostatic energy of the sample grows with
the amplitude of domain wall oscillations. This effect
causes the growth of restoring force f(z) in (5) and leads
to the corresponding restrictions on the freedom of
domain wall displacements. Let us consider now the
qualitative effects produced by the growth of restoring
force f(z) on the domain wall motion and on the emf
generated in the pick-up coil. We shall describe the
effect of restoring force within the framework of the
following simplest model. Let the restoring force be
negligibly small when the current grows, unless the
domain wall displacement attains certain critical value
zc. At z = zc, the domain wall is affected by a large
restoring force hindering its further displacement. Let
the wall remain immobile unless the current changes its
sign. After the change in the sign of current, the restor-
ing force vanishes, and the wall starts its motion in the
opposite direction according to (7) (with z0 ≠ 0) until
attaining the position –zc. Thus, the time dependence of
the domain wall position within the framework of this
model is as follows:

(11)

where Ic is the value of current at which the domain
wall attains the position zc.

A relationship between zc and Ic is determined by
the following obvious formulas:

(12)

The I(t) and z(t) curves are shown in Fig. 2. This fig-
ure also illustrates the behavior of their product I(t)z(t),

δ γHA θ αω ω 4πγα Ms⁄–⁄cos
2{ } .arctan=

δ γ HA
2 Hc

2–( ) αωHA⁄{ } .arctan=

z t( )

=  

zc, I Ic,>±
8MsI0 θcos

3βωca
--------------------------- 1 ωt( )cos+[ ]– zc, I Ic,

dI
dt
----- 0,<<+

8MsI0 θcos
3βωca

--------------------------- 1 ωr( )cos–[ ] zc, I Ic,
dI
dt
----- 0,><–

zc

4MsI0 θcos
3βωca

--------------------------- 1 τ0cos–[ ] ,=

τ0 Ic I0⁄( ).arcsin=
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which determines the frequency spectrum of the emf Vϕ
according to equation (4). Function I(t)z(t) is neither
even nor odd and has a period half as small as that of
the field Hϕ induced by the ac current. Hence, the Fou-
rier expansion of function I(t)z(t) should contain a con-
stant component, the main harmonic with the frequency
2ω, and harmonics with the frequencies multiple of 2ω.
Using (11) and (12), we obtain the following relation-
ship for the function I(t)z(t):

(13)

where the coefficients in the Fourier expansion have the
form

(14)

Substituting this Fourier expansion of the function
I(t)z(t) into (4), we obtain an expression for the emf in
the coil:

(15)

where  is the imaginary part of the effective mag-

netic permeability, c2k = (  + )1/2, and ϕ2k =
arctan(a2k/b2k).
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Figure 3 shows the plots of dimensionless ampli-
tudes c2k versus the current amplitude for the first four
even harmonics of the emf signal. As seen from Fig. 3
for the model under discussion, the signal amplitude is
independent of the current amplitude for sufficiently
high values of I0. At I0 @ Ic (τ0  0), we obtain from
(14) and (15) after simple transformations

(16)

It is obvious that all even harmonics also appear in
the frequency spectrum of Vϕ at any arbitrary value of
the restoring force f(z). The magnitude of these har-
monics becomes appreciable if the ac current amplitude
is sufficiently large.

CONCLUSION

Thus, the domain wall motion in a ferromagnet with
circular anisotropy produces a pronounced effect on the
nondiagonal impedance component and on the emf
induced in the pick-up coil wound around the wire. The
signal in the coil arises if the applied constant magnetic
field strength He is smaller than that of the anisotropic
field HA. The domain wall motion leads to qualitative
changes in the emf frequency spectrum. At small
amplitudes I0 of the ac current, the emf spectrum con-
tains only the second harmonic with an amplitude pro-

portional to . At larger ac current amplitudes, all even
harmonics appear in the emf spectrum (Fig. 3). Within
the whole range of the ac current amplitudes, the emf

Vϕ t( )
64Ms θ θsincos

2

9c3lβ
---------------------------------------Ic

2=

× µ''˜
2
----- µ̃ 1

4k2 1–
----------------- 2kωt δ π 2⁄–+( )sin

k 1=

∞

∑+ .

I0
2

10110010–110–2

10–1

100

c2k

I0/Ic

1

2

3

4

Fig. 3. Amplitudes of the first harmonics c2k in the emf sig-
nal as functions of the ac current amplitude I0: k = 1 (1),
2 (2), 3 (3), and 4 (4).
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strongly depends on the applied magnetic field strength
He.

As was mentioned in [6], the signal Vϕ induced in
the coil cannot vanish at He > HA if the anisotropy axis
deviates from the circular direction. This deviation can
arise either due to the strains induced in the course of
processing and twisting of the wire, or due to the stray
magnetic field of the wire core (which produces an
additional magnetization of the shell). This deviation of
the anisotropy axis from the circular direction leads to
smoothening of the Vϕ(He) curve at He close to HA and
to the hysteresis at He > HA, which is observed both in
a single-domain sample [6] and in a multidomain wire.

In conclusion, let us extend the obtained results to
the case of samples with an arbitrary number of domain
walls. Let N be the number of these walls. The circular
emf calculated above is related to the motion of a single
domain wall. It is easy to understand that, within the
framework of approximations discussed above, the emf
produced by the motion of N domain walls can be
determined simply by multiplication of Vϕ by N in
equations (4), (8), (15), and (16).
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Abstract—The general theory of parametric coupling between space-charge waves and drifting charge carriers
in thin-film semiconductor structures has been worked out. This theory is applicable, in particular, to n-GaAs
and n-InP semiconductors with negative differential conductance due to intervalley electron transitions under
high electric fields. We started from the electrodynamic theory of waveguide excitation by extraneous currents,
which was extended for arbitrary waveguide structures with composite active media. Our theory makes it pos-
sible to study parametric interaction between space-charge waves in semiconductor films with regard for
boundary conditions, diffusion, the anisotropy and the frequency dispersion of the differential electron mobility,
as well as the multifrequency and multimode nature of a wave process in thin-film structures. © 2000 MAIK
“Nauka/Interperiodica”.
INTRODUCTION

Among thin-film semiconductor structures (TFSS),
the ones with negative differential conductance (NDC),
which occurs in semiconductors such as n-GaAs and n-
InP, are of particular practical interest. This is due to the
specific features of space charge wave (SCW) propaga-
tion in these semiconductors when electrons are heated
in high electric fields. These structures can be
employed in different integrated signal-processing
devices with up to a mm-wave band [1–6]. For instance,
a thin-film traveling-wave amplifier (TFTWA) based on
an n-GaAs film fulfills functions such as amplification,
generation, signal delay and phase shifting, channel
switching, etc., in the microwave range [1–3]. More
sophisticated designs where the parametric modes
(including that with low-frequency pumping) are used
make possible controllable filtering, frequency conver-
sion, and frequency synthesis [4–6].

The propagation of eigenwaves in TFSS with NDC
has been extensively studied [2, 3, 7, 8]. However, the
parametric interaction of SCWs has not been ade-
quately covered (see, e.g., [4, 6, 9–13]). Because of a
number of starting simplifying assumptions made in
these publications, the obtained results cannot be con-
sidered general. For instance, a one-dimensional
description [9–11, 13] or one that can be called two-
dimensional by convention [4, 6] were used, the diffu-
sion component of the current and the frequency dis-
persion of the differential conductance of a medium
[11, 12] were ignored, etc. In all of these works, analy-
sis of the parametric interaction of SCWs has been car-
ried out only for a single pair of frequencies (signal and
idler) and, therefore, is of limited application. 
1063-7842/00/4502- $20.00 © 20189
In this paper, we elaborated the general theory of
SCW parametric interaction in semiconducting thin
films with consideration for the multifrequency and
multimode nature of the wave process, the diffusion
component of the current, the frequency dispersion of
the hot-electron differential mobility, and the NDC
conditions.

MAXWELL EQUATIONS 
AND PARAMETRICALLY EXCITING CURRENT

In macroscopic electrodynamics, the wave pro-
cesses in a semiconductor plasma are described by the
usual Maxwell equations

(1)

where the current density is given in the form [7, 14] 

(2)

which takes into consideration the drift ( ) and diffu-
sion (–D∇ ) components. Hereafter, a tilde over the
physical quantities stands for their real instantaneous
values in contrast to the complex amplitudes, which are

free of this symbol. Any physical quantity (r, t) will
have the subscripts 0 and 1 to separate its steady and
variable components: 

(3)

where r is a radius vector, which locates a point in the
three-dimensional coordinate system, and t is time.

∇ Ẽ× µ0
∂H̃
∂t
-------, ∇– H̃× ε∂Ẽ

∂t
------- J̃,+= =

J̃ ρ̃ṽ D∇ρ˜ ,–=

ρ̃ṽ
ρ̃

Φ̃

Φ̃ r t,( ) Φ0 r( ) Φ̃1 r t,( ),+=
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Since we consider the parametric interaction, the

component (r, t) contains the pumping and signal
contributions, marked, respectively, by the subscripts p
and s: 

(4)

Within a linear approximation, as usual, the variable
quantities and the signal are assumed to be small com-
pared, respectively, to the steady quantities and the
pump.

Let a pump SCW with a frequency ωp propagate in
a stream of electrons that drift with a velocity v0; this
results in spatial and time modulations of the semicon-
ductor parameters. The excitation of a weak (relative to
the pump wave) SCW signal with a frequency ωs gives
rise to a multifrequency spectrum (a wave packet of
parametrically coupled SCWs) with combination fre-
quencies ωv = ωs + νωp (ν = 0, ±1, ±2, …). As known
[7], their related waves are of the drift nature and prop-
agate with the same phase velocity, equal to the elec-
tron drift velocity v0. 

Introducing complex amplitudes, one can represent
the physical parameters of the one-frequency pump and
the multifrequency signal spectrum as 

and

(5)

where 2Φp is the complex amplitude of  for the

pump SCW and  is that of  for the signal com-
ponent with a frequency ων (the pump amplitude is
doubled to simplify subsequent expressions).

In view of (3), equations (1) for the variable compo-
nents take the form 

(6)

where , , and  have the form of (4).

From general expression (2) for the current density,

it follows that  in (6) should be supplemented by a
parametrically exciting current

(7)

with the complex amplitudes 

(8)

and frequencies ων.

Φ̃1

Φ̃1 r t,( ) Φ̃p r t,( ) Φ̃s r t,( ).+=

Φ̃p r t,( ) 2 Re Φp r( )e
iωpt

{ }=

Φ̃s r t,( ) Re Φ1
v( ) r( )e

iων t
{ } ,

ν
∑=

Φ̃p

Φ1
ν( ) Φ̃s

∇ Ẽ1× µ0
∂H̃1

∂t
----------, ∇– H̃1× ε∂Ẽ1

∂t
--------- J̃1 J̃b,+ += =

R̃1 H̃1 J̃1

J̃1

J̃b Re Jb
ν( )

e
iων t

ν
∑=

Jb
ν( ) ρpv1

ν 1–( ) ρ1
ν 1–( )vp+( ) ρp*v1

ν 1+( )ρ1
ν 1+( )vp*( )+=
Taking into account (5), (7), and the orthogonality
of the frequency components, we separate from (6) the
equations 

(9)

for the pump complex amplitudes with a frequency ωp,
where

(10)

and 

(11)

for the complex amplitudes of the signal components
with frequencies ων, where

(12)

As is seen from (9) and (10), the equations for the
pump SCW have the conventional form, which is free
of the exciting current and is applied, in particular, for
analysis of the eigenwave spectrum in TFSS [7].
Because of this, we think of the boundary problem for
the pump wave as being solved and will apply, when
needed, the known results [7].

Equations (11) and (12) describe the parametric

excitation of the SCW modes by , which acts as an
extraneous current. At a frequency ων, the parametri-

cally exciting current , written as (8) and entering
into equation (11), is defined both by the pump wave
(ρp , vp) and by the adjacent frequency components

( , ). This provides the parametric relation
between the SCW modes with different frequencies. In

the absence of pumping (  = 1), the problem of exci-
tation by an extraneous current [see (11) and (12)]
transforms into the problem of eigenvalues. The solu-
tion of the latter is also known [7], as in the case of a
pump SCW.

EQUATIONS FOR THE AMPLITUDES 
OF PARAMETRICALLY COUPLED SCW MODES

Parametric interaction of SCW modes in TFSS will
be considered within the well-known electrodynamic
theory of waveguide excitation by given currents [15].
This theory was generalized in [16, 17] for thin-film
waveguide structures with different active media,
including TFSS with NDC.

Let a semiconductor film with a lattice permittivity
ε be sandwiched in insulators with permittivities εb and
εH. In the case of multilayer structures, these values are
known [7, 18] to characterize the effective (generally
frequency-dependent) permittivities of the layers above
and under the semiconductor film. Let the y-axis of our

∇ Ep× iωpµ0Hp, ∇– Hp× iωpεEp Jp+= =

Jp ρ0vp ρpv0 D∇ ρp–+=

∇ E1
ν( )× iωνµ0Hp

ν( )
,–=

∇ H1
ν( )× iωνεEp

ν( ) J1
ν( ) Jb

ν( )
+ +=

J1
ν( ) ρ0v1

ν( ) ρ1
ν( )v0 D∇ ρ1

ν( )
.–+=

Jb
ν( )

Jb
ν( )

ρ1
ν 1±( ) v1

ν 1±( )

Jb
ν( )
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coordinate system be normal to the film surface and the
xz plane be parallel to the film surface and bisect the
film. Then, the z-axis is directed lengthwise of the thin-
film waveguide structure and coincides with the direc-
tion of the electron drift, which depends on the static
electric field; that is, v0 = ezv0, where ez is the unit vec-
tor of the z-axis. We will consider that the film is of a
finite thickness (along the y-axis) and is unbounded
along the x- and z-axes.

In the semiconductor film, the electron drift velocity
ν depends on the electric field strength E. For the given
TFSS geometry, a high electric field E0 aligned with the
z-axis results in the anisotropy of electron differential
mobility [7]. Namely, in the drift direction, the electron
small-signal mobility is defined by the differential
mobility µd = (dv/dE) , while in the transverse direc-
tions, by the static mobility µe = v0 /E0. Mathemati-
cally, this can be described by the small-signal mobil-
ity tensor

(13)

where κ = µd/µe is the anisotropy factor.

In the case of n-GaAs and n-InP subjected to high
electric fields, the field dependence of the electron drift
velocity has a descending portion. It is such a behavior
that provides NDC for the longitudinal (along the field)
motion of electrons (κ < 0). It is also known that, at
high frequencies (in mm- and sub-mm-wave bands),
the anisotropy depends on the frequency [19–22].
Hence, for the pump and signal frequencies, one should
discriminate between the anisotropy factors κ(p) ≡ κ(ωp)
and κ(ν) ≡ κ(ων), as well as between the differential-

mobility tensors  ≡ (ωp) and  ≡ (ων).

The quasi-static eigen-SCWs propagating in a TFSS
has an infinitely large number of modes, which differ in
longitudinal propagation constants and transverse
wavenumbers [7]. As shown in [7], under the NDC con-
ditions (that is, when κ < 0), only the trigonometric
modes, both building up and damped, exist in a TFSS.
The influence of electrophysical parameters of the
semiconductor film, as well as of the anisotropy of dif-
ferential mobility and electron diffusion, on the struc-
ture and dispersion of SCW eigenmodes has been ana-
lyzed in detail in [7]. The effect of frequency dispersion
of the electron differential mobility in n-GaAs and
n-InP on the propagation characteristics of the eigen-
SCWs in the TFSS has been investigated in [23]. Thus,
the structure and dispersion of the eigenmodes of
SCWs in TFSS with NDC are known.

Let only the SCW principal mode propagate at a
pumping frequency in the longitudinal direction.

|E0

µ↔d µe

1 0 0

0 1 0

0 0 κ 
 
 
 
 

,=

µd
p( )↔ µ↔d µd

ν( )↔ µ↔d
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Assume that we know all the physical parameters of the
structure, including

and

(14)

where γp = αp + iβp ≈ αp + iωp/v0 is the longitudinal
propagation constant of the principal mode of the pump
SCW; so-called membrane functions, descriptive of the
physical parameter traverse with a radius vector rt, are
marked by the cap.

For any kth mode of the SCW signal component
with a frequency ων, its propagation constant

(15)

and the related membrane functions (rt) are con-
sidered to be known; that is,

(16)

where  stands for dynamic variables like ,

, , , etc.

Since the eddy electric field in the SCW modes is

negligibly small,  ≈ – ∇ , where  is the
quasi-static potential of the kth mode; at the same time,

the eddy magnetic field  ≠ 0 [7]. With regard to
(16), the sought physical quantities in the region of
parametric coupling between the SCW modes can be
represented as expansions in modes [16, 17]: 

(17)

where the excitation amplitudes (z) are yet to be
known. To find them, we will take advantage of equa-
tions of excitation written as [17] 

(18)

where m = 0, 1, 2,… and  is the complex amplitude
of the parametrically exciting extraneous current [see
(8)] with a frequency ων.

At k = m, the normalization factors  determine
the power eigenvalue of the kth mode and at k ≠ m, the
power transferred by the kth and mth modes in a dissi-
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pative system which a semiconductor plasma is [17].
Within the weak-diffusion approximation [7], where
the diffusion mechanism of energy transfer by electrons
can be neglected, the normalization factors

(19)

were calculated in [24] for highly asymmetric TFSS
with |εb | ! |εH | and |εb | @ |εH |. The excitation integral
on the right of equations (18) can be transformed with

the use of expression (8) for the excitation current 

and the mode expansions similar to (17) for  and

. This transformation yields the desired set of
equations for the excitation amplitudes of the paramet-
rically coupled SCW modes with frequencies ων and
ων ± 1: 

(20)

where the coupling coefficient is defined as 

(21)

and

(22)

where n = 0, 1, 2,….
Equation (20) represents an infinite set of coupled

equations for the excitation amplitudes of the modes

 and . Here, known quantities are the
capped membrane functions for all of the physical
quantities appearing in the integrands in expressions
(21) and (22) for the coupling coefficients, as well as
the longitudinal propagation constants [see (15)]; the
procedure for determining the latter has been detailed
in [7, 23], where the SCW eigenmodes in a TFSS under
different boundary conditions were analyzed. Basi-
cally, with the coupling coefficients calculated, the set
of equations (20) makes it possible to study the para-
metric interaction between the SCW modes at the sig-
nal (ων) and idler (ων ± 1) frequencies under different
boundary conditions with regard for the drift and diffu-
sion, as well as the frequency dispersion and the anisot-
ropy of the hot-electron differential mobility.

Special cases may significantly simplify the prob-
lem. For instance, if parametric interaction of only the
principal modes (k = m = n = 0) at the signal and idler
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Êm

ν( )
Hk

ν( )* ) ez Sd⋅×+×≈

Jb
ν( )

ρ1
ν 1±( )

v1
ν 1±( )

Nkm
ν( ) Am

ν( )
z( )d

zd
------------------e

γm
ν( )

z–

m

∑ Ckn
ν ν 1–,( )

e
γn

ν 1–( ) γp+( )z–

n

∑=

× An
ν 1–( )

z( ) Ckn
ν ν 1+,( )

e
γn

ν 1+( ) γp
*+( )z–

An
ν 1+( )

z( ),
n

∑+

Ckn
ν ν 1–,( )

Êk
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frequencies for ν = 0 is considered, (20) turns into a set
of three equations for the excitation amplitudes As, A–,
and A+ for the principal SCW modes with the frequen-
cies ωs , ω– = ωs – ωp, and ω+ = ωs + ωp, respectively. If,
from the physical grounds, one can leave the mode with
one of the frequencies ω± out of consideration and draw
on a model of the rigid or quasi-free boundary of a car-
rier stream [7], system (20) can be brought to the con-
ventional form of the equations for the amplitudes of
two coupled waves [25] with specific analytical expres-
sions for the coupling coefficients dependent on the
pump amplitude.

CONCLUSION

In this paper, the general theory of the parametric
interaction between SCWs in TFSS is presented. The
TFSS may have NDC due to intervalley electron transi-
tions under a high electrical field (like in n-GaAs and
n-InP semiconductors). Our approach is based on the
electrodynamic theory of waveguide excitation by
extraneous currents, which was extended to arbitrary
thin-film waveguide structures with composite active
media. The elaborated theory will help to study the
parametric interaction of SCWs in TFSS with NDC and
take into account actual conditions at the film bound-
aries and diffusion, as well as the anisotropy and the
frequency dispersion of the differential mobility of
charge carriers.
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Abstract—The amplitude of the third harmonic in highly anisotropic media was calculated with a percolation
model. Inclusion-shape and local-conductivity anisotropies were considered. Associated critical indexes and
crossover values were obtained. © 2000 MAIK “Nauka/Interperiodica”.
The generation of the third harmonic is a promising
method for nondestructive testing and inspection of
composites. Over the last years, this method has been
the subject of much theoretical and experimental inves-
tigation [1–6]. The third-harmonic amplitude increases
with the inhomogeneity of the medium and is particu-
larly large near the percolation threshold, where it
grows according to a power law. The generation mech-
anism is as follows. When an alternative current with a
frequency ω passes through an inhomogeneous
medium, harmonics with frequencies 3ω, 5ω, … appear
in the voltage spectrum because of a slight nonlinearity
in the local conductivity of the phases, for example, due
to local overheating. Their amplitudes depend on the
composite microstructure and may provide additional
information about it. In [1, 2], the nonlinear conductiv-
ity was related to the 1/f noise factor and third-har-
monic generation in weakly nonlinear media. In [4], an
expression for the amplitude of the nth harmonic in a
two-phase medium was derived under the assumption
that the ratio between the phase conductivities is zero,
i.e., that one of the phases becomes nonconductive
above the percolation threshold. The amplitude above
and below the percolation threshold, as well as near the
percolation threshold (in the smear region), was calcu-
lated in [6] for a finite ratio of the phase conductivities.
Related experimental data are given in [2–5].

The aim of this work is to calculate the third-har-
monic amplitude in two-phase media with high electri-
cal anisotropy near the percolation threshold. Such
media can be subdivided into two groups: (1) compos-
ites with high anisotropy of the phase conductivities but
with isotropic shapes of inclusions (the principal axes of
the local conductivity tensor are parallel to each other) and
(2) composites with high shape anisotropy of inclusions
that are oriented in the same direction and are locally iso-
tropic. The effective conductivity of such media near the
percolation threshold was studied in [7–9].

We shall concentrate on geometrically anisotropic
two-phase media with high anisotropy of the resistivity
of inclusions with regard for the finiteness of the resis-
1063-7842/00/4502- $20.00 © 20194
tivity ratio. Expressions for the third-harmonic ampli-
tude above and below the percolation threshold, as well
as in the smear region, will be deduced and analyzed.
Shape anisotropy of inclusions and the extreme cases
for associated expressions will also be considered.

THIRD-HARMONIC GENERATION 
IN A TWO-PHASE MEDIUM WITH A HIGHLY 

ANISOTROPIC LOCAL CONDUCTIVITY 
TENSOR

The third-harmonic amplitude is calculated within a
node–link–blob percolation model [10]. Consider first
a medium from the first group. It may consist of an
electrically anisotropic matrix and electrically anisotro-
pic spherical inclusions with the equally oriented prin-
cipal axes of the tensor. We consider the three-dimen-
sional case and assume that the principal components
of the resistivity tensor meet the conditions ρix @ ρiy =
ρiz and ∂ρiy/∂T = ∂ρiz/∂T (i = 1, 2 is the phase no.) Thus,
the medium as a whole is symmetric with respect to the
X-axis and has two fundamentally different directions,
X and Y. Another case of high anisotropy, ρix ! ρiy = ρiz,
is basically the same, and expressions for the third-har-
monic amplitude differ by a factor close to unity.

Let the model be represented as a conductive bridge
and a poorly conductive spacer (Fig. 1). Taking into
account the high anisotropy of the resistivity tensor, we
split the bridge and the spacer into parts where the cur-
rent passes along the directions with the least (ΛxSx)
and the highest (ΛySy) conductivity (Figs. 1a, 1b). To be
strict, it is necessary, for the three-dimensional case, to
consider also a “pin” in the Z direction and the part of
the spacer that is perpendicular to Z. However, since the
Y and Z directions are identical, we can concern only
the elements shown in Fig. 1. The bridge and the spacer
are connected in parallel at p > pc (Fig. 1c) and in series
for p < pc (Fig. 1d). Here, p is the concentration of the
conductive phase and pc is the percolation threshold.
The sizes of the bridges and the spacers are determined,
to a first approximation, from the phase conductivity
000 MAIK “Nauka/Interperiodica”



        

THE GENERATION OF THE THIRD HARMONIC 195

                                      
(b)
(a)

(c)

(d)

d

Sxx ~
 Syy

Sxy ~ SyxΛxx ~ Λyy

Λxy ~ Λyx

Fig. 1. Percolation model. (a) A conductive bridge in an anisotropic medium. The parts Λxx and Λxy of the bridge are aligned with
the high- and low-resistivity directions. (b) A poorly conductive spacer in the anisotropic medium. The parts Sxx and Sxy are oriented
in the same way as Λxx and Λxy. Arrows indicate the current passing through the spacer; d is the size of an inclusion. In (a) and (b),
the conductivity tensor components for the different directions are given. Connection of the elements (c) above and (d) below the
percolation threshold is also shown (RΛ and Rs are the resistances of the bridge and the spacer, respectively).
ratio h [10]. The effective conductivity of such a
medium is weakly anisotropic [8] in spite of the high
electrical anisotropy of the inclusions. This is due to the
fact that the local direction of the current depends on
the percolation structure. As the concentration
approaches the percolation threshold, the effective con-
ductivity becomes progressively isotropic. It is taken
into account here that, in our case, the nonuniformity of
the local conductivity far exceeds the anisotropy of the
inclusions. The diagonal components of the effective
conductivity tensor in the principal axes are

(1)

where τ = (p – pc)/pc is the nearness to the percolation
threshold and t and q are the critical conductivity
indexes above and below pc, respectively.

Equating the resistivity of the correlation volume to
that of the bridge (for p > pc) or the spacer (for p < pc),
we obtain for the structure elements

(2)

where a is the characteristic size of the inclusions and
k|| and k⊥ are constants.

σ⊥
e σ1xτ

t
1 k ⊥ τ

λ1+( ), σ||
e σ1xτ

t
1 k ||τ

λ1+( ),= =

p pc,>

σ⊥
e σ2y τ q–

1 k ⊥ τ
λ2+( ),=

σ||
e σ2y τ q–

1 k || τ
λ2+( ), p pc,<=

Λxx Λyy a τ 1–
1 k ||τ

λ1–( ),= =

Λxy Λyx a τ 1–
1 k ⊥ τ

λ1–( ),= =

Sxy Syx a τ q–
1 k ||τ

λ2+( ),= =

Sxx Syy a τ q–
1 k ⊥ τ

λ2–( ),= =
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The quantities k||, ⊥ |τ  ! 1, which imply weak
anisotropy of the effective conductivity [8], are much
less than unity and subsequently will be neglected.
Then, Λxx = Λxy = Λ and Sxy = Sxy = S. We will assume
that the current dependence of the resistivity is associ-
ated with local overheating; then, a resistivity variation
in the structure elements, to an accuracy of the first
term for Joule heat density ρ0 j2, is given by

(3)

where m is a constant that is a function of the mean tem-
perature and the frequency (it relates a local rise in the
temperature over its mean value to the released heat
density and characterizes heat removal: δT = mρ0 j2 and
β is the temperature coefficient of resistance (TCR).

The resistances of the elements (Fig. 1) are

(4)

where ρ1x and ρ1y are the components of the resistivity
tensor of the conductive phase in the principal axes; ρ2x

and ρ2y, the same for the poorly conductive phase; and
, , , and , the current densities in the

related elements.

|
λ1 2,

ρ T( ) ρ0 1 mρ0 j
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Introduce the quantities

(5)

where hi and αi characterize the inhomogeneity and the
anisotropy, respectively.

From the percolation model for p > pc (Fig. 1c), a
current-dependent correction to the resistance of the
correlation volume can be written as

where

Taking into account that the correlation length in
such a medium is defined as ξ = aτν and expressing the
local current densities through the mean current den-
sity, we obtain for a correction to the effective resistiv-
ity

(6)

Then, the addition to the mean field 〈E〉  has the form

(7)

Substituting δρe into (7) in view of (2) and (5),
assuming that the external current follows the harmonic
law 〈j〉  = 〈j0〉cosωt, and writing the identity

we obtain the expression for the third harmonic V3f,
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which is convenient to normalize by 〈j0〉3:

(8)

Similarly, using the model for p < pc (Fig. 1d), we
come to

(9)

Consider first two extreme cases of high inhomoge-
neity: p > pc and p < pc. The former implies that the sec-
ond phase is totally nonconductive; i.e., it is a perfect
insulator:

(10)

In the latter case, the metal is a perfect conductor;
hence, the voltage drop can be neglected:

(11)

As follows from (10), if β1y/β1x ~  @ 1 or

the anisotropy parameter α1 may significantly change
the third-harmonic amplitude. Otherwise, α1 has a neg-
ligible effect on B3f. For p < pc, the above conditions are

read as β2x/β2y ~  @ 1 or

as follows from (11).

In deriving (8) and (9), it was meant that, along with

(5), the conditions ( hy) = ( hx) = ρ1x/ρ2y ! 1 are
fulfilled; in other words, the maximum resistivity of the
bridge is much less than the minimum resistivity of the
spacer, which is the necessary condition for the perco-
lation approach to apply [8].

From (8) and (9), it follows that, for p > pc, the
crossover conditions (when the critical behavior
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changes) are set when the first and second terms in (8)
equal each other:

(12)

Similarly, for p < pc [expression (9)],

(13)

If

(12) and (13) are simplified and take the form

(14)

for p > pc and

(15)

for p < pc.
The smear region in this case is

Substituting this expression into (8) or (9) yields the
third-harmonic amplitude in the smear region of the
metal-to-insulator transition:

(16)

THIRD-HARMONIC GENERATION 
IN A GEOMETRICALLY ANISOTROPIC MEDIUM

Consider the case when the electrically isotropic
inclusions have a highly anisotropic shape. Let them be
ellipses with the minor and major axes a and b (Fig. 2)
satisfying the condition a/b = α ! 1. Shklovskiœ [7] was
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first to show that, using the coordinate transformation

(17)

one can pass from a geometrically anisotropic medium
with an isotropic local phase conductivity to a medium
with a symmetric shape of inclusions and a highly
anisotropic conductivity: 
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Such a transformation conserves the volume of the
inclusions and, hence, the value of 

 

τ

 

. It is such a
medium that was considered above; therefore, using the
already known parameters of the bridges and the spac-
ers [see (2)] and taking into account (15), we can imme-
diately find these parameters before the transformation:
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Here again, we discard small quantities of the order of
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 in the expressions for the correlation dimen-
sions [see (2) and further], which now become direc-
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. Using (16) and the same
line of reasoning as in the previous section, we deduce
the amplitudes when the external current is directed
along the 
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- or 
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-axis:
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Fig. 2. The transition from a medium with locally anisotro-
pic resistivity (ρxx ≠ ρyy) and geometrically isotropic inclu-

sions to that with isotropic resistivity (  =  = ρ) and

geometrically anisotropic inclusions.
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The size of the smear region is ∆ = (hα2 . Sub-
stituting this expression into (19) or (20) for τ yields the
third-harmonic amplitude in the smear region:

(21)

where ϕ = t + q.
High anisotropy of the third-harmonic amplitude, as

well as the conductivity, is observed in the case of
inclusion-shape anisotropy. Note that the amplitude is
almost direction-independent when the local conduc-
tivity is anisotropic. The crossover values are

(22)

In both cases, the crossover is direction-indepen-
dent.

Expressions (19) and (20) show that the only differ-
ence between the amplitudes for the different directions
is the factor α. Hence, in this approximation, the anisot-
ropy of the third harmonic depends on the shape anisot-
ropy and does not depend on the nearness to the perco-
lation threshold. We can also predict the critical behav-
ior of the third-harmonic amplitude near the threshold.
The value of V3f drastically diverges at p  pc. In a
medium with local electrical anisotropy, the third-har-
monic amplitude becomes isotropic, as does the effec-
tive conductivity. The expressions for the third-har-
monic amplitude in both media incorporate the TCR
and also the ratio of the resistivity tensor components.
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It can be thus concluded that additional information on
local properties of a highly inhomogeneous medium
can be extracted from third-harmonic measurements.
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Abstract—The possibilities of the most sensitive method of laser thermometry of transparent and semitrans-
parent plates have been determined for the varying optical properties of the surface and the conditions of the
surface probing. The contrast of light interference in the plates was studied as a function of the diameter of the
probing laser beam, the angle of the light incidence onto the surface and its roughness, and the presence of anti-
reflecting and reflecting films on the surface. It is established that the contrast also depends on the transverse
temperature gradient in the plate. The measurements were made on silicon single crystals and the optical K-8
glass. © 2000 MAIK “Nauka/Interperiodica”.
INTRODUCTION

The solution of a number of scientific and techno-
logical problems requires the knowledge of the surface
temperature preferably measured by contact-free meth-
ods. Recently, some new methods of active thermome-
try have been developed which are based on measuring
the temperature-dependent parameters of a solid with
the aid of a probing optical beam. The most sensitive
low-noise method is the laser interferometric thermom-
etry of transparent or semitransparent plates playing the
part of the Fabry and Perot etalon for the probing radi-
ation [1]. Heating the plate, one changes the refractive
index and the geometrical thickness of the plate and
determines the current temperature from the number of
optical resonances (periods of the interference pattern)
with respect to the known initial temperature. However,
this method found no wide use because in some cases it
is impossible to obtain the interference pattern for a
plate heated by an irradiating probing laser beam.
Moreover, it is taken a priori that the method can be
applied only to thoroughly polished surfaces [2, 3].

The present article is devoted to the study of the
Fabry–Perot resonances observed when heating glass
and silicon plates. The interference patterns were
obtained from industrially manufactured single crystals
(including those with rough surfaces) and glasses with
surfaces not subjected to any additional treatment.

EXPERIMENTAL SETUP

The schematic of a setup is shown in Fig. 1 and is
described in detail elsewhere [4]. The probing radiation
was that of an LGN-113 He–Ne laser (the wavelengths
0.63 and 1.15 µm). The beam was focused on the sur-
face by a lens with the focal distance f = 8–30 cm; the
probing-beam diameter on the surface was d ≈ fΘ ≈
0.1–0.3 mm (where Θ is the divergence angle of the
1063-7842/00/4502- $20.00 © 20199
beam). Without a lens, the beam diameter on the speci-
men surface was 2 mm. The specimen temperature was
increased at a step of 20–30 K, which was sufficient for
recording several periods of the interference pattern
used for the contrast determination. The signal from a
photodetector (a silicon or a germanium photodiode)
was recorded and then computer-processed. The photo-
detector can be tuned either to a reflected or a transmit-
ted radiation. To study the contrast statistics, we
recorded about 30 points spaced by 0.5 mm (for d = 0.1
and 0.3 mm), 1 mm (for d = 1 mm), and 2 mm (for
d = 2 mm) along an arbitrarily chosen line. The depen-
dence of the contrast on the angle of light incidence
onto the surface was measured from the specimen on a
rotating table, with the rotation angle around the verti-
cal axis being set on the graduated circle with a scale
value of 1°.

Figure 2 illustrates the sequence of resonances (an
interference pattern) obtained in the light reflected from
the heated 0.5-mm-thick silicon crystal. The shift by
one fringe (i.e., the variation in the path difference by
2π) observed for a silicon single crystal at λ = 1.15 µm
corresponded to the change in the optical thickness of

6

1

2
3

4 5

Fig. 1. Schematic of the setup for recording optical reso-
nances in the plates: (1) laser, (2) lens, (3) semitransparent
mirror, (4) plate under study, (5) heater, (6) photodetector.
000 MAIK “Nauka/Interperiodica”
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the crystal by ∆(nh) ≈ 0.16 µm or the change in the tem-
perature by ∆T ≈ 5.2 K.

EFFECT OF THE ANGLE 
OF LIGHT INCIDENCE

The contrast (visibility) V of the interference fringes
characterizes the amplitude of the intensity oscillations
(I) of the transmitted or the reflected light during the
change of the plate temperature, V = (Imax – Imin)/(Imax +
Imin). If the contrast is very low (e.g., V ! 0.01), the cal-
culation of the number of the fringes against the back-
ground of unavoidable noise becomes a rather difficult
problem, and, therefore, the thermometric method
under consideration becomes unreliable. A finite value

20100

0.5

1.0
VR

t, s

Fig. 2. A part of the interference pattern obtained in the
reflected light from a heated silicon single crystal with two
polished surfaces. The beam diameter 0.1 mm. Contrast
VR ≈ 1.

806040200

0.8

1.0

0.6

0.4

0.2

VR

i

1

2

3

4

Fig. 3. Contrast of the interference pattern obtained in the
reflected light (λ = 1.15 µm) as a function of the angle of
beam incidence onto the surface of a 0.5 mm-thick silicon
crystal. The curves indicate the data calculated for various
D values: (1) 3, (2) 1, (3) 0.3, and (4) 0.1 mm; points indi-
cate the data measured at D = 0.3 mm.

, deg
of the laser-beam diameter imposes certain limitations
on the thermometry method if the plate is irradiated at
a certain angle to the surface normal. In order to elimi-
nate the signal from the parasitic interference in the
optical window, which is in contact with the plasma
and, thus, is also heated. The substrate probing at
angles ranging within 5°–20° to the surface normal is
sometimes performed in a plasmochemical reactor
[5, 6]. Moreover, some setups used in microtechnology
allow the use of only large angles (40°–50° or larger) of
the light incidence onto the surface. In this case, the
reflected beams of different orders only partly overlap
in the photodetector plane. In the region of nonoverlap-
ping beams, a photodetector records the constant light
intensity irrespectively of the thickness variations in the
plate, and the interference contrast does not attain its
maximum value. Consider the simplest case of a two-
beam interference in a nonabsorbing plate. Using the
expressions for the partial beam overlap [7, 8], we
arrive at the dependence of VR on the angle of light inci-
dence onto the surface for different beam diameters
(Fig. 3). The contrast varies in a nonmonotonic way: it
decreases in the range of 0°–45° and increases in the
range of 45°–90°. Moreover, at D/h ≤ (sin2i)/(n2 –
sin2i)1/2 (where D is the beam diameter, h is the plate
thickness, i is the angle of incidence, and n is the refrac-
tive index), a specific “dead zone” of the incidence
angles is observed, because the beams are spatially
resolved in the photodetector plane, and, thus, there is
no interference at all. An increase of the contrast
observed at large angle of incidence onto the surface is
very interesting for thermometry of the substrates for a
number of microtechnological processes, because it
allows the thermometric measurements through optical
windows used in the ellipsometric measurements (usu-
ally, at the incidence angle of 70°).

EFFECT OF NONIDEAL PLANE-PARALLEL 
SUBSTRATE

In order to study the optical-resonance properties,
we used industrially manufactured (100)-oriented
KÉF-4.5 silicon single crystals with diameters of 76–
100 mm. The working surface of each crystal was pol-
ished until the microrelief height attained the value of
Rz ≤ 0.05 µm. According to the properties of the back
surfaces, the specimens were divided into two types:
type-1 specimens with back surfaces polished more
roughly (with the microrelief height 0.1 µm) than the
front face and type-2 specimens with rough back sur-
faces with the average relief height of about 1–2 µm.
The shapes and the dimensions of the microfaces were
ordered with respect to both crystallographic axes and
the slope of the microfaces with respect to the basal
plane [4].

The distribution of the local angles formed by two
polished crystal surfaces was studied by the known
method based on the use of a microphotometer with
TECHNICAL PHYSICS      Vol. 45      No. 2      2000
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three-dimensional scanning [6]. For a 0.35–0.38 mm-
thick crystals of type 1 having a diameter of 76 mm, the
most probable angle equals (1–3) × 10–4 rad, for 0.45–
0.48 mm-thick crystals of the diameter 100 mm, the
most probable angle is (3–10) × 10–5 rad. The main
cause of the reduced interference contrast for such
crystals is the variation of the thickness over the crystal.
If the crystal thickness varies along the beam path, the
photodetector yields the averaged partly or complete
compensated interference maxima and minima. It is
clear that with an increase of the probing-beam diame-
ter, the contrast should increase if the angle formed by
the plate surfaces has a nonzero value.

The table shows the values of the average contrast
and the mean-square deviations from it for the speci-
mens studied. The contrast decreases with an increase
of the beam diameter. The theoretically possible con-
trast in the reflected light is VR = 1 (for Si and glass) and
in the transmitted light, VT = 0.57 (for Si). The experi-
mental values of VR for type-1 Si at D ≈ 0.1 mm are
close to unity, whereas the experimental VT values for
the same specimens coincide with the theoretically pre-
dicted values. Figure 4 shows the calculated depen-
dence of the contrast on thickness variation along the
light-beam cross section for polished silicon plates. It is
seen that the probability of recording a pattern with the
zero contrast is negligibly low; the probability of
recording the contrast VR ≤ 0.01 does not exceed 0.01–
0.03 and increases with an increase in the thickness
variation. The average angle between the crystal sur-
faces dh/dx (where x is the coordinate along the sur-
face) can be determined by two methods: (a) by com-
paring the plot V(∆h) with the tabulated data, which
yields dh/dx ≈ 1.2 × 10–4, and (b) by scanning the crys-
tals with a probing light beam (λ = 1.15 µm, d =
0.2 mm); the average distance between the neighboring
interference extrema in the reflected light is about

86420
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∆h, 10–5 cm

Fig. 4. Contrast as a function of the thickness variation in a
Si crystal in the section of the light beam. The wavelength
1.15 µm, normal light incidence.
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1.5 mm, whence dh/dx ≈ 1.1 × 10–4. Thus, the local
measurements of the interference contrast provide the
information on the thickness gradient of the plate.

Figure 5 shows the calculated dependence of the
contrast as a function of the number N of microfaces in
the section of the probing beam for a 0.5-mm-thick Si
crystal with a rough surface. This dependence can be
approximated by a power function. Thus, if N ≥ 2,
we have VR ≈ 0.77 × N–0.53; if N ≥ 4 we have VT ≈ 0.61 ×
N–0.52 (in both cases, the correlation coefficient equals
0.995). The model of a rough surface approximately
corresponds to one of the types of the surface rough-
ness of single crystals studied earlier [9]. The height of
the parallelepipeds forming the roughness was set
within 0–2 µm with respect to the basal plane with the
aid of a generator of random numbers. For each Fabry–
Perot microresonator, we calculated the transmission
and the reflection coefficients in the geometrical optics
approximation. These coefficients were averaged over
an ensemble of N microresonators of the same area.
Then, the values of VR and VT were calculated for the
thus-obtained microresonator with a rough surface. For
each N value, the contrast was averaged over 300 tests.
For any N, the distribution density of the contrast over

806040200
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Fig. 5. Dependence of the average contrast on the number of
microfaces in the cross section of the light beam in the case
of its normal incidence onto the surface. All the microfaces
have the same areas in the crystal plane.

Contrast of the interference patterns obtained from a heated
silicon single crystals of type 1 (Si I) and type 2 (Si II) at dif-
ferent diameters of the probing beam

D, mm VR (Si I) VT (Si I) VR (Si II) VT (Si II)

0.1 0.91 ± 0.04 0.57 ± 0.02 0.12 ± 0.05 0.14 ± 0.06

0.3 0.78 ± 0.05 0.56 ± 0.01 0.08 ± 0.04 0.10 ± 0.06

1 0.63 ± 0.15 0.34 ± 0.10 0.05 ± 0.02 0.03 ± 0.01

2 0.55 ± 0.12 0.2 ± 0.2 0.02 ± 0.001 0.015 ± 0.004

Note: The average contrast and the mean-square deviations were
obtained using 20 values for Si I and 30 values for Si II.
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a series of tests had the form of a curve with the maxi-
mum (Fig. 6) observed at a nonzero V value. The exper-
imental data listed in table are consistent with the curve
calculated in the range N ≈ 10–3000. Earlier [4], similar
distributions were also obtained experimentally in a
scheme with “fiber-optical transport” of the light beam
for N ≤ 4. Thus, even at high N values, the probability
of recording an interference pattern with the zero con-
trast is close to zero. This amazing fact was repeatedly
confirmed experimentally [4, 10, 11].

The interference patterns from type-1 crystals show
a much higher contrast than those from type-2 crystals.
Nevertheless, the use of a beam with a diameter 0.1–
0.3 mm allows one to record the interference patterns
from heated crystals with rough surfaces. This fact is
important for the microtechnology, because the major
part of the crystals used in this technology (substrates
for integral circuits) have rough back surfaces. In our
experiments, we irradiated the polished surfaces of the
plates, because the illumination of the rough surface
yields too weak mirror-reflected radiation already at a
distance of 30 cm from the plate (however, using the
collecting lens, it is possible to record the interference
patterns in this case as well). The effect of roughness on
light reflection from the surface can be reduced by
using a more long-wavelength radiation (e.g., with the
wavelength of 3.39 or 10.6 µm). This also promotes a
higher contrast.

The measurements were performed, as well, on
specimens of the optical K-8 glass (2.54 mm in thick-
ness) at the wavelength 0.63 µm. Both glass surfaces
were polished, and the average height of the microrelief
was 0.01 µm. The angle formed by the surfaces was
about 5 × 10–5 rad. Under a normal light incidence and
a beam diameter equal to 0.3 mm, the contrast was VR =
0.97 ± 0.02. However, in this case the intensity of the
reflected light was lower than for silicon (in the inter-
ference maximum, Rmax = [(n2 – 1)/(n2 + 1)]2; in other

0.40.30.20.1 VR0

0.1

0.2

0.3

f(VR)

Fig. 6. Histogram of the contrast distribution VR = 0.18 ±
0.09 for 350 tests at N = 16.
words, for glass with a refractive index of n = 1.516, we
have Rmax ≈ 0.16; for silicon at n = 3.535, we have
Rmax ≈ 0.73).

EFFECT OF TRANSVERSE TEMPERATURE 
GRADIENT

It was established experimentally that the tempera-
ture inhomogeneity of the plate along the diameter of
the probing beam results in a reduction of the interfer-
ence contrast. The temperature dependences n(T) and
h(T) lead to the transformation of the temperature inho-
mogeneity into the nonuniform optical thickness nh
along the beam diameter. This, in turn, leads to partial
or complete compensation of the maxima and minima
during recording of the beam intensity. In this case, the
mechanism of the contrast reduction is the same as in
the case of nonuniform geometrical thickness. The con-
dition under which the temperature gradient can affect
the contrast is written in the following way:

This condition signifies that more than one interfer-
ence half-period fits the beam diameter, which is
accompanied by the contrast reduction. Earlier [6], an
analogous condition was formulated for the thickness
gradient of the plate. For a beam of diameter 2 mm and
the glass plate of the thickness of 1 mm, this condition
is met if ∂T/∂x ≥ 7 K/cm for Si and ∂T/∂x ≥ 270 K/mm.
Such a pronounced difference is explained by the fact
that the ∂n/∂T values for semiconductors and dielec-
trics differ by almost two orders of magnitudes. We
observed the reduction of the interference contrast in
the case of the transverse temperature inhomogeneity
in thermometric measurements on Si single crystals in
a gas-discharge plasma if the crystal had a nonsymmet-
ric position with respect to the axis of a cylindrical
reactor. The dependence of the contrast on the temper-
ature difference along the diameter of the light beam is
described by the dependence similar to that shown in
Fig. 4.

The contrast can also be reduced by displacing the
reflected first-order beam with respect to the zero-order
beam due to refraction from the transverse temperature
gradient. In this case, the distance between the beam
centers is determined by the expression

where H is the plate–detector distance.

In this case, the pronounced temperature gradients
can give rise to complete spatial resolution of the beams
on the photodetector.

4Dh
∂n
∂T
------∂T

∂x
------ 

  λ 1– 1.≥

L 2Hh
∂n
∂T
------∂T

∂x
------,≈
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EFFECT OF FILMS COATING 
THE SURFACE

The effect of antireflecting films on the interference
contrast was studied on Si single crystals with the sur-
faces coated with 0.2–0.4 µm-thick SiO2 or Si3N4 films.
The effect of reflecting coatings was studied on Si sin-
gle crystals coated with 0.3 µm-thick aluminum or cop-
per films. The presence of reflecting and antireflecting
films on the surface of Si single crystals usually results
in the reduction of the contrast. The only exception is
transparent films having the thickness multiple to λ/2nf

(the subscript f indicates the film): the half-wave films
on the surface produce no effect on the contrast. For the
crystals with one surface coated with partly antireflect-
ing film of silicon dioxide and the other surface, coated
with the reflecting aluminum film, the contrast of the
interference pattern does not exceed 0.03–0.05. How-
ever, the thermometric measurements of such films are
still possible, because the electronic processing of the
signal allows the identification of the extrema even on
the interference patterns with the contrast 30–50 times
lower [12]. Recording of interference patterns with the
contrast V ≥ 0.001 is, in fact, a sufficient condition for
thermometric measurements.

RESONANCE SHAPES

The resonance properties of the plates are character-
ized by the fringe finesse F showing how many times
the distance between the neighboring extrema exceeds
the width of the reflection minimum. One can readily
show that the contrast in the transmitted light VT and the
fringe finesse are related as

where

α is the linear absorption coefficient of light, and h is
the film thickness.

It is seen that with an increase in VT, the reflection
minimum becomes narrower. This relationship shows
in what way the variation in the surface properties
affects the shapes of the Fabry–Perot resonances. Thus,
applying a strongly reflecting film onto the back surface
(R2 ~ 1), one can make the reflection minima narrower.
With an increase of the light absorption in the plate, the
reflection minima broaden. Using the data listed in
table, one can determine that F ≈ 3.26 for type-1 Si and
F ≈ 2.2 for type-2 Si. Roughness reduces the effect of
high-order reflection beams because of light scattering
and, thus, makes the maximum and the minimum
widths almost equal. The possibility of controlling the
fringe shapes is of great importance for the continuous
temperature determination from the interference pat-
tern. For real Si, Ge, GaAs, and GaP crystals (with the

E π VTarccos( ) 1– ,=

VT

2 R1R2e αh–

1 R1R2e 2αh–+
---------------------------------,=
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nonzero deviation of the surfaces from parallelism, i.e.,
at F ≈ 3.3–3.7), the temperature is determined only at
the moments at which the interference pattern corre-
sponds to the minimum reflection. Quasicontinuous
temperature measurements (e.g., made at a step of 102–
103 counts per period) of such crystals cannot be per-
formed because of the complicated character of the
overlap of the beams of various orders at the photode-
tector (that is why it is impossible to construct an ana-
lytical model adequately describing the interference
pattern at all its points). If F = 2, such a description
gives rise to no difficulties. A decrease of the fringe
finesse from the specimens with both surfaces being
partly covered with antireflecting films allows one to
reduce the contribution of high-order beams and
describe the interference pattern with considerable pre-
cision in the two-beam approximation. Thus, contrary
to spectroscopy, the large number of interfering beams
in the Fabry–Perot resonator is not the necessary condi-
tion—it is rather an undesirable factor for thermometric
measurements.

CONCLUSION

In most cases, plates with polished and rough sur-
faces slightly deviating from the plane-parallel condi-
tion and those coated with thin films provide the forma-
tion of an interference contrast sufficient for the remote
temperature measurements. The influence of differ-
ently modified surfaces on the shape and the amplitude
of the optical resonances can preliminarily be estimated
using rather simple relationships. In fact, there are
almost no restrictions on the angles of light incidence
onto the surface, which makes the method under con-
sideration quite efficient for the studies and control of
the processes occurring in the technological setups.

At present, laser interference thermometry is widely
used for the study and control of the plasmochemical
treatment, epitaxial growth, and film deposition from
the gas phase. The sensitivity of the method exceeds the
sensitivities of other thermometric methods by two to
four orders of magnitude and is characterized by a wide
temperature range (for silicon, from the cryogenic tem-
peratures up to ~1000 K; for broader-band semicon-
ductors and dielectrics, the upper limit is even higher).
The use of the semiconductor diode lasers [13] and the
fiber-optic communication links [14] in the optical
scheme makes the method highly reliable, so that it can
be used in the technological setups for measuring sub-
strate temperatures.
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Abstract—Experiments on the effect of a CO2-laser pulse on an open water surface are reported. They testify
that the multilayer periodic structure of the resultant scattering region is due to the intensity modulation at the
trailing edge of the pulse. The generation of optoacoustic pulses is studied at two different values of laser-pulse
length. The shorter laser pulse is obtained through the trailing-edge absorption in a laser-spark plasma produced
by focusing the radiation. © 2000 MAIK “Nauka/Interperiodica”.
We have reported [1, 2] the formation of a scattering
region beneath an open water surface exposed to a
focused pulse from a CO2 laser at about 15 J/cm2.
Appearing on shadowgrams, the region first expands
downwards (for a time less than 0.5 µs) and then
acquires a multilayer periodic structure. The velocity of
the lower boundary during the initial phase of evolution
is twice as large as that of sound in water. This paper
presents a closer examination of the phenomenon.

Further experiments with CO2 laser radiation
revealed that a similar structure can be created by a
nonfocused pulse as well. The evaporative mechanism
of acoustic wave generation will not do in this case
because of a low-density energy flux. Extending to the
leading edge of an optoacoustic pulse, the scattering
region touches the water surface within initial 3 µs; then
it separates from the surface and follows the leading
edge, moving downwards at the velocity of sound. Fig-
ure 1 shows a shadowgram taken at 2 µs. It can easily
be seen that the region has a periodic structure. The
average period of the structure (about 0.1 mm) was
measured with an illuminating pulse, which passed
through the region and a lense and produced a diffrac-
tion pattern in its back focal plane (Fig. 1b). The period
is virtually independent of the energy flux from the
excitation laser.

In the case of evaporative generation, the periodic
structure was detected by other workers on shadow-
grams and interferograms [3, 4] or on oscilloscope
traces from piezoelectric sensors [3, 5]. In [3], mecha-
nisms that may underlie the high-frequency acoustic
vibrations are covered; however, none of them has
received firm experimental support. It was suggested
[5] that the generation of sound at high excitation inten-
sities, typical of the evaporative regime, may stem from
the instability of an interfacial layer and its destruction
by a low-pressure pulse (cavitation) due to the reflec-
1063-7842/00/4502- $20.00 © 20205
tion of a shock wave from the water surface. With
regard to this hypothesis, the questions arise as to how
the destruction of the interfacial layer leads to the
acoustic vibrations and what determines their fre-
quency. By contrast, in [6, 7], the generation of ultra-
sonic waves under the action of solid-state mode-
locked and solid-state free-running lasers was reported.
The behavior of the high-frequency optoacoustic com-
ponent here is associated with the intensity modulation
of the excitation pulse.

In this study, we share the conjecture [6–8] that the
acoustic wave train is produced by the intensity modu-
lation of the excitation pulses. The view is supported by
the facts that the periodic structure is observed also at
relatively low energy fluxes (E < 1 J/cm2), typical of
thermal mechanisms, and that its spatial period is inde-
pendent of laser intensity. Furthermore, the length of
the acoustic wave train is equal to the total length of the
excitation pulse, about 3 µs (Fig. 2a).

The waveform of an excitation pulse was picked up
with a photosensor offering a time resolution of the
order of 1 ns. The photosensor exploits the drag effect
in a p-type germanium. A typical waveform is shown in
Fig. 2b, where the weak periodic oscillation is observed
(curve 1). Its amplitude is 4 ± 2% of the pulse height,
and its frequency, equal to about 125 MHz, correlates
with that of acoustic waves, ν = a/d ≈ 15 MHz. Here,
a = 1.5 × 105 cm / s is the velocity of sound in water and
d = 0.1 mm is the spatial period of the structure.

In order to verify our conjecture, we conducted the
following experiment, depicted by Fig. 3. An excitation
pulse from a CO2 laser is focused by spherical mirror
M1 so that a laser spark is produced at point S in air. The
spark cuts off the trailing edge of the pulse, since the
radiation is absorbed by the spark plasma. The wave-
form of the plasma-shortened excitation pulse is shown
in Fig. 2b (curve 2). Then the pulse is directed to the
000 MAIK “Nauka/Interperiodica”
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Fig. 1. Images of the scattering region: (a) shadowgram at 2 µs (1, water surface; 2, leading edge of an optoacoustic pulse) and
(b) diffractogram of an illuminating pulse in the back focal plane of the lens.
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Fig. 2. Waveforms of the excitation pulses for an oscillo-
scope resolution of (a) 0.5 and (b) 0.2 µs/division. Curves 1
and 2 depict the longer and the shorter pulse, respectively.
water surface by spherical mirror M2 and flat mirrors
M3 and M4. The incident intensity is varied by adjusting
the distance between M3 and M4. The region of hydro-
dynamic excitation is illuminated by a pulse from a
ruby laser in the direction perpendicular to the plane of
the drawing. A shadowgram and a holographic interfer-
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M1
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S

D

Fig. 3. Schematic drawing of the excitation pulse shaper.
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Fig. 4. Shadowgrams and holographic interferograms of the optoacoustic pulse that is generated by (a, b) the longer and (c, d) the
shorter excitation pulse at Imax = 2.5 MW/cm2 and τ = 2.2 µs.
ogram are recorded simultaneously during a pulse; this
is achieved by means of a mirror with an opening that
serves as the visualizing diaphragm of the schlieren
system [7]. Figure 4 presents sample patterns obtained
with the (a, b) longer or (c, d) the shorter excitation
pulse. In the former case, the pulse is limited by dia-
phragm D so as to attenuate the intensity at the focus of
M1 to a value below the air breakdown threshold. The
energy flux density on the water surface was ~1.5 or
~0.1 J/cm2 for the longer and the shorter pulses, respec-
tively, the maximum intensity Imax being ~2.5 MW/cm2

in both cases. As indicated by Fig. 4, the shorter excita-
tion pulse cannot generate an acoustic wave train and
only a short bipolar optoacoustic pulse is present. Fig-
ure 5 shows the waveforms of the optoacoustic pressure
pulses generated by (a) the longer or (b) the shorter
excitation pulse. Waveforms (a) and (b) are obtained
from holographic interferograms. Notice that the lead-
ing (positive) peaks are nearly the same in magnitude,
whereas the negative peak (valley) is materially larger
for the shorter excitation pulse. Panels (c) and (d) dis-
play waveforms computed from the notion that the
waveform of an optoacoustic pressure pulse is the
derivative of the excitation waveform if αaτ @ 1, where
α is the absorption coefficient, a is the velocity of
sound, and τ is the excitation pulse length [9]. Good
agreement between the measured and the computed
data for the longer excitation pulse, as well as the
TECHNICAL PHYSICS      Vol. 45      No. 2      2000
absence of the high-frequency oscillation for the
shorter excitation pulse, reinforce the conjecture that
the creation of the periodic structure accompanying the
optoacoustic pulse stems from the intensity modulation
at the trailing edge of the excitation pulse. It is pertinent
to note that the authors of [3] considered this process as
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Fig. 5. Waveforms of the optoacoustic pressure pulses that
are generated by (a, c) the longer and (b, d) the shorter exci-
tation pulse. (a) and (b), experiment; (c) and (d), computa-
tion.
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one of the possible mechanisms underlying the ultra-
sonic generation by a CO2-laser pulse but ultimately
rejected it, failing to detect trailing edge modulation.

The generation of optoacoustic pulses by shortened
excitation pulses has the following features. The transi-
tion from a thermal to an evaporative generation mech-
anism occurs at a significantly higher Imax value as com-
pared with the longer-pulse case. This property enables
one to excite bipolar optoacoustic pulses of a large
magnitude without evaporation. Most dramatical is the
improvement in the magnitude of the valley: it may
appreciably surpass both the preceding (leading) peak
and the valley that is generated by the longer excitation
pulse, since the trailing edge of the shorter excitation
pulse has a larger slope. The valleys, in turn, may create

(‡)

(b)

Fig. 6. Shadowgrams of the optoacoustic pulse that is gen-
erated by (a) the longer and (b) the shorter excitation pulse
at Imax = 7.5 MW/cm2 and τ = 5.5 µs.
cavitation bubbles if the tensile strength of water is
exceeded. Figure 6 presents shadowgrams for excita-
tion pulses of both types when the energy flux density
is five times larger than that in Fig. 4. The valley mag-
nitude was estimated under the assumption that the
pressure in an optoacoustic pulse is linearly dependent
on the energy flux density of an excitation pulse. We
obtained 35 atm for the longer excitation pulse and
60 atm for the shorter one. Figure 6 indicates that the
cavitation bubbles are generated far more efficiently in
the latter case in spite of the fact that the absorbed
energy is 15 times smaller. Also, the bubbles are easier
to observe in the absence of the periodic structure,
which arises with the longer pulse.

To sum up, this study revealed a wealth of compli-
cated physical processes accompanying the interaction
between the radiation of a CO2 laser and an open water
surface. It has been found that the multilayer periodic
structure, which follows an optoacoustic pulse, is
caused by the intensity modulation at the trailing edge
of an excitation pulse. It would be worthwhile to under-
take further experimental investigations into the nature
of the periodic structure.
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Abstract—Relaxation cavityless optical bistability is studied when a semiconductor is exposed to light quanta
with an energy exceeding the transition energy and the free-electron relaxation time depends on temperature.
The numerical analysis of dynamic equations for temperature and free-electron density demonstrates that
11 regimes of light–semiconductor interaction are possible. The regimes are classified in terms of the features
of temperature–intensity characteristic curves, namely, by the number and arrangement of instability and quasi-
stability segments and by the presence or absence of bistability. It is found that both the upper and the lower
branch of a bistable characteristic curve may be unstable, which results in spontaneous switchings between the
respective states. Similarly, if the upper state is unstable and the lower state is stable, a small perturbation of the
parameters (free-electron temperature and density) near the former causes the transition to the oscillatory
regime. If the upper state is unstable and a small perturbation of the lower (stable) state excites a damped oscil-
lation, spontaneous switchings result if the fluctuating temperature exceeds some critical value for the lower
state. © 2000 MAIK “Nauka/Interperiodica”.
INTRODUCTION

Optical bistability has remained a focus of interest
for many years [1, 2]. It is regarded as an avenue for
optical computing and bulk data storage. However,
such systems are still unable to provide desired switch-
ing performance, which urges the quest for novel ways
to implement optical bistability. It is also worth bearing
in mind that the simultaneous action of multiple physi-
cal factors may result in a tricky evolution of switching
waves. In particular, the process may be fraught with
spatial and temporal instabilities [1–6]. Some of them
stem from diffraction [3, 4], whereas others are pro-
duced by intrinsic fluctuations. The stability of station-
ary states is essential for the reliability of a data storage.
A spontaneous switching to another state destroys use-
ful information.

We have studied cavityless optical bistability in a
semiconductor exposed to a light beam whose aperture
was wide to avoid diffraction. The relaxation time of
photogenerated carriers was considered as a function of
temperature. It has been revealed that the system may
be unstable. In those studies, the instability was found
only on the upper branch of a bistable temperature vs.
the input intensity curve. By contrast, this theoretical
study demonstrates that the loss of stability may occur
on both branches. Furthermore, due to temperature
fluctuations, oscillations may develop even if the char-
acteristic curve has such segments where only damped
oscillations are observed. These findings were obtained
1063-7842/00/4502- $20.00 © 20209
within a lumped-parameter model of the semiconduc-
tor.

FORMULATION OF THE PROBLEM 
AND THE METHOD OF COMPUTATION

The photogenerated carriers are electrons excited by
photons whose energy exceeds the corresponding tran-
sition energy. The excitation is followed by relaxation
with which heat is released. The relaxation time is a
function of temperature. The processes are described
by the dimensionless equations

(1)

subject to the initial conditions for the temperature and
density of the free electrons 

(2)

Here, n is the density of the excited electrons; T is tem-
perature; t is time; I(t) is the input light intensity as a
function of time; τr is the relaxation time; q indicates
what fraction of the absorbed light energy is converted
into heat during the relaxation; and τD represents the
diffusion of the excited electrons. In (1), n normalized
to the maximum possible value for given ambient tem-
perature, t is measured in terms of the time for heat
removal from the exposed region due to heat conduc-

dn
dt
------ I t( ) n

1
τ r T( )
------------ 1

τD
-----+ 

  ,–=

dT
dt
------ q

n
τ r T( )
------------ T , t 0>–=

n t 0= n0, T t 0= T0.= =
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tion, and the drain term represents heat conduction and
carrier diffusion. The function I(t) is specified as fol-
lows:

(3)

where I0 is the stationary value and τD provides the
smooth and fast transition to the stationary state. Nor-
mally, τ = 0.1.

The dependence of the relaxation time on tempera-
ture is approximated as

(4)

where β is set to 1. In any case, the value of β can be
reduced to 1 by temperature renormalization.

System (1)–(4) was solved numerically with an
implicit scheme. An iterative technique was applied to
concomitant nonlinear equations. Each iteration was
performed under the constant of energy conservation
(hence, the scheme is conservative). The implicit
scheme was chosen due to a considerable number of
steps required (t may be as large as several thousands).
Such a decision insures the stability of computation and
prevents the accumulation of rounding errors upon
integration.

We preceded the computation with the parametric
analysis of stationary solutions. This enabled us to
delineate regions on the τD–τrm plane, each related to a
specific regime of light–semiconductor interaction. The
regimes are distinguished by the presence or absence of

I t( ) I0 1 e
1
τ
---–

– 
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Fig. 1. Regions (1–11) of qualitatively different shapes of
the T–I characteristic curve on the τD–τrm plane, which are
distinguished by the number and arrangement of instability
and quasi-stability segments and by the presence or absence
of bistability. The T–I characteristics are shown in respec-
tive panels of Fig. 2.
bistability and by the stability types of the stationary
states.

RESULTS AND DISCUSSION

Figures 1 and 2 present the results of the parametric
analysis of stationary solutions to system (1)–(4).
Remarkably, the conclusions do not depend on q. The
τD–τrm plane in Fig. 1 is divided into regions that give
qualitatively different T–I characteristics shown in
respective panels of Fig. 2. The T–I characteristics are
distinguished by the presence or absence of bistability
and by the number and arrangement of segments show-
ing instability or damped oscillations (stable foci). 

Depending on τrm and τD, a T–I characteristic may
be single-valued or bistable. In Fig. 1, the former alter-
native is realized in regions 1–4, 9, and 11, whereas the
latter, in regions 5–8 and 10. Furthermore, the upper
and the lower branch of a characteristic may have vari-
ous instability segments (regions 3–6, 8, and 11 in
Fig. 1). The corresponding unstable stationary states
are nodes or foci. If they are perturbed, the system
evolves in an exponential or oscillatory fashion, respec-
tively. As far as information storage is concerned,
quasi-stability segments (damped oscillations) also
deserve attention, since the system may switch from a
quasi-stable stationary state to an oscillatory regime if
the perturbation exceeds a certain level and information
will be lost. Characteristics with quasi-stability seg-
ments stem from regions 2–6 and 8–11 in Fig. 1.

It should be emphasized that instability occurs
whether or not the system possesses bistability. For
example, each of the bistable characteristics (regions
5–8 and 10 in Fig. 1) includes an instability segment
lying between the two branches (Fig. 2), and some of
the single-valued characteristics also have instability
segments (see panels 1–4, 9, and 11 in Fig. 2). In what
follows, we avoid considering the processes on the
intermediate instability segment.

Now, we briefly discuss the features of the regions
in Fig. 1. For regions 1, 2, 7, 9, and 10, the stationary
states are stable. However, the T–I characteristics for
regions 2, 9, and 10 include quasi-stability segments
(Fig. 2).

For regions 3–6, 8, and 11, the corresponding T–I
characteristics have instability segments as well as
quasi-stability segments. If a characteristic is bistable
(panels 5, 6, and 8 in Fig. 2), instability is normally
confined to the upper branch. An exception is the char-
acteristic for region 5: there is a small instability seg-
ment in its lower branch as well. This segment lies
between an intermediate instability segment and a
quasi-stability segment. If we pass on to region 6, the
lower branch becomes free from instability, but a quasi-
stability segment remains. For region 8, instability
TECHNICAL PHYSICS      Vol. 45      No. 2      2000
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Fig. 2. Temperature T as a single-valued or bistable function of input light intensity I. The panels are labeled as the respective regions
in Fig. 1. The thickest lines represent unstable nodes; medium lines, unstable foci; broken lines, stable foci; and thin solid lines,
stable states. The curves are computed at q = 20. The values of τrm and τD, respectively, are (1) 2 and 0.5, (2) 2 and 5.4, (3) 2 and
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13.1 and 1.78. If perturbed, an unstable focus produces an oscillatory regime, whereas a stable focus yields damped oscillations.
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occurs only on the upper branch. The instability seg-
ment here is separated from an unattainable portion in
the middle by a quasi-stability segment.

Figure 2 indicates that regions 4, 5, 6, 8, and 11 of
the τD–τrm plane may provide both spontaneously
developing oscillations and spontaneous switchings
between stable states. Regions 5 and 8 will be the sub-
ject of our investigation in what follows, since they
were not discovered in our previous studies.

For region 5, there is an interval of I values within
which either (1) both of the stationary states are unsta-
ble or (2) only the upper stationary state is unstable, the
lower state being stable. Alternative 1 is exemplified by
TECHNICAL PHYSICS      Vol. 45      No. 2      2000
I = 0.21825 with τrm = 30, τD = 3.5, and q = 20. Alter-
native 2 is exemplified by I = 0.2180 with the same τrm,
τD, and q.

Consider alternative 1. A random perturbation of the
stationary temperature value initiates an oscillatory
regime, which has a pronounced relaxation character.
Note that the oscillation develops with any perturba-
tion, however small it is. An example is shown in
Fig. 3a. The system evolves from T0 = 1.45, which is
close to a stationary value. Before the system goes to
the oscillatory regime, it stays in the vicinity of the
unstable stationary state for about ten periods. Clearly,
the transition time would be comparable with the
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Fig. 3. Development of oscillatory regimes at q = 20 for τrm and τD from (a) region 5 and (b) region 8. Panel (a) is computed at
τrm = 30, τD = 3.5, and I = 0.21825. Panel (b) is computed at τrm = 13.3, τD = 1.75, and I = 0.2030. In (b), T0 = 2.9 (solid curves) or
3.0 (broken curves).
period of the oscillation if the magnitude of the pertur-
bation were sufficiently large.

Consider alternative 2. If the system is in the lower
stationary state (which is stable), oscillation develops
only from a perturbation that exceeds a certain thresh-
old. For the specified example (I = 0.2180 and the
above values of the parameters), the system returns to
the stationary state if 1.300 ≤ T0 ≤ 1.579; otherwise, the
system performs either periodic switchings between
the states (if the amplitude is larger than the switching
temperature difference) or the transition to an oscilla-
tion around the upper stationary state.

Now, proceed to region 8. There also exists an inter-
val of I values within which the upper stationary state is
unstable. For example, this is the case at I = 0.2030 with
τrm = 13.3, τD = 1.75, and q = 20 (panel 8 in Fig. 2). In
this case, the lower stationary state is always stable.
Therefore, the system behaves in a way resembling
alternative 2 for region 5: it changes from the lower sta-
tionary state to an oscillatory regime if the magnitude
of a temperature perturbation is large and brings the
temperature above a certain threshold. However, when
the system is in the upper stationary state, oscillations
arise only with modest perturbations (the region of
attraction of oscillation is small); otherwise, the system
goes to the lower state; i.e., spontaneous switching
occurs. At I = 0.2030, the system comes to an oscilla-
tory regime if 1.89 ≤ T0 ≤ 2.90 (see the solid curves in
Fig. 3b) or switches to the lower state if T0 > 2.90 (see
the broken curves in Fig. 3b).

If both of the states are quasi-stable (panels 8 and 10
in Fig. 2), spontaneous switching depends on perturba-
tion magnitude. It is not difficult to understand that the
system may offer a single oscillatory regime or two
such regimes. Which of the two stationary states will be
attained can be determined by comparing their regions
of attraction.

CONCLUSION 

Our analysis of the bistable T–I characteristics has
revealed that both of their branches may be unstable.
Also, it has been found that an unstable upper branch
may coexist with a quasi-stable lower branch. For the
first-named case, it has been demonstrated that an oscil-
latory regime develops from any random perturbation
applied to any of the two states. In particular, this
causes spontaneous switchings between the states.

If the upper branch is unstable and the lower branch
is stable, the system may go to the lower state or to an
oscillatory regime whose amplitude may be either com-
parable to the switching temperature difference or
much lower than this value. The evolution of the system
is determined by an initial value of temperature, which
is prone to fluctuation. If the lower stationary state is
perturbed slightly, the system returns to this state
(region 8 in Fig. 1). If the magnitude of a perturbation
surpasses a certain threshold, the system switches to the
upper state and then spontaneous oscillations develop
according to the above scenario.
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Abstract—Intermodulation, or the generation of a combination-frequency signal, is studied theoretically in the
case where the nonlinearity is provided by a high-temperature superconductor placed in a microwave resonator.
A general formula that relates the power of an intermodulation signal to the electromagnetic performance of
the resonator, the physical parameters of the superconductor, and the intensity of pump waves is derived.
A parameter that characterizes the nonlinearity is evaluated from data available from the literature. The poten-
tialities of various resonators for the microwave characterization of the nonlinearities in high-temperature
superconductors are assessed. © 2000 MAIK “Nauka/Interperiodica”.
INTRODUCTION 

For several years, we have seen markedly increasing
interest in the nonlinear properties of high-temperature
superconductors (HTSCs) at microwave frequencies.
The driving force comes from microwave electronic
design, quality control of HTSC films, and basic
research in superconductor physics. Nonlinear effects
are often evaluated by means of intermodulation,1 or
the generation of a signal at the combination frequency
2ω1 – ω2 if an HTSC is pumped at ω1 and ω2 [1–3].
Intermodulation tests are very sensitive to variable
magnetic fields [2], which favors using them at low
microwave powers. Intermodulation measurement
involves stripline [1, 3] or cavity [2] microwave resona-
tors, and HTSC nonlinearity is characterized by the
combination-frequency output power PIM as a function

of the pump-frequency input power Pin (usually,  =

 = Pin). For weak signals, PIM ~ . Obviously, the
PIM(Pin) dependence is essentially governed by the
electromagnetic performance of the resonator as well
as by the intrinsic properties of the HTSC. This fact
hampers examination aimed at ascertaining the nature
of HTSC nonlinearity or to contrast the performance of
HTSC films tested by means of different resonators. It
would therefore be desirable to develop an intermodu-
lation theory that could extract [from a measured
PIM(Pin) curve] the true value of a parameter that char-
acterizes microwave nonlinearity and is independent of
the performance of a test system. For a stripline resona-
tor, similar problems are addressed in [6, 7]. This paper
tackles the problem regardless of resonator specifics.

1 Physically, this phenomenon is similar to third-harmonic genera-
tion, which was also observed by some workers studying HTSC
nonlinearity [4, 5]. We however restrict ourselves to intermodula-
tion.

Pin

ω1

Pin

ω2 Pin
3

1063-7842/00/4502- $20.00 © 20214
Also, we present a comparative study on the efficiency
of various resonators in terms of intermodulation char-
acterization of HTSC films. 

Recently, microwave near-field microscopes have
been introduced as an instrument to examine HTSCs
[8–10]. For example, such a device may be a coaxial
resonator whose inner conductor is in contact with an
HTSC film [10]. The most important advantage of the
microscopes is that their resolution is independent of
the wavelength λ. For example, a resolution of ~1 µm
at λ ≈ 25 cm was attained [10]. Microwave near-field
microscopes are known to be useful in studying the lin-
ear microwave properties of HTSCs [8–10]. We will
briefly discuss their potential application to HTSC non-
linearity measurements. 

ELECTRODYNAMIC PARAMETERS 
OF RESONATORS 

Our investigation will be based on certain general
concepts and formulas from the theory of resonators.
Figure 1 shows two models: a one-port resonator and a
two-port resonator. 

One-Port Resonator (Fig. 1a) 

An input radiation comes from a waveguide via a
coupling element and excites a specific resonator mode.
A portion of the input energy is reflected back into the
waveguide, whereas another portion is absorbed by res-
onator walls. The loaded Q-factor of the resonator is 

(1)

where QU is the unloaded Q-factor, due to the ohmic
loss in the walls, and β is the coupling factor such that
critical coupling occurs at β = 1. 

QL

QU

1 β+
------------,=
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The electromagnetic energy W stored in the resona-
tor is tied to the input power at the resonance frequency
ω in the following way: 

(2)

The reflection and absorption factors of the resona-
tor are respectively defined in terms of reflected power
Pr and dissipated power Pd:

(3)

Critical coupling (β = 1) implies zero-reflection
excitation, where W is maximum for a given Pin and the
input power is absorbed totally. 

The unloaded Q-factor is related to the surface resis-
tance RS of the walls as follows: 

(4)

The maximum magnetic amplitude Hm on the wall is
related to W as follows: 

(5)

Formulas (4) and (5) include a geometric factor G
and a field factor ηH. These factors are determined by
the distribution of the excited mode and can be
expressed in terms of the geometric parameters of a
particular resonator. 

Two-Port Resonator (Fig. 1b) 

Input power is transmitted to the output waveguide,
absorbed in the resonator, and reflected into the input
waveguide in a certain proportion. The performance of
the resonator can be expressed through S parameters: 

(6)

where β1, 2 are the input and the output coupling factors,
respectively [11]. 

Consider the symmetric case, where β1 = β2 =
(1/2)β. According to [1, 12], the reflection, the trans-
mission, and the absorption factor are respectively
expressed as 

(7)

W ω 1–
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where rv is the voltage insertion ratio, which is used
instead of β. 

Formula (4) holds as well, whereas (5) is replaced
by 

(8)

Thus, critical coupling (β = 1 and rv = 1/2) maxi-
mizes Hm and distributes Pin so that 50% are absorbed
in the resonator, 25% are reflected, and 25% are trans-
mitted. 

NONLINEAR RESPONSE 
OF A RESONATOR 

Consider the intermodulation characterization of an
HTSC film with a one-port resonator (Fig. 1a). Being a
conducting wall of the resonator, the film is the only
source of nonlinear waves. The resonator is pumped at
ω1 and ω2 with equal powers, Pin. The frequencies ω1,
ω2, and 2ω1 – ω2 lie within the same passband of a

mode: 2(ω1 – ω2)/ω1 ! . The magnetic and the
electric field excited on the film surface at ω1 and ω2
have the tangential components

(9)

where HR and ER are the magnetic and the electric

amplitude, respectively;  is the maximum value of
HR; ZS is the surface impedance of the HTSC film; and

(r) is the eigenfunction of the resonator mode, nor-

malized so that ( )max = 1. 

In (9), we assume without loss of generality that
each field is aligned with an axis of an orthogonal basis
and that HR is a real number. Fields (9) with the fre-
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Fig. 1. Schematic diagram of intermodulation measure-
ments with (a) the one-port resonator and (b) the two-port
resonator. 
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quencies ω1 and ω2 induce a nonlinear intermodulation

electric current, whose density is (z, r)exp(i(2ω1 –
ω2)t). We assume that the current is aligned with ER.
The complex amplitude of a surface intermodulation

current is defined as (r) = (z, r)dz, where t is

the thickness of the HTSC film. The current  is
related to the pump magnetic fields at ω1 and ω2 as fol-
lows: 

(10)

Formula (10) is independent of nonlinearity mecha-
nisms in a well-conducting medium if the medium sat-
isfies the following constraints: (1) The conductivity
tensor is diagonal, the medium being isotropic in the
horizontal plane. (2) For HR, the nonuniformity scale in

the transverse direction, governed by (r), is much
larger than that in the z-direction: namely, the thickness
of the skin layer [hence, (9) holds at each of the fre-
quencies]. (3) The nonlinearity is local; i.e., the consti-
tutive relation states that the current density at any point
depends on the field at this point only. The constraints
imply that α in (10) is determined by no more than the
electromagnetic properties of the HTSC film and the
type of its nonlinearity (the latter will not be specified
in this study). Due to (10), we define the characteristic
intermodulation magnetic field in the microwave region

as  = |α|–1/2. The field is tied to the microwave-cur-

rent density  ≈ /t if the London penetration
depth is greater than t. According to our approach, mea-
sured values of PIM serve as the basis for evaluating

 or . The intermodulation magnetic field and
the intermodulation current density play the same role
as the respective critical values in the stationary case
(Hc and jc): they characterize the physical features of
the HTSC film and are independent of measuring-
instrument specifics. We hope that this avenue of
research will make it possible to contrast the nonlinear
properties of HTSC films examined with different

instruments. The evaluation of  or  would also
promote the understanding of nonlinearity mechanisms
in the microwave region. 

Assume the nonlinearity to be weak so that four-
wave mixing dominates in the intermodulation. Then

 ! HR and the nonlinear current can be found with
the help of a perturbation technique. In this approach,
the intermodulation power PIM (see Fig. 1a) is com-
puted in terms of the linear theory of radiation for a
given impressed current in the resonators. Specifically,
we apply the theorem of reciprocity to the intermodula-
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tion fields, pump waves, and related currents in a
waveguide cross section (z = 0) and on the HTSC film
surface (z = LR). At z = 0, the electric and the magnetic
tangential component are respectively expressed as 

(11)

where Hin and Ein = ZWHin are the maximum amplitudes
of the input magnetic and electric field, respectively;
ZW is the wave impedance of the waveguide; r0 is the

amplitude reflection ratio; and (r) are the normal-
ized eigenfunctions of the waveguide mode. Each of
fields (11) is assumed to be aligned with an axis from
an orthogonal basis. According to the general theory of
radiation [13], the fields E(r) and H(r) at z = 0 are
respectively associated with a magnetic (ξm) or an elec-
tric (ξe) impressed current sheet:

(12)

Each of current sheets (12) makes a contribution to
total electric field (9) on the HTSC film surface: 

(13)

The theorem of reciprocity implies that 

(14)

where SW and SR are the areas of the waveguide cross
section and the HTSC wall, respectively. 

Add up the terms of (14), taking into account that 

(15)

Based on (9)–(13), we obtain 

(16)

Now, we introduce the following parameters of the
waveguide and the resonator:

the effective waveguide cross-sectional area,

(17)
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Table 1.  Expressions for resonator parameters (u = (d/πw)|ln(2πζ/d)| and µ0 = 4π × 10–7 H m–1) 

Resonator type and 
excited mode G ηH γ

Cylindrical, TE011 0.252

Coaxial, TEM 2πρ2ln(R/ρ) ωµ0ρln(R/ρ)

Stripline, TEM 
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the effective HTSC-wall area,

(18)

and the resonator-mode factor,

(19)

Notice that γ < 1, since current distribution (10)

deviates from (r). 

Finally,  and Hin appearing in (16) also enter
into the relations 

(20)

Due to the relation between  and Pin [see (5)],
equation (16) gives the intermodulation power radiated
from the resonator into the waveguide: 

(21)

The two-port resonator (Fig. 1b) can be treated sim-
ilarly. A final expression for PIM is identical to (21) with
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Thus, formula (21) provides a solution to the prob-
lem: it expresses PIM in terms of the resonator parame-

ters (γ, , ηH, β, and QU) and the intrinsic character-

istics of the HTSC film (|ZS and ). With a measured

value of PIM at hand [see (21)], one can evaluate 

or , which characterize the HTSC nonlinearity irre-
spective of the instrument employed. The approach
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would be helpful in the quality control of HTSC films
and in the examination of the nonlinearity mechanism

that manifests itself in the values of  or  and in
their temperature and frequency dependence. It is per-
tinent to note that there remains disagreement on this
mechanism, as exemplified by [14]. Formula (21)
clearly suggests that intermodulation power should be
measured at β = 1, since the power is maximum in this
case. Also note that, under the same conditions, the
two-port resonator yields a value which is 24 times
lower than for the one-port device. 

EXPRESSIONS FOR RESONATOR 
PARAMETERS 

In this section, we give some expressions for the res-
onator parameters appearing in (21). The relations are
written for resonator types most frequently used in
HTSC characterization. They are collected in Table 1. 

Cylindrical Resonator with TE011 

Such resonators, as well as dielectric resonators
(which are similar in field distribution), were used in
[2, 15–17]. In cylindrical coordinates, the magnetic
components are 

(22)

and 

(23)

where J0 and J1 are Bessel functions of order 0 or 1,

respectively;  is the maximum value of J1(x); L and
R are the height and radius of the cylinder, respectively;
χ = A01/R; and A01 ≈ 3.832 is a solution of J1(x) = 0. 
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The expression for G (see Table 1) is derived under
the assumption that the resonator is made of a normal
metal except for one end face, which is an HTSC film
with a vanishing ohmic loss. 

Coaxial Resonator with TEM 

These resonators are used in the linear case as a part
of near-field microscopes [9, 10]. Nevertheless, they
seem to have great potential for nonlinear studies. Con-
sider the configuration from [10]. One end face is an
HTSC film, which is in a conducting contact with a thin
inner conductor made of a normal metal (the contact
may be ohmic, capacitive, or inductive). The magnetic
field is 

(24)

where ρ and R are respectively the radii of the inner and
the outer conducting surface (ρ ≤ r ≤ R) and L is the res-
onator length. The corresponding expressions in Table
1 are derived under the assumption that ρ ! R. Conse-
quently, resonator loss is due to absorption in the inner
conductor only. 

Stripline Resonator with TEM 

Consider a configuration similar to that studied in
[1, 12, 18]. The resonator is built around a half-wave
section of a symmetric stripline whose conductors—a
narrow strip and wide shields—are made of an HTSC.
In Cartesian coordinates with the origin at the center of
the strip, the magnetic field is 

(25)
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Fig. 2. PIM(Pin) curves for the (1) stripline, (2) dielectric
[2, 5], (3) coaxial, and (4) cylindrical HTSC resonator.
The dashed line depicts the case Pr = 10–2Pin. 
where L is the longitudinal dimension of the stripline
(along the z-axis). 

The computation of the transverse field Hx, y(x, y)
faces the challenge that the field sharply peaks near the
edges of the strip. A rigorous approach to the edge
effect requires using complicated algorithms [18]. In
this paper, we give only approximate formulas for the
resonator parameters. We assume that d ! w, where d
and w are the thickness and the width of the line,
respectively. Also, we tackle the edge effect with the
approximation suggested in [19], which allows repre-
senting the field on the strip surface as follows [20]: 

(26)

where ζ = 2Λ2/t (Λ is the London penetration depth of
the HTSC, and t is the strip thickness) and

(27)

INTERMODULATION PERFORMANCE 
OF VARIOUS HTSC RESONATORS 

We begin with evaluating , which appears in
(21). The computation will be based on experimental
data available from the literature. In [2, 15], a dielectric
two-port resonator with the TE011 mode in the fre-
quency band of 19 GHz was studied. It had the param-

eters ηH = 11.6 A/(m ), QU = 2 × 106 at a tempera-

ture of ~4 K, and  ≈ 5.3 × 10–6 m2. The value of
PIM ≈ 1.2 × 10–9 W was obtained at Pin ≈ 3 × 10–2 W,

which belongs to a segment where PIM ~  [2]. The
corresponding magnetic field Hm attained a level close
to 5.6 × 102 A/m; hence, from (5), β ≈ rv ≈ 0.02. Recall
that the imaginary part dominates in |ZS | if the temper-
ature lies between the points of liquid helium and liquid
nitrogen and if f = ω/2π < 50 GHz. We therefore have
|ZS | ≈ µ0ωΛ(T) ≈ 1.5 × 10–2 Ω . Taking γ = 0.252 from

Table 1 and inserting it into (21), we obtain  ≈

1.6 × 104 A/m. Hence,  = /t ≈ 107 A/cm2 at the
HTSC-film thickness t ≈ 1.6 × 10–7 m. Note the good

agreement between the estimated value of  and the
critical values jc of the stationary current density for
high-quality HTSC films. This fact suggests that the
mechanisms underlying resistance and microwave non-
linearity in HTSCs may have something in common. 
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INTERMODULATION IN A 

Based on the estimate of , we computed
PIM(Pin) for various resonators. According to (21), 

Here, 

(28)

is a critical Pin value: Pin = Pc yields PIM = Pin. This
value of Pin is specific for a resonator. Obviously, the
equality PIM = Pin must be regarded as a requirement,
since (21) is obtained under the condition PIM ! Pin.
The computed data are depicted in Fig. 2, where curve
2, taken from [2] is given for comparison. The compu-
tation was performed for the frequency band 10 GHz,
where |ZS | ≈ 1.6 × 10–2 Ω (T = 77 K) and the surface

resistance of copper, , and HTSC, , are about

10–2 and 10–3 Ω , respectively. (  was employed for
evaluating QU of the cylindrical and the coaxial resona-

tor, and , of the stripline resonator.) We assumed
β = 1 in each case. The one-port model was applied to
the cylindrical and the coaxial resonator, and the two-
port model, to the stripline resonator. The respective
values of Pc and other parameters appearing in (28) are
given in Table 2. In what follows, we briefly assess the
potentialities of the resonators for the characterization
of HTSC nonlinearity. 

The performance of the stripline resonator was com-
puted at d = 10–4 m, w = 3 × 10–4 m, L = 10–2 m, t = Λ =
2 × 10–7 m, and the permittivity of the dielectric ε = 10.
Figure 2 (curve 1) and Table 2 testify that the stripline
resonators offer the smallest Pc; i.e., they provide the
highest intermodulation power at the same Pin. This
stems from the edge effect: an increase in field magni-

tude near the strip edges sharply reduces  and
amplifies ηH (Table 2). This conclusion is supported by
experiments [1, 3], where intermodulation was
observed even at Pin between 10–8 and 10–5 W. How-
ever, stripline resonators cannot be regarded as an
appropriate tool to examine the nonlinear properties of
HTSCs. The handicap is that the HTSC film is sub-
jected to treatment during the fabrication of the resona-
tor. Furthermore, only the areas where the edge effect
occurs are available for measurement, and their perfor-
mance heavily depends on the configuration of a reso-
nator. Also, the edges of an HTSC film seem to be the
site that is most affected by structuring. 

Now, let us proceed to the cylindrical resonator.
Note that there exists an optimal value of L/R = ν such
that PIM is maximum. According to (21) and Table 1,

PIM ~ Ψ4(ν), where Ψ(ν) = ν/[ (1 + k2ν3)]
with k = A01/π ≈ 1.22. The function Ψ(ν) has a maxi-
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mum at ν ≈ 0.6. Our computation was performed for a
dielectric-unloaded resonator under the optimal condi-
tion at L = 1.8 × 10–2 m and R = 3 × 10–2 m. The results
are displayed by curve 4 in Fig. 2. They suggest that the
measurement of PIM in a cylindrical resonator made of
a normal metal requires a larger input power Pin. Bear

in mind that the reflection of pump waves  typi-
cally remains at an appreciable level even if β is in close
proximity to 1 (matched resonator). Also, the high
value of QL (>104, Table 2) implies that the frequencies
ω1, ω2, and 2ω1 – ω2 must lie in a narrow passband:
∆ω < 10–5ω1, 2. It is therefore almost impossible to filter

out  without suppressing the intermodulation sig-
nal PIM. In this case, the intermodulation sensitivity of
an instrument is limited by a certain fixed level with
respect to Pr. Typically, the level is roughly equal to
−70 dB [1, 2]. Based on the data in Fig. 2 and assuming
that Pr = 10−2Pin, we arrive at the conclusion that inter-
modulation measurements with cylindrical resonators
require Pin > 1 W. In addition to a high input power,
such resonators call for a large-area HTSC film. Under
the specified conditions, the HTSC film must have a
diameter of ~6 cm. This value cannot be decreased by
means of increasing L/R without violating the optimal-
ity condition, which, in turn, increases Pc. For example,
at a diameter of ~4 cm, Pc rises more than 50 times.
Nevertheless, the capability of such resonators for
HTSC characterization can be improved [2, 15]. Spe-

cifically, special dielectric fillers can decrease  and
increase ηH. Another technique consists in using a
sheath made of a low-temperature superconductor and
cryocooling the system. This raises the Q-factor by 2 ×
106. These solutions lower the Pc ~ 1.4 × 102 W (Fig. 2,
curve 2) but materially add to the cost of the system and
make its operation and maintenance much more labori-
ous. 

It seems promising to examine HTSC nonlinearity
with coaxial resonators that serve as near-field micro-

Pr

ω1 2,

Pr

ω1 2,

SR
ef

Table 2.  Resonator parameters and their values used in the
computations 

Parameters Stripline 
resonator

Cylindrical 
resonator

Coaxial 
resonator

, m2 5.3 × 10–9 1.3 × 10–3 2.9 × 10–7

G, Ω 2.8 7.1 × 102 36

QC 2.8 × 103 7.1 × 104 3.6 × 103

γ 7.6 × 10–2 0.25 0.11

ηH, A/( ) 1.8 × 103 1.2 1.1 × 102

β 1 1 1

Pc, W 1.8 1.9 × 104 1.1 × 103

SR
ef
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wave microscopes [9, 10]. They provide high resolu-

tion, since their  is governed mainly by the radius ρ
of the inner conductor (see Table 1), which can be
reduced down to several micrometers. Also, the system
is free from the above-mentioned disadvantages of
stripline resonators. Importantly, its PIM is independent
of the geometric parameters, ρ and R, if ρ ! R, as
follows from (21) and Table 1. The data for Fig. 2
(curve 3) and Table 2 are computed at ρ = 10–4 m,
R/ρ = 102, and L = 1.5 × 10–2 m. Notice that a coaxial
resonator ranks between stripline and cylindrical reso-
nators in Pc. Furthermore, coaxial resonators offer
larger PIM than cylindrical resonators at a Q-factor that
is smaller by more than one order of magnitude. This
fact makes it possible to change the PIM measurement
scheme by filtering out reflected pump waves, since the
passband can be expanded to ∆ω > 10–4ω1, 2 if QL < 103.
After the reflected waves are suppressed, intermodula-
tion power can be measured with a sensitive detector
operating at PIM ≥ 10–13 W. According to Fig. 2, this
technique allows measurements at Pin > 5 mW. 

CONCLUSION 

We presented a theoretical analysis of intermodula-
tion in microwave resonators exploited for examining
the nonlinear electromagnetic properties of HTSCs. It
has been suggested to describe HTSC nonlinearity by
the characteristic value of the intermodulation mag-

netic field  or the intermodulation current density

. These parameters are independent of resonator
electromagnetic performance, being functions of
HTSC physical properties alone. A general formula for
the power PIM of an intermodulation signal has been
derived. This formula was used as a tool to evaluate

 or  for an arbitrarily chosen resonator. The
case of an HTSC film was scrutinized on the basis of
experimental data available from the literature. The

value of  was estimated at ~107 A/cm2. Remarkably,
this value is close to the critical stationary current den-
sity jc. This fact suggests the similarity of mechanisms
underlying resistance and microwave nonlinearity in
HTSCs. Our formalism was applied to the comparative
performance evaluation of various microwave resona-
tors serving as tools to examine HTSCs by means of
intermodulation. Stripline, cylindrical, and coaxial res-
onators were covered. It has been concluded that coax-
ial resonators used as near-field microscopes are the
most promising in this respect. We hope that they will
enable a high-sensitive local examination of the nonlin-
earity in HTSC films. 
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Angular Characteristics of Processes of Electron Detachment 
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Abstract—The results of experimental measurement of spatial–angular distributions of hydrogen particles (H−,
H0, H+) obtained in scattering of a collimated ribbon beam of H– ions and H0(1s) atoms in He, Ar, Kr, Xe, H2,
O2, and CO2 gas targets for certain values of energy in the range from 0.6 to 15 MeV are reported. The exper-
imental setup and the measurement procedure with an angular resolution of 5 × 10–6 rad are described. The
angular characteristics of measured distributions, i.e., full width at half maximum and standard deviation, were
determined. It is shown that the shape of distribution for a beam of hydrogen atoms produced by neutralization
of H– ions in a gas target varies with the type and thickness of the target, and the angular spread is smallest for
the H2 target. The variations in the shape of distribution are due to the contribution of scattering processes with-
out changing the charge of particles. © 2000 MAIK “Nauka/Interperiodica”.
INTRODUCTION

There are a number of extensive scientific–technical
projects involving the creation of storage rings, tandem
accelerators, and meson factories: the beam-heating of
thermonuclear plasma, etc., that require information
about the variation of the transverse size (phase vol-
ume) and the charge composition of an ion beam,
which occasionally traverses considerable distances,
with the conditions of beam propagation [1]. Scattering
of fast particles colliding with target atoms is com-
pletely defined by a set of differential cross sections
(DCS) for various processes which are or are not
accompanied by changes in the charge state of the inci-
dent particles (summed over all the final states of the
target). These cross sections provide the basis for cal-
culation of all other quantities that are used in particular
applications.

The experimental measurement of DCS, especially
in the range of collision energies E > 0.5 MeV, involves
a number of stringent requirements for the angular
divergence and the intensity of the initial beam, the res-
olution of the monitoring system, etc., which makes
measurements of DCS extremely time consuming. At
the same time, characteristics obtained on the basis of
DCS, e.g., total scattering cross section σ(E) as a func-
tion of collision energy E or characteristic scattering
angle Θ1/2(E), are often used in theoretical and experi-
mental practice. In experimental investigations and
accelerator engineering, a characteristic scattering
angle Θ1/2 means a full width of angular distribution of
the beam particles at half maximum (FWHM). In the-
ory, the value Θm at which the product sinΘ(dσ(Θ)/dΩ)
reaches its peak is often used as a characteristic scatter-
ing angle. As a rule, the values of the angles Θ1/2 and
1063-7842/00/4502- $20.00 © 20221
2Θm coincide to within a few percent. The requirements
of experiments aimed at measuring total cross sections
and characteristic angles are less stringent. In particu-
lar, for angular measurements, it is possible to use rib-
bon ion beams (however, in doing so, the obtained val-
ues do not give adequate insight into the form and char-
acteristic angles of DCS). 

A beam of hydrogen particles (H–, H0, and H+) is of
interest from the standpoint of the aforementioned
practical applications and is convenient for theoretical
description. DCS of H– ions and H0 atoms with and
without charge changes at E > 50 keV in gaseous tar-
gets have not been adequately investigated; primarily,
this concerns experimental investigations. In [2], for
comparatively low energies E = 50–150 keV, angular
distributions and characteristic scattering angles of
hydrogen atoms produced by neutralization of H– ions
in H2, He, and Li targets were measured and the depen-
dence of the characteristic scattering angle on target
thickness was studied for circular beams. In [3], a
method was developed, and differential (with respect to
angle) cross sections of neutralization and elastic scat-
tering of H– ions with energy of 100 and 200 keV in H2
and He targets were measured with a ribbon beam. In
the range of higher collision energies, similar experi-
mental data are absent. Theoretical results of calcula-
tions of DCS and characteristic scattering angles in col-
lisions accompanied by neutralization of H– ions are
reported in [4–8] for E ≥ 100 keV.

In this paper, which continues a series of works [6–
9] performed earlier by us using the same experimental
complex, we report the results of measurements of spa-
tial–angular distributions of scattered hydrogen parti-
cles in processes of one- and two-electron detachment
000 MAIK “Nauka/Interperiodica”
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Fig. 1. The experimental setup: CCT, charge changing gas target; C1–C3 and DC, collimators; ED1…ED3, electric deflectors; HVS,
high voltage source; EM, electromagnet; MSD, micrometric screw drive; CC, collision chamber; A, instrumentation complex; PSD,
platform step drive; P, platform; and D1 and D2, detectors.

H–
(H+)

H0 
from H– ions and H0(1s) atoms in He, Ar, Kr, Xe, H2,
O2, and CO2 gas targets for several energies in the range
of 0.6–15 MeV. If the spatial distribution of the flux
density of beam particles is determined not only by
DCS but also by geometrical conditions of collimation
of the initial beam and detection of the scattered beam,
this is referred to as spatial–angular distribution.

EXPERIMENTAL
The experimental setup used for the measurement of

spatial–angular distributions (SAD) of scattered beams
of hydrogen particles and the measurement procedure
are described elsewhere [6–10]. In the subsequent pre-
sentation, we describe the basic parameters of the setup
as applied to the measurement of characteristic scatter-
ing angles of a ribbon beam and characteristic features
of the measurement procedure for a beam of hydrogen
atoms produced by electron detachment from H– ion in
a gas target, which were considered in more detail in
[11].

A ribbon beam of hydrogen particles was formed in
the setup [6] (schematic diagram is shown in Fig. 1)
with the aid of two slit collimators (C1, C2) that had a
vertical size of 20 µm and a horizontal size of up to
8 mm and that were spaced 7.25 m from each other
along the beam path. A beam of H– ions was directed
into the research channel from the accelerator, whereas
other charge states of hydrogen particles were pro-
duced by one- or two-electron detachment from H–

ions, which occurred in a charge exchange gas target
(CCT) placed in the path of the beam upstream of the
system of collimators. In the region between C1 and C2,
the path of the particle beam was determined by electric
and magnetic deflectors ED1 and EM both upstream
(not shown in Fig. 1) and downstream of the entrance
collimator C1. A gas target of adjustable thickness and
composition was confined by the slits of collimators C2
and C3 of collision chamber (CC); these slits limited the
gas flux coming out of the CC and provided passage of
scattered particles with an angle of deflection in the
vertical plane up to 0.4 × 10–3 rad. Vertical movement
and rotation of collimators C2 and C3 across the beam
were performed with the use of micrometric screw
drives (MSD). Because of the large path length of the
beam inside the CC (390 mm), the latter was shielded
from the external magnetic fields by a three-layer cylin-
drical shield with a reduction factor of more than ten of
the transverse (with respect to beam direction) compo-
nent of the magnetic field. Shielding the beam path
from magnetic fields by means of sheets of anisotropic
cold-roll transformer steel was also used on most sec-
tions of the particle beam path between C1 and C2 as
well as from C3 to detector D1.

SAD of the initial beam and the charge components
of the particle beam scattered in the CC were measured
in relation to the charge and the energy of particles by
three methods.

By the method of scanning the beam with an electri-
cal deflector, which is described in detail in [10], SAD
of charged beam components downstream of the CC
were measured. Deflector ED2 was used for scanning
the beam by a varying electric field, while deflector
ED3 was used for separating charge components of the
beam and directing one of them to the center of detector
D1 with the use of collimator DC. Silicon detectors of
the DKDPs-350 type with a sensitive layer up to
1.5 mm thick, which made it possible to carry out the
energy analysis of hydrogen particles in a beam with
energy up to 15 MeV, were used for counting the parti-
cles.

SAD of hydrogen atoms were measured by mechan-
ical scanning, i.e., by means of vertical movement of
TECHNICAL PHYSICS      Vol. 45      No. 2      2000



        

ANGULAR CHARACTERISTICS OF PROCESSES 223

      
the platform P with detector D1 and the composite col-
limator DC mounted upstream of the detector; both
were attached to the platform [11]. The platform was
moved with the aid of platform step drive (PSD) in a
range of 9 mm with a step of 1.6 µm. The composite
collimator DC of the detector D1 consisted of two thin
plates of equal thickness screening the detector window
and forming a horizontal slit 10 µm high in the center
of the window. The thickness of the plates was chosen
such that the energy of particles traveling through the
plates into the detector window was optimal for sepa-
rating these particles in the spectrum from those of ini-
tial energy arriving at the detector through the slit. The
vertical size of the ribbon of the chosen component of
the scattered beam was invariably much less than the
detector window height, and, therefore, the fraction of
the particle beam that did not reach the detector due to
the displacement of the beam during the process of
SAD measurements was negligible in all the measure-
ments. The sum of detected particles (the monitoring
number) was used for normalization of the results of
measurements in various points of the measured pro-
file. For low energies of hydrogen atoms (less than
1 MeV), the normalization of results of measurements
at various points of the measured profile were per-
formed with respect to the number of particles detected
with the aid of additional detector D2, with one of the
charge components of the beam directed at the center of
this detector by the deflector ED3.

In the third method used to measure SAD, which is
a modification of the first method, the plates of the
entrance collimator C2 of the CC served as a scanning
electrical deflector. Polished plates 500 µm thick with a
clearance of 20 µm between them are insulated both
from one another and from the housing of the CC; they
are connected to electronic scanning system A (Fig. 1)
[10]. This method is more effective than the previous
one, but it is applicable only to the charged initial com-
ponents of the beam.

The results of the measurements of SAD reported in
this paper were obtained largely by moving detector D1
with the composite collimator. Some measurements
were performed under similar conditions by all three
methods and gave identical results. On evidence
derived from numerous measurements, the FWHM
angular divergence of the beam in the vertical plane is
equal to 3 × 10–6 rad, whereas the FWHM angular res-
olution of the spread function is 5 × 10–6 rad.

PROCESSING OF EXPERIMENTAL 
DATA

SAD measured with the above methods are pre-
sented in the form of spectra, i.e., as the dependence of
the number of particles Y(β) reaching the detector
through the slit of the collimator DC for a given value
of the monitoring number (the number of counts) on the
value of the angular shift of collimator β from the cen-
TECHNICAL PHYSICS      Vol. 45      No. 2      2000
ter of the distribution (examples are shown in Figs. 2
and 3). The spectra were processed mathematically
with the aim of selection of a function approximating
these spectra and calculation of the parameters of this
function. From ample numerical evidence, it was deter-
mined that the spectrum of hydrogen particles is
described quite satisfactorily by a function in the form

(1)

whose parameters, i.e., Y1, Y2, and ω, are determined by
adapting to the experimental data with the method of
least squares.

The full width of the peak at half maximum
(FWHM) β1/2 is most often used as an integral angular
characteristic of the peaked distributions. The advan-

Y β( ) Y1 1 β2 ω2⁄+( )1/2⁄=

+ Y2 1 β2 ω2+ +( )3/2
,⁄
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Scattering angle, µrad
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3

Fig. 2. SAD of hydrogen particles with an energy of
10.4 MeV in scattering of H– ions without charge changes
(1−, 1–) attended by one-electron detachment (1–, 0) and
two-electron detachment (1–, 1): (1) the (1–, 1–) process,
residual gas, and 104 counts; (2) the (1–, 0) process, the
CO2  target, t/Tmax = 0.09, and 104 counts; and (3) the
(1−, 1) process, the CO2 target, t/Tmax = 0.003, and
3 × 104 counts.
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Fig. 3. SAD of H0 atoms created in scattering of H– ions
with an energy of 10.4 MeV in CO2 target with thickness
t/Tmax = (1) 0.09, (2) 0.4, and (3) 0.9; 104 counts.
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tages of this characteristic are the informativity and
simplicity of its determination. We use also the FWHM
for characterizing SAD. However, the FWHM is only
slightly sensitive to changes of the peripheral region of
SAD, i.e., to changes of the distribution profile.

It is worth noting how scattering angles are inter-
preted for different measurement configurations. For
the so-called “point” measurement configuration, a
detector with the infinitesimal sizes ∆x and ∆y moving
along the vertical axis y, or one with infinitesimal trans-
verse sizes, detects ions of the beam that are scattered
in the target at the angle Θ that has both horizontal and
vertical components, Θx and Θy, respectively, with Θy

equal to the angle β of the detector displacement with
respect to the trajectory of the particles that are not scat-
tered, and Θx equal to zero (if both the source and the
detector are in the same vertical plane). Therefore, Θ =
Θy = β.

In the case of the “ribbon” configuration, which we
use, ∆x @ ∆y and particles with Θy = β and all possible
values of Θx arrive at the detector; therefore, the result
of the measurement should be associated with a certain
effective scattering angle that is equal to (if the proba-
bility of scattering σt is small)

(2)

where dσ(Θx, β)/dΩ is the differential cross section, σ
is the total cross section, and t is the target thickness.

The value Θ* virtually coincides with the angle β
only for β @ FWHM; therefore, the FWHM of β1/2 dis-
tribution measured in the ribbon configuration turns out
to be incorrect (excessively large) in comparison with
the FWHM of the differential cross section.

Variance σ2 (or standard deviation σ) is a statistical
characteristic accounting for the shape of the spectrum
close to the center of the peak as well as far from it:

(3)

with the integration performed between the limits from
–βmax/2 to +βmax/2.

The function Y(β) of the form (1) for β @ ω slowly
decreases with increasing angle β as Y1Ωω/β in the
measured range of scattering angles (≤100 µrad); there-
fore, the standard deviation of this function is δ ~
βmax/ln(βmax) and, thus, is not an invariant characteristic
of the scattering process. This fact causes βmax to be
assigned an arbitrary value in some sense. It seems con-
venient for us to use the criterion Y(βmax/2) ≈ Y(0)/10,
having averaged βmax over all the spectra that were
measured at the same energy, irrespective of the kind
and thickness of the target. This angle range corre-
sponds to the range covered by the experiment. The val-
ues of βmax obtained by the measurement of SAD in the

Θ* β( ) Θx
2 β2+( )1/2

∫=

×
σ Θx β,( )d

Ωd
------------------------dΘx

σ Θx β,( )d
Ωd

------------------------ Θx,d∫⁄

σ2 Y β( )β2 β Y β( ) βd∫⁄d∫=
(–1, 0) scattering process are listed in Table 1. If βmax ≈
3β1/2, β1/2 ≈ 2δ.

The variance of the spectrum of particles that were
not scattered (so-called spread line measured for the
residual gas in the CC) was used as the variance of the
spread function that is subtracted from the variance of
the measured distribution.

As it is shown in the next section, as the target thick-
ness increases, the shape of the spectrum changes; in
particular, the fraction of the peripheral regions of SAD
(β ≥ FWHM) increases. For description of this process,
it is convenient to use the quantity that is equal to the
fraction of the “beam core”:

(4)

where S(β) is the area under the spectrum in the limits
from –β/2 to +β/2; t is the target thickness; the quantity
〈β1/2〉  is equal to β1/2 averaged over all the spectra cor-
responding to the same energy of the beam, as in the
case of βmax; and i is the charge of the particles.

The processed experimental data of the characteris-
tic scattering angles are listed in Tables 1 and 2. The
values listed in these tables are obtained by extrapolat-
ing the data to “zero” target thickness; in a number of
cases, the measurements were performed only at a tar-
get thickness close to tmax (see the next section).
According to our estimations, in doing so, the standard
deviation increases by 15–20% compared to the case of
t = 0.

EXPERIMENTAL RESULTS 
AND DISCUSSION

In Fig. 2, typical SAD of the beam of initial H– ions,
hydrogen atoms and protons, generated in the pro-
cesses of one- and two-electron detachment in CO2 tar-
get are shown. The target thickness is close to a single-
collision mode for (–1, 0) and (–1, 1) processes. The
measurements of the SAD were performed for a fixed
number of particles counted by the detector at each
point of the shown profiles. The results shown in
Figs. 2–5 are obtained for a scattering of H– ions with
energy of particles of 10.4 MeV.

In Fig. 3, samples of SAD for hydrogen atoms cre-
ated in the processes of one-electron detachment from
H– ions in CO2 targets of various thicknesses are
shown. It is convenient to use the quantity tmax deter-
mined individually for each target and energy value as
a scale of the target thickness. In the process of neutral-
ization of H– ions, the fraction Φ0(t) of hydrogen atoms
peaks at t = tmax and then gradually decreases [8]. The
values of tmax for CO2 target are given in Table 1, and
for other targets, in [8].

In Figs. 4 and 5, the angular characteristics, i.e.,
standard deviation δ(t) and beam core fraction Wi(t), are
shown as a function of thickness of various targets. The
measurement error of these characteristics is equal to

Wi t( ) S β1/2〈 〉( ) S βmax( ),⁄=
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Table 1.  Characteristic scattering angles of hydrogen particles in the CO2 target

Energy, MeV
For the (–1, 0) process Standard deviation for the process, µrad

tmax, 1014/cm2

FWHM, µrad βmax, µrad (–1, 0) (0, 1) (–1, 1)

0.6 49.4 286 56.5 19.2

1.15 36.4 117 22.2 32.6

1.67 28.0 101 18.3 91.4* 185.5* 44.2

5.15 20.0 63 11.3 24.5 30.9 110.4

7.0 15.6 65 9.9 19.8 25.9 141.7

10.4 12.6 43 7.0 20.6 195.3

15.0 9.6 30 5.0 20.5* 21.3* 262.7

* Measured for t ≈ tmax.
5–7%. The data analysis leads to the conclusion that,
within the measurement error, the angles of single scat-
tering (in the limit t  0) are the same for all the
examined targets; therefore, in Table 1, the data for
only a single target (CO2) are presented. In the thick-
ness region t ≤ tmax, a linear growth of δ(t) with a con-
stant rate that is approximately equal for all the targets,
except for H2, and a corresponding decrease in Wi(t) are
seen.

The noted SAD behavior is the result of the fact that
the cross sections of (–1, –1) and (0, 0) scattering pro-
cesses without charge changes accompanying neutral-
ization of H– ions are comparable in magnitude to the
cross section of one-electron detachment (–1, 0) [6],
whereas the characteristic angles (FWHM Θ1/2) of
these processes, for instance, for H, H2, and He targets
in the energy region E = 0.5–15 MeV satisfy the well-
known condition [4, 6, 7]

(5)

As t increases, the fraction increases of hydrogen
atoms scattered not only in the (–1, 0) transition but
also in a certain sequence of (–1, –1), (–1, 0), and (0, 0)
collisions and, hence, scattered at a larger angle. The
resulting SAD of hydrogen atoms represents a t-depen-
dent superposition of some distributions with various
combinations of scattering processes without charge
changes that complement the base transition accompa-
nied by electron detachment:

(6)

In this case, as t increases, the contribution of the
combinations with (0, 0) atom scattering and Φ0, the
fraction of hydrogen atoms, appreciably increase; as a
result, a peculiar pedestal in the measured SAD is
formed. Further increase of t > tmax involves an increase
in the angular size of SAD and a gradual decrease in a
small-angle part of SAD due to an increase in the mul-
tiplicity of the (0, 0) scattering process.

Θ1/2
0 0,( )

 @ Θ1/2
1 1,–( ) Θ1/2

1 0,–( ).>

1– 0,( ); 1– 1–,( ) 1– 0,( ); 1– 0,( ) 0 0,( );++

1– 1–,( ) 1– 0,( ) 0 0,( ).+ +
TECHNICAL PHYSICS      Vol. 45      No. 2      2000
Changing the kind of particles of the neutralizing
target results not only in inserting various fractions

 of hydrogen atoms in the beam [8], but also in
changing the shape of SAD. A change to a heavier tar-
get is accompanied by an increase in the ratio
σ(0, 0)/σ(–1, 0) and a corresponding increase in the
pedestal contribution to the observed SAD at t = tmax.
This pedestal is minimal for a hydrogen target, which
reveals itself in the fact that the values of characteristic
scattering angles are smaller than those for other tar-
gets.

Φ0
max

Table 2.  Characteristic scattering angles of H– ions with
electron detachment in various targets

Energy, 
MeV

Standard deviation for the target, µrad

H2 He O2 CO2 Ar Kr Xe

0.6 57.6* 56.5*

1.15 21.9 23.1* 22.2

1.67 18.1 19.7 18.9 18.3 19.1 17.9 19.1

5.15 11.3

7.0 9.9

10.4 7.1 7.0 7.2 7.0 7.2

15.0 5.1 5.0

FWHM for the target, µrad

H2 He O2 CO2 Ar Kr Xe

0.6 57.2 49.4

1.15 33.8 35.6 36.4

1.67 27.6 29.8 28.0 28.0 29.4 27.4 28.4

5.15 19.8

7.0 15.6

10.4 13.2 13.8 13.4 12.6 14.2

15.0 10.2 9.6

* Measured for t ≈ tmax.
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Fig. 4. Standard deviation of SAD of H0 atoms created in
scattering of H– ions with an energy of 10.4 MeV in (1) H2,
(2) O2, and (3) CO2 targets as a function of target thickness;
the lines are the result of linear approximation with determi-
nation of the coefficients by the method of least squares.
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Fig. 5. Fraction of the central region of SAD [see (4)] of H0

atoms created in scattering of H– ions with an energy of
10.4 MeV in (1) H2, (2) O2, and (3) CO2 targets as a func-
tion of target thickness. The lines are the result of linear
approximation with determination of the coefficients by the
method of least squares.
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Fig. 6. Energy dependence of the full width of the spectrum
at half maximum (FWHM) and standard deviation (δ) of
SAD extrapolated to zero thickness of the CO2 target. The
values of δ measured at t ≈ tmax are encircled. The lines cor-
respond to calculation by (7).

FWHM, δ, 
The data presented in Table 1 and Fig. 6 for scatter-
ing of H– ions in a CO2 target with electron detachment
indicate that, if FWHM β1/2 and standard deviation δ
are extrapolated to zero target thickness, we have the
same energy dependence:

(7)

where Cβ = 40 ± 2 µrad, Cδ = 24 ± 4 µrad, and energy
E is expressed in MeV.

In Table 1, the characteristic angles (β1/2 and δ) for
various scattering processes with one- or two-electron
detachment are compared. In view of the experimental
problems of forming beams of a required charge state,
some measurements were performed at only one value
of target thickness and the corresponding results should
be regarded as estimates. Compared to the standard
deviation of SAD for one-electron detachment from H–

ions, which for two-electron detachment is three times
larger, the standard deviation of one-electron detach-
ment for H0 atoms is two times larger. The values of the
constants Cδ in (7) for (0, 1) and (–1, 1) processes are
equal to 54 and 68 µrad, respectively, while the values
of the constants Cβ for the same processes are 100 and
120 µrad (the values for E = 1.67 and 15 MeV, which
were measured only in the region t ≈ tmax, were not
taken into account in calculation).

In Table 2, the characteristic angles β1/2 and δ of the
scattering spectra of H– ions with electron detachment
(the angles were reduced to zero target thickness) are
compared for various targets. From the data listed in
Table 2, it follows that, within the measurement error,
the values of these angles are independent of the kind
of investigated targets for the same ion energy.

CONCLUSIONS

1. Within the experimental error, the characteristic
angles δ and β1/2 for (–1, 0), (–1, 1), and (0, 1) processes
determined here for the same value of energy under the
conditions of single scattering (reduced to “zero” target
thickness) are independent of the kind of target used,
which verifies the similar conclusion made in [4, 8] for
the (–1, 0) process. The obtained data on the character-
istic angles for (–1, 1) and (0, 1) processes confirm the
above inference for these processes too. The measured
angles depend on the energy as E–1/2.

2. Of all the examined targets, a neutralizing hydro-
gen target is the most preferable with respect to
decreasing the angular size of a neutral hydrogen beam
[owing to the smaller contribution of the additional
(0, 0) scattering, which is of particular importance in
the region of target thickness t ≈ tmax].
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Abstract—Stability conditions of high-current thin beams of relativistic electrons against excitation of long-wave
oscillations in a stellatron and modified betatron have been investigated theoretically. The influence of self electric
and magnetic fields obtained from electron beam delayed potentials has been taken into consideration. The corre-
spondent dispersion relation has been found. The electron beam of the modified betatron has been shown to be
always unstable against excitation of the oscillations considered. Necessary and sufficient conditions for the elec-
tron beam confinement in a stellatron have been found. © 2000 MAIK “Nauka/Interperiodica”.
INTRODUCTION

A toroidal magnetic field is applied to overcome the
Coulomb repulsion of electrons in high-current non-
compensated cyclic electron beams. A betatron sup-
plied with a strong magnetic field is named the modi-
fied betatron [1]. However, there exist substantial losses
of electrons in a such device provided that a mismatch
takes place between energy of electrons and the beta-
tron magnetic field. To solve the problem, it was pro-
posed in [2] to supply the modified betatron with the
coils of stellarator type. Such a device was called a stel-
latron.

The behavior of accelerated electrons in cyclic sys-
tems was studied theoretically in [3–9]. The stability of
narrow electron beams in a stellatron was investigated
in [5]. However, the self fields were not taken into con-
sideration completely in [5]. The self fields were con-
sidered more consequently in the course of investiga-
tion of long-wave oscillations in [9]. But the last work
deals with a number of incorrect simplifications.

A more correct approach to describing the relativis-
tic high-current electron beams has been undertaken in
the present work. Unlike [9], self fields produced by an
electron beam are calculated with the help of delayed
potentials; a drift approximation is not used to describe
the electron motion.

SELF FIELDS PRODUCED 
BY ELECTRON BEAM

After the authors of [7–9], we use a system of axes
x, y, θ, which is connected with the pseudotoroidal
coordinates r, ϑ , θ by the relations

(1)

where r and R are the short and long radii, respectively,
R0 is the radius of the magnetic axis of the stellarator

x r ϑ , ycos r ϑ , Rsin R0 x,–= = =
1063-7842/00/4502- $20.00 © 20228
field, and ϑ  and θ are short and long azimuth angles,
respectively.

The electron beams of small transversal sizes will be
considered below, the density of electric charge ρ(x, y,
θ, t) and electron beam density j(x, y, θ, t) of which can
be written in the following form:

(2)

where n(x, y, θ, t) and N(θ, t) are volume and linear
electron densities; v(θ, t) is the speed of the electrons;
x(θ, t) and y(θ, t) are the coordinates in the cross section
of the electron beam; and e is the electronic charge
(e < 0).

Taking into account relation (2), we obtain the fol-
lowing formulas for delayed potentials produced by the
electron beam:

(3)

(4)

where

(5)

(6)

ρ x y θ t, , ,( ) en x y θ t, , ,( ),–=
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+ 2R θ t,( ) θ θ'–
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-------------sin
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where τ(t, r) = t – g/c; x(θ, t), y(θ, t), θ are the coordi-
nates of the observation point; x(θ', τ), y(θ', τ), θ' are the
coordinates of the point of the electron beam at the time
τ, R(θ, t) = R0 – x(θ, t), R(θ', τ) = R0 – x(θ', τ); and the
partial derivative with respect to τ is denoted by the
points above the letters in (6).

In the equilibrium, the electrons move along a circle
with the radius  = R0 –  (where x is the equilibrium
value of the coordinate x, which will be found below;
and x ! R0), the speed of electrons  in absolute value
being constant. The equilibrium linear electron density

 does not depend on t and θ. Electric and magnetic
fields, E(r, t) and H(r, t), which correspond to delayed
potentials (3) and (4), were calculated by us for zero-
and first-order approximations on the basis of the devi-
ations of the electron beam from the equilibrium. It can
be shown that, because of geometric relations and, also,
as a result of the screening effect produced by the oscil-
lations of the electron beam, the integrals should be cal-
culated in the limits from –θm up to θm, where

(7)

where λ is the wavelength of the oscillations, and rc is
the radius of toroidal chamber (rc ! R0).

It is natural to consider that θm ! 1. In the course of
expansion of the expressions under integral sign in
terms of the small disturbance, there arises an integral
of the function 1/ |θ|, which obeys the following rela-
tion:

(8)

It was taken into account in (8) that the part of the
electron beam –θε < θ < θε gives a negligible contribu-
tion to the field in the observation point chosen, which
belongs to the electron beam, provided that θε < /R0,

where  is the average radius of the cross section of
the electron beam. It should be noted that θm @ θε, and
consequently, uncertainties in the values of θm and θε
have an insignificant influence on the values of Λ.

Let  denotes a small deviation of a certain value f

from its equilibrium value :

(9)

Taking into account the assumptions accepted
above, we derive from formulas (3) and (4) the follow-
ing expressions for electric and magnetic fields E(r, t)
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and H(r, t) at the observation points which belong to
the electron beam:

(10)

where

(11)

(12)

(13)

(14)

(15)

(16)

(17)

where  = ∂2f/∂θ2 – ( /c2)∂2f/∂t2; ,  are the
equilibrium values of the fields; E, H are the distur-
bances of the fields; and the partial derivatives with
respect to t are denoted by the points above the letters.

DISPERSION RELATION

In the case of long-wave oscillations under consid-
eration, the following relations should be satisfied:

(18)

where 2πR0/m is the period of the stellarator field, and
m is an integer.

The second relation in (18) allows us to substitute
the expression for the magnetic field of the doubly
injected stellarator [2] by a more simple one, which
produces the same rotational conversion as the stellara-
tor one [9]. As a result, the magnetic field confining the
electron beam will appear in the following form:

(19)
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where Bt = B0/(1 – x/R0), |s | < 1/2, |β| ! 1, B0 > 0, 0 <
n < 1, and ex , ey , eθ, eϑ are the unit vectors of the corre-
sponding directions.

The first summand in (19) represents the toroidal
magnetic field, the second one answers for the stellara-
tor field, and the third and fourth ones describe the beta-
tron field. When s = 0, formula (19) defines the mag-
netic field of the modified betatron. The Lorenz equa-
tion for an electron moving in the fields described by
(10) - (17) and (19) takes the following form:

(20)

where v = eθ  + , me is the rest mass of the electron.
Equation (20) should be completed with the conti-

nuity equation

(21)

In the zero-order approximation, equation (20) links
the equilibrium values

(22)

where η = e2 Λ/(meγc2), ω0 = eB0/(meγc), σ– = βn –

αms2, and γ = (1 – /c2)1/2.
Having linearized equations (20), (21), we obtain a

set of four simultaneous differential equations for the

values of , , , :
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where σ+ = βn + αms2,  = βn – α2ms2, α = 1/(1 –

/R0), and d/dt . ∂/∂t + ( / )∂/∂θ in the linear
approximation.

Assuming that the dependence of the values of ,

, ,  on the variables θ and t is defined by the mul-
tiplier exp[i(µθ – ωt)], we obtain the dispersion equa-
tion from the set of simultaneous equations (23)–(26):

(27)

where ωµ = ω – µ / .
Coefficients Ak depend on the parameters of both the

external magnetic field and the electron beam. General
expressions are too awkward to be presented here.

ANALYSIS OF THE RESULTS

The stability of the electron beam against excitation
of long-wave oscillations, i.e., the conditions for the
roots of equation (27) to be real, has been studied by us
under some simplifying assumptions, the main ones of
which are the following: the values of the parameter η
are small; the values of the relativistic factor γ are high;
and the frequency of oscillations is relatively small.
The aforesaid assumptions impose the following
restrictions on the parameters of the problem:
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Under conditions of (28)–(34) the coefficients of
dispersion relation (27) take the form

(35)

The following inequalities can be derived from for-
mulae (35) and conditions (28)–(34):

(36)

The inequalities (36) allow us to reduce equation
(27) of the sixth degree to the following equation of the
fourth degree:

(37)

where ak = –Ak/ ; k = 0, 1, 2, 3.

It follows from formula (22) that, if inequality (33)
is fulfilled, the following relation takes place:

(38)

The necessary and sufficient conditions of stability
of the electron beam in a stellatron against excitation of
the oscillations under consideration [the conditions for
the roots of equation (37) to be real] take the form

(39)

(40)

(41)

To study the stability conditions for a modified beta-
tron, it should be required that ξ = 0 in the formulas for
coefficients ak. The modified betatron appeared to be
always unstable against excitation of the long-wave
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oscillations. In this case the simplifying assumptions
are the same as that ones for a stellatron, except relation
(32) which should be replaced by

(42)

CONCLUSION
It follows from the results obtained that the beam of

relativistic electrons in the modified betatron is always
unstable against excitation of the oscillations consid-
ered. The necessary and sufficient conditions of stabil-
ity in the stellatron are inequalities (39)–(41) provided
that conditions (28)–(34) are fulfilled. As follows from
(39), to stabilize the electron beam, the averaged stel-
larator and betatron magnetic fields should be oriented
in space in a such way that the following condition is
fulfilled:

(43)

This means that the component of the vector of the
stellarator field averaged over θ and projected onto direc-
tion of betatron field should be positive when R < R0.
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Abstract—Synthesis of field structures with conic equipotentials is considered in terms of Donkin’s analytical
representation. The hierarchy of these structures is given, examples of equipotential portraits are offered, and
the Cauchy problem for symmetric fields is solved. In part II, electronic and optical properties of some such
systems promising for energy analyzers and monochromators will be studied. © 2000 MAIK “Nauka/Interpe-
riodica”.
Over the last years, electrostatic fields with equipo-
tentials converging to a point, so-called cone-shaped
fields, have attracted much attention. Energy analyzers
built around coaxial circular cones [1], wedge prisms
[2], sectional circular wedge prisms [3], and dihedral
energy analyzers [4] have been reported. All of these
specific designs, however, demonstrate the wide poten-
tialities of such systems for corpuscular optics only
slightly. Interest in these fields has been aroused for
their specific feature, a telescopic effect. Its essence is
as follows. Charged isoenergetic particles moving in
the cone-shaped fields trace out geometrically similar
trajectories. According to the Helmholtz–Lagrange
law, when entering into the field, a particle beam paral-
lel in the plane of motion retains parallelism but
changes its geometrical sizes. For example, moving
toward the common vertex of the cone-shaped poten-
tials, the beam converges; conversely, it diverges when
moving in the opposite direction.

Geometrically, the cone-shaped fields can be
viewed as the nearest generalization of planar fields;
hence, the theory of the former can easily be reduced to
the complex variable theory. Donkin’s formula [5] pro-
vides a simple and elegant relation between these theo-
ries. With its help, the general solution of the Laplace
equation for Euler-uniform zero-fold potentials can be
written through a specific function of complex variable
ω(x, y, z) = u + iv in the form

(1)

where

(2)

and F(ω) is an arbitrary analytic function.
Here, the relation with the planar fields is obvious.

Practically, the cone-shaped fields are usually
described in polar coordinates, where a potential Φ is

Φ x y z, ,( ) F ω( ) F
x iy+
z ρ+
------------- 

  φ1 iφ2,= = = =

ω x iy+
z ρ+
-------------, ρ x2 y2 z2+ + ,= =
1063-7842/00/4502- $20.00 © 20232
expressed via conventional angular coordinates θ and
ϕ. However, analytically, representation (1) is also very
useful, which will be demonstrated in the most obvious
cases.

CLASSIFICATION OF ANALYTIC 
STRUCTURES

Expression (1) can be viewed as the generalization
of the “complex potential” concept for planar fields to
the case of cone-shaped ones. The representation of the
planar fields with a single function of simple complex
variable ω = x + iy makes it possible to conveniently
and hierarchically classify field structures by their ana-
lytic attributes. The attributes may primarily be integer
positive or negative exponents (ωn), resulting in direct
or reciprocal multipoles; an exponential or logarithmic
function of ω (eω or lnω); and a number of combina-
tions from this basis. An extension of this principle to
the more complex Donkin argument (2) allows the clas-
sification of the cone-shaped fields with specific geo-
metrical and physical interpretations. In the case of the
planar fields, a complex potential in the form of a linear
function of argument ω = x + iy is known to generate
the field of a parallel-plate capacitor. For the cone-
shaped fields, a linear function of Donkin’s argument
gives rise to a new, nontrivial type of field. Let for sim-
plicity

(3)

As a scalar potential, we take the real part of this
expression and put

(4)

Assuming that x = 0, we discover that the plane yz is
everywhere a zero equipotential except for the semiaxis

F ω x iy+

z x2 y2 z2+ ++
---------------------------------------.= =

Φ x

z x2 y2 z2+ ++
---------------------------------------.=
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x = y = 0, z < 0, in the vicinity of which multivalence is
already possible. To have a better idea of the shape
(cross section) of the conic equipotentials, it is appro-
priate, in this case, to cut their set by the sliding plane
x = x0. If Φ = Φ0 is the number of an equipotential, its
cross section is described by the simple expression

(5)

from which it follows that the equipotentials have a par-
abolic cross section convex upwards (Fig. 1). As x0  0,
all of the cross sections degenerate (turn into triangles)
and merge into the ray z < 0, x = y = 0. The equipotential
portrait as a whole is symmetric with respect to the
plane yz, since function (4) is even in y and odd in x.
Since the equipotentials merge not only at the point x =
y = z = 0 but also on the ray z < 0, the potential becomes
akin to a specific cone-shaped dipole. Its electronic and
optical characteristics will be described in part II. The
form F = (a + ib)ω of the complex potential mixes the
real and imaginary parts of (3); however, a rotation
about the axis z and the renormalization of the poten-
tials bring these cases into coincidence, and we do not
obtain any new data for the field structure.

Consider now the reciprocal potential

(6)

Changing the signs of x and z in (3) yields (6);
hence, cases (3) and (4) differ only by mirror reflection
in the planes x = 0 and z = 0 and have equally shaped
equipotential portraits; in the planar fields, however, the
complex potentials F = (x + iy)ω and F = 1/(x + iy) pro-
vide essentially different equipotential portraits.

Integer exponents in the expression for cone-shaped
potentials in the form

(7)

are another hierarchic elements, both positive and neg-
ative values of n providing structures of the same shape.
For example, at n = 2, we obtain the real-valued poten-
tial of the form

(8)

It is even in x and y and has a singular line: the ray
x = y = 0, z < 0, around which the field goes into infinity
and the equipotentials merge. Since the three-dimen-
sional form of the equipotentials is hard to depict for
this field, we will show only its sections obtained by
cutting with the planes x = const, y = const, and z =
const (Fig. 2). Here, zero equipotentials appear as the
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orthogonal cross formed by the planes x = y and x = –y
with the ray z < 0 at their intersection excluded.

A remarkable difference of power functions (7)
from “planar” potentials in the form (x + iy)n is that
each “conic” power function in the equipotential por-
trait simultaneously has the analog (x + iy)+|n | for z > 0
and (x + iy)–|n | for z < 0. This is of importance also in
considering series including (7).

The potential in the form

(9)

where r = , is one more transcendental gener-
alization. Here, the real and imaginary parts are appar-
ently the potential of coaxial cones and that of a dihedral
angle, respectively. Such cases are well known [6–8].

A more nontrivial case appears for the “conic”
exponential

(10)

Here, the real-valued potential
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Fig. 1. Equipotentials of field (4) for Φ0 = 1 and Φ0 = 0.5.
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has a set of surfaces

(12)

as zero equipotentials. These surfaces are parabolic
cones that merge into the singular ray x = y = 0, z < 0.
Of practical importance, in this case, may be field frag-
ments between neighboring zero equipotentials. The
configuration of the field is very complex and needs
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Fig. 2. Projections of the equipotential of field (8) for
Φ = 1 onto the planes (a) x = const, (b) y = 0, and (c) z = 0.
further investigation. The same applies to conic poten-
tials sinω, tanω, etc.

CAUCHY PROBLEM 
FOR SYMMETRIC FIELDS

Assume that the function F in (1) is nowhere imag-
inary except in the argument ω. Let its real part be the
scalar physical potential of a field symmetric about the
y-axis and this field have the x/z-dependent distribution

(13)

where f is a given function.
Our aim is to restore the spatial distribution of the

potential, specifically, the cone-shaped Laplace poten-
tial. Donkin’s formula is best suited to solve the prob-
lem. Indeed, if it is assumed that the real part of (1)
gives the desired potential, then, provided that y = 0 in
(13), the unknown function F and the given function f
are related as

(14)

From the equality (at y = 0)

, (15)

we easily find

(16)

To explicitly determine the function F(ω), one
needs only to substitute (16) into (14) and then replace
ω by full complex expression (2). Thus, the complex
potential that is the solution to the Cauchy problem for
symmetric fields is given by

(17)

The above algorithm is a direct extension of the
Cauchy problem for planar fields [9]. It is very conve-
nient for synthesis of fields with given corpuscular–
optical properties in the plane of symmetry, since the
function f can be sought using reverse problems in
mechanics of particles.

In part II, we will consider in detail electronic and
optical properties of cone-shaped potential (4) and its
application in designing particular electrostatic
devices.
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Abstract—A one-dimensional model for the transport of a plasma with two ion species across the magnetic
field in a steady-state volume negative-ion source is proposed. The conditions in the magnetic filter adjacent to
the plasma electrode optimum for the generation, formation, and extraction of an H–/D– ion beam are found. The
theoretical results are in good agreement with the experimental data. © 2000 MAIK “Nauka/Interperiodica”.
INTRODUCTION

Plasma sources with a volume generation of H–/D–

ions are widely used to produce ion beams with a cur-
rent up to 10 mA for external injection into cyclotron
accelerators [1] and intense neutral beams for injection
into nuclear-fusion reactors [2, 3]. In the former case,
the steady-state current density attains 10 mA/cm2. In
the latter case, the current density in quasi-steady
sources exceeds 50 A/cm2.

A standard device for the production of ion beams is
a two-chamber multicusp plasma source. A non-self-
sustaining arc discharge excited in the first chamber
between a hot cathode and a cylindrical anode serves as
the source of a partially ionized plasma in which the gas
molecules are excited by high-energy electrons. In the
second chamber, which is an extension of the first, there
is a magnetic filter that decreases the density of primary
electrons, cools the thermal plasma electrons, and pro-
vides conditions for generating negative ions due to
dissociative attachment of slow electrons to the excited
molecules. The magnetic filter occupies the entire vol-
ume of the second chamber; its length should be mini-
mum in order to prevent a substantial decrease in the
density of the excited hydrogen molecules as they move
toward the emission aperture.

Simulations of the elementary processes in the
plasma sources of H– ions and a comparison between
the calculation and experimental results were carried
out in [4–8]. The effect of the magnetic-field magnitude
in the magnetic filter and the plasma-electrode potential
on the emission characteristics of a multipole ion
source was investigated. However, the interpretation of
the experimental results did not advance beyond theo-
retical estimates. In order to calculate the density of
negative ions as a function of the gas pressure, steady-
state plasma parameters in the arc discharge and a
1063-7842/00/4502- $20.00 © 20236
numerical model for the transport of the plasma elec-
trons across the magnetic filter detached from the
plasma electrode were used. However, the plasma
transport across a strong magnetic field in the filters of
H– ion sources is governed by the heavy-ion plasma
component rather than the electrons [9]. Note also that
the negative-ion balance in the region behind the mag-
netic filter where the beam is formed differs from the
corresponding balance in the region of the magnetic fil-
ter adjacent to the plasma electrode.

In this paper, using the time-independent diffusion
equations for the plasma components, we analytically
found the distributions of the electric field and charged-
particle density along the magnetic filter adjacent to the
plasma electrode in the multipole source of negative
ions. The plasma parameters in the extraction region
are optimized to provide the maximum ion current. The
theoretical results are compared with the experimental
ones.

PLASMA TRANSPORT 
IN THE MAGNETIC-FILTER CHAMBER

Analysis of the plasma transport across the mag-
netic field and the calculation of the steady-state
parameters in the region of the beam extraction were
carried out for a classical multicusp two-chamber
source (Fig. 1) used in the systems of external injection
in cyclotron accelerators [10].

The discharge chamber is a 7.5-cm-diameter copper
cylinder with length L = 10 cm. Outside the chamber,
there are SmCo5 magnets arranged in 12 rows, which
produce approximately 0.2-cm-wide and 10-cm-long
cusps on the cylinder surface. Each row consists of five
elements; the polarity of the magnetic field in the row
000 MAIK “Nauka/Interperiodica”
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Fig. 1. Schematic of a multicusp ion source with a transverse magnetic filter: (I) plasma generation region, (II) magnetic-filter region,
(1) anode, (2) plasma electrode, (3) extracting electrode, (4) hot cathode, and (5) magnetic element.
closest to the plasma electrode is reversed in order to
produce a filter with the magnetic field perpendicular to
the cylinder axis. The length of the first chamber with
an arc discharge is L1, and the length of the magnetic
filter is L2.

The steady-state diffusion across the magnetic field
in a partially ionized plasma containing positive and
negative ions, as well as fast and slow electrons, is
described by the following set of equations:

(1)

(2)

(3)

where n+ = n– + ne (the plasma quasineutrality condi-

tion); Dj = Tjνjoµjo/ ; bj = Dj/Tj; nj, Tj, Dj, and bj

are the density, temperature, diffusivity, and mobility of
the charged plasma components, respectively; j = +, –,
or e; µjo = mjm0/(mj + m0); mj and m0 are the masses of
charged particles and neutral H2 molecules; ωBj =
eB/mjc is the cyclotron frequency; νj0 ≈ σj0vTj ; vTj is

d
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the thermal velocity; σj0 is the cross section for elastic
collisions between charged and neutral particles; 

and (v'') are the densities of H2 molecules in the
ground and excited (v'' = 6) states, respectively; 〈σv〉DA

is the rate of dissociative attachment of electrons to the
excited hydrogen molecules; 〈σv〉AD is the rate of asso-
ciative electron detachment due to collisions between
the negative ions and hydrogen atoms; 〈σv〉MN and
〈σv〉RV are the ion–ion and electron–ion recombination
rates, respectively; 〈σv〉 IZ is the rate of ionization of H
atoms by electrons; and 〈σv〉ED is the rate of electron
detachment due to collisions between the primary elec-
trons and negative ions.

The set of equations (1)–(3) for a plasma in the mag-
netic field is valid when b+ and b– @ be; the ions can be
unmagnetized. The degree of plasma ionization is
assumed to be low enough so that meνei ! µi0νi0, where
νei is the electron–ion collision frequency.

We will assume that the density of H2 molecules is
fixed and the atomic hydrogen density and the density
of the excited molecules in the vibrational state H2(v'')
are determined by the steady-state parameters of the
plasma in the first chamber [2]. The excited molecules
are produced in collisions of neutral molecules with the
fast electrons arriving from the hot cathode. The esti-
mates show that the loss of the excited molecules on the
walls of both chambers occurs more efficiently than
their volume loss in the 〈σv〉DA and 〈σv〉 IZ reactions.
The density of the excited molecules is determined by
the balance between their loss and gain,

(4)

nH2

nH2

nH2
n fe σv〈 〉 EV nH2

v ''( )vH2
bR⁄ ,=
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where 〈σv〉EV is the rate of production of the excited
molecules,  is the average velocity of the H2(v")

molecules, the fast-electron density nfe ≈ (10–1–10–2)ne

is taken from experiment [11], R is the radius of the
source chamber, and b = 5–10 is the mean number of
the molecule–wall collisions required for the molecule
deexcitation.

If the density of the ion current to the probe placed
in the emission plane of the source is j+ ≥ 15 mA/cm2,
then the most abundant positive ions in the plasma are
the H+ ions [2]. For n+ . 3n–, this corresponds to the
current density of the negative ions j– ≥ 5 mA/cm2 (or
I− ≥ 1 mA for an emission area of 0.2 cm2). The ion
transport coefficients Dj and bj can be considered fixed,
because the heavy-ion temperature varies slowly along
the chamber axis (z-axis) and the magnetic field is
assumed to be constant in magnitude. The nonunifor-
mity of the magnetic field at the boundary between the
chambers is neglected. In the first chamber, the high-
energy electrons arriving from the hot cathode are ther-
malized and the average temperature of thermal elec-
trons is less than 3 eV. In the magnetic filter, the thermal
electrons are cooled and their temperature decreases by
one order of magnitude. It follows from calculations
[12] that the temperature of negative ions remains
almost unchanged, T– ≈ 0.2–0.3 eV, and the tempera-
ture of the positive ion is the same or somewhat lower.

The boundary condition for the H+ ion density in the
magnetic filter is determined by the plasma density n+0

in the first chamber, which can be found from the equa-
tion of continuity for the electron flux on the anode [4]:

(5)

Here, Id is the current of high-energy electrons from
the hot cathode, ne0 and n+0 are the densities of thermal
electrons and ions, ne0 ≈ n+0 (the plasma quasineutrality
condition), ∆ϕ is the potential drop across the anode
sheath, Seff = NLh is the effective area of the anode
through which the plasma escapes from the source, and
N, L, and h are the number, length, and width of cusps,
respectively. In the absence of the discharge current
through the plasma, the value of the potential drop
∆ϕ = (Te/2e)ln(0.14mi/me) is determined from the bal-
ance of the electron and ion fluxes onto the chamber
wall. When the current flows through the plasma, ∆ϕ is
somewhat lower than in the absence of the current and
the flux of thermal electrons is greater than the ion flux
onto the anode. In this case, in order to find ∆ϕ, it is
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.–exp
necessary to use the energy balance equation for the
primary and secondary charged plasma particles [4].

In the case of a magnetized plasma, we neglect the
electron mobility and diffusion across the magnetic
field. Then, from (3) and the quasineutrality condition
ne + n– = n+, we obtain the expression for the steady-
state density of H– ions in the second chamber

(6)

where β = 〈σv〉ADnH and γ = 〈σv〉DA (v'').

In deducing (6), we assumed that γ @ 〈σv〉EDn–,
〈σv〉RVn+, 〈σv〉 IZnH.

Expression (6) differs from the frequently used
expression [2, 5] obtained from the balance of negative
ions (2), whose mobility and diffusion are neglected.
Such an approach is valid only in the absence of the
magnetic field.

The electric-field distribution in the second chamber
is found from equations (1) and (2) and condition (6):

(7)

where E0, n–0, and n+0 are the electric field and ion den-
sities at the boundary between two chambers. The first
term on the right-hand side of (7) corresponds to the
field associated with the external current flowing
through the plasma and satisfies the equation dE(b+n+ +
b–n–)/dz = 0; the second term corresponds to the ambi-
polar field in the plasma.

Note that the ambipolar field in the second chamber
is proportional to T+ and T–, whereas in the first cham-
ber, where the magnetic field is absent, the ambipolar
field is determined by the more mobile electrons and is
proportional to Te.

In the presence of a strong electric field E @ T±/eL2
(where L2 is the length of the second chamber) associ-
ated with the external current, we can neglect the diffu-
sion terms in (1) and (2) and use the drift approxima-
tion. Taking into account that E(z) ≈ E0n+0/n+(z), from
(1) or (2) we find the equation for the plasma-ions den-
sity

(8)
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In this equation, we can neglect the last term associ-
ated with ionization of the gas atoms by slow and fast
electrons, because the corresponding rates are rela-
tively low. According to (8), the plasma density and the
electric potential in the second chamber are distributed
as follows:

(9)

where α > 0 (because 〈σv〉ED @ 〈σv〉RV) and ϕ0 is the
plasma potential at the boundary between two cham-
bers. For α ! 1, the electric field at this boundary is
E0 = (ϕ0 – ϕe)/L2, where ϕe is the potential of the plasma
electrode.

ANALYSIS OF THE EXPERIMENTAL 
RESULTS

To compare the theoretical and experimental results,
we will use the following steady-state parameters of the
negative-ion source. The schematic of the source is pre-
sented in Fig. 1. The effective length of the magnetic

filter is dz = 100–600 G cm; the gas density is  ≥
3.3 × 1013 cm–3 (P ≥ 10–3 torr); and the discharge current
and voltage are Id ≤ 10 A and Ud ≤ 160 V, respectively.
For the gas density in the source  ≈ 1014 cm–3, the
magnetic-filter length L2 ≈ 4 cm, and the average mag-
netic field B ≈ 150 G, the average values of the plasma
parameters in the second chamber were close to the
corresponding data from [11]: n+ ≈ 6 × 1011 cm–3, ne ≈
(2/3)n+, n– ≈ (1/3)n+, β/γ ≈ 2, nfe ≈ 2 × 109 cm–3, and
nH ≈ 1013 cm–3. All the data for the rates of elementary
processes in a gas-discharge plasma are taken from
[5, 13].

When the plasma electrode is at the floating poten-
tial, the electric field in the magnetic-filter chamber is
determined by the second term in expression (7). There
exists a critical gas density at which the ambipolar field
changes its sign: T+b+(1 + β/γ) ≈ T–b–. The ratio
between the ion mobilities in a gas is b+/b– =
(m+m−)3/2(σ+0/σ–0)(T+/T–)1/2 < 1, where T+ < T– and σ+0
and σ–0 are the cross sections for elastic collisions of
ions with the gas molecules. Experimental results [5]
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show that the atomic hydrogen density increases more
rapidly with gas pressure than the density of excited
molecules; i.e., the ratio β/γ increases. As the gas pres-
sure increases, the electric field first decreases to zero
and then increases again, but with an opposite sign.

The experimental dependences of the plasma-elec-
trode floating potential on the effective length of the
magnetic filter and on the gas pressure are presented in
Figs. 2 and 3, respectively. The first dependence illus-
trates the well-known effect of the change of the sign of
the floating potential when the magnetic field attains

5004003002001000
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Fig. 2. Floating potential of the plasma electrode as a func-
tion of dz for Id = 5 A, Ud = 60 V, and the gas pressure
P = 2 mtorr.
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Fig. 3. Floating potential of the plasma electrode as a func-
tion of the gas pressure for Id = 3 A; Ud = 80 V; and dz =
(1) 350, (2) 500, and (3) 650 G cm.
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the critical value. As the magnetic field increases and
the plasma becomes magnetized, the plasma electrode
acquires a positive charge with respect to the plasma
bulk. Without a magnetic field, the electrode is charged
negatively with respect to the plasma. The second
dependence is obtained for the first time and is evi-
dence for the presence of two oppositely charged ion
species in the plasma. At low gas pressures, the self-
consistent electric field in the plasma is determined by
the diffusion of negative ions. As the pressure
increases, the diffusion of positive ions becomes domi-
nating.

When a positive (with respect to the anode) bias
potential is applied to the plasma electrode, the nega-
tive-ion current from the source can be increased com-
pared to the current extracted at the floating positive
potential. As is seen from Fig. 4, there is a critical value

86420–2–4–6–8
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Fig. 4. H– ion current as a function of the potential bias on
the plasma electrode for Id = 3 A, Ud = 80 V, dz = 600 G cm,
and P = (1) 3 and (2) 9 mtorr.
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Fig. 5. H– ion current as a function of the gas pressure for
different discharge parameters at dz = 500 G cm: Id = (1)
3, (2) 5.5, (3) 8, and (4) 10 A; Ud = (1, 3) 80, (2) 70, and
(4) 160 V; and ϕe = (1) 2.8, (2) 2.7, (3) 2.4, and (4) 1.8 V.

B∫
of the bias potential at which the extracted H– ion cur-
rent is maximum. This potential weakly depends on the
gas pressure.

The critical value ϕe of the bias potential is found as
follows. Let us determine the negative-ion density at
the plasma boundary near the emission aperture, taking
into account that the current does not flow across this
boundary. In the currentless plasma near the emission
boundary, the field is described by the second term in
expression (7) and is determined by the diffusion of
negative ions, because the pressure is reduced in this
region of the source. An increase in the potential ϕ ≈
(T−/e)ln(n–) + const on the left from the plasma bound-
ary, as well as its increase on the right from the bound-
ary (in the accelerating gap), correctly describes the
boundary condition on the steady-state plasma surface
E = –dϕ/dz = 0. The potential drop (∆ϕ ≈ T–/e) in the
currentless region near the plasma emitter is substan-
tially lower than the potential of the plasma electrode
(several volts). Setting ϕ = 0 at the plasma boundary
and assuming the distance between this boundary and
the equipotential surface in the plasma under the elec-
trode potential ϕe to be much less than the filter length
L2, from (9) we find

(10)

When deducing (10), we took into account that a ther-
mal current produced by negative ions penetrates from
the boundary deep into the plasma; we also used the
condition α = α1/E0 ! 1. Let us estimate the value of α
for the following plasma parameters: 〈σv〉DA = 6.5 ×
10–9 cm3/s, 〈σv〉AD = 10–9 cm3/s, 〈σv〉ED = 3 ×
10−8 cm3/s, 〈σv〉EV = 3 × 10–10 cm3/s, 〈σv〉MN = 5 ×
10−7 cm3/s, 〈σv〉Vt = 8 × 10–11 cm3/s, (v '') ≈ 3 ×
1011 cm–3, ν+0 = (32σ+0/3π1/2)(T+/m+)1/2  ≈ 8.4 × 105 s–1,

σ+0(H+ + H2) = 1.6 × 10–15 cm2, b+ ≈ 8 × 107 cm2/(s V),
ϕ0 ≈ 4 V, ϕe ≈ 2.5 V, and the magnetic field B = 125 G.
The value ϕ0 is determined by the potential drop ∆ϕ
used in (5), assuming that ϕ = 0 on the anode. Under
these conditions, α ≈ 0.3.

By equating the derivative of the current density
of negative ions f–(ϕe) with respect to the potential ϕe at the
plasma-emitter boundary to zero, [dj−(ϕe)/dϕe]  = 0,
we obtain the critical value of the bias potential (ϕe)cr.
From (10), taking into account that the current
extracted from the emitter is the thermal H– ion current,
we find

(11)

From (11), it follows that, for ϕ0 ≈ 4 V, the plasma-
electrode potential is (ϕe)cr ≈ 2.5 V, which is in good
agreement with the experimental value (Fig. 4). If
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β/γ @ 1, then (ϕe)cr is independent of the gas pressure,
because γ ~ (v'') and b+ ~  and the density of the

excited molecules is a linear function of  for the gas
pressure up to P = 9 mtorr [6]. As the ratio β/γ
decreases, a weak dependence of (ϕe)cr on the gas pres-
sure shows up.

The H– ion density as a function of the pressure in
the discharge chamber with the magnetic filter for

dz = 500 G cm and different discharge currents is

presented in Fig. 5. The ion beam was extracted from a
5-mm-diameter emission aperture in the plasma elec-
trode. It is seen that the optimum gas pressure at which
the ion-beam current  is maximum depends on the

discharge current. The plasma source emits the thermal
ion current (saturation current); therefore, the depen-
dence (10) of the density n–(L2) on the gas pressure
reflects the current behavior in Fig. 5. The negative-ion
density at the plasma-emitter boundary and the plasma
density in the first chamber are related by (6); the
plasma density in the first chamber is proportional to
the density of the primary fast electrons nef [i.e., it is
proportional to the discharge current (5)]. According to
(10), the H– ion density increases with increasing gas
pressure; at a certain pressure, the H– ion density satu-
rates. For an excessive gas supply into the source, the
deexcitation of H2(v'') molecules in collisions with
neutral molecules, which was neglected in (6) and (10),
becomes important. In addition, the H– ion beam is
attenuated because of the loss of negative ions due to
stripping by the H2 molecules in the extraction region.
Different rates of these processes at different gas pres-
sures determine the different inclination angles of the
dropping regions in curves 1–4 in Fig. 5.

CONCLUSION

We have proposed a model describing the steady-
state density distribution of negative ions in the region
of formation and extraction of an ion beam from the
multipole two-chamber source with the magnetic filter
adjacent to the plasma electrode. The model is based on
the equations for the transport of components of a
plasma with two ion species across the magnetic field.

The use of a one-dimensional model to describe the
plasma transport in the magnetic filter is justified
because the plasma-electrode diameter is substantially
greater than the filter length, or more exactly, the length
of the region where the magnetic field lines are closed
on the anode. The magnetic field has no effect on the
motion of the charged particles along B. The ambipolar
plasma motion toward the anode along the magnetic
field lines is determined by the light plasma component
(electrons). The potential drop between the central

nH2
nH2

nH2

B∫

I
H–
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plasma region and the anode falls at a narrow sheath
near the chamber wall, whereas, in the plasma volume,
the electric field is close to zero.

The distributions of the electric field and the densi-
ties of the plasma components found by using the
model proposed allowed us to determine the optimum
conditions for the formation of an H– ion beam. The
results of calculations are in good agreement with the
experimental data.

It is shown that, as the gas pressure in the source
increases, the floating potential of the plasma electrode
changes its sign from negative to positive, which is
accompanied by an increase in the negative-ion current
extracted from the source. If there is no need to obtain
the extreme value of the H– ion current, it is not neces-
sary to apply a positive potential bias to the plasma
electrode with respect to the anode. In sources in which
the magnetic filter is detached from the plasma elec-
trode, it is required to apply a positive potential to the
plasma electrode in order to compensate for the nega-
tive potential drop in plasma near the electrode.

We have found the expression for the plasma-elec-
trode positive potential bias at which the extracted cur-
rent of negative ions is maximum. The value of this bias
is a function of the magnetic-filter length, magnitude of
the magnetic field, plasma density, and the discharge
current in the first chamber and depends only slightly
on the gas pressure in the plasma source.

We have determined the steady-state profile of the
negative-ion density along the magnetic-filter chamber.
By varying this profile, it is possible to obtain the max-
imum negative-ion current. The density of negative
ions is determined from the equations for the charged-
particle balance with taking into account the plasma
quasineutrality and assuming that only heavy particles
are transported across the magnetic field. Note that, if
the diffusion and mobility of negative ions in the mag-
netic filter detached from the plasma electrode are not
incorporated into the gain–loss balance for the particles
[2, 5], then the calculations give a lower value of the H–

ion density as compared to the experimental data.
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Abstract—The formation of tipped tungsten microprobes by ion bombardment in high electric fields with sub-
sequent low-temperature field evaporation is reported. During irradiation, the current density was shown to rise
nonmonotonically because of heavy particles present in the bombarding beam due to emitter erosion. It was found
that the initially hemispheric working part of the probes turns into the axially symmetric complex-shaped surface.
A correlation of these effects with inert gas ionization and tungsten sputtering under the action of super-high-den-
sity electron beams is discussed. The atomically smooth microprobes obtained by ion bombardment and field
evaporation offer high stability and an atomic-level resolution. © 2000 MAIK “Nauka/Interperiodica”.
INTRODUCTION

The microprobes of scanning tunnel microscopes
(STMs), atomic force microscopes (AFMs), and other
modifications of scanning probe instruments are
responsible for their resolution, as well as measurement
accuracy and reliability [1, 2]. Microtips ion- or elec-
trochemically etched on the top of the probes are of
small radius of curvature and provide high, up to an
atomic level, probing locality [1, 3]. However, the posi-
tion of the tips cannot usually be strictly controlled,
which makes it difficult to unambiguously treat
obtained images and reduces the parameter reproduc-
ibility of the nanodevices. In particular, the special
requirements are placed on the geometry of micro-
probes that are used in STM-based devices operating in
ultra-high electric fields or under conditions of tight
atomic-force scanning [4]. In such regimes, the micro-
probes exert a severe and irreversible effect on the sur-
face being processed. These STM-based instruments
have proven to be effective tools for local surface mod-
ification and are promising for fabricating ultrasmall
electronic components and high-density storage media
[1, 5]. However, the axial asymmetry of the working
part of the probes causes nonuniform probe–surface
contact, resulting in uncontrollable differences in the
pattern on gently and steeply inclined surface regions.
Therefore, atomically smooth axially symmetric
microprobes are imperative for adequate interpretation
of the images and reproducible local modification of
the surface.

In this work, we report the fabrication of the tipped
tungsten microprobes by ion bombardment in high
electric fields.
1063-7842/00/4502- $20.00 © 20243
EXPERIMENTAL PROCEDURE

Tipped tungsten probes with an initial radius of cur-
vature ranging from 10 to 100 nm and a taper angle of
2–10° were prepared by electrochemically etching axi-
ally textured wires [10]. The samples cooled to 21–
80 K were treated by a field-emission microscope oper-
ating in the electron and ion regimes. Helium at a pres-
sure between 10–2 and 10–3 Pa was used as an image
gas. In the autoelectron regime, helium was pumped off
to a 10–8–10–7 Pa level and the chamber was filled by
neon to a pressure of 10–1–10–4 Pa. The negatively
biased tips were irradiated by neon ions that were gen-
erated by the autoelectronic current. For autoelectronic
current densities of less than 106 A/cm2, the ion bom-
bardment rate was determined from relationships given
in [6]. If the ion beam originated at distances r < 10r0
from the tip, where r0 is the tip radius, the tip was bom-
barded by ions from the conic part of the beam; for
r > 10r0, the ions impinged from the cylindrical part
coaxial with the sample had a greater effect. In our
work, the field strength E in the autoelectron regime
was (4–5) × 107 V/cm. For r0 < 100 nm, the ions pro-
duced at r < 10r0 had an energy below the tungsten
sputtering threshold and the surface was modified pri-
marily by those generated in the remote, cylindrical
part of the beam. In this part, the ion energies obey the
Maxwell distribution [7] with the mean energy eEr0,
where e is the charge of an electron. The mean energy
of the ion beam incident on the surface lay within the
50–500 eV range. It was thus demonstrated that direc-
tional ion fluxes with rates between 1013 and 1016 cm2 s–1

can be obtained by passing the autoelectronic current in
neon at pressures 10–1–10–3 Pa. The integrated neon
fluxes were 1016–5 × 1017 ion/cm2. During the bom-
000 MAIK “Nauka/Interperiodica”



 

244

        

MAZILOVA

                                                                  
bardment of the surface by the neon ions, emission cur-
rent oscillograms were taken and autoelectron images
were video recorded. Measurements were performed at
a constant voltage of 1–5 kV kept with an accuracy of
0.25%.

RESULTS AND DISCUSSION

Figure 1 shows a typical current oscillogram (volt-
age 800 V, neon pressure 2 × 10–3 Pa) for the tipped
probe with a radius of 26 nm. As follows from the probe
topographs obtained in the autoion regime, the rise in
the current is associated with emitter sharpening, con-
trolled by the radiation-enhanced mobility of the sur-
face atoms. The current rises first slowly and then rap-
idly, which is accompanied by qualitative changes in
the autoelectron images (Fig. 2). The random arrange-
ment of bright emitting centers, which is typically
observed for current densities below 108 A/cm2

(Fig. 2a), is changed by {100} faceting (Fig. 2b) at J =
2 × 106 A/cm2, and then, at J = 107 A/cm2, the entire sur-
face is faceted by low-index planes (Fig. 2c). In the last
case, new atomic layers are nucleated and grow, which
is accompanied by synchronous current oscillations. As
the radius of curvature of the tips decreases, the relative

2 s

Fig. 1. Oscillogram of the emission current from the tung-
sten probe subjected to neon ion bombardment.
amplitude of the oscillations increases, reaching 10%
for tips with a radius of curvature of 10 nm.

A typical  vs. electron current density J depen-

dence is plotted in Fig. 3 for a neon pressure of 4 ×
10−3 Pa. This curve was constructed from the time vari-
ation of the current for the tip with an initial radius of
curvature of 60 nm to which a voltage of 1800 V was
applied. The relative rate of change of the current goes
over the peak. Its amplitude grows with neon pressure,
while its position remains nearly the same (between
5 × 106 and 107 A/cm2) from sample to sample. The
presence of the peak indicates that the energy that is
imparted to the surface by the incident ions and is
responsible for the radiation-assisted sharpening of the
emitter nonmonotonically depends on the current den-
sity of autoelectrons that ionize atoms in the interelec-

trode gap. The run of the  vs. J curve can be

explained if it is assumed that heavy particles sputtered
from the emitter are present in the bombarding ion
beam. Then, as the electron current density rises, so
does the ionization probability of tungsten atoms
knocked out of the emitter surface and, in proportion,
the energy released on the surface. Above some density
of the electron current at which most of the knocked-
out atoms have been ionized, sputtered atoms ionize
more and more closely to the surface and, accordingly,
heat release at the field-emission cathode drops. Within
the concept of ion bombardment of cold emitters [6, 7],
it can be shown that tungsten ionization becomes sig-
nificant at electron current densities on the order of
107 A/cm2. At higher densities, the majority of atoms
knocked out of the tip surface is ionized by autoelec-
trons and bombards the tip. A further increase in the
current density causes tungsten to ionize in the imme-
diate vicinity of the surface; hence, the mean energy of
the bombarding ions drops. Thus, the peak in the

  vs. J curve at some critical value of electron

current density may indicate specific features of the

1
J
---dJ

dt
------

1
J
---dJ

dt
------

1
J
---dJ

dt
------
(‡) (b) (c)

Fig. 2. Evolution of the field-emission images during the formation of the tips. J = (a) 8 × 105, (b) 2 × 106, and (c) 107 A/cm2.
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processes of inert gas ionization and tungsten sputter-
ing in super-high-density electron beams that are
formed near the tipped microprobes in the autoelectron
regime.

Ion microscopic studies revealed that radiation-
assisted sharpening of the microprobes changes also
the shape of their tips. The surface topography evolu-
tion observed by means of layer-by-layer evaporation
of the samples (Fig. 4) showed that, during bombard-
ment, the working (semispherical) part of the probes
transforms into the axially symmetric surface that can
be represented as a paraboloid adjoint to a hemisphere
of radius 4–6 nm, which is much less than the principal
radius of curvature at the paraboloid vertex. The center
of the hemisphere formed by ion bombardment was
always located on a 〈110〉  crystallographic axis aligned
with the geometric axis of the probe. Thus, forming due
to ion bombardment improves the probing locality by
one order of magnitude. The use of controllable layer-
by-layer field evaporation [8] allowed us to obtain, with
a high level of reproducibility, the atomically smooth
surface of the semispherical tips with a given radius of
curvature within the resolution of the field emission
microscope (0.27 nm). Such microprobes are of para-
mount importance when nanodevices are made under
the tight scanning regime.

The atomic-scale resolution of STMs is usually pro-
vided by passing the tunnel current through micropro-
trusions on the surface of atomic-size probes [1]. It is
believed that individual atoms or ultrasmall clusters on
the top of the microprotrusions are responsible for
emission. In this context, the reproducibility of the
STM atomic resolution upon using the microprobes
with the atomically smooth tips seems to be somewhat
surprising. By way of example, Fig. 5 demonstrates the
STM image taken of the graphite test object using an

1612840
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Fig. 3. Rate of change of the emission current vs. current
density during ion bombardment.
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(‡)

(b)

Fig. 4. Ion micrographs of the probe working part (a) imme-
diately after radiation-assisted forming and (b) after the
removal of the semispherical protrusion.

x

y

Fig. 5. Graphite surface image obtained in the STM with an
atomically smooth microprobe.
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atomically smooth microprobe. Such probes, unlike
those with irregularly shaped microprotrusions
obtained by electrochemical etching, featured high sta-
bility and provided atomic resolution during many-
hour continuous operation.
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Abstract—The possibility of recording a chemical reaction occurring on the surface of a metal target in a
collisionless plasma jet by analyzing the longitudinal-velocity spectra of jet-plasma ions scattered by the target
is shown. The target is a Ta strip with a 3 × 0.1 mm cross section. The ion energy is 30 eV. It is found that,
after rapid heating of the target to 1000 K, the current produced by scattered ions decreases and is then restored
in a time of 40 s for nitrogen ions and 60 s for hydrogen ions. The relaxation of the current correlates with the
accumulation of an intermediate reagent (probably, TaO2Na+ ions) on the target surface; the reagent participates
further in the formation of experimentally observed ions with a mass of 245 ± 1 (probably, TaO2Na+ · H2O).
© 2000 MAIK “Nauka/Interperiodica”.
Low-energy ion beams are used in film-deposition
technology either directly [1] or as auxiliary beams (in
systems employing higher energy ion flows) [2]. For
ion energies below 100 eV, the beam-current density is
limited by the space charge in the region of the ion
extractor and is less than 1 mA/cm2. The plasma jet pro-
duced by an arc plasma source [3] is similar in its prop-
erties to a compensated ion beam [4], but has a substan-
tially higher density. After the expander was improved,
the velocity of the jet-plasma ions could be varied
within the range from 2 to 7.6 eV0.5 with a velocity
spread of 1 eV0.5 [5]. With such a plasma jet, it is pos-
sible not only to act selectively upon the surface, but
also to monitor its state by analyzing the ion scattering.
Here, we analyze the longitudinal-velocity and mass
spectra of the ions scattered by the target. The relax-
ation of a tantalum target after heating is studied.

Figure 1 shows the schematic of the device [5]. An
arc plasma source 1 with an electrode 2 for controlling
the ion velocity ejects a plasma jet falling onto the tar-
get 3 supplied with a drive mechanism for rotation and
translation. A flat grid diode 4 and a collimator 5 collect
ions for their analysis. The ion velocity component par-
allel to the diode does not change. This results in the
displacement of the ions, which is recorded by profilo-
meters 6 and 7. The ion-beam profiles reflect the longi-
tudinal-velocity distribution of the jet-plasma ions.
Electrodes 5 and 8, creating the transverse electric field
that compensates the displacement; a collimator 9; and
a mass-spectrometer 10 make it possible to analyze the
mass composition and velocities of the ions simulta-
neously. This technique is described in more detail in
[4–6]. The target was a strip made of tantalum of the T
brand; it had a 3 × 0.1-mm cross section and was
located 25 mm from the analyzer entrance slit 5.

A pulsed plasma jet was produced during 100 µs,
and the interval between pulses was no less than 10 s.
1063-7842/00/4502- $20.00 © 20247
In step with the plasma generation, we performed the
gas puffing of ~1017 molecules, so that, in a time of
1 ms, the pressure in the vicinity of the target increased
from an initial level of ~10–4 Pa to ~10–1 Pa. The pump-
ing of the vacuum chamber was performed by three
NMDO-01-1 (Nord-100) magnetic-discharge pumps.
The target was heated by a 4-s current pulse to a tem-
perature of 300–1200 K. The current pulse was applied
before the generation of the plasma jet. The character-
istic target-cooling time was 10 s. To study the relax-
ation of the target after the heating pulse, a sequence of
30 plasma-jet pulses was produced. Experiments were
carried out with hydrogen and nitrogen plasma jets.
The ion kinetic energy was 30 eV for hydrogen ions
and about 32 eV for nitrogen ions. According to [4], the
plasma potential ϕ0 with respect to the plasma-source
anode and the ion kinetic energy are related by the
equality ϕ ≈ –mv2/2e.

Figure 2 shows a typical longitudinal-velocity spec-
trum of the ions. The right peak with a maximum at
5.5 eV0.5 and a FWHM of 1.1 eV0.5 corresponds to the
ions incident on the target. The left, 1-eV0.5-wide peak,
whose position varies from –1.84 eV0.5 (when the target
potential with respect to the plasma-source anode is
Ut > –16 V) to –1.13 eV0.5 (when the potential is Ut =
−30 V), corresponds to the ions arriving from the tar-
get. For Ut < –30 V, these ions were absent. The ion flux
from the target had two components: the ion emission
stimulated by the electron bombardment, which
increased as the target potential increased, and the
jet-plasma ions scattered by the target. The current
produced by the latter ions was maximum at Ut =

−m /2e, when the ion-velocity component v⊥  per-
pendicular to the target surface vanished under the
action of the electric field and the ions did not reach the
surface. The ratio between the numbers of the emitted

v ||
2
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Fig. 1. Schematic of the experimental device.

U U
and scattered ions could be varied by varying the angle
θ between the plasma jet and the normal to the target
surface.

Figure 3 shows the flux of  ions arriving from the
target as a function of the angle θ for different values of
the target potential Ut. The experiment was conducted
without target heating. For the negative potential and
small angles, the ions reach the target and are scattered
by its surface. For large angles, the ions are reflected by
the electric field and do not reach the target. If we
assume that the electric field is localized in a thin layer,
then, for Ut = –8 V, the transition from scattering to
reflection must occur at the critical angle θc ≈ 0.55 rad
and, for Ut = –19 V, we have θc ≈ 0.9 rad. A small value
of the current jump near θc means that a significant

H2
+

543210–1–2 V eV,
0

2

4

6

8

I, arb. units

Fig. 2. Ion longitudinal-velocity spectrum; the right peak
corresponds to the ions incident on the target, and the left
peak corresponds to the ions arriving from the target.
fraction of ions is scattered by the surface without
charge exchange. The situation is different from that

observed for higher ion energies [7]. For H+ and 
ions, the current jump during the transition from reflec-
tion to scattering is also small.

The current of the emitted ions is independent of the
target temperature and remains unchanged upon heat-
ing. The number of ions reflected from the target
decreases upon heating and then returns to its initial
value in a time of τ ≈ 60 s. The relaxation time τ is sub-
stantially longer than both the target-cooling time and
the time (on the order of 1 s) associated with the
adsorption of a monolayer of residual-gas molecules.
The absence of the relaxation processes in the flux of
ions emitted by the target also disagrees with the possi-

H3
+

1.20.80.40
θ, rad

2.5

5.0

I, arb. units

Fig. 3. Dependence of the flux of  ions arriving from the

target on the angle θ for the target potential Ut = (×) 0,
(s) − 8, and (+) –19 V.

H2
+

TECHNICAL PHYSICS      Vol. 45      No. 2      2000



        

SCATTERING OF PLASMA-JET IONS BY A TANTALUM TARGET 249

                     
ble explanation of the relaxation of the reflected-ion
current by the gas adsorption. At a relatively low vac-
uum, the gas adsorption does not manifest itself in the
experiments with a tantalum target, because Ta easily
dissolves oxygen and nitrogen [8], thus inhibiting the
formation of a dense adsorbate layer.

Figure 4 shows the relative decrease ∆I/I in the cur-
rent of H+ ions arriving from the target upon its heating
as a function of the target potential Ut for θ = (1) 26.5
and (2) 39°. The target temperature T = 1000 K attained
the values at which the dependence ∆I(T) saturates.
Ions with longitudinal velocities close to the central
velocity of the ion velocity spectrum were recorded.
The effect was absent for positive Ut, when the jet-
plasma ions did not reach the target. As Ut decreased,
the relative decrease in the ion current attained almost
100% when the ions reached the target. The monotonic
increase in the effect of the target heating on the num-
ber of ions scattered by the target when the ion velocity
component is normal to the target surface is likely
related to the decrease in the elastic scattering of ions
by the clean tantalum surface. The mass spectrum of
ions scattered by the target differs from the incident-ion

spectrum: the  content in the former spectrum is
lower by a factor of 2–3. For the target potentials from
–16 to –12 V, the dependence of ∆I/I on Ut is nonmono-
tonic and is different for different incident-ion species.
For H+ ions, this function has a well-reproducible peak,
whose position is independent of the target orientation.
This peak is characteristic of the elastically scattered
ions reaching the analyzer with a high longitudinal
velocity. Since the position of this peak is independent
of the angle of incidence of ions, it is likely produced
due to a single elastic scattering by local scattering
sites. A relatively high energy corresponding to the
cross section maximum indicates the presence of a sub-
stantial space potential in the vicinity of these sites.

Upon the target heating, the current produced by the
ions arriving from the target relaxes by nearly the expo-
nential law. This is seen from Fig. 5, in which the data
on the hydrogen-ion current are fitted by the function
A – Bexp(–t/τ). The measurements were carried out at
Ut = –19 V upon heating the target to 1000 K. The

relaxation times for H+, ,  ions are almost the
same and equal 58 ± 3, 59 ± 5, and 63 ± 4 s, respec-
tively. It was found that the irradiation and vacuum con-
ditions had little or no effect on the time τ. Relaxation
upon heating depends on the target material only. In the
experiments with a nitrogen plasma jet, the relaxation

time was τ = 40 ± 2 s for N+ and τ = 40 ± 8 s for .
The longer time τ in the experiments with a hydrogen
plasma jet can be attributed to the fact that hydrogen
penetrates into the surface layer of the metal and slows
down the diffusion processes there.

In addition to the scattering of jet-plasma ions, we
studied the emission of ions from the heated target in

H3
+

H2
+ H3

+

N2
+
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the absence of plasma. At temperatures T > 950 K, the
emission of K+ and Na+ ions with currents higher than
10–11 A was observed. At temperatures above 650 K, for
a time of 0.25 s, the emission of the ions with a mass of
245 ± 1 (probably, TaO2Na+ · H2O ions) with a small
addition of the heavier ions (including TaO2K+ · H2O
ions) was observed. We studied the dependence of the
ion emission on the time interval between two succes-
sive heatings. It was observed that the current produced
by K+ and Na+ ions was independent of t. The heavy-
ion current was absent for small t and restored by the
law ~t2 as the time interval increased, which is typical
of two-stage chemical reactions. Presumably, in the
first stage of the reaction, the TaO2Na+ ions are formed

100–10–20–30
Ut, V

0
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Fig. 4. Relative decrease ∆I/I in the current of H+ ions arriv-
ing from the target upon its heating as a function of the tar-
get potential Ut for θ = (1) 26.5 and (2) 39°.
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Fig. 5. Relaxation of the current of ions scattered by the tar-
get upon its heating.
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from the TaO2 oxide and, in the second stage, the com-
plex TaO2Na+ · H2O ions are produced. The relaxation
time of the concentration of the product of the first reac-
tion stage (probably, TaO2Na+ ions) is about τe = 40 ±
5 s when the gas is not puffed into the vacuum chamber.
The periodic puffing of hydrogen through the valve of
the ion source with a 10-s interval increases the time τe

to 60 ± 8 s. The puffing of nitrogen does not affect the
relaxation time. The second stage lasts nearly 300 s.
The participation of water molecules in this stage is
confirmed indirectly: the admission of O2 or H2 (at a
pressure of 0.1 Pa for 1 s) to the heated target increases
the heavy-ion emission observed upon the next heating.

The relaxation time τe of the ion emission from the
tantalum target is close to the relaxation time τ of the
current of the jet-plasma ions scattered by the target
and depends in the same fashion on the gaseous
medium in which the target is placed. This points to the
relation between the ion scattering by the tantalum tar-
get and the chemical reaction in which the ions with a
mass of 245 ± 1 (probably, TaO2Na+ · H2O ions) are
produced on the target surface.

The results of this paper show that, by placing a
metal target into a plasma jet, it is possible to record a
chemical reaction on a solid surface by analyzing the
longitudinal-velocity spectra of the jet-plasma ions
scattered by the metal surface.
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Abstract—A software package is developed that automatically processes interferograms represented in elec-
tronic format and provides the tomographic reconstruction of the density field of an aerodynamic object. This
software installed on a personal computer equipped with a scanner comprises a workstation for processing
results of gas-dynamic experiments. Efficient mathematical methods combined with modern engineering tools
improve the reliability, accuracy, and speed of obtaining quantitative experimental results. © 2000 MAIK
“Nauka/Interperiodica”.
Optical tomography as a method for studying the
spatial structure of aerodynamic objects has been
known since the early 1960s. It relies on mathematical
methods of interference image processing and on the
principle of tomographic synthesis of information col-
lected at different object illumination directions [1].
Therefore, the problem of reconstructing the internal
structure of an object can conventionally be divided
into two stages: the image (interferogram) processing
and the density field reconstruction.

The goal of the first stage, interferogram processing,
is to obtain the optical path difference (OPD) distribu-
tion of the interfering beams. When two waves interact,
one of which has passed through the studied inhomoge-
neity and the other through a constant-density medium,
illumination of the interference field (xy-plane) varies
as a function of the phase difference (optical path dif-
ference) between the interfering waves. This path
length difference S(x, y) is related to the refractive
index n(x, y, z) of the studied object by the following
equation:

where n0 is the constant refractive index of the unper-
turbed medium, L is the geometric path of the light rays
through the inhomogeneity, λ is the wavelength of the
sounding radiation, and z is the coordinate along the
propagation path.

A relationship exists between refractive index n of a
gaseous medium and its density ρ, which is usually

S x y,( ) 1
λ
--- n x y z, ,( ) n0–( ) z,d

L

∫=
1063-7842/00/4502- $20.00 © 20251
described by the Gladstone–Dale formula

The interferogram maps isolines of the wave surface
of the sounding beam distorted by the inhomogeneity
with respect to the reference beam surface. When one
passes from one illumination extremum on the image to
an adjacent one of like shade (i.e., from one light inter-
ference fringe to another or between dark fringes), the
corresponding optical path difference changes by one
wavelength λ. Thus, the interferograms can be pro-
cessed; i.e., the shape of the wave surface can be recon-
structed, by fixing the fringe numbers at the measure-
ment points and the coordinates of these points in the
chosen reference system.

The second stage, reconstruction of the gas density,
consists in solving the above integral equation (or a sys-
tem of such equations) by one of the appropriate tech-
niques. A great number of approaches to solving this
problem exist, and the choice of a specific method is
governed, in particular, by properties of the object
under study. For example, when a body moves in a gas-
eous medium at an ultrasonic speed, gas flow regions
appear at whose boundaries the gas-dynamic parame-
ters have a step discontinuity. In this situation, approx-
imating these parameters by a function continuous in
the entire cross section is physically meaningless
because this would blur the discontinuities. In our opin-
ion, it is advantageous in this case to represent the OPD
distribution in the cross section by a piecewise-contin-
uous function. This representation also determines the
choice of the method for reconstructing the density
field. We have selected the Shardin zone method that
was first chronologically. It can easily perform the lay-
erwise splitting of the studied cross section into

n 1–
ρ

----------- const.=
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domains bounded by singularities of the gas density
distribution function [2]. In this method, each region
(layer) of the flow is divided into annular zones repre-
senting the OPD distribution in each zone by a simple
function. The density distribution in the external zone
can be obtained by processing the OPD accumulated
over the rays that cross this zone alone. Then the con-
tribution of the external region is subtracted from the
OPD obtained above (compensation for the external
zone); the object’s dimensions apparently decrease by
the width of the external zone, and the problem is
reduced to the application of the above procedure to the
residual OPD.

The computer advancements achieved in recent
decades have facilitated the development and improve-
ment of mathematical models and methods of the
reconstructive tomography. Against this background,
the low degree of automation in receiving raw data, in
particular, in measuring photographic images, looks
like an oppressive anachronism. Application of optom-
echanical instruments (this trend was being developed
some time ago) requires a comparatively long amount
of time for processing photographic images and is the
main source of errors in the process of creating raw data
files, primarily because a number of operations are per-
formed manually.

At the Physical Gas Dynamic Laboratory of the
Ioffe Physicotechnical Institute, Russian Academy of
Sciences, an automated system was developed that pro-
cesses electronic images and subsequently reconstructs
the density field of a three-dimensional or an axially
symmetric flow around a body of revolution and visu-
ally represents the results of calculations. The software
package is designed for the Windows environment and
consists of three independent modules: a program for
automated image processing (Device) and two pro-
grams for reconstructing the density distribution of the
three-dimensional (Tomograph) and axisymmetric
(Axisym) flow around a body of revolution. The user
controls the programs with the help of a keyboard and
a mouse.

To start working with the Device program (hence-
forth referred to as the meter), one should have an
image, in the form of a bitmap file, of the interference
pattern of the object under study (one for the axisym-
metric case or several for three-dimensional flows).
Operating principles of the meter comply with require-
ments imposed by the utilized density reconstruction
algorithm [3] and provide raw data for the Tomograph
or Axisym program.

The image processing program includes graphic and
text editors. The figure illustrates a display of the
Device program with an open window of the text editor
(Edit), which can be moved to any place of the screen
or can be closed. The meter offers the following fea-
tures:
(1) The measurement point visualized by cross 1 can
be moved throughout the image in two directions of the
orthogonal coordinate axes.

(2) Using the graphic editor, one can set an arbi-
trarily oriented rectangular coordinate system and scale
the image in chosen units in order to use it in measure-
ments (the Set Axis drop-down menu option open in the
figure).

(3) The meter can draw a point, a segment, or a cir-
cle on the image; can move the cross to the center of the
segment (the Draw option of the menu); and can mea-
sure the segment length and its angle of inclination.
This is oftentimes necessary when finding characteris-
tic points on the image to determine its scale and adjust
the coordinate system.

(4) The x- and y-coordinates of the measurement
point corresponding to the position of the cross on the
image and the number of the interference band 2 can be
simultaneously written to the computer. The fringe
number automatically changes by a specified value 3 in
response to pressing the enter key: by 1 when passing
to an adjacent fringe of the same shade and by 0.5 when
passing to a fringe of the opposite shade.

The OPD readings are taken from the interfero-
grams by counting the fringes with measurements
being performed only at the illumination maxima and
minima, which fall at centers of the interference
fringes. This technique eliminates errors associated
with nonlinearity of the photographic material, with
nonuniformity of the interference pattern contrast, and
with similar factors that distort the actual illumination
distribution between the extrema.

(5) The built-in text editor can be used to browse and
change list of points 4 and to supply this list with com-
ments 5. A special comment is introduced to outline
boundaries of the weak and strong gas-dynamic discon-
tinuities in order to identify boundaries of the flow
regions, which is necessary for the density reconstruc-
tion programs.

For convenience, the editor relates position 6 of the
cross on the screen to the chosen point on the list and,
in addition to the full-screen image, its magnified frag-
ment containing the cross can be displayed in a separate
window 7 in order to position the cross more accu-
rately. One can also display the entire scanned image on
a smaller scale (the Full View menu option) and quickly
output the necessary part of it to the full screen.

The final result of interference processing is a set of
OPD values. These values are equal to the difference
between the fixed fringe numbers and contribution to
the OPD due to alignment of the interferometer. The
interference pattern of the unperturbed space that is in
the field of view of the instrument referred to as the
alignment field is either an almost uniformly illumi-
nated field (when the interferometer is tuned to an infi-
nitely wide fringe) or almost equispaced straight lines
8 (when the interferometer is tuned to fringes of a finite
width), which allows one to approximate them by a lin-
TECHNICAL PHYSICS      Vol. 45      No. 2      2000
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Display of the image meter.
ear two-dimensional function. In the first case, the con-
tribution to the OPD is constant over the entire field; in
the second case, it depends on the position of the mea-
surement point. In the latter case, to account for the
contribution to the OPD introduced by the instrument,
it is necessary first to make measurements in the region
of the interferogram unperturbed by the flow and then,
after calculating coefficients of the approximating
function, to compute the refined OPD in the studied
cross section. These procedures are implemented in the
meter 9 and their results can be displayed using tools
offered by the editor. Afterwards, results of the mea-
surements are stored in the raw data file and are ready
to be used by the programs that reconstruct the density
field.

Both program modules that implement the density
field reconstruction procedure use files of a standard
format created by the meter. Since the Axisym program,
which reconstructs the density of the axisymmetric
flow, is a particular case of the more general Tomo-
graph program intended for three-dimensional flows,
we consider the features offered by the latter program
for generality of presentation.

The Tomograph density field reconstruction pro-
gram performs the following operations:
TECHNICAL PHYSICS      Vol. 45      No. 2      2000
(1) Selects and lists raw data (measurement) files
subject to further processing. In order to prevent fail-
ures in the program, it verifies mutual correspondence
of the special comments that specify the internal gas-
dynamic structure of the object between different files
of the list. With the built-in text editor, one can view the
content of any of these files, add or remove a file, and
reverify the files on the list.

(2) Enters the physical parameters at which the
images were taken, the parameters that specify calcula-
tion conditions, and dialog options that control the cur-
rent calculations.

(3) Reconstructs the density field by the zone
method, which divides the processed cross section into
separate layers. The employed algorithm [3] allows for
internal gas-dynamic discontinuities (no more than
four, including the front step discontinuity and the
surface of the object immersed in the flow). It contains
procedures that use a low-degree algebraic polynomial
to smooth the radial OPD distribution when passing
from one zone to another and approximates the azimuth
distribution by a truncated Fourier series. The accuracy
of this density reconstruction method was analyzed
in [4].
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(4) Monitors operation of the program by displaying
intermediate results for any preset zone of the studied
cross section. If the calculations are interrupted, it gen-
erates a message at the stage at which this occurred and
takes possible measures to correct the error.

(5) When the calculations are completed, the results
are displayed on the screen as plots of dimensionless
gas density versus azimuth and radial coordinates in the
inhomogeneity cross section.

(6) In order to analyze the process of calculations
after it terminates, the program creates a data file con-
taining information about the main computation stages.
Optionally, the information content of this file can be
changed.

(7) After the calculations are completed, the tables
of the reconstructed density can be written to files,
which can be displayed by external graphic editors.

The variety and complex internal structure of the
studied objects prevent one from presetting control
parameters of the reconstruction algorithm so as to pro-
vide an acceptable accuracy. Among these parameters
are the number of flow regions, the number of zones in
the cross section and distribution of these over the
regions, the degree of the approximating polynomials,
etc. As a result, the reconstruction procedure implies
that the above parameters should be chosen by the trial-
and-error method, which, of course, requires the
researcher to know the specifics of the studied object
and the essence of the calculation procedure.

The accuracy of the reconstructed density is deter-
mined, in particular, by the error in interferometric
measurements, which directly depends on the quality
of the electronic copy. Therefore, when creating it, one
should provide the minimal necessary scanner resolu-
tion, which, as a rule, is determined by the quality of the
optical system. In particular, the resolution of a shear-
ing interferometer constructed based on an IAB-451
optical instrument is ten lines per millimeter and the
minimal resolution necessary for scanning a 1 : 1 image
must be no lower than 500 dpi. In this case, the error in
determining coordinates of the fringe center is about
0.1 mm; in the region of the flow with the maximum
fringe density (a 0.1-mm-long interfringe distance), the
error in the OPD reconstructed in the cross section can
be as large as one bringe. Naturally, increasing the
scanner resolution improves the accuracy of determin-
ing the point coordinates from the electronic copy and,
therefore, reduces the error in reconstructing the shape
of the wave surface (values of the OPD). However,
there is a limit, beyond which it is inefficient to further
improve the resolution. For example, if the error in
interferometric measurements is about a 0.1 fringe, a
2500-dpi resolution is sufficient to provide this mea-
surement error in the flow region with the highest fringe
density. Clearly, in the regions where the fringe density
is lower, the required accuracy of reconstructing the
OPD can be provided at a lower scanner resolution.
Also note that the requirements imposed on the scanner
resolution can be relaxed proportionally to an increase
in the dimensions of the scanned photographic image.

Our experience has shown that the OPDs measured
from the interferogram and from its 600-dpi electronic
copy almost coincide. Nevertheless, when creating an
electronic image, one should take into account in each
particular case not only the quality of the optical system
and features of the available electronic equipment, but
also the specific properties of the object under study
and goals at hand.

In order to demonstrate the accuracy of the density
field reconstruction algorithm, we consider solutions to
problems of supersonic (at Mach’s number M = 2)
motion of an acute cone at a nonzero angle of incidence
[5] and of supersonic (at M = 19.3) motion of a sphere
[6] in the atmosphere. In the first case, the density field
was reconstructed from five projections divided into
eight zones. In the cross sections that intersect the
cone’s surface, the density reconstruction error was no
higher than 10%. In the axially symmetric problem of
motion of the sphere, it is sufficient to use only one pro-
jection with the number of zones in the cross section set
equal to the number of points at which the OPD is mea-
sured. In this case, the density was determined with an
error of no higher than 2%.

The automated image processing system substan-
tially simplifies measurements and the creation of raw
data files, which are the most time-consuming stages in
the tomographic reconstruction of the density field of
an aerodynamic object.
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Abstract—Photovoltaic effects have been revealed in a new class of semiconductor/B heterojunctions. Consid-
ering various semiconductor materials (Si, GaAs, InSe, CdSiAs2, ZnGeP2, and CuGaS2) and native proteins,
we found that it is possible to create photosensitive structures on their basis and managed to prepare them.
The photoelectric parameters of the semiconductor/B systems are measured for the first time. It is shows that
these structures have a photosensitivity whose level is characteristic of solid-state photoconverters. The spectral
dependences of the quantum efficiency of photoconvertion are studied. The window effect for such structures
has been established: the long-wavelength boundary of photosensitivity is determined by the energy gap
of a semiconductor, whereas the short-wavelength boundary in the vicinity of 3.55 is explained by the quasi-
interband transitions in the wide-gap component common for all the heterojunctions—the protein. The conclu-
sion is drawn that the structures of this new class based on crystals of anisotropic semiconductors can be used
as  broad-band photoconverters of the natural radiation and photoanalyzers of a linearly polarized radiation.
© 2000 MAIK “Nauka/Interperiodica”.
The development of semiconductor optoelectronics
provided the creation of a large group of heterophoto-
elements for various purposes [1–5]. Recently, we have
revealed the appearance of the photovoltaic effect in the
contact between a semiconductor and a native protein.
Below, we consider the first results of the experimental
studies of the photoelectric phenomena observed in the
heterojunction of diamondlike semiconductors of vari-
ous crystal classes with proteins, which are of great
interest for both fundamental and applied sciences.

1. Photosensitive structures were prepared by the
application of a native protein onto the surface of 5 ×
5 × 0.5-mm large electrically homogeneous semicon-
ductor wafers. The table lists the semiconductors used,
their energy-gap values EG, and the concentrations of
free charge carriers 1/Re determined from the measure-
ments of the Hall coefficients. The surfaces of Si,
GaAs, CdSiAs2, and CuInS2 wafers were preliminarily
polished: first mechanically and then chemically.
The InSe wafers had natural mirror-smooth cleavages.
The as-grown ZnGeP2 and CuGaS2 crystals had mirror-
smooth (112) faces, which were used in the experi-
ments without any additional treatment. The electric
contacts applied to the protein were thin (0.5–1 µm)
Ni- or Mo-layers on a glass platelet. The metal-coated
surface of the glass plate was brought into contact with
the protein, which acquired the shape of a 50–100 µm
plane-parallel protein layer depending on contact type.
The position of the semiconductor crystal with respect
to the metallized glass was fixed with the aid of a
dielectric lacquer, which also prevented protein drying
1063-7842/00/4502- $20.00 © 20255
and, at the same time, the direct contact of the metal
with the semiconductor.

2. All the heterojunctions obtained by the above
method had the rectifying current–voltage characteris-
tics illustrated by Fig. 1 for the n-InSe/protein structure
(hereafter, the protein is denoted by B). The positive
polarity of the external voltage applied to the metal-
lized glass surface corresponds to the forward direc-
tion. It should also be emphasized that in the course of
the further experiments, the current–voltage character-

1 V

10
 µ

A

U, V

I, µA

0

Fig. 1. Stationary current–voltage characteristic for the
n-InSe/B structure at T = 300 K (the contact area ≈0.1 cm2).
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Fig. 2. Spectral dependences of the relative quantum efficiency of photoconversion η in the semiconductor/B structures illuminated
with natural light at "ω = 300 K. Semiconductors used: (1) Si, (2) GaAs, (3) InSe, (4) CdSiAs2, (5) ZnGeP2, (6) CuInSe2, and
(7) CuGaS2; illumination from the protein side along the normal to the photodetector plane, spectral resolution ~1 meV.
istics of the semiconductor/B structure showed no deg-
radation effects. The rectification coefficient of the
structures studied was usually low and, at the voltages
of the order of 2 V, ranged within 2–4, whereas the
residual resistance was determined mainly by the
parameters of the semiconductors used.

3. The illumination of the semiconductor/B hetero-
junctions gave rise to the appearance of photovoltage
whose sign was independent of the energy of incident
photons and the position of the light probe (0.2 mm in
diameter) on the photosensitive surface of the struc-
tures. This leads to the assumption that the photovoltaic
effect is associated with the separation of the photoin-
duced carriers by the only active region formed at the
heteroboundary between the semiconductor surface
and the protein “wetting” this surface.

In all the structures based on the group of semicon-
ductors with the energy gap EG ranging within 1.0–2.5
eV and a protein (the same in all the cases), the most
pronounced photosensitivity was observed at their illu-
mination through the protein layer. This leads to the
assumption that in these structures, the protein plays
the role of a wide-gap component. The table lists the
maximum voltages, SU, and the current photosensitivi-
ties of the heteropairs used, SI. The maximum photo-
sensitivity was observed for the n-InSe/B structures.
On the whole, it was also noticed that photosensitivity
of the heterojunctions based on ternary semiconductors
was not worse than the photosensitivity of other types
of photoconverters prepared earlier using the crystals of
analogous quality [5–9]. Taking into account the sim-
plicity of the structure preparation and the widespread
occurrence of proteins in nature, the use of this new
class of photoconverters seems to be very promising.

4. Typical spectral dependences of the relative quan-
tum efficiency of photoconversion η determined as the
ratio of the short-circuit photocurrent to the number of
incident photons for heterostructures based on various
semiconductor materials illuminated with a natural
radiation from the side of the protein are shown in
Fig. 2. It is seen that the energy position and the struc-
ture of the long-wavelength edge of the heterostructure
photosensitivity is determined by interband absorption
in the energy spectrum of the semiconductors used.
TECHNICAL PHYSICS      Vol. 45      No. 2      2000
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Indeed, the long-wavelength edge of photosensitivity
in the coordinates corresponding to the character of
the interband absorption becomes linear, whereas the
extrapolation of these dependences to the zero photon
energy yields the E-values close to EG-value for these
semiconductors. Thus, the long-wavelength edge η
for the n-Si/B structures follows the root law charac-
teristic of indirect junctions (Fig. 3, 1), whereas η for
the n-InSe/B and n-GaAs/B, to the parabolic law char-
acteristic of the direct junctions (Fig. 3, curves 2
and 3).

In the structures based on the anisotropic CdSiAs2
and CuGaS2 semiconductors (Fig. 2, curves 4 and 7), a
fine structure is observed, which is formed due to the
junctions from the subbands of the valence band split
by the anisotropic crystal field [6]. Earlier, similar fea-
tures were observed for the spectral dependences of η
for the solid structures based on the same crystals
[4−6].

The main distinctive feature of the photosensitivity
of the semiconductor/B heterojunctions is the fact that
the η maximum is attained in the depth of the funda-
mental absorption band in all the structures of these
semiconductors ("ω > EG). Therefore, the spectra of η
show the clearly pronounced window effect, and the
high photosensitivity is observed over a wide spectral
range. In the table, the broad-band character of the
photosensitivity spectra is seen from the values of the
total width of the η spectra at their half-width δ1/2 and
the spectral range of the maximum photosensitivity
∆"ωm. It should be emphasized that the window effect
in most of the semiconductor/B structures studied is
of the same level as in the ideal solid heterojunctions
[1]. However, in the latter heterojunctions, the rigid
conditions imposed on possible heteropartners should
be rigorously fulfilled [1, 3], whereas in the new class
of heterojunctions, no such conditions exist at all,
which, in fact, lifts all the limitations on the choice of
a semiconductor to be used in the structure.

Figure 2 also shows that photosensitivity in the Si-,
InSe-, GaAs-, and CuGaS2-based structures shows no
drastic short-wavelength decrease up to a value of
3.5 eV. This indicates that the optical absorption by the
protein in this range is not strong enough, and the
decrease in η at "ω > 3.55 eV can be caused by the
beginning of the quasi-interband absorption in the
energy spectrum of the protein (Fig. 2, curves 2, 3, 5,
and 7). The decrease of η in the range "ω > EG

observed for the CuInSe2-, CdSiAs2-, ZnGeP2-based
structures (Fig. 2, curves 4–6) can be explained by the
properties of the crystals used, because such a decrease
is also observed in their photoconductivity spectra, and
also in the photosensitivity of the diode structures pre-
pared from these crystals [6, 10]. Thus, the photosensi-
tivity of the ZnGeP2/B structure is determined by the
pseudodirect and direct interband junctions and corre-
lates with the data on the surface-barrier structures
[10]. In this connection, one of the promising applica-
TECHNICAL PHYSICS      Vol. 45      No. 2      2000
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Fig. 3. Spectral dependences η for the semiconductor/pro-
tein structures at T = 300 K. Semiconductors: (1) Si,
(2) InSe, (3) GaAs.
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Fig. 4. Polarization indicatrix of the short-circuit photocur-
rent for the p-CdSiAs2/B structure at T = 300 K ("ω =
1.58 eV, (110)-oriented CdSiAs2 wafer illuminated along
the normal to the photodetector plane from the protein side).
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Photoelectric properties of some semiconductor/protein systems at T = 300 K

Semiconductor EG , eV 1/Re, cm–3 , mA/W , mA/W δ1/2, eV ∆"ωm , eV

n-Si 1.1 1015 10 0.4 1.2 1.5–1.6

n-GaAs 1.43 1017 230 1 2.3 1.9–2.5

n-InSe 1.25 1015 104 2 2.3 2.0–2.5

p-CdSiAs2 1.55 1016 610 0.85 1.75–2.0

p-ZnGeP2 1.99 1010 920 1.07 3.0

p-CuInSe 1.02 1018 20 <1.8 1.1–1.2

p-CuGaS2 2.46 108* 50 0.54 2.9–3.3

* Resistivity is given in Ω cm.

SU
m Si

m

tion of the ZnGeP2/B heterojunctions, which does not
require any special treatment of the semiconductor, is
the diagnostics of the near-edge absorption in ZnGeP2,
which is of great importance for its use in highly effi-
cient transducers of the radiation frequency [11].

5. In the structures based on the anisotropic oriented
semiconductors illuminated from the protein side along
the normal to the photodetector plane, the short-circuit
photocurrent follows the Malus law (Fig. 4) as in the
case of the solid structures [6]. In this case, the photo-
current with the polarization E || c (where c is the unit
vector along the fourfold axis of the tetragonal crystal),
the value of ip is much more higher than the value of is

(E ⊥  c) in the whole range of the polarization photosen-
sitivity. The inequality ip > is is determined in accor-
dance with the selection rules for interband optical
A-transitions in CdSiAs2 [6].

The spectral dependence of the coefficient of natural
photopleochroism PN of the p-CdSiAs2/B structure is
shown in Fig. 5. This dependence is also similar to the

2.51.5
hω, eV–

0

50

100

PN, %

A

B

C

Fig. 5. Spectral dependence of the coefficient of natural ple-
ochroism of the B/CdSiAs2 structures. The arrows indicate
the energies of the interband transitions in CdSiAs2 [10].
corresponding dependences characteristic of solid pho-
toconverters based on this semiconductor [6]. In accor-
dance with the selection rules, photopleochroism is
positive and attains the maximum value in the range of
the interband A, whereas its decrease in the short-wave-
length range is determined by the transitions from the
valence-band subbands split due to the crystal-field
effect and the spin–orbital interactions allowed mainly
for the polarization E ⊥  c. We should like to emphasize
that the sign of PN in the depth of the fundamental
absorption band in CdSiAs2 remains positive. This
allows one to state that the heteroboundary in the new
class of the structures is almost perfect with respect to
the recombination processes.

Comparing the polarization properties of the
CdSiAs2/B structures and their solid analogues [6, 10],
one can state that the penetration of low-polarized radi-
ation through the protein layer into the active region of
such heterojunctions does not change the polarization
characteristics of the radiation.

6. Thus, the semiconductor–protein contact shows
the photovoltaic and polarimetric (in the case of aniso-
tropic semiconductors) effects, which can be used in
the design of photosensors of the optical radiation and
in the studies of protein metabolism.
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Abstract—A method of microdoping subsurface semiconductor layers with hydrogen ions (protons) with the
use of a plasma-beam discharge is suggested. The method was tested on gallium arsenide layers and was proven
to be more efficient than other well-known methods used for modifying subsurface layers. © 2000 MAIK
“Nauka/Interperiodica”.
Subsurface ion microdoping of semiconductors is
used for the creation of materials with a “microcom-
posite” structure possessing new properties. Low-tem-
perature ion saturation of the subsurface layers of a
material is accompanied by migration of a considerable
number of ions into the material bulk and their low-
temperature incorporation into the subsurface region
[1]. The dopants can be various ions of which most
widespread are hydrogen ions or protons (H+). There
are several methods for introducing protons into the
material including hydrogenation, implantation, and
microdoping (protonation) [2]. Among the methods of
microdoping, the most widespread is the use of power-
ful ion beams [2]. However this method is very labor-
consuming and expensive. Moreover, in some
instances, where the experimental conditions (high
vacuum, absence of impurities, etc.) should be strictly
maintained, this method fails to yield the satisfactory
results. We suggest a new method of the treatment of
the material surface with plasma. Plasma is a good
source of ions formed in the plasmochemical pro-
cesses, and, especially, it is a plasmochemical reactor
[3] based on the use of a high-voltage discharge.

It is well known that a high-voltage pulse discharge
is characterized by the presence in the plasma of a
group of fast electrons with the energies comparable
with the voltage applied to the electrodes [4]. Creating
a narrow discharge gap between the cathode and the
grid anode, it is possible to obtain a high-energy elec-
tron beam providing a high ion concentration in the
plasma. We used the He + H2 mixture as the working
gaseous mixture for a plasmochemical reactor. The
presence of the buffer gaseous helium provided the
presence of high-energy electrons in the beam, which,
in turn, provided the transport of H+-ions from the
anode over macroscopic distances (of the order of sev-
eral centimeters) [5]. Protons interact with the target
surface and, if their concentration is high enough, can
1063-7842/00/4502- $20.00 © 20260
efficiently saturate the layers of the target material. In
order to create the necessary proton concentration in
the vicinity of the target surface, one has to select the
appropriate discharge parameters and the He : H2 ratio
in the gaseous mixture. Our aim was to study the
parameters of the high-voltage plasma-beam discharge
in order to determine the range of the experimental con-
ditions necessary for the optimum saturation of the sub-
surface layers of a semiconductor material (gallium
arsenide, GaAs). The He : H2 concentration ratio in the
gas mixture was selected proceeding from the necessity
of attaining the maximum luminescence intensity of the
ionic-helium and atomic-hydrogen lines due to transi-
tions from the highly excited states.

The experiments showed that the optimum condi-
tions for protonation in the gaseous He + H2 mixture
with the total pressure P = 9 torr and the concentration
ratio He : H2 = 8 : 1 correspond to the following dis-
charge parameters: the amplitude of the voltage pulse
supplied to the accelerating gap d = 0.9 mm is U0 =
2 kV; the pulse duration is τ = 2 µs; and the pulse fre-
quency is f = 2.5 kHz.

1265

4 3

Fig. 1. Gas-discharge source: (1) specimen, (2) stage,
(3) grid anode, (4) cathode, (5) current-supplying elec-
trodes, and (6) plasma flare.
000 MAIK “Nauka/Interperiodica”
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Fig. 2. Surfaces of (a) untreated specimen and (b, c, d) specimen treated for ∆t = (b) 1, (c) 2, and (d) 7 min (1000 times magnifica-
tion); (e) view from side (negative): (1) layer consisting of blocks formed due to protonation, (2) GaAs matrix.
The proton (H+) concentration was estimated from
the spectroscopic intensities of the He and He+ lines at
different distances from the grid anode and their com-
parison with the data calculated for the degradation
spectra of an electron beam in the He–H2 plasma [6]. It
was shown that the proton concentration in the flare
under the given discharge conditions ranged within
1013–1014 cm–3, thus providing the ion flux onto the tar-
get surface ranging within 1017–1018 cm–2 s–1.

The protonation experiments were performed as fol-
lows. A GaAs specimen (1) fixed on a subject table (2)
was placed into the gas-discharge source at a distance
of 15 mm from the grid anode (3) (Fig. 1). The GaAs
specimens were treated with protons at three different
exposures, ∆t = 1, 2, and 7 min. The thus treated GaAs
surface was studied by the methods of optical micros-
copy and X-ray diffractometry.

Figure 2 shows the surfaces of (a) untreated and
(b, c, d) plasma-treated GaAs specimen at the expo-
sures (b) 1, (c) 2, and (d) 7 min. It is seen from Fig. 2b
that 1-min plasma treatment gave rise to no changes in
the optical contrast. Figures 2 (c and d) show that 2- and
7-min protonation results in the formation of blocks
uniformly distributed over the specimen surface. The
block dimensions depend on the exposure—at 2-min
treatment, the block dimensions do not exceed 5 µm,
whereas at 7-min treatment, the blocks attain the
dimensions of 20 µm. Figure 2e shows the side surface
of the GaAs specimen. It is established that an approx-
imately 6-µm-long layer 1 consisting of the blocks
formed upon protonation is separated from the matrix 2
TECHNICAL PHYSICS      Vol. 45      No. 2      2000
by a sharp invariant boundary. Figure 3 shows the
dependence of the natural logarithm of the block
dimension (L) on the treatment time. It is seen that the
dependence tends to the equilibrium value already
upon 2 min of GaAs treatment.

Figure 4 shows the fragments of the X-ray diffrac-
tion patterns from GaAs [the dependence of the inte-
grated intensity of the (200) Bragg reflection on the
scattering angle 2Θ] for various times of treatment). It
is seen that the integrated intensity of the (200) reflec-

86420
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lnL

Fig. 3. Temporal dependence of the natural logarithm of the
block dimension (L) in (100)GaAs.
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tion from the specimen treated for 2 min increases four
to five times. The initial reflection and the reflection
observed from the GaAs specimen treated for 7 min
have complicated structures, whereas the reflection
observed from the specimen treated for 2 min is rather
smooth and can well be described by the Gaussian
function. The results obtained indicate that 2-min pro-
tonation of the specimen improves the subsurface (10–
15 µm) crystallinity in comparison with the crystallin-
ity of the initial specimen, despite the fact that the ini-
tial surface of the specimen was the polished single-
crystal (100) surface.

Such intensity redistribution indicates the formation
of a number of coherently scattering D-regions formed
by blocks of different dimensions formed during proto-

41.039.4 39.8 40.2 40.6
2Θ, deg

0
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Fig. 4. Dependence of the integrated intensity I of the (200)
Bragg reflection on the scattering angle 2Θ, (1) initial spec-
imen and (2, 3) the specimen protonated for ∆t = (2) 2 and
(3) 7 min.

Block dimensions in protonated GaAs

Specimen D, Å

Initial 344

420

631

Treated for 2 min 420

Treated for 7 min 344

473
nation. Table lists the block dimensions (D) calculated
by the well-known Warren method [7]. It is seen that
2-min treatment results in the formation of 400-Å-large
blocks, whereas the 7-min treatment results in the for-
mation of blocks with the dimensions ranging from 250
to 340 Å. The treated structure is more homogeneous
and is closer to the ideal structure than the initial one.
The measurements showed that the structure modifica-
tion is seen from the formation of the subsurface layer
with a homogeneous block structure at various struc-
tural levels.

To confirm the modification of the material due to
its irradiation with protons, we also performed similar
experiments in pure He and H2 gases. The microscopy
studies showed that no structure modification occurred
upon specimen treatment with He, whereas the speci-
men treatment with H2 yielded the positive effect. How-
ever, the specimen treatment in pure hydrogen plasma
considerably deteriorates the “beam properties” of
electrons, which, in turn, requires longer exposures of
the material to radiation.

Thus, the use of the He–H2 plasma beam as a source
of protons and their transport to the surface of the mate-
rials treated with this plasma does not require any com-
plicated technological solutions and, at the same time,
provides the development of intense physical processes
during ion formation. These properties allow one to use
this type of plasma for designing simple devices for
modifying various materials.
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Abstract—In order to raise the sensitivity of microwave electron-paramagnetic-resonance (EPR) spectrome-
ters, it is proposed to use a piece of ferroelectric material as an additional resonator. The method has been tested
using the RE-1307 microwave EPR spectrometer and a pulsed microwave spectrometer. The possibility of rais-
ing the signal-to-noise ratio when using ferroelectric resonators of rectangular-parallelepiped and spherical
shape has been considered. For a potassium-tantalate ferroelectric resonator of rectangular-parallelepiped
shape, the signal-to-noise ratio has been raised by a factor of 16 at 331 K and by a factor of 10 at 292 K. In the
pulse experiment, the presence of the ferroelectric resonator permits a reduction in microwave power, required
for sample saturation, by a factor of 50 at 50 K. © 2000 MAIK “Nauka/Interperiodica”.
The electron-paramagnetic-resonance (EPR)
method is widely used in physics, chemistry, medicine,
biology, and other areas of science. At the initial stage
of the development of this method, investigations were
mainly performed using specially prepared samples,
into which an impurity substance was introduced as a
paramagnetic probe. At present, the EPR method is
implemented in investigating natural (nondoped)
objects, in which the concentration of paramagnetic
centers is frequently insufficient for the EPR signal to
be observed. For this reason, efforts are being made to
increase microwave spectrometer sensitivity. One of
the simplest ways to improve the signal-to-noise ratio is
to introduce dielectric material into the resonator. In
[1], a quartz plate was used for this purpose. Locating
the sample near the plate resulted in an increase in the
signal-to-noise ratio by a factor of 4.5. TiO2 [2, 3];
SrTiO3 [4] ferroelectric resonators were also used, but
their shape did not allow us to investigate the EPR of
other materials.

Extensive investigation of the influence of dielectric
liquid on both continuous (CW) and pulsed EPRs was
performed in [5]. The signal was found to vary with the
square of the microwave-field intensity in the sample if
the microwave-field variation was connected with the
location of the sample in the resonator.

When recording electron-spin-echo (ESE) signals,
it is necessary to use microwave-power amplifiers. This
is due to the fact that the product of the incident micro-
wave power and ESE pulse duration determines the
magnetization rotation (π/2 or π). The pulses used are
selective if their duration exceeds 7–10 ns. For nonse-
lective π pulses employed, e.g., in the Hyperfine Sub-
level Correlation Experiment (HYSCORE), high
power is required. The ferroelectric material proposed
1063-7842/00/4502- $20.00 © 20263
in this work allows one either to do without a micro-
wave-power amplifier or to use an amplifier with a
smaller output power.

In this work, we studied the influence of a ferroelec-
tric resonator present in a cylindrical cavity resonator
on the intensity of CW (ordinary) and ESE EPR sig-
nals.

1. THE INFLUENCE OF THE FERROELECTRIC 
RESONATOR ON THE CW EPR SIGNAL

Measurements were performed in the 3-cm (X) band
in a temperature range from 220 to 370 K using the RE-
1307 microwave EPR spectrometer with rf modulation
of the magnetic field. The ferroelectric resonator was
located at the center of a TE011 cylindrical cavity reso-
nator. Two ferroelectric resonators were made of sin-
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Fig. 1. Gain in the signal-to-noise ratio G as a function of tem-
perature; the sample is located in ferroelectric resonator I.
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Fig. 2. Gain in the signal-to-noise ratio G as a function of temperature; the sample is located in ferroelectric resonator II.
gle-crystal potassium tantalate (KTaO3), representing
tetrahedral prisms measuring 2.85 × 2.6 × 3.4 mm (I)
and 2.75 × 3.5 × 4.6 mm (II), respectively. Potassium
tantalate was chosen as the ferroelectric-resonator
material due to its unique properties; in particular, it is
the only material whose loss decreases with an increase
in its permittivity [6]. Through the center of the prism,
holes were drilled with the radius R = 0.9 mm and depth
h = 2 and 4 mm for resonators I and II, respectively. Into
the hole, a sample, diphenil picril hydrazine [DPPH],
was placed enclosed in a quartz ampule 1 mm in diam-
eter. The ferroelectric resonator was located in the cav-
ity resonator so that the axis of the drilled hole coin-
cided with the lines of force of the magnetic micro-
wave-field component.

The presence of the ferroelectric resonator in the
cavity resonator improves the signal-to-noise ratio. For
example, placing a sample in resonator I results in an
increase in the signal-to-noise ratio by a factor of 16 at
T = 331 K (Fig. 1); and placing the sample in resonator
II, by a factor of 10 at 292 K (Fig. 2). As seen from
Figs. 1 and 2, in the presence of a ferroelectric resona-
tor, the variation of the signal-to-noise ratio with tem-
perature is pronouncedly nonmonotonic. In Fig. 2, sev-
eral maxima can be observed that correspond to the
oscillation modes excited in the ferroelectric resonator.
With variation in temperature, both the resonant mag-
netic field (a jump process) and the resonator quality
factor Q vary. A drop in Q corresponds to a zero of the
temperature-dependent gain in the signal-to-noise
ratio. Note that when a DPPH sample was placed out-
side the ferroelectric resonator (but close to it), no
increase in sensitivity had been observed.

2. THE INFLUENCE OF THE FERROELECTRIC 
RESONATOR ON THE SPIN ECHO

Measurements were performed using a pulsed
microwave spectrometer (a modified Varian spectrom-
eter) with a solid-state preamplifier (100 mW) and a
power amplifier (1 kW) operating in the 3-cm wave-
length band. A loop–gap resonator was used. A ferro-
electric resonator in the shape of a trihedral prism that
was assembled from three KTaO3 plates, each one mea-
suring 0.5 × 1.8 × 4.0 mm, was placed in this resonator
at a temperature of 50 K. A sample (carbon) was placed
in the gap. With the help of an attenuator, a 31-dB
microwave-power attenuation was introduced instead
of the typical 14-dB attenuation in order to avoid satu-
ration when the sample was in the ferroelectric resona-
tor. This corresponds to a decrease in the power exerted
on the resonator by a factor of 50. The latter follows
from the formula

(1)

Here z is the attenuator reading, P0 is the power corre-
sponding to the turned-out attenuator (z = 0), Pn is the
power corresponding to the turned-in attenuator. For
measurements made with the ferroelectric resonator,

(2)

and

(2a)

without the resonator, we have

(3)

and

(3a)

Dividing (2a) by (3a), we find that the power
required for recording the signal is reduced by a factor
of 50.

z 10log P0 Pn⁄( ).=

z31 10log P0 PKTaO3
⁄( )=

10
3.1

P0 PKTaO3
⁄=

z14 10log P0 P⁄( ),=

10
1.4

P0 P.⁄=
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3. INTERPRETATION OF THE RESULTS 
OBTAINED

A method is proposed for using the calculations of a
regular-shaped dielectric resonator to select the shape
and estimate the dimensions of a ferroelectric resona-
tor, with the aim of using the resonator in EPR mea-
surements. In essence, the method consists in determin-
ing the dimensions of a solid ferroelectric resonator
that has the same resonant frequency as a ferroelectric
resonator made of the same material with a hole to
receive a sample.

(a) Calculation of the dimensions of a rectangular-
parallelepiped ferroelectric resonator aimed at
increasing the signal-to-noise ratio. Let us calculate
the resonance frequency of the above-described ferro-
electric resonators I and II cut from a potassium tanta-
late single crystal. Then, let us mentally replace the
cylindrical volume Vc = πR2h drilled out of the ferro-
electric resonator with a volume of the same value but
of rectangular-parallelepiped shape Vp = d2h and

decrease the resonator length and width by d = ,
where r2 = R2h/L (L is the resonator length). As a result,
the dimensions of the ferroelectric resonator I will be
1.63 × 1.38 × 3.4 mm instead of 2.85 × 2.6 × 3.4 mm
and the dimensions of resonator II will be 1.26 × 2.01 ×
4.6 mm instead of 2.75 × 3.5 × 4.6 mm.

When a dielectric rectangular-parallelepiped reso-
nator is present in the cavity resonator, the resonant fre-
quency of the latter is calculated from the following
system of equations [7]:

(4)

where βx = mπ/A; βy = nπ/B; βz = πδ/L; β0 = 2πf/c; A,
B, and L are the resonator width, height and length,
respectively; m = n = 1 are integers corresponding to
the H11δ mode; δ is a part of a half-wave in the resonator
measured along its height; c is the speed of light; and ε
is the resonator permittivity.

The calculation has shown that the frequencies are
equal at the dimensions 1.69 × 1.439 × 3.4 mm and δ =
0.833 for resonator I (ν = 9150 MHz) and at the dimen-
sions 1.2 × 1.958 × 4.6 mm and δ = 0.877 for resonator
II (ν = 9124 MHz). It is precisely at these dimensions
that the increase in the EPR signal is maximal.

The calculation results show that it is possible to use
the proposed method in estimating the dimensions of
the ferroelectric resonator to be used in the EPR mea-
surements.

(b) The influence of a spherical ferroelectric resona-
tor on the intensity of the EPR signal. An increase in the
intensity of the EPR signal can be described by expres-
sion [A4] from [5], which illustrates the variation of the

πr
2

f βx
2 βy

2 βz
2

+ +( )
1/2

c 2πε1 2/( ),⁄=

βz Lβz 2⁄( )tan βx
2 βy

2 β0
2

+ +( )
1/2

,=
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magnetic-field intensity at the sample placed inside a
spherical ferroelectric resonator

(5)

Here Bir is the magnetic-field intensity in the presence
of a ferroelectric resonator inside the cavity resonator,
B is the magnetic-field intensity in the absence of a fer-
romagnetic resonator, r is the distance from the center
of the ferroelectric resonator to the sample, j1(x) is the
first-order spherical Bessel function, and C is deter-
mined from the formula

(6)

where D = a3[((2µ + 1)j1(ka) – kaj0(ka))/((µ – 1)j1(ka) +
kaj0(ka))]; a is the ferroelectric-resonator radius; j0(x) is
the zero-order spherical Bessel function; µ is the mag-
netic susceptibility of the sample (we assume µ = 1 as
in the case of a nonmagnetic object); the wave number
k = (µµ0εε0ω2 – iσµµ0ω)1/2, where ε is the permittivity
of the ferroelectric resonator, µ0 and ε0 are the vacuum
permeability and permittivity, σ is the electric conduc-
tivity of the ferroelectric resonator, and ω is the circular
frequency of the incident microwave power.

Taking into account that our ferroelectric resonator
has a very low conductivity, we assume σ = 0. Substi-
tuting the known values of µ0, ε0, and ω = 2πν (ν =
9124 MHz for the ferroelectric resonator II) into the

expression for k, we obtain k = 192 m–1.

We calculated the spherical Bessel functions (of the
nth order) using the expansion in series

(7)

where Γ(n + i + 1) is the gamma function; Γ(n + i + 1) =
(n + i)!.

Taking into account the summands of up to the 12th
order, we obtained a good agreement of the calculated
values of the Bessel function with the standard tabu-
lated values. Thus, for j1(kr), we have

(8)

It can be seen that, when (8) is substituted into (5),
r is canceled.

For the KTaO3 ferroelectric resonator, the permittiv-
ity is a complex quantity ε = ε' – iε''. The real part ε' is
temperature dependent and has the form ε' = 45 +
64000/(T – Tc), Tc = 4 K [6]. The imaginary part ε'' =
ε' tanδ, where tanδ = 0.032.

The calculation of the Bir /B for a = 0.77 × 10–3 m
shows that Bir /B has its maximum at T = 288 K. At the
maximum, Bir /B = 70. This calculation gives grounds
to expect that a further increase in the intensity of the

Bir B⁄ C j1 kr( ) θ r.⁄cos=

C a D a
2⁄+( ) j1 ka( ),⁄=

ε

jn ka( ) 1–( )i ka 2⁄( )n 2i+

i!Γ n i 1+ +( )
----------------------------------------,

i 0=

∞

∑=

j1 kr( ) kr
2 1×
------------ 1 k

2
r

2

2 4×
------------– …+ 
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EPR signal may be attained through varying the shape
of the ferroelectric resonator.

4. CONCLUSION

The use of a ferroelectric resonator in the pulsed
EPR allows one to decrease the microwave-power level
necessary for the saturation to occur and to substan-
tially increase the signal-to-noise ratio in the CW EPR.
Note that the same increase in the signal-to-noise ratio
has been attained using a dielectric sapphire resonator
[8] through the optimization of the resonator filling fac-
tor. In our case, there is still enough room for further
increase in the signal-to-noise ratio by increasing the
resonator filling factor.
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from the Autodyne Detection Signal of a Semiconductor Laser
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Abstract—The possibility of reconstructing the shape of an interference signal on the basis of the autodyne
detection signal of a semiconductor laser is demonstrated in cases of harmonic and nonharmonic vibrations of
the object of study. The shape of the interference signal coincides with the shape of the signal of an interference
system decoupled from the radiation source. It is shown that the form of nonharmonic vibrations can be recon-
structed from the values of the autodyne signal function at four varying distances from the external vibrating
reflector. Numerical simulation of the procedure of reconstruction of the shape of the interference signal was
performed. The main limitations of the method under consideration are discussed. © 2000 MAIK “Nauka/Inter-
periodica”.
INTRODUCTION

Reconstruction of the form of the complex motion
of an object from the signal spectrum is a classical
problem of vibration theory [1, 2]. For an optical homo-
dyne interference system decoupled from the radiation
source, this problem can be solved by simultaneous
expansion of the detected signal into Fourier and Bessel
series [3]. Use of autodyne measuring systems stimu-
lated the development of the homodyne interferometry
as a method of analysis of the parameters of motion of
an object. Optical autodyne systems based on the effect
of the autodyne detection in semiconductor lasers com-
bine functions of a generator and detector of electro-
magnetic waves [4–6]. However, in contrast to interfer-
ence systems decoupled from the radiation source,
these systems do not necessarily allow the conventional
methods of reconstruction of the form of motion of an
object to be applied [7–10]. This is caused by the fact
that the shape of the signal at the output of a photode-
tector integrated in the semiconductor laser in an auto-
dyne system may differ significantly from the shape of
the interference signal in a system decoupled from the
source of coherent radiation [11].

EXPERIMENTAL STUDY OF THE AUTODYNE 
SIGNAL SHAPE

The effect of the parameters of the external optical
feedback on the shape of the autodyne signal of a semi-
conductor laser was studied in the preceding work [11].
The diagram of the experimental setup is shown in
Fig. 1. Radiation of an ILPN-206 semiconductor laser
(1) is directed to an object (3) attached to piezoelectric
ceramics (4). The laser radiation is stabilized with a
current source (2). A generator of acoustic vibrations
(5) excites vibrations in the piezoelectric ceramics.
A micrometric gear (6) moves the vibrating object rel-
1063-7842/00/4502- $20.00 © 20267
ative to the plane of the output end of the laser diode.
The radiation reflected by the object is partly fed back
into the semiconductor laser cavity. Changes in the out-
put power of the laser are detected with a photodetector
(7). The output signal of the photodetector is applied
via an amplifier (8) to an analog-to-digital converter (9)
of a computer (10).

To study the effect of the external optical feedback
on the shape of the signal at the output of the integrated
photodetector of the semiconductor laser, the laser radi-
ation reflector was set in harmonic motion and the dis-
tance to the external reflector was varied. The depen-
dence of the normalized power of the autodyne signal
P on time t normalized to the period T for various val-
ues of the steady-state phase incursion was measured
(Fig. 2). Various values of the steady-state phase incur-
sion correspond to various distances to the external
reflector: ϕ0 = 1.5π (Fig. 2a) and 0.5π (Fig. 2b). It can
be seen from Fig. 2a that the shape of the autodyne sig-
nal for ϕ0 = 1.5π is close to sinusoidal, whereas the
shape of the signal shown in Fig. 2b differs substan-
tially from the sinusoidal oscillations of the autodyne
signal power. The causes of such a difference are dis-
cussed in [11]. It was shown in [11] that, at certain val-
ues of the steady-state phase incursion and given feed-

9 8 7

10

1

2 5

64

3

Fig. 1. Schematic diagram of autodyne detection of vibra-
tions of an object.
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back level, the shape of the autodyne signal is signifi-
cantly distorted in comparison with the signal in the
decoupled homodyne interference system. This effect
is observed only if the amplitude of the reflector vibra-
tion exceeds a certain threshold. The distortions are
caused by the laser radiation self-detection nonlinear-
ity. Thus, if the effect of the external optical feedback
on the shape of the detected signal is disregarded, the
harmonic vibrations of the object can be misinterpreted
as complex mechanical vibrations.

In the general case, the shape of the autodyne signal
depends on the feedback level, the line broadening
coefficient of the semiconductor laser radiation, the
amplitude of the object vibrations, and the steady-state
phase incursion. Thus, the shape of the autodyne signal
can be rather intricate [6, 11–13]. Therefore, the proce-
dure of reconstruction of the form of the object motion
should be carried out in two stages. At the first stage,
the shape of the detected signal coinciding with the
shape of the signal of the homodyne interference sys-
tem decoupled from the radiation source is recon-
structed from the autodyne detection signal. This
allows the conventional methods of reconstruction of
the form of mechanical motion of an object [3, 7] to be
used at the second stage of the procedure. These meth-
ods provide reconstruction of both sinusoidal and non-
harmonic motion of the object from inteferograms
obtained using decoupled homodyne systems.

1 t/T

–1.5

0

1.5

–0.5

0

0.5

P/P0 (a)

(b)

1 t/T

Fig. 2. Experimentally measured curves of the time depen-
dence of the autodyne signal. P0 is the maximum power of
the autodyne signal within the entire range of steady-state
phase incursions (0–2π).
In this work, we demonstrate the possibility of
reconstructing the shape of the interference signal of
harmonic and nonharmonic vibrations of an object in a
homodyne system decoupled from the radiation source.
The reconstruction was performed from the autodyne
signals detected with an integrated photodetector of the
semiconductor laser.

THEORETICAL ANALYSIS

The composite resonator model described in [14] is
used. The steady-state values of the radiation power P
at the inner face of the diode, the difference in the
charge carrier density in the active region (N – Nth), and
the difference in the phase incursion (ϕ – ϕ0) between a
laser with an external reflector and a solitary laser are
given by

(1)

(2)

(3)

where ϕ = ωτ is the phase incursion for a laser with
feedback; ω is the laser radiation frequency; τ is the
external-cavity round-trip travel time; ϕ0 = ω0τ is the
phase incursion for a solitary laser; ω0 is the frequency
of radiation of a single-mode laser diode; X = (τ/τin)k(1 +

α2)1/2, where k = (1 – R)  is the coefficient of the
external optical feedback; r and R are the power reflec-
tion factors for external and laser mirrors, respectively;
ψ = arctan(α), where α is the lasing line broadening
coefficient depending on the laser type; τin is the diode-
cavity round-trip travel time; GN = (∂G/∂N)(N0), where
G is the active region gain; N0 is the charge carrier den-
sity for which G(N0) = 0; J is the injection current; and
τs is the carrier lifetime.

We shall restrict our consideration to the feedback
level X < 1. At this level, the laser operates in the single-
mode external cavity regime [12, 13]. In this case, equa-
tion (3) is uniquely solved for the phase incursion ϕ.

Analysis of (1) and (2) shows that, in the feedback
range under consideration, the power P depends on the
phase incursion ϕ(t) in the external cavity as cos(ϕ):

(4)

where

(5)

Thus, the absolute value of the ratio between dI/dt

P
J N τ s⁄–

GN N N0–( )
-----------------------------,=

GN N N th–( ) 2 k τ in⁄( ) ϕ( ),cos–=

ϕ0 ϕ X ϕ ψ+( ),sin+=

r R⁄

P P1I P2,+=

I ϕ ϕ0 t( )( )[ ] ,cos=

P1 2k Jτ s N0–( ) GN
2 τ sτ in N th N0–( )2( ),⁄=

P2 J N th τ s⁄–( ) GN N th N0–( )( )⁄ .=
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and sin(ϕ) is

(6)

Taking into account that |sin(ϕ)| =  =

 and

we rewrite (6) as

(7)

On differentiating equation (3) with respect to ϕ0,
we obtain

(8)

As can be seen from (8), dϕ/dϕ0 is non-negative at
the feedback level X < 1. Therefore, equation (7) can be
written as

(9)

We now consider an autodyne signal obtained by
reflection of laser radiation with another phase from the
same object:

Similarly to (9), the following equation can be
obtained:

(10)

As can be seen from (9) and (10), both autodyne sig-
nals depend on the absolute value of |dϕ0/dt | in the
same manner. We introduce the function z

(11)

which is independent of dϕ0/dt, so that

(12)

Substituting (8) into (12), we have

(13)

where ϕ(ϕ0) and ϕ(ϕ0 + ∆ϕ0) are determined from (3).
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Consider equation (13) for ∆ϕ0 = π. In the approxi-
mation of X ! 1, equation (3) yields

(14)

and equation (13) takes the form

(15)

where

(16)

Calculations show that only one of the roots of qua-
dratic equation (15) satisfies the condition –1 ≤ I0 ≤ 1.
Therefore, the amplitude I0 of the signal of the interfer-
ence system decoupled from the radiation source can
be uniquely determined from the value of z obtained by
substituting the measured amplitudes of two autodyne
signals I and I∆ into (11). Numerical simulation shows
that there is a one-to-one relationship between I0 and z
not only for X ! 1, but also within the 0 < X < 1 range.

Parameters X and ψ necessary for calculations can
be determined experimentally. If the autodyne signal
phase ϕ = πn – ψ, where n is an integer, equation (3)
yields ϕ = ϕ0 = ϕ0n = πn – ψ, whereas equation (13)
takes the form

for even n and

for odd n.
It can be seen that, at these points, z attains its max-

imum and minimum values. Therefore, X can be deter-
mined from the maximum or minimum value of z:

(17)

Parameter ψ can be calculated from the amplitudes
of signals I(ϕ(ϕ0)) and I∆(ϕ(ϕ0)) for ϕ = ϕ0 = ϕ0n =
πn − ψ:

(18)

METHOD OF SIGNAL-SHAPE 
RECONSTRUCTION

Reconstruction of the shape of an interference sig-
nal can be performed by the following algorithm.
Parameters X and ψ are determined from the experi-
mentally measured time dependence of the autodyne
signal using equations (17) and (18). The values of z(tm)
at the instants of time tm are determined from the I(tm)
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and I∆(tm) samples and the calculated values of I'(tm)
and (tm) using equation (11). Then, the amplitude of
the signal of the interference system decoupled from
the radiation source I0(tm) at the instant of time tm is
determined by numerical solution of the set of tran-
scendental equations (3) and (13). The value of ϕ0(tm)
to be substituted into these equations is determined
from (16) as

(19)

Numerical simulation is used to test the theoretical
conclusions. The time function of phase incursion
caused by the reflector motion is determined by its har-
monic expansion

with coefficients c1 = 0.5, c2 = 0.4, ε1 = 1.5, and ε2 = 0.2,
which corresponds to nonharmonic periodic vibrations
of the reflector.

The values of phase incursion in the autodyne sys-
tem ϕ(ϕ0) and ϕ(ϕ0 + ∆ϕ0) are determined from (3) for
given values of ϕ0, ∆ϕ0 = π, X = 0.6, and α = 5. Simu-
lated autodyne signals of complex motion of an object
for the phase shift ∆ϕ0 = π are shown in Fig. 3a. Simu-
lation was performed using equation (5).

The interference signal of the decoupled system is
reconstructed from the obtained autodyne signals. The
derivative of I(t) was calculated using direct and inverse
Fourier transformation performed by special fast Fou-
rier transform software. The function I(t) is expanded

I∆'

ϕ0 tm( ) I0 tm( )( )arccos ψ.–=

ϕ0 t( ) cm mΩt εm+( ),cos
m 1=

∞

∑=

0.5 t/T0
0
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z (b)

(a)
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I, I∆

I – I∆
0.75

I

I∆

Zmax

Zmin

Fig. 3. Signal processing sequence.
into a series with coefficients {am}, {bm}. The derivative of
I(t) was then calculated using the following formula:

(20)

The function z (Fig. 3b) was determined from (11)
using the calculated values of I, I∆, I', and . The time
dependence of the amplitude I0 (16) of the signal of the
interference system was determined when equations
(13) and (3) had been solved numerically for ϕ0
(Fig. 3c).

The reconstructed time function of the signal of the
interference system decoupled from the radiation
source (Fig. 3c) is used at the second stage of the pro-
cedure for reconstructing the amplitude and form of the
mechanical motion of the object. However, it is shown
in [3] that reconstruction of the form of nonharmonic
vibrations requires the interference signal function (16)
to be determined for two phase values ϕ0. Taking into
account that determination of function (16) also
requires two values of function (4) to be known, the
total number of the autodyne power functions was
found to be four. These functions are determined for
phase values ϕ0 = 0, π/2, π, and 3π/2, corresponding to
four distances from the external vibrating reflector. The
method for reconstruction of the amplitude and form of
complex motion of an object from an interferogram
coinciding with the decoupled system interferogram
and examples of implementation of this method are
described in [3].

CONCLUSION
The method described above can be used for X < 1,

when the autodyne operates in a single-mode regime.

As shown in (11), the noise in the signal  or its
derivative |dI/dt | introduces errors into calculation of
the function z. As can be seen from (1) and (2), if the
feedback level k is too low, both the signal amplitude P
and the signal-to-noise ratio P/Pn are decreased. The
minimum permissible value of the coefficient k and,
therefore, of the parameter X is determined by the fol-
lowing condition:

(21)

As follows from (8), for the feedback level X close
to 1, the derivative dϕ/dϕ0 tends to infinity for ϕ = ϕ0n.
This cannot be attained in experiments, because the
parasitic RC circuits are present in the experimental
setup. Thus, the upper limit of the experimentally
attained feedback level is X < 0.95. Condition (21)
imposed on the noise level in the derivative implies that
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the signal should not contain rapidly varying interfer-
ence dPn/dt ! X.

Thus, a method for solution of the inverse problem
of reconstruction of the shape of the interference signal
from the autodyne signal of a semiconductor laser with
an external reflector is proposed. The shape of the inter-
ference signal coincides with the shape of the signal of
an interference system decoupled from the radiation
source. The autodyne signal is obtained for two values
of a phase corresponding to two distances from the
external vibrating reflector. In a homodyne interference
system decoupled from the radiation source, the recon-
struction of the form of mechanical motion of an object
from the interference signal is performed using conven-
tional methods applicable to homodyne systems. The
procedure described above allows the amplitude and
form of the mechanical motion of an object in the auto-
dyne system to be calculated by the methods that had
initially been developed for interference systems
decoupled from the radiation source. This allows the
range of the vibration amplitudes reconstructed from
the autodyne system interferograms to be extended.
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Summation of Signals during Energy Extraction 
from 3-cm Range Oversized Cavities

V. A. Avgustinovich, S. N. Artemenko, V. L. Kaminskiœ, and Yu. G. Yushkov
Research Institute of Nuclear Physics, Tomsk Polytechnical University, Tomsk, 634050 Russia

Received April 20, 1998

Abstract—Data on the summation of signals from two synchronously operating resonant microwave (3-cm)
compressors with oversized cavities are described. The energy was extracted with interference switches. The
summation was performed in a waveguide tee and a 3-dB three-slot bridge. For a signal duration of ~30 ns at a
level of 0.5, a peak power of ~1 MW, and an efficiency of ~30%, a gain was found to approach ~11 dB. © 2000
MAIK “Nauka/Interperiodica”.
(1) It is known [1] that the energy of signals coming
from microwave resonant compressors depends on the
energy density accumulated in the cavity and on its vol-
ume. An exceedingly high energy density causes cavity
breakdown, and a too large volume results in the high-
density oscillation spectrum. For this reason, a single
compressor sometimes cannot completely utilize the
energy carried by pulses to be compressed. Of interest
is therefore to look for ways of increasing the energy of
compressed pulses, for example, by concurrently accu-
mulating the energy in several cavities with the subse-
quent summation of their outputs. This was first accom-
plished in [2], where single-mode 10-cm-range cavities
were used. Such an approach may appear to be particu-
larly promising in the short-microwave range. Cavities
designed for this range are of relatively small weight
and size and thus can serve as a basis for simple and
compact sets of compressors to generate high-energy
microwave pulses. To the best of our knowledge, data
on signal summing in the short-microwave range are
lacking.

In this work, experimental results obtained upon
summing the outputs of microwave (3-cm-range) com-
pressors with oversized cavities and energy extraction
through interference switches are reported.

(2) Two compressors with 210-mm-long cylindrical
copper cavities with a diameter of 90 mm were used.
Their operating frequency for the H01(12) oscillation
mode was 9.42 GHz, and the intrinsic Q-factor, ~105. The
energy was extracted through interference switches based
on rectangular waveguide H tees made of conventional
waveguides with a cross section of 23 × 10 mm2.

The compressors were powered from a magnetron
with an output of ~100 kW. The pulse duration was
~1 µs. The magnetron pulse energy was divided with a
matched waveguide tee. Changeover of the cavities
from the accumulation to the extraction mode was
effected through glow-discharge breaks of the interfer-
ence switches by initiating a discharge in argon or
1063-7842/00/4502- $20.00 © 0272
helium under an overpressure of ~1 atm. For compara-
ble field strengths in the breaks, the discharge time was
controlled by UV illumination of the spark gap and by
adjusting the gas pressure in each of the breaks. As in
[2], synchronous illumination of the gaps was provided
by simultaneously applying high-voltage pulses from
one source to the ignitor electrodes of each of the
breaks. Summing was performed in a waveguide H tee
or in a 3-dB narrow-wall-coupled slotted bridge.

An experimental setup is shown in Fig. 1, where 1 is
a magnetron generator; 2, ferrite valve; 3, directional
couplers; 4, phase shifters; 5, sealing windows; 6, input
matched tee (microwave divider); 7, storing cavities; 8,
interference switches; 9, breaks; 10, summing device
(tee or 3-dB bridge); 11, detectors; 12, matched load;
and 13, driver of the magnetron and the breaks. The
setup was equipped with a system for separate gas
delivery to the cavities under a controlled overpressure.

(3) Figure 2 shows (a, b) oscillograms at the output
of either compressor, (c) the same signals separated in
time, (d) the net pulse with the delay time minimized,
and (e) the difference signal. The results of summing in
the tee and the waveguide bridge are basically the same.
The only difference is that the added in the tee is more
sensitive to a difference between the electrical lengths
of the output microwave channels of the compressors.
Most likely, the decay in the input arms of the tee is
smaller as compared with that in the bridge. Hence, the
interaction between the cavities at the instant of energy
extraction is stronger.

The oscillogram of the time-separated pulses com-
ing from both of the compressors (Fig. 2c) shows the
mutual time spread due to the statistical nature of dis-
charge evolution. If the time delay between the pulses
is on the order of the pulse duration, the spread is 10 ns
or more. As the pulses approach each other, the spread
diminishes and becomes minimum (several nanosec-
onds) when the leading edges of the pulses coincide.
Long-term stability (within given limits) of the net sig-
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nal is provided by keeping the operating pressure dif-
ference between the breaks within a range found exper-
imentally.

As follows from the oscillograms, when two rela-
tively long microwave pulses are added, their envelopes
transform into the envelope of the net signal and high-
frequency fluctuations of the envelopes of the signals
are averaged. The former feature makes it possible to
correct the net envelope, and the latter smoothes it out.
In experiments on summing pulses with heavily dis-
torted envelopes, the net signals decayed nearly expo-
nentially and their envelopes were close to rectangular.
The smeared decay of the net pulse is most probably
associated with fluctuating decay of either initial pulse
due to plasma instabilities in the microwave discharges
of the breaks. The oscillograms shown in Fig. 1 were
obtained by superimposing ~500 pulses.

For our system, measurements showed that, if the ini-
tial pulses are to a certain extent identical, ~90% of their
total energy are fed to the load. For the pulses of width
about 30 ns at a level of 0.5, the maximum gain and the
efficiency of the system were ~11 dB and ~30%, respec-
tively. The rated values were, respectively, 11.5 dB and
35%. The performance of the system is thus lower than
that of each of the compressors. This may be caused by
incomplete identity of the initial signals, because of
which a part of the energy is lost either in the cavities
(summation in the tee) or in the difference arm (summa-
tion in the bridge). The ambient atmosphere (argon or
helium) does not influence the results.

Thus, we may suppose that, with the cavities excited
simultaneously, the interference switch provides the
summation of the outputs of the microwave compressors
in any case. Neither mode interaction in a multimode
cavity nor an adiabatic frequency drift during energy
extraction is a barrier to the summation. The physical
foundation for the summation in our system is the syn-
chronous excitation of the cavities and the coherence of
their outputs with generator signals [3]. This means that
small and light 3-cm-range compressors can be viewed
as a basis for creating systems, for example, of eight or
sixteen compressors to form ~50-ns-wide pulses with a
peak power of 10–100 MW. Such systems can be pow-
ered by magnetrons with an output power of ~1 MW or
by higher-power klystrons or magnecons.

(4) Thus, we demonstrated the feasibility of increas-
ing the output power (energy) of resonant microwave
(3-cm range) compressors with oversized cavities and
energy extraction through interference switches. This is
provided by adding signals from several compressors
operating in parallel. The process can be accomplished
both in a waveguide tee and in a slotted bridge. Our
results offer possibilities of raising, in a similar way, the
power of shorter-microwave (e.g., mm-wave) compres-
sors provided that the input and output signals of the
compressors are coherent, the energy is extracted
through interference switches, and the storing cavities
are excited simultaneously. The summation of signals
TECHNICAL PHYSICS      Vol. 45      No. 2      2000
when the energy is extracted from oversized cavities
not only increases the power (energy) of generated
microwave pulses but also makes possible the correc-
tion and smoothing of their envelopes.
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Abstract—A track model is proposed for the electromagnetic wave scattering from a cloud of radioactive ele-
ments in air. Relationships are derived for estimating the radar cross section of the cloud of alpha-emitting
radioactive elements as a function of the cloud activity and the wavelength of the electromagnetic wave. The
activity of a cloud detected by a standard radar is estimated. © 2000 MAIK “Nauka/Interperiodica”.
INTRODUCTION

The injection of a cloud of radioactive elements into
the air is accompanied by their radioactive decay,
which causes alpha, beta, and gamma emissions. The
ratio of the intensities of these emissions depends on
the content of radioactive elements in the cloud, but
each of the emissions ionizes the air, thus changing the
dielectric properties of the air in the cloud. The latter
effect enables one to detect a cloud of radioactive ele-
ments in the air, for example, by registering a change of
characteristics of electromagnetic waves scattered from
or propagating through the cloud. In this paper, the pos-
sibility to detect the electromagnetic wave scattered by
a cloud of radioactive elements in the air (radar detec-
tion) using only the alpha emission is evaluated. The
radar detection of continuous atmospheric ionized
regions is widely covered in the literature [1, 2]. Being
an ensemble of discrete ordered structures called
tracks, a cloud of radioactive elements differs from a
continuum. In view of this, in this paper, the electro-
magnetic wave scattering from a cloud of radioactive
elements in air is modeled as the scattering from a set
of tracks. Using this model, the problem formulated in
this work is reduced to analyzing the possibility of
radar detection of a set of plasma cylinders.

THE MODEL OF A CLOUD OF ALPHA 
EMITTING RADIOACTIVE ELEMENTS IN AIR

In the process of alpha emission, radioactive ele-
ments emit alpha particles moving in air, which causes
the formation of excited and charged particles (pairs of
free charges, i.e., electrons and ions) along the way.
When electrons receive a sufficiently large energy from
an alpha particle, these electrons (called δ-electrons), in
turn, also ionize and excite air molecules until their
energy becomes lower than a fixed value E. The result
is that, in the vicinity of the alpha particle path, a region
is formed containing electrons with an energy higher
than the thermal energy but lower than energy E neces-
1063-7842/00/4502- $20.00 © 20274
sary for ionization of air. In addition, this region con-
tains both primary and secondary electrons formed,
respectively, by alpha particles and δ-electrons exciting
the air molecules. The number of the primary electrons
is about one-third of the total number of electrons
formed in the process of alpha emission [3]. Thus, in
the vicinity of the alpha particle path, there appear free
(hot) charge carriers, whose energy is lower than the
ionization energy but higher than the thermal energy,
and bound excited states. Then, the hot carriers are ther-
malized; i.e., their temperature decreases to the thermal
level. The region in the vicinity of the alpha particle
path containing primary and secondary charges is
called the track of this alpha particle [4]. The period
from the moment when the track is formed until the
moment of thermalization is considered to be the time
of the track existence [4].

Thus, the alpha particle track can be regarded as a
cylinder consisting of pairs of primary and secondary
free charges (electrons and ions). The radius of the cyl-
inder is determined by the δ-electron path length,
which depends on the energy of δ-electrons and the air
density. Track radius r is assumed to be equal to 0.84R,
where R is the maximum path length of the δ-electron
[3]. The length of the cylinder (track) is governed by
the alpha particle energy, which lies in the interval of 4–
10 MeV [4] and depends on the sort of a radioactive
element. Under standard conditions in air, the length of
the alpha particle track is in the range of ~3–8 cm [5].

The number N of pairs of free charges (formed dur-
ing the radioactive emission) per unit of track length is
called the specific ionization. Under standard condi-
tions in air, alpha particle tracks are characterized by a
value of N equal to 5 × 104–105 cm–1 [5]. Below, the
minimum value of N is used.

As mentioned above, the track radius is governed by
the maximum path length of a δ-electron depending on
its energy. Energy Eδ of a δ-electron is determined by
the expression EδE0cos2ϕ, where E0 is the maximum
energy of the δ-electron, ϕ is the angle between the
000 MAIK “Nauka/Interperiodica”
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directions of the motions of the δ-electron leaving the
track and the alpha particle. Value E0 depends on the
alpha particle energy. As the alpha particle energy var-
ies from 4 to 10 MeV, E0 varies from 2.2 to 5.3 keV [5].
Since the formation of one pair of charges needs an
energy of 35 eV, a δ-electron produces 30–70 pairs.

Air molecules are ionized and excited by a δ-elec-
tron in a cylinder, whose radius (the capture radius)
increases with the δ-electron energy. Supposing that 3–
7 particles are ionized in the region with the capture
radius [6], one can assume that the air atoms are ionized
by a δ-electron after a number of collisions less by the
corresponding factor. Then, the δ-electron covers a dis-
tance R equal to ten free path lengths. Since, under
standard conditions in gases, the electron free path is
~10–5 cm [4], R = 10–4 cm and r = 0.84 × 10–4 cm.

The charge density in the track can be determined
by the formula

Hence, in the alpha track, the charge density is not
less than 2 × 1012 cm–3. Provided the condition

6.9π  < 1, where T is the air temperature mea-
sured in K, holds in the track [4], a plasma is formed in
this region. One can see that, under standard conditions
in the alpha track, this inequality is valid; i.e., plasma is
formed in the track.

Thus, the alpha track is a plasma cylinder several
centimeters (3–8 cm) in length with a radius of
~10−4 cm. The spatial orientation of this cylinder is sup-
posed as random.

As mentioned above, the track lifetime equals the
electron thermalization time. On the average, this time
is 4 × 10–7 s in gases [4]. Suppose that, during this time,
the charge density in the track is constant and equals
2 × 1012 cm–3. Thus, the cloud of alpha emitting radio-
active elements is an ensemble of plasma cylinders
with limited lifetime which are chaotically oriented in
space.

ESTIMATION OF THE RADAR CROSS SECTION 
OF THE CLOUD OF RADIOACTIVE ELEMENTS 

IN AIR BY THEIR ALPHA EMISSION

First, consider the radar cross section (RCS) of one
track as the RCS of a plasma cylinder. Determining the
characteristics of the electromagnetic wave scattered
by a plasma cylinder is substantially simplified when
this cylinder is supposed to be conducting [7]. As usual,
assume that the cylinder is a conductor illuminated by
a harmonic field with frequency f if the inequality
α = γ/2πfε @ 1 is valid, where γ and ε are, respectively,
the conductivity and permittivity of the cylinder. Tak-
ing into account particle collisions in plasma yields

ρ N

πr2
--------.=

T N⁄
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after some algebra

where ωp = 2π  is the plasma frequency, ν is the
average number of electron collisions with neutral mol-
ecules and ions per unit time, and ω = 2πf.

When determining ν for the alpha track, only elec-
tron collisions with neutral molecules should be taken
into account because the density of these molecules
N0 = 2.7 × 1019 cm–3 is much greater than the density of
ions N+ ≈ 2 × 1012 cm–3. Then, taking into consideration
only elastic electron scattering, one can find ν [1]

where a is the radius (cm) of a molecule and T is the air
temperature (K).

Assuming that, under normal conditions, a ≈
10−8 cm [4] yields ν ≈ 1011 s–1. In this case, ωp ≈ 8 ×
1010 s–1. Taking f = 3 × 109 Hz, one obtains α ≈ 15 @ 1;
i.e., when f ≤ 3 × 109 Hz, the track (the plasma cylinder)
can be considered a conductor. Therefore, below, in the
case when f ≤ 3 × 109 Hz, the RCS of the track is esti-
mated as the RCS of a conducting cylinder of radius r
and length L (r ! λ, where λ is the wavelength of the
illuminating electromagnetic wave, L is comparable
with λ, and r ! L). Then, in the case of backscattering
when receiving and transmitting antennas are identi-
cally polarized, the average RCS σ1 of a randomly ori-
ented conducting cylinder is about (0.02–0.2)λ2

depending on L [8]. For example, the minimum value
of σ1 at λ = 10 cm is σ1 = 2 cm2 = 2 × 10–4 m2.

When the alpha emission activity of the cloud of
radioactive elements is Q (Ci), 3.7 × 1010Q tracks are
formed per second. In this case, the cloud permanently
contains, on the average, ~1.5 × 104Q tracks if the track
lifetime is taken into account. Then, the RCS σ of the
cloud of radioactive elements is σ = 1.5 × 104Qσ1 for
alpha emission activity Q[Ci]. For example, when the
alpha activity of the cloud is 10–3 Ci, its RCS is about
3 × 10–3 m2 at λ = 10 cm. A radar target with this RCS
can by detected by a standard radar (it is supposed that
the body of the injection does not exceed the space of
the radar resolution cell) [9].

CONCLUSION

In this paper, a model is proposed for the electro-
magnetic wave scattering from a cloud of alpha-emit-
ting radioactive elements. Using this model, the RCS of
the cloud of radioactive elements is estimated, and it is
demonstrated that, in practice, this cloud can be
detected by a standard radar by alpha emission with the
activity of, at least, thousandths of a curie.

α
ωp

2 ν
ω ω2 ν2 ωp

2–+( )
---------------------------------------,=

81N

ν 8.3 105πa2 T N0,×=
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Abstract—The process of parametric amplification of the spin wave envelope solitons in ferromagnetic films
with the use of parallel magnetic pumping was theoretically studied. Solutions obtained by numerical methods
show that the value of the amplification coefficient depends on the relationship between the initial phases of the
signal and the pumping carrier waves. © 2000 MAIK “Nauka/Interperiodica”.
INTRODUCTION

Experimental observations of the parametric ampli-
fication of solitons of the envelope of reverse volume
spin waves by spatially inhomogeneous magnetic
pumping in ferromagnetic films were recently reported
in [1–3]. Theoretical estimates of the efficiency of
amplification were obtained in [1, 2]. The analysis was
performed on the basis of equations for the envelope of
the interacting packets of spin waves [4]. Unfortu-
nately, the existence of a gap in the spectrum of spin
waves of the film does not allow the spectral character-
istics of the parametric process to be correctly taken
into account. As a result it is difficult to consider con-
current propagation of the co- and counter-directed idle
pulses. That is why the codirected idle packet was
neglected in [4] and the counterpropagating one was
neglected in [1].

The purpose of this work was to obtain equations in
the spectral domain that would strictly describe the
parametric process of interaction of a nonlinear packet
of spin waves excited by microwave current of a trans-
ducer (antenna) with a spatially inhomogeneous mag-
netic pumping field generated by another (external)
microwave current. These equations are analyzed with
the use of numerical methods. Thus, the peculiarities of
excitation of the spatially bounded packets of spin
waves by microstrip transducers and the peculiarities of
configuration of the microwave magnetic field gener-
ated by a microstrip pumping electrode are taken into
account in the model calculations for the first time. The
spectral approach makes it possible to take into account
the existence of a gap in the spectrum and the presence
of both idle pulses. Special attention is paid to the influ-
ence of the initial phase difference of the signal and
pumping carrier waves φ on the efficiency of amplifica-
tion.
1063-7842/00/4502- $20.00 © 20277
MODEL EQUATIONS

Consider a model of the spin wave delay line
(Fig. 1a) based on a ferromagnetic film of thickness L.
The input and output microstrip antennas with width W
are situated on the surface of the film at a distance l
from each other. The film is magnetized to the satura-
tion level by a constant field with the strength H applied
in the plane of the film perpendicularly to the longitu-
dinal axis of antennas.

A microwave current in the input antenna is j(z, t) =
J(z, t)cos(ω0t), where J(t, z) is the envelope of the linear
current density and ω0 is the carrier frequency. Assume
that the current is uniformly distributed over the length
of the strip. A magnetic field of this current excites
reverse volume spin waves in the film, which propagate
as wave packets in both directions from the antenna
along the direction of the constant magnetic field. An
additional microstrip electrode with the thickness Wp is
located between the input and output transducers at the
distance lp from the input antenna. A microwave current
in this electrode jp(z, t) = Jp(z, t)cos(ωpt) generates spa-
tially inhomogeneous magnetic pumping field hp(t, z)
inside the film. Here, ωp is the carrier frequency of the
pumping current, which is approximately two times the
carrier frequency of the input signal:

(1)

The analysis of propagation of a pulse of spin waves
in such a structure can be performed in two stages:
(i) the analysis of excitation of a pulse of spin waves by
the microwave current of the strip transducer and (ii)
the analysis of interaction of the pulse of spin waves
with a pulse of the spatially inhomogeneous magnetic
pumping field. In solving these problems, we have used
the results presented in [5–8]. According to the
approach proposed in these works, proceeding from an

ωp 2⁄ ω0 ∆ω.+=
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expression for the energy of a ferromagnetic film, we
obtain a system of nonlinear parametric equations for
the spatial Fourier harmonics of the alternating magne-
tization excited by the external microwave current and
interacting parametrically with the magnetic field of the
longitudinal pumping:

(2)
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Fig. 1. An example of calculations: (a) input and output sig-
nals and (b) the model structure: (1) ferromagnetic film;
(2) input current pulse (the vertical scale is arbitrary);
(3) pumping current pulse (the vertical scale is arbitrary);
(4) envelope of the pulse of linear electromotive force
induced by variable magnetization in the input antenna gen-
erated by the input current pulse (the value is averaged over
the antenna width); (5) output pulse in the absence of pump-
ing; (6) output pulse for a supercritical factor ν = 12 and a
pumping pulse duration of τp = 15 ns; (7) output pulse for a
supercritical factor ν = 12 and a pumping pulse duration of
τp = 20 ns; (8) pulse induced in the input antenna by the
counterpropagating idle pulse of spin waves for a supercrit-
ical factor ν = 12 and a pumping pulse duration of τp =
20 ns. The envelopes of the pulses of electromotive force
(4–8) are normalized to the amplitude of the input signal in
the absence of pumping E0max.
(3)

Here, Pk is the matrix element of the dipole–dipole
interaction [5]:

(4)

Yk is the overlap integral between the Fourier compo-
nent of the magnetic field of the current and the “mem-
brane function” for the lowest mode of the reverse vol-
ume spin waves [5]:

(5)

 is the coefficient of nonlinear four-wave inter-
action, ωH = |g |µ0H, and ωM = |g |µ0M0.

The system of equations (2) and (3) was solved
numerically. We simulated excitation of a signal packet
of spin waves by a rectangular current pulse of the input
antenna js with the duration τs. The packet interacted
with a magnetic field generated by a rectangular pulse
of current jp with the duration τp applied to the pumping
electrode. We also set a certain phase shift φ between
the carrier waves of the signal pulse and pumping.

RESULTS AND DISCUSSION

The results of our numerical calculations showed
that the main peculiarities of the process of parametric
amplification can be studied with neglect of the nonlin-
ear four-wave interaction in the spin system of the film

(  = 0). That is why we restrict the discussion of
results to this case. The influence of the four-wave non-
linearity will be discussed in brief at the end of the
paper, where the results of the numerical calculation are
compared to experimental data. 

One of the results of our simulation is presented in
Fig. 1b. The initial data for calculations corresponded
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to the experimental parameters from [2]. We present the
pulses of the input current, pumping current, and linear
electromotive force E induced in the output antenna by
a pulse of spin waves. The pulses of E are shown for the
absence and presence of pumping.

The calculations showed that the shape of the output
pulse depends strongly on the amplitude of the pump-
ing pulse. If the amplitude of pumping is lower than a
threshold for the parametric generation of spin waves
Jth, the pumping pulse entering at the moment when the
signal packet of spin waves passes under the electrode
results in partial compensation of the losses related
with propagation of the packet in an absorbing
medium. The duration and amplitude of the output
pulse appear to be independent on time of termination
of the pumping pulse, provided that the pulse duration
is longer than the time required for the signal pulse to
escape from the zone of pumping. Under this regime,
with a sufficiently small duration of the input pulse such
as in [2] (22 ns), the compensation of the losses in course
of propagation does not exceed a few tenths of dB.

If the amplitude of pumping is higher than the
threshold Jth of the parametric generation of spin waves
by a spatially localized field of the current in microstrip
antenna, the amplification occurs in a qualitatively dif-
ferent regime analogous to the regime of mode amplifi-
cation [9]. Under this regime, the shape and duration of
the output pulse are primarily determined by the
moment of termination of the pumping pulse and
depend weakly on the amplitude and duration of the
current pulse in the input antenna (Fig. 1b). In the case
of infinite duration of pumping, the system exhibits the
transition to the parametric generation of spin waves
and the signal amplitude increases infinitely with time.

Figure 2 shows a plot of the coefficient of amplifica-
tion K (calculated as the ratio of amplitudes of the out-
put signals with and without pumping) versus super-
critical factor ν = (Jp/Jth)2. The measurements of K
[1, 2] revealed a strong influence of the initial phases of
the signal and pumping carrier waves on the efficiency
of amplification. That is why in simulations we paid
special attention to the influence of the parameter φ on
the behavior of K(ν).

The calculations showed that the dependence of K
on φ is explained by interference of the signal pulse and
the idle pulse propagating in the same direction in the
output transducer. An example of the calculated depen-
dence of K on φ for the case of pumping exceeding the
threshold value Jth is shown in the inset to Fig. 2. In this
particular case, a change in the initial phase difference
by 90° results in the change of the K value by 15 dB.

Figure 2 shows maximum and minimum possible
values of K for the corresponding values of φ. The open
circles correspond to the experimental data from [2]
(only the mean value of the amplification coefficient
was measured in that work). There is a good agreement
between the results of calculations and experimental
data in the initial part of the curve. A saturation of the
TECHNICAL PHYSICS      Vol. 45      No. 2      2000
amplification coefficient is observed in experiment for
large amplitudes of pumping. Theoretical analysis sug-
gests that the saturation can be related to the four-wave
processes of nonlinear interactions of the volume
reverse spin waves, such as the self-action and the scat-
tering on short spin waves.

CONCLUSION

We used numerical methods to study the parametric
amplification of nonlinear packets of reverse volume
spin waves in ferromagnetic films by microwave paral-
lel magnetic pumping. It is demonstrated that a rela-
tionship between the initial phases of signal and pump-
ing carrier waves strongly influences the amplification
coefficient because of a spatial interference of the sig-
nal wave with an idle wave propagating in the same
direction.
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from [2]. Maximum and minimum calculated amplification
coefficients are shown. Inset gives an example of the calcu-
lated dependence of K on the initial phase difference of the
pumping and signal carrier waves: the width of the input and
output antennas is ω = 50 µm, the width of the pumping strip
is ωp = 0.25 mm, the distance between the input and output
antennas is l = 8.5 mm, the ferromagnetic film thickness is
L = 4.9 µm, the parameter of magnetic losses is 2∆H =
0.5 Oe, the input pulse duration is τ = 22 ns, the pumping
pulse duration is τp = 15 ns, the pumping pulse is delayed by
193 ns relative to the leading edge of the input pulse, the
detuning of the carrier frequency of the signal from the half
of the carrier frequency of the pumping pulse is ∆ω/2π =
15 MHz.
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Abstract—The potentialities of pulse-amplitude analysis for noise measurements are demonstrated with p+–n
silicon detectors. It is suggested to use the detector current as a parameter and vary it by illuminating the sam-
ples. The instrument was calibrated by the shot noise of the photocurrent. The criteria for shot noise are the
linearity of the noise squared vs. current dependence and its slope. It is shown that conventional instrumentation
for pulse-amplitude analysis provides accurate yet rapid noise investigation. For the detectors studied, flicker
noise was absent even when the trapped charge in the field oxide increases by one order of magnitude. © 2000
MAIK “Nauka/Interperiodica”.
INTRODUCTION

Device noise is routinely measured by selective
amplification techniques (see, e.g., [1]), which directly
record the noise spectral density. Another approach is
suggested in this work. It has been shown that the noise
nature can be disclosed with conventional instrumenta-
tion for taking amplitude spectra, consisting of three
main units: a charge-sensitive preamplifier, a passband-
forming amplifier, and a spectrum analyzer. The ampli-
fier employs RC differentiating–integrating filters,
which provide a relatively wide passband.

METHODS OF MEASUREMENT

Analysis of noise at the output of the above system
for a single RC signal formation goes back to the 1950s
[2]. Subsequently, more sophisticated filters, including
n-fold integration, were studied. For n = 2, the formula
for noise expressed in units of charge has the form [3]

(1)

Here, e is the charge of an electron, k is the Boltzmann
constant, T is absolute temperature, C is the total input
capacitance, I is the sum of the detector current and the
gate current of a FET with a transconductance gm, R is
the load resistance, λ is the RC differentiation-to-inte-
gration constant ratio (Tdif/Tint), and Vf is the flicker
noise voltage. It is worthy to note that mathematically
[see (1)] various noise sources make a different contri-
bution to the passband formed by RC networks. The
shot noise of the FET source–drain current turns out to
be proportional to C2/Tint. The input noise, related to the
current I and the thermal noise of the load, varies as Tint.
Finally, the flicker noise does not depend on integration

qn
2

1 4⁄( ) λ λ⁄ 1+( )2
2kT 0.66 gm⁄( ) C

2
T int⁄( )[{=

+ 1 2λ+( ) eI 2kT R⁄+( )T int ] C
2
V f

2
} .+
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time. This allows one to distinguish between noise
sources of various nature.

Under our experimental conditions, formula (1) is
greatly simplified. First, the parameters of a p+–n detec-
tor are its capacitance and the reverse current of its cur-
rent–voltage characteristic. These, as a rule, specify the
values of C and I in the input circuit. The resistance R
is taken sufficiently large so as to minimize its noise.
The value of λ is close to unity. Second, the nonequilib-
rium charge is transferred most completely if a high
electric field is produced in the working zone of the
detector. At the same time, the high voltage decreases
the detector capacitance and thus depresses the noise
level. Therefore, in practice, it only remains to deter-
mine the value of the voltage (maximum admissible
voltage) that does not generate excessive noise. This
noise may change the second term in (1), which
depends on the input current I, and also appear as
flicker noise. Whether or not excessive noise is present

can be judged from the value of the derivative d /dI.
With regard for the above simplifications, it can be
expressed as

(2)

where d /dI appears in the implicit form.

It follows that, in the absence of flicker noise (or

when d /dI is small), the derivative d /dI equals (in
units of energy) 1.16 (keV)2/nA for Tint = 1 µs.

Light sensitivity of the detectors gives one a chance
to vary the current noise by sample illumination. Also,
illumination serves to calibrate the instrument by the
photocurrent noise, which is known to be shot.

qn
2

dqn
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Fig. 1. Noise vs. current passing through detector N1. The current varies (1) with increasing voltage (50–225 V) and (2) under illu-
mination at 50 V. The insert: noise vs. photocurrent in the absence of excessive noise for V = (circles) 50 and (triangles) 190 V.
Associated measurements were performed on Si
detectors of accelerated ions. The device characteristics
were described in detail elsewhere [4, 5]. Samples used
were p+–n junctions obtained by shallow diffusion of
boron into high-resistivity n = Si. The contact to the p+

layer was made by the so-called “extended electrode”
technique.

The detectors and a standard LED (the source of cal-
ibrating photocurrent) were placed in a shielded cham-
ber connected to the input of the preamplifier. Simulta-
neously, constant-amplitude pulses were applied to the
input through a ~1-pF capacitance. The amplitude of
the pulses was smeared by noise, and the resulting
spectrum was displayed with the pulse-amplitude ana-

lyzer. The FWHM value, equal to 2.35 , was mea-
sured. A pulse repetition rate of 104–105 Hz provided
the desired count accuracy for a spectrum-formation
time of about a minute. The scale division of the ana-
lyzer channel in units of energy was calibrated by seven
alpha-decay lines of a 228Th preparation.

RESULTS OF NOISE MEASUREMENTS

Figure 1 shows current dependences of the detector
noise for two regimes. Curve 1 was obtained when the
bias voltage was increased between 50 and 225 V. For
curve 2 (approximated by the straight line), the voltage
was kept constant (U = 50 V) and the current was varied
by illuminating the detector (LED emission). With
Tint = 3 µs and the small capacitance of the detector, the
current noise was dominant.

qµ
2

From Fig. 1 it follows that the dark current noise
(U ≤ 200 V) and the noise of the photocurrent (U =
50 V) are nearly equal up to I ≈ 10 nA. The slope of the
curve is, as expected, 1.19 (keV)2/(nA µs). The noise
can thus be thought of as being shot, with its level inde-
pendent of the current nature. At U > 200 V, excessive
noise arises, most probably because of local breakdown
of the p+–n junction.

The insert in Fig. 1 shows the run of the photocur-
rent noise up to 103 nA for two voltages: U1 = 50 and
near-breakdown voltage U2 = 190 V. In this case, the
slope (1.04) is somewhat less than the calculated value.

Figure 2 shows the current dependences of the noise
for another illuminated sample for U1 = 50 and U2 =
90 V (here, the latter value falls into the region where
the dark current noise steeply rises). It is remarkable
that the lines are parallel to each other. The constancy
of the derivative d(FWHM)2/dI means that, first, the
noise of Id and that of Iph are summed algebraically
without influencing each other. In other words, the
noise depends on the voltage rather than the current.
Second, the density of Iph (in those regions of the junc-
tion where U2 = 90 V becomes a critical value) is appar-
ently far less than that of Id, which causes the excessive
noise. That is, only a small fraction of the total detector
area is responsible for the excessive noise. Finally, the
coincidence of d(FWHM)2/dI with its calculated value
suggests that the flicker noise is insignificant. The last
conclusion is of practical importance, since it implies
that the periphery of the p+–n junction is well protected.
TECHNICAL PHYSICS      Vol. 45      No. 2      2000
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Fig. 3. Current derivative of noise plotted as a function of  Tint to show the absence of flicker noise (detector N2). Unfavorable fac-
tors: additional charge built in the field oxide and voltage taken early in the sharp rise in the dark current. The insert: capacitance of
the detector against bias voltage (1) before and (2) after the incorporation of the charge.
To confirm the high quality of the periphery, an
additional charge was introduced into the field oxide.
For this purpose, the detector was exposed to 12-keV
X-ray radiation for 60 min. The radiation-induced cur-
rent of the detector was 0.33 µA. The irradiation sub-
stantially changed the capacitance–voltage curve
(insert in Fig. 3). After the irradiation, the built-in
charge increased by one order of magnitude. However,
the increase in the charge had no effect on the values of
d(FWHM)2/dI, which were determined at different
Tint’s to obtain more reliable results (see table).
TECHNICAL PHYSICS      Vol. 45      No. 2      2000
In the absence of the flicker noise, the dependence

d /dI = f(Tint) passes through the origin, as follows
from formula (2). This was checked by intentionally
raising the bias to the near-breakdown voltage (for the
given sample) U = 180 V. Figure 3, where
d(FWHM)2/dI is plotted on the ordinate axis, support
the expected run. The data points fall on the straight line
y = 0.002 + 0.43Tint. Its slope is 1.10 (keV)2/(nA µs),
which is close to the calculated value 1.10 (keV)2/(nA µs).

qn
2
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To conclude, our approach, where the passing cur-
rent varies, seems to be promising for noise measure-
ment. The choice of current (instead of, say, capaci-
tance) as a parameter is physically more appropriate,
since it provides a more penetrating insight into the
noise character. Also, the detectors were found to be
virtually free of flicker noise, which suggests high qual-
ity of the field oxide.

Values of the derivative d(FWHM)2/dI in the analyzer channels
[ch2/nA] before and after X-ray irradiation of the specimen

Tint, µs As-prepared specimen Irradiated specimen

0.5 0.81 0.85 0.82 0.83

1.0 1.68 1.70 1.54 1.55

2.0 3.47 3.56 3.49 3.42

3.0 5.10 5.08 5.10 5.02

Note: Bias voltage is 50 V for the second and fourth columns and
90 V for the third and fifth columns.
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