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#### Abstract

A one-dimensional ensemble comprising a large number of interacting bistable elements was studied analytically. Formulas for a noiseless and a noise-driven response to a signal were derived for the steadystate case. Contrasting them with each other testifies to the enhancement of the response if noise is present in the ensemble. The response of the ensemble is found to exceed that of a single element by a quantity that exponentially rises with the coupling constant. It was inferred that the interaction of bistable elements makes stochastic resonance more pronounced. © 2000 MAIK "Nauka/Interperiodica".


## INTRODUCTION

There is currently great interest in a phenomenon known as stochastic resonance (SR). Predicted in [1], SR was first observed in bistable optical systems [2, 3]. The bistability of a nonlinear dynamical system is favorable to the amplification of a weak periodic signal through its interaction with noise. SR has also become a subject of studies in solid-state physics (in the context of tunnel diodes [4] or Josephson junctions [5]), chemical physics [6], and biology (models of stimulated neurons [7]). Since SR has proven to be a widespread phenomenon, it is likely to be discovered in other fields of science.

In this connection, it should be pointed out that SR has been adequately explored only in isolated bistable systems [8-10]. It is therefore interesting to look at the case of coupled bistable systems. Numerical analysis suggests that interaction promotes SR [11]. SR manifests itself in anomalous enhancement of either system sensitivity, the signal-to-noise ratio, or the Fourier image of the autocorrelation function as the noise intensity increases in a certain frequency range. However, the essential feature of $S R$ is an enhanced response of a noisy system to a signal in comparison with the response of its noiseless version.

This paper presents analytic formulas for a steadystate response from a one-dimensional ensemble of interacting bistable elements to a weak external field in the presence and absence of noise action. The two responses are contrasted with each other. The equations concerned are identical to a one-dimensional finite-difference Ginzburg-Landau equation. It will be demonstrated that the noise-driven response exceeds the noiseless response by a term that exponentially grows with the coupling constant. Thus, interaction between bistable elements may significantly amplify the signal-to-noise ratio.

## NOISELESS RESPONSE

Consider a one-dimensional ensemble (chain) of $N$ interacting bistable elements. The underlying system of equations is

$$
\begin{equation*}
\frac{d \eta_{n}}{d t}=-U_{n}^{\prime}+g\left(\eta_{n+1}-2 \eta_{n}+\eta_{n-1}\right)+F \cos (\omega t) \tag{1}
\end{equation*}
$$

where

$$
U_{n}=-\frac{a}{2} \eta_{n}^{2}+\frac{b}{4} \eta_{n}^{4}
$$

is the potential of an element; $a$ is the height of the potential barrier for the element; $g$ is a factor representing the interaction between neighboring elements (coupling constant); $F$ and $\omega$ are the amplitude and the frequency of an external field, respectively; $t$ is time; and $n=1,2, \ldots, N$.

We place cyclic conditions on the chain boundaries as follows:

$$
\begin{equation*}
\eta_{N+1}=\eta_{1}, \quad \eta_{N}=\eta_{0} . \tag{2}
\end{equation*}
$$

They mean that the first element interacts with the last and also the second element. It is convenient to introduce the dimensionless quantities $x_{n}=\eta_{n} \sqrt{b / a}$. Then (1) becomes

$$
\begin{gather*}
\frac{d x_{n}}{d t}=-\frac{\partial W}{\partial x_{n}}+h \cos (\omega t), \\
W=\sum_{n=1}^{N}\left(V_{n}-g x_{n} x_{n+1}\right),  \tag{3}\\
V_{n}=-\frac{a-2 g}{2} x_{n}^{2}+\frac{a}{4} x_{n}^{4},
\end{gather*}
$$

where $W$ is the potential function of the chain $h=$ $F \sqrt{b / a}$. The quantities $z_{n}$ will be called order parameters.

The chain is stable in the vicinity of points $z_{n}$, where $W$ is minimum. Such points can be found from

$$
\begin{equation*}
-\left.\frac{\partial W}{\partial x_{n}}\right|_{x_{n}=z_{n}}=a\left(z_{n}-z_{n}^{3}\right)+g\left(z_{n+1}-2 z_{n}+z_{n-1}\right)=0 \tag{4}
\end{equation*}
$$

We will consider bistable systems with small coupling constants: $g \ll a$. In this case, it possible to solve (4) via a power series in $g$. If $g=0$, then $z_{n}=\sigma_{n}= \pm 1$. In a first approximation with respect to $g$,

$$
\begin{equation*}
z_{n}=\sigma_{n}+\frac{g}{2 a} \Delta \sigma_{n} \tag{5}
\end{equation*}
$$

where $\Delta \sigma_{n}=\sigma_{n+1}-2 \sigma_{n}+\sigma_{n-1}$.
It can be shown that the second differential $d^{2} W$ is positive near the points $z_{n}$ and $W$ does have local minima there. Starting from its initial state, the chain relaxates to the points of stable equilibrium, $z_{n}$. If an external field with a strength $h \ll a$ is applied to the chain, the motion is also confined to the neighborhood of $z_{n}$. Consequently, the chain response to the field is a solution of (3) in the form

$$
x_{n}=\sigma_{n}+y_{n}, \quad|y| \ll 1
$$

Small deviations $y_{n}$ can be found from the linearized version of (3):

$$
\begin{gather*}
\frac{d y_{n}}{d t}=-2 a y_{n}+g\left(y_{n+1}+\left(-2 y_{n}\right)+y_{n-1}\right)  \tag{6}\\
+g \Delta \sigma_{n}+h \cos (\omega t)
\end{gather*}
$$

Any solution of (6) is the sum of the general solution to the related homogeneous equation and a particular solution to the inhomogeneous equation. The general solution is

$$
\begin{equation*}
y_{n}^{(0)}=\sum_{\alpha} C_{\alpha} e_{n}^{(\alpha)} \exp \left(\mu_{\alpha} t\right) \tag{7}
\end{equation*}
$$

Here, $C_{\alpha}$ are constants determined by initial conditions, and $e_{n}^{(\alpha)}$ and $\mu_{\alpha}$ are the eigenvectors and the eigennumbers of the relaxation matrix $R_{n m}$, respectively:

$$
\begin{gather*}
\sum_{m=1}^{N} R_{n m} e_{m}^{(\alpha)}=\mu_{\alpha} e_{n}^{(\alpha)}  \tag{8}\\
R_{n n}=-2(a+g), \quad R_{n, n-1}=R_{n, n+1}=g
\end{gather*}
$$

We will show that $\mu_{\alpha}<0$, so that solution (7) tends to zero with time. Let $e_{n}$ be normed to 1 (the index $\alpha$
will henceforth be omitted). Then (8) in view of (2) yields

$$
\begin{gathered}
\mu=\sum_{n=1}^{N}\left(R_{n n} e_{n}^{2}+R_{n, n-1} e_{n} e_{n-1}+R_{n, n+1} e_{n} e_{n+1}\right) \\
=-2 a-g \sum_{n=1}^{N}\left(e_{n}-e_{n+1}\right)^{2} .
\end{gathered}
$$

Therefore, $\mu_{\alpha}$ is larger than or close to $2 a$ in magnitude. The quantity $(2 a)^{-1}$ determines the characteristic time of dynamic relaxation from an unstable to a stable state of the chain.

Physical considerations clearly suggest that the order parameters behave in the same fashion for each of the chain elements under the steady-state action of the external field. Consequently, a particular solution to (6) is independent of $n$. It can easily be seen that

$$
\begin{equation*}
y_{n}^{(H)}=\frac{g}{2 a} \Delta \sigma_{n}+\frac{h}{\sqrt{4 a^{2}+\omega^{2}}} \cos (\omega t-\varphi) \tag{9}
\end{equation*}
$$

is a particular solution to (6), provided that $\tan (\varphi)=$ $\omega /(2 a)$ and $\Delta \sigma_{n}$ is determined by (5).

Formulas (7) and (9) describe the chain response to a time-dependent external field without taking account of noise action. A steady-state response is

$$
\begin{align*}
x_{n}=\sigma_{n}+y_{n}^{(H)}= & {\left[z_{n}+\frac{h}{\sqrt{4 a^{2}+\omega^{2}}} \cos (\omega t-\varphi)\right]_{\omega<2 a} } \\
& =z_{n}+\frac{h}{2 a} \cos (\omega t) \tag{10}
\end{align*}
$$

for $t \gg(2 a)^{-1}$.

## NOISE-DRIVEN RESPONSE

Now consider the response of the chain if both an external field and noise are applied. The latter is modeled by adding a random force $\xi(t)$ to the right-hand side of (3). This force may represent, for example, the action of a thermostat. Specifically, the moments are

$$
\left\langle\xi_{n}(t)\right\rangle=0, \quad\left\langle\xi_{n}(t) \xi_{m}\left(t^{\prime}\right)\right\rangle=2 d \delta_{n m} \delta\left(t-t^{\prime}\right)
$$

where $d$ is the noise intensity.
The thus-obtained system of the Langevin equations is equivalent to the kinetic equation

$$
\begin{equation*}
\frac{\partial G}{\partial t}=\sum_{n=1}^{N} \frac{\partial}{\partial x_{n}}\left\{\left[W_{n}^{\prime}-h \cos (\omega t)\right] G+d \frac{\partial G}{\partial x_{n}}\right\} \tag{11}
\end{equation*}
$$

for the distribution function $G\left(x_{1}, x_{2}, \ldots, x_{N}, t\right)$ subject to the boundary conditions

$$
\begin{equation*}
\left(W_{n}^{\prime} G+d \frac{\partial G}{\partial x_{n}}\right)_{x_{n} \rightarrow \pm \infty}=0 \tag{12}
\end{equation*}
$$

Let us find the average value of the order parameter for the $n$th element:

$$
\left\langle x_{n}\right\rangle=\int x_{n} G d x_{1} d x_{2} \ldots d x_{N} .
$$

As in the noiseless case, the field amplitude is assumed to be small ( $h \ll d$ ), which allows us to seek the distribution function $G$ as a first-order sum in terms of $h$ :

$$
\begin{equation*}
G=G^{(0)}+h G^{(1)} \tag{13}
\end{equation*}
$$

Insert (13) into (11) and equate the terms having the same powers of $h$. Then,

$$
\begin{aligned}
\frac{\partial G^{(0)}}{\partial t}= & \sum_{n=1}^{N} \frac{\partial}{\partial x_{n}}\left(W_{n}^{\prime} G^{(0)}+d \frac{\partial G^{(0)}}{\partial x_{n}}\right) \\
\frac{\partial G^{(1)}}{\partial t}= & \sum_{n=1}^{N} \frac{\partial}{\partial x_{n}}\left(W_{n}^{\prime} G^{(1)}+d \frac{\partial G^{(1)}}{\partial x_{n}}\right) \\
& -\cos (\omega t) \sum_{n=1}^{N} \frac{G^{(0)}}{\partial x_{n}} .
\end{aligned}
$$

The boundary conditions for $G^{(0)}$ and $G^{(1)}$ are similar to (12).

Consider a steady state of the chain under the action of the field. If $t$ is larger than the characteristic relaxation time $t>\tau, G^{(0)}$ is virtually an equilibrium function and has the form

$$
\begin{gather*}
G^{(0)}=C \exp \left(-\frac{W}{d}\right)  \tag{14}\\
C^{-1}=\int \exp \left(-\frac{W}{d}\right) d x_{1} d x_{2} \ldots d x_{N}
\end{gather*}
$$

The response can be found by solving a steady-state equation for $G^{(1)}$. Due to the boundary conditions, this equation is

$$
W_{n}^{\prime} G^{(1)}+d \frac{\partial G^{(1)}}{\partial x_{n}}=\cos (\omega t) G^{(0)}
$$

Let $G^{(1)}$ be expressed as

$$
G^{(1)}=\varphi^{(1)} \exp \left(-\frac{W}{d}\right)
$$

Then,

$$
\varphi^{(1)}=\varphi_{0}^{(0)}+\frac{C}{d} \cos (\omega t) \sum_{i=1}^{N} x_{i}
$$

Since (14) is an even function, it makes no contribution to the average value of the order parameter.

Consequently,

$$
\begin{gather*}
\left\langle x_{n}\right\rangle=\frac{C h}{d} \cos (\omega t) I_{n} \\
I_{n}=\sum_{i=1}^{N} \int x_{i} x_{n} \exp \left(-\frac{W}{d}\right) d x_{1} d x_{2} \ldots d x_{N} \tag{15}
\end{gather*}
$$

Formula (15) describes a steady-state response to a signal if $\omega \ll \tau^{-1} \ll a$.

The statistical integrals involved in (15) can be calculated by the saddle-point method if ( $d \ll a$ ). First, let us calculate the normalization constant $C$, appearing in (14). Separate integrations over each $x_{n}$ yield

$$
\begin{gather*}
C^{-1}=C_{0}^{N} Z \\
Z=\sum_{\sigma_{1}} \sum_{\sigma_{2}} \ldots \sum_{\sigma_{N}} \exp \left[k\left(\sigma_{1} \sigma_{2}+\sigma_{2} \sigma_{3}+\ldots+\sigma_{N} \sigma_{1}\right)\right] \tag{16}
\end{gather*}
$$

where

$$
C_{0}=\left(\frac{\pi}{\lambda}\right)^{1 / 2} \exp \left(\frac{\lambda}{4}\right)
$$

$\lambda=\frac{a}{d}, k=\frac{g}{d}, \sigma_{n}= \pm 1$.
The expression for $Z$ is identical to that for the statistical sum in the one-dimensional Ising model for a ferromagnet; therefore, $Z$ can be calculated according to well-known rules (see, e.g., [12]). Specifically,

$$
Z=\operatorname{Sp}\left(P^{N}\right), \quad P=\binom{e^{k} e^{-k}}{e^{-k} e^{k}}
$$

Since the trace of a matrix is invariant under unitary transformations, it is easy to find a transformation $S$ that diagonalizes $P$ :

$$
S=\left(\begin{array}{cc}
1 & -1 \\
1 & 1
\end{array}\right), \quad S^{-1}=\frac{1}{2}\left(\begin{array}{rr}
1 & 1 \\
-1 & 1
\end{array}\right)
$$

$$
\tilde{P}=S^{-1} P S=\left(\begin{array}{cc}
e^{k}+e^{-k} & 0 \\
0 & e^{k}-e^{-k}
\end{array}\right)
$$

Hence

$$
\begin{equation*}
Z=\operatorname{Sp}\left(\tilde{P}^{N}\right)=\left(e^{k}+e^{-k}\right)^{N}+\left(e^{k}-e^{-k}\right)^{N} \tag{17}
\end{equation*}
$$

Now, let us calculate the statistical integral $I_{n}$. Sepa-
rate integrations over each $x_{n}$ yield

$$
\begin{gather*}
I=C_{0}^{N}\left(\frac{Z}{2 \lambda}+S\right), \\
S=\sum_{i=1}^{N} \sum_{\sigma_{1}} \sum_{\sigma_{2}} \cdots \sum_{\sigma_{N}} \sigma_{i} \sigma_{N}  \tag{18}\\
\times \exp \left[k\left(\sigma_{1} \sigma_{2}+\sigma_{2} \sigma_{3}+\ldots+\sigma_{N} \sigma_{1}\right)\right] .
\end{gather*}
$$

The cyclic conditions imply that all of the chain elements are equivalent; therefore, $I_{n}$ and $S_{n}$ are independent of $n$. That is why the subscript $n$ is omitted in (18). Also notice that the first term in the right-hand side of (18) results from the integration over $x_{n}$ :

$$
\int_{-\infty}^{\infty} x_{n}^{2} \exp \left[-\lambda\left(x_{n}-\sigma_{n}\right)^{2}\right] d x_{n}=\sigma_{n}^{2}+\frac{1}{2 \lambda} .
$$

In order to calculate the sum $S$, consider separately its terms with $i=n, i=n \pm 1, i=n \pm 2$, etc. The term with $i=n$ is identical to already found $Z$. The neighboring chain elements are tackled with the obvious equality

$$
\begin{aligned}
\sum_{\sigma_{1}} \sum_{\sigma_{2}} & \ldots \sum_{\sigma_{N}} \sigma_{n} \sigma_{n \pm 1} \exp \left[k\left(\sigma_{1} \sigma_{2}+\ldots+\sigma_{N} \sigma_{1}\right)\right] \\
= & \frac{1}{N} \frac{\partial Z}{\partial k}=\left(e^{k}+e^{-k}\right)^{N-1}\left(e^{k}-e^{-k}\right) \\
& +\left(e^{k}-e^{-k}\right)^{N-1}\left(e^{k}+e^{-k}\right)
\end{aligned}
$$

Straightforward calculation proves the generalization

$$
\begin{align*}
& \sum_{\sigma_{1}} \sum_{\sigma_{2}} \cdots \sum_{\sigma_{N}} \sigma_{n} \sigma_{n \pm m} \exp \left[k\left(\sigma_{1} \sigma_{2}+\ldots+\sigma_{N} \sigma_{1}\right)\right]  \tag{19}\\
= & \left(e^{k}+e^{-k}\right)^{N-m}\left(e^{k}-e^{-k}\right)^{m}+\left(e^{k}-e^{-k}\right)^{N-m}\left(e^{k}+e^{-k}\right)^{m} .
\end{align*}
$$

Notice that (19) coincides with $Z$ in the limiting case $m=N$. This is obvious, since $N$ is the chain period, $\sigma_{n \pm N}=\sigma_{n}$, and $\sigma_{n}^{2}=1$. Finally, from (19),

$$
\begin{gathered}
S=\sum_{m=0}^{N} \sum_{\sigma_{1}} \sum_{\sigma_{2}} \cdots \sum_{\sigma_{N}} \sigma_{n} \sigma_{n+m} \\
\times \exp \left[k\left(\sigma_{1} \sigma_{2}+\ldots+\sigma_{N} \sigma_{1}\right)\right]=S_{1}+S_{2}, \\
S_{1}=\sum_{m=0}^{N-1}\left(e^{k}+e^{-k}\right)^{N-m}\left(e^{k}-e^{-k}\right)^{m}=\left(e^{k}+e^{-k}\right)^{N} \frac{1-\alpha^{N}}{1-\alpha}, \\
S_{2}=\sum_{m=0}^{N-1}\left(e^{k}-e^{-k}\right)^{N-m}\left(e^{k}+e^{-k}\right)^{m}=\alpha S_{1},
\end{gathered}
$$

where $\alpha=\tanh (k)$.

## DISCUSSION

Let the number $N$ of chain elements be very large. Since $\alpha<1$, the value of $\alpha^{N}$ is negligible as compared with 1 . We thus arrive at the formula for the average noise-driven response to a periodic signal if $\omega \ll \tau^{-1}$ :

$$
\begin{equation*}
\left\langle x_{n}\right\rangle=\left[\frac{h}{2 a}+\frac{h}{d} \exp (2 k)\right] \cos (\omega t) . \tag{20}
\end{equation*}
$$

At higher frequencies, a non-steady-state equation for $G^{(1)}$ has to be dealt with.

Now, contrast noise-driven response (20) with noiseless response (10). First, it should be pointed out that (20) does not include the time-independent term, which gives the minimum of the potential $W$. This stems from the fact that noise induces transitions over the potential barriers of the elements, the probability of the transition to the left-hand potential well being exactly equal to that for the right-hand well. With zero noise, the motion is confined to a potential well, as indicated by the time-independent term $z_{n}$ in (10). Second, it is hardly surprising that both (20) and (10) include the same time-varying (dynamic) term with the coefficient $h / 2 a$. Third, (20) contains yet another time-varying term: it results from noise-signal interaction. Note that this noise-response term includes an exponential function of the coupling constant $g$. Although $g$ and $d$ are assumed to be small as against $a$, the ratio $k=g / d$ may be considerably higher than 1 , so that the noiseresponse term may exceed the noiseless-response term in (20) by an order of magnitude or more. If the elements are uncoupled ( $g=0$ ), they are statistically independent of each other and formula (20) gives the response of a single bistable element [9].

To sum up, this study has revealed that, under certain conditions, the interaction of bistable elements materially amplifies (due to noise) the response of the chain to a signal. It is therefore reasonable to expect that SR will be more pronounced in an ensemble than in a single element. The additional energy for the response is supplied by the thermostat, which is simulated by the random force $\xi(t)$ in the right-hand side of (3).

Also note that the chain studied is a continuous ana$\log$ of a one-dimensional Ising model for ferromagnets [12]. This fact explains why the expression for the classical statistical integral turned out to be identical with the quantum statistical sum with an accuracy to the factor. Consequently, it seems very likely that SR will also be observed in ferromagnets.

The augmentation of SR by the interaction of bistable elements occurs, e.g., in radiophysical devices. Consider an element comprising a tunnel diode connected in parallel to a capacitance $C$ and in series to a resistance $R$. The element has also a voltage source generating a harmonic signal, a dc component, and noise. Such element is known to be bistable [4]. Its order parameter is $U-U_{0}$, where $U$ is the voltage
across $C$ and $U_{0}$ is the middle point in the negativeresistance portion of the diode characteristic. The magnitude $\left|R_{T}\right|$ of the negative resistance is $\sim 1 \mathrm{k} \Omega$. For the potential $U$ of the element, it has been found that $a=$ $10^{6} \mathrm{~s}^{-1}$ and $b=3 \times 10^{6} \mathrm{~s}^{-1} \mathrm{~V}^{-2}$ if $C \sim 1 \mathrm{nF}$. Interaction between the elements is implemented by connecting them in series. Then, the coupling constant $g=(R C)^{-1}$. It can be shown that $a$ and $b$ tend to certain limits as $R$ increases. Therefore, the necessary (theoretical) condition $g \ll a$ is met if $R \gg\left|R_{T}\right|$. Also, the frequency $\omega$ of the harmonic signal must be much smaller than $a$.
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M. N. Libenson and V. A. Shiryaev<br>Vavilov State Optical Institute, Birzhevaya liniya 12, St. Petersburg, 199034 Russia<br>Received November 24, 1998


#### Abstract

A model of thermoelectrically induced formation of surface periodic structures allowing for vortex motion of the melt is proposed. An analytical solution for surface profile dynamics involving two-dimensional transport is obtained. It is shown that structure formation can occur only when the melt viscosity is sufficiently low. © 2000 MAIK "Nauka/Interperiodica".


Laser light incident on condensed media frequently induces the formation of coherent surface profiles, which are generally preserved after the exposure to laser action. According to [1,2], the formation of a surface periodic structure (SPS) includes the following stages.

The incident plane wave is diffracted by the nonuniformities of a real surface. When the wave vectors of the diffracted light and the surface electromagnetic wave (SEW) are equal, the latter is amplified through a resonance mechanism. The interference of the incident light with the SEW gives rise to a spatially periodic heat source in the surface layer. The spatially nonuniform heating of the material leads to surface profile formation involving various phenomena (oxidation, melting, evaporation, etc.), closing up a feedback loop.

Despite two decades of intensive studies of the conditions that lead to SPS formation, current understanding of profile formation scenarios is far from complete. We continue the systematic analysis of the effect of electric-field pressure on a melt started in [3, 4]. This effect is associated, in particular, with the thermal emf induced by nonuniform laser heating of a surface. The action of a laser pulse on a material surface generally changes the state of the surface layer. In this paper, we analyze the formation of structure on the surface of a thin film of a semiconductor melt that has transformed into metal. Here, a key factor is the small thickness of the conducting film. In the case of bulk metal, one should take into account the shunting effect of deeplying layers, which substantially reduces the contribution of thermal emf to SPS formation.

Thermoelectrically induced structure formation was previously analyzed only in the one-dimensional case [4]. However, since the thermoelectrical pressure field is essentially solenoidal, a self-consistent model must include the Navier-Stokes equations supplemented with appropriate boundary conditions.

Consider a semiconductor that occupies the halfspace

$$
z>\xi(x, t)
$$

and is exposed to laser light (see Fig. 1).
The metal melt layer formed by heating is bounded by the surfaces

$$
z=\xi(x, t) \quad \text { and } \quad z=H_{0}
$$

Assuming that the surface disturbance height $\xi$ is much smaller than the spatial period of the incident light, we restrict our analysis to the surface harmonic that is resonant with the surface electromagnetic wave [1, 2]. Then,

$$
\begin{gathered}
\xi(x, t)=h_{c}(t) \cos g x+h_{s}(t) \sin g x \\
\xi(x, 0)=h_{0} \cos g x
\end{gathered}
$$

The mathematical model is constructed so as to allow for slower variation of the average temperature $T_{1}$ as compared to the harmonic component $T_{2}$, where

$$
\begin{equation*}
T_{1} \gg T_{2} \tag{1}
\end{equation*}
$$

The total temperature is expressed as

$$
\begin{gather*}
T(x, z, t)=T_{0}+T_{1}(z, t)+T_{2}(x, z, t)  \tag{2}\\
T_{2}(x, z, t)=\theta_{c}(z, t) \cos g x+\theta_{s}(z, t) \sin g x \tag{3}
\end{gather*}
$$

where $T_{0}$ is the ambient temperature (see Fig. 2).
The heat equations for $T_{1}$ and $T_{2}$ are written as follows:

$$
\begin{equation*}
\frac{\partial T_{1}}{\partial t}=a \frac{\partial^{2} T_{1}}{\partial z^{2}}+\frac{g \alpha}{c \rho} e^{-\alpha z} \tag{4}
\end{equation*}
$$

$$
\begin{gather*}
\frac{\partial T_{2}}{\partial t}=a \frac{\partial^{2} T_{2}}{\partial z^{2}}-a g^{2} T_{2} \\
+2 \mu \frac{g \alpha}{c \rho} e^{-\alpha z}\left\{h_{c} \cos (g x+\varphi)+h_{s} \sin (g x+\varphi)\right\}  \tag{5}\\
-v_{z} \frac{\partial T_{1}}{\partial z}\left[\mathscr{H}(z)-\mathscr{H}\left(z-H_{0}\right)\right] .
\end{gather*}
$$

They should be supplemented by the initial and boundary conditions

$$
\begin{align*}
\left.\frac{\partial T_{1}}{\partial z}\right|_{z=0} & =\left.\frac{\partial T_{2}}{\partial z}\right|_{z=0}=0,  \tag{6}\\
T_{1}(x, z, t=0) & =T_{2}(x, z, t=0)=0,  \tag{7}\\
T_{1}(x, z=\infty, t) & =T_{2}(x, z=\infty, t)=0 . \tag{8}
\end{align*}
$$

The thermoelectrically induced electric field $\mathbf{E}$ is related to temperature as follows:

$$
\begin{gather*}
\mathbf{E}=\gamma(T) \operatorname{grad} T,  \tag{9}\\
\gamma(T)=\Omega T . \tag{10}
\end{gather*}
$$

Here, $\Omega$ is a constant factor. Fluid dynamics are described by the Navier-Stokes and continuity equations (for incompressible flows):

$$
\begin{gather*}
\frac{\partial \mathbf{v}}{\partial t}=v \nabla \mathbf{v}-\frac{\boldsymbol{\nabla} p}{\rho}+\frac{\mathbf{E} \widetilde{\operatorname{div}} \mathbf{E}}{4 \pi \rho},  \tag{11}\\
\operatorname{div} \mathbf{v}=0 \tag{12}
\end{gather*}
$$

The Navier-Stokes equations are used in linearized form in (11) because the amplitude of hydrodynamic waves is small. The velocity $\mathbf{v}$ is expressed in terms of scalar and vector potentials as

$$
\begin{gather*}
\mathbf{v}=\operatorname{grad} \Psi+\operatorname{rot} \mathbf{A}  \tag{13}\\
v_{x}=\frac{\partial \Psi}{\partial x}-\frac{\partial A}{\partial z}, \quad v_{z}=\frac{\partial \Psi}{\partial z}-\frac{\partial A}{\partial x} . \tag{14}
\end{gather*}
$$

The boundary conditions on the free surface $z=0$ are written as

$$
\begin{gather*}
\frac{\partial \xi}{\partial t}=v_{z},  \tag{15}\\
\frac{\partial \Psi}{\partial t}=\frac{\sigma}{\rho} \frac{\partial^{2} \xi}{\partial x^{2}}-2 v \frac{\partial v_{z}}{\partial z},  \tag{16}\\
\frac{\partial v_{x}}{\partial z}+\frac{\partial v_{z}}{\partial x}=0 . \tag{17}
\end{gather*}
$$

On the solid-state phase boundary, we have

$$
\begin{align*}
& v_{x}=0,  \tag{18}\\
& v_{z}=0 . \tag{19}
\end{align*}
$$



Fig. 1. Schematic of the problem: (1) laser light; (2) air; (3) metal (semiconductor melt); and (4) semiconductor.


Fig. 2. Typical curves of temperature and its components as functions of heating time $t:(a)$ average temperature $T_{1}$, (b) amplitude of the cosine component $\theta_{c}$, and (c) total surface temperature $T_{1}+\theta_{c}$.

Since we seek harmonic components, we can write

$$
\begin{align*}
\Psi & =\Psi_{c}(z, t) \cos g x+\Psi_{s}(z, t) \sin g x,  \tag{20}\\
A & =A_{c}(z, t) \cos g x+A_{s}(z, t) \sin g x . \tag{21}
\end{align*}
$$

In equations (1)-(21), $g$ is the spatial frequency, $a$ is the thermal diffusivity of the melt, $q$ is the absorbed radiant flux, $\alpha$ is the absorption coefficient, $c$ is heat capacity, $\rho$ is density, $\mu$ is the efficiency of light conversion into a SEW, $\varphi$ is the phase shift of the heat source with respect to the surface harmonic, $\mathscr{H}$ is the Heaviside step function, $\sim$ denotes a harmonic component, $\gamma$ is the coefficient of thermal emf, $\mathbf{E}$ is the strength of the thermally induced electric field, $\Psi$ is the scalar velocity potential, $\mathbf{A}$ is the vector velocity potential, $v$ is viscosity, $p$ is pressure, and $\sigma$ is surface tension. Equations (1)-(21) are solved as follows. First, the average temperature $T_{1}(z, t)$ is found. The result is substituted into the heat equation for $T_{2}(x, z, t)$ and the Navier-Stokes
equations (11) in the limit $T_{1} \longrightarrow \infty$. In particular, the following expression is used:

$$
\begin{equation*}
\frac{\partial T_{1}}{\partial z}(z, \infty)=\frac{q}{\lambda}\left(e^{-\alpha z}-1\right) \tag{22}
\end{equation*}
$$

where $\lambda$ is the heat conductivity.
The harmonic component of the product $\mathbf{E d i v} \mathbf{E}$ in the Navier-Stokes equations is then determined. The convective term in the heat equation is assumed to be much smaller than the light-to-SEW conversion term and is dropped. This assumption is validated in the analysis below.

Next, the Laplace transform with respect to the time variable $(t \longrightarrow w)$ is performed in all equations. Then, $\theta_{c}(z, w)$ and $\theta_{s}(z, w)$ are calculated as functions of $h_{c}(w)$ and $h_{s}(w)$, and the results are substituted into the Navier-Stokes equations. Let us consider the cases of low and high viscosity.

Since we seek a solution describing an exponentially growing surface disturbance, velocity must also be an exponentially growing function. Therefore, we can neglect the effect of friction on fluid dynamics and consider the time-dependent problem, i.e.,

$$
\begin{equation*}
\left|\frac{\partial \mathbf{v}}{\partial t}\right| \gtrdot v|\Delta \mathbf{v}| . \tag{23}
\end{equation*}
$$

Applying the operator rot to both sides of the Navier-Stokes equation, we eliminate the term

$$
\left(\nabla \times \frac{\nabla p}{\rho}\right)
$$

The resulting equation can be solved. Since we seek $h_{c}(w)$ and $h_{s}(w)$ only, we use boundary conditions (15) and (17). The desired result is

$$
\begin{gather*}
h_{c}(t)=\mathfrak{R} h(t), \quad h_{s}(t)=\mathfrak{J} h(t),  \tag{24}\\
\beta=\frac{\gamma}{4 \pi \rho} \frac{q^{2}}{\lambda} \frac{\alpha^{2}}{c \rho} \frac{2 \mu}{g},  \tag{25}\\
h(t)=h_{0} \exp \left(-a g^{2} t\right) \sum_{k=1}^{7} f_{1}\left(w_{k}\right) / f_{2}\left(w_{k}\right),  \tag{26}\\
f_{1}\left(w_{k}\right)=w_{k}^{2}\left(w_{k}^{2}-\alpha^{2}\right) \exp \left(w_{k}^{2} t\right) \operatorname{erfc}\left(-w_{k} \sqrt{t}\right),  \tag{27}\\
f_{2}\left(w_{k}\right)=\frac{\partial}{\partial w}\left(2 w\left(w^{2}-a \alpha^{2}\right)\left(w-a g^{2}\right)^{2}\right. \\
-\beta\left[\sqrt{a} \gamma\left(\frac{w}{\sqrt{a}}+\gamma\right)^{2}-4 \frac{\partial \gamma}{\partial T} \frac{q}{\lambda} w+\gamma \sqrt{a} \alpha\right]  \tag{28}\\
\times \exp (-i \varphi))\left.\right|_{w=w_{k}} \\
w_{1-5}=\left(\frac{\beta \gamma}{2 \sqrt{a}}\right)^{1 / 5} e^{-i \frac{\varphi+2 \pi n}{5}}, \quad n=0,1,2,3,4, \tag{29}
\end{gather*}
$$

$$
\begin{gather*}
w_{6,7}=\sqrt{a}\left(\frac{2}{\gamma} \frac{\partial \gamma}{\partial T} \frac{q}{\lambda}-\alpha\right) \\
\pm \sqrt{4 \frac{a}{\gamma^{2}}\left(\frac{\partial \gamma}{\partial T}\right)^{2} \frac{q^{2}}{\lambda^{2}}-a \alpha^{2}-2 \frac{a \alpha}{\gamma} \frac{\partial \gamma}{\partial T} \frac{q}{\lambda}} \tag{30}
\end{gather*}
$$

Here, the numerous increments and decrements reflect the chosen form of the heat source and the fact that the solution for surface profile dynamics in the low-viscosity approximation is determined by a thermoelectrically induced solenoidal pressure source. It is understood that the velocity field, which is not sought here, would depend on the entire set of boundary conditions.

An analysis of the expressions obtained shows that at least one of the roots $w_{1-7}$ ensures exponential growth of a surface disturbance irrespective of the electrodynamic delay $\varphi$, because the solution describes the case of a strong inducing field.

To check the validity of the assumptions made above, we set $\alpha=10^{5} \mathrm{~cm}^{-1}, g=10^{4} \mathrm{~cm}^{-1}, q=$ $10^{12} \mathrm{erg} \mathrm{cm}^{-2} \mathrm{~s}^{-1}, \lambda=10^{7} \mathrm{erg}\left(\mathrm{s} \mathrm{cm}^{2} \mathrm{~K}\right)^{-1}, \rho=5 \mathrm{~g} \mathrm{~cm}^{-3}$, $\mu=10^{7} \mathrm{~cm}^{-1}, H_{0}=10^{-5} \mathrm{~cm}, a=10^{-2} \mathrm{~cm}^{2} \mathrm{~s}^{-1}, \gamma=$ $10^{-4} \mathrm{~V} \mathrm{~K}^{-1}, \partial \gamma / \partial t=10^{-8} \mathrm{~V} \mathrm{~K}^{-2}$, and $v=5 \times 10^{-4} \mathrm{~cm}^{2} \mathrm{~s}^{-1}$. In addition, we can assume that

$$
\begin{align*}
|\Delta \mathbf{v}| & \sim g^{2}|\mathbf{v}|  \tag{31}\\
|\mathbf{v}| & \sim\left|\frac{\partial \xi}{\partial t}\right|  \tag{32}\\
\left|\frac{\partial \xi}{\partial t}\right| & \sim\left|w_{k}^{2} \xi\right| \tag{33}
\end{align*}
$$

Using these realistic numerical values of the parameters and estimates (31)-(33), one can show that the low-viscosity approximation is valid and the convective terms can be neglected. In the quasi-steady case of high viscosity,

$$
\begin{equation*}
v|\Delta \mathbf{v}| \gg\left|\frac{\partial \mathbf{v}}{\partial t}\right|, \tag{34}
\end{equation*}
$$

the solution is not expected to contain any exponentially growing surface disturbance or velocity. This conjecture is confirmed by straightforward calculations.

The solution obtained suggests that surface profile dynamics are completely determined by the solenoidal electric field in the bulk of the melt. Indeed, when an additional electric field (say, generated by thermal electron emission) is considered on the melt surface, it is taken into account only in boundary condition (16), which is not used in calculating $h_{c}$ and $h_{s}$. However, the velocity field depends on surface charge as well.
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#### Abstract

Ionization of a hydrogen atom in soft collisions with a relativistic charged particle is considered for the cases (a) $Z \sim v, v_{0} \ll v<c$ and (b) $Z \ll v, v_{0} \ll v<c$. Here, $Z$ and $v$ are, respectively, the charge and velocity of the incident particle, $v_{0}$ is the typical electron velocity in the ground state of the hydrogen atom, and $c$ is the velocity of light. Analytical expressions for the differential cross sections for the ionization of hydrogen atom are analyzed. The asymmetry in the angular distribution of the emitted electrons is shown to result from the following two effects: the atomic absorption of virtual quanta of the field related to relativistic particle and the final-state interaction. © 2000 MAIK "Nauka/Interperiodica".


Ionization of atoms in collisions with fast charged particles ( $v \gg v_{0}$, where $v$ is the velocity of the incident particle and $v_{0}$ is the typical electron velocity in the atom) is a fundamental physical problem. It is well known that collisions accompanied by low momentum transfer to atomic electrons (soft collisions) make dominant contribution to the cross section for the single ionization of an atom by a fast charged particle. In such collisions, the electron velocity $\mathrm{v}_{e}$ (in the rest frame of the target atom) in the final state of the continuous spectrum only slightly exceeds the typical velocity $\mathrm{v}_{0}$ of electrons in the initial bound state, i.e., $\mathrm{v}_{e} \leqslant \mathrm{v}_{0}$. Simple estimations demonstrate (see also below) that the relative contribution of soft collisions to the cross section must increase considerably as an atom is being ionized by relativistic and, especially, by ultrarelativistic charged particles.

The ionization of hydrogen atoms in collision with nonrelativistic highly charged ions (HCIs) was studied in [1], where analytical formulas for the cross section for the ionization accompanied by the emission of slow electrons were derived in the $S$-matrix formalism. In this study, we extend the results obtained in [1] to the case of relativistic collision velocities. Omitting the details of calculation in this brief paper (the calculation for nonrelativistic collisions was described in detail in [1]), we represent the final expression for the double differential (with respect to the emission angle and to the electron energy $E=k^{2} / 2$ ) cross section for ionization in the form ${ }^{1}$

$$
\frac{d^{2} \sigma}{d E d \Omega}=2^{8} \frac{Z^{2}}{v^{2}} \frac{1}{(1+2 E)^{5}} \frac{\exp \left(-\frac{4 \arctan \sqrt{2 E}}{\sqrt{2 E}}\right)}{\left[1-\exp \left(-\frac{2 \pi}{\sqrt{2 E}}\right)\right]}
$$

[^0]\[

$$
\begin{align*}
& \times\left\{\sin ^{2} \Theta \ln \eta-0.5 \sin ^{2} \Theta+\gamma^{-2} \cos ^{2} \Theta\right. \\
&+ \frac{8 \sqrt{2 E}}{v} \cos \Theta\left[\left(1-\frac{v^{2}}{2 c^{2}}\right) \sin ^{2} \Theta(\ln \eta-0.5)\right.  \tag{1}\\
&\left.+0.25 \gamma^{-2}\left(3 \cos ^{2} \Theta-1\right)\right]+\frac{2 Z}{v^{2} \gamma^{2}} \cos \Theta \\
& \times\left\{\ln ^{2} \eta+2^{1.5} \pi E^{1 / 2}\left[\sin ^{2} \Theta \ln \eta+\cos 2 \Theta\right.\right. \\
&\left.\left.\left.-0.5 \sin ^{2} \Theta+\frac{v^{2}}{c^{2}}\left(\frac{1}{4}-\cos ^{2} \Theta\right)\right]\right\}\right\} .
\end{align*}
$$
\]

Here, $\gamma=1 / \sqrt{1-(v / c)^{2}}, \Theta(0 \leq \Theta \leq \pi)$ is the angle between the electron momentum $\mathbf{k}$ and the particle velocity $\mathbf{v}, d \Omega=2 \pi \sin \Theta d \Theta$, and

$$
\eta=\frac{1.123 v \gamma}{b_{\min }(E+0.5)}=1.123 \frac{v^{2} \gamma}{Z} \frac{1}{E+0.5},
$$

where $b_{\min }$ is the lower limit of the region of impact parameters under consideration.

Expression (1) has a clear physical meaning. The term proportional to $Z^{2} / v^{2}$ reflects the atom ionization owing to electric dipole transitions in the first order of the perturbation theory. This term of the cross section can be obtained by using the Weizäcker-Williams method, which treats the interaction of a relativistic particle with an atom as the absorption of a virtual quantum, which has some energy but does not transfer any momentum, by an atomic electron (see, for exam-
ple, [2]). The second term proportional to $Z^{2} / v^{3}$ appears in the case when the momentum of the virtual photon is taken into account. The third term proportional to $Z^{3} /\left(v^{4} \gamma^{2}\right)$ corresponds to the final-state interaction. Under the replacement $\Theta \longrightarrow \pi \longrightarrow \Theta$, the dipole part does not change, whereas the second and the third terms reverse their signs and, therefore, describe the asymmetry in the angular distribution of slow electrons. As follows from expression (1), ultrarelativistic collisions lead to weak asymmetry that is primarily related to the absorption of the momentum of a virtual photon. In the approximation under consideration, both terms in (1) providing the angular asymmetry do not make a contribution to the energy differential cross section and to the total cross section for the ionization.

Energy distribution of slow electrons is proportional to the differential cross section for ionization as

$$
\begin{gather*}
\frac{d \sigma}{d E}=\int d \Omega \frac{d^{2} \sigma}{d E d \Omega} \\
=\frac{2^{11} \pi}{3} \frac{Z^{2}}{v^{2}} \frac{1}{(1+2 E)^{5}} \frac{\exp \left(-\frac{4 \arctan \sqrt{2 E}}{\sqrt{2 E}}\right)}{\left[1-\exp \left(-\frac{2 \pi}{\sqrt{2 E}}\right)\right]}  \tag{2}\\
\times\left\{\ln \left[\frac{2.25 v^{2} \gamma}{Z(1+2 E)}\right]-\frac{v^{2}}{2 c^{2}}\right\}
\end{gather*}
$$

As follows from expression (2), the probability of ionization decreases rapidly with the energy of the emitted electron and the majority of electrons have energy that only slightly exceeds the value of $E_{0}=0.5$.

To derive the angular distribution of slow electrons, it is necessary to integrate cross section (1) over the electron energies. Since the probability of electron emission decreases rapidly with the energy $E$, the upper integration limit can be taken to be infinity. We then find

$$
\begin{align*}
& \frac{d \sigma}{d \Omega}=\int_{0}^{\infty} d E \frac{d^{2} \sigma}{d E d \Omega}=3 \times 0.283 \times \frac{Z^{2}}{v^{2}} \\
& \times \times\left\{\sin ^{2} \Theta \ln \eta_{1}-0.5 \sin ^{2} \Theta+\gamma^{-2} \cos ^{2} \Theta\right. \\
&+\frac{8 \times 0.61}{V} \cos \Theta\left[\left(1-\frac{v^{2}}{2 c^{2}}\right) \sin ^{2} \Theta\left(\ln \eta_{2}-0.5\right)\right.  \tag{3}\\
&+\left.0.25 \gamma^{-2}\left(3 \cos ^{2} \Theta-1\right)\right]+\frac{2 Z}{v^{2} \gamma^{2}} \cos \Theta \\
& \times {\left[\ln ^{2} \eta_{1}+2 \pi 0.61\left(\sin ^{2} \Theta \ln \eta_{2}+\cos 2 \Theta\right.\right.}
\end{align*}
$$

$$
\left.\left.\left.-0.5 \sin ^{2} \Theta+\frac{v^{2}}{c^{2}}\left(\frac{1}{4}-\cos ^{2} \Theta\right)\right)\right]\right\}
$$

where

$$
\begin{align*}
\eta_{1,2} & =\frac{1.12 v^{2} \gamma}{Z \omega_{1,2}}, \omega_{1}=\exp \left(\frac{\int_{0}^{\infty} d k k^{2} \alpha(k) \ln \omega}{\int_{0}^{\infty} d k k^{2} \alpha(k)}\right)=0.71, \\
\omega_{2} & =\exp \left(\frac{\int_{0}^{\infty} d k k^{3} \alpha(k) \ln \omega}{\int_{0}^{\infty} d k k^{3} \alpha(k)}\right)=0.88, \omega=\frac{1+k^{2}}{2} . \tag{4}
\end{align*}
$$

As far as we know, there are no experimental data on the ionization of hydrogen atoms in soft collisions with fast high-charged ions. Figures 1 and 2 show, respectively, the double differential and differential, with respect to the angle of electron emission, cross sections calculated in our approach as compared to those calculated in the first Born approximation. As seen from these figures, there are two basic differences between the results of calculations in these approximations. First, the cross section values calculated in the first Born approximation are, in general, considerably larger than the results calculated by formulas (1) and (3). Second, calculation by expressions (1) and (3) predicts more pronounced angular asymmetry in the spectra of slow electrons than follows from the calculation in the first Born approximation. Both these differences tend to increase with increasing charge of HCIs under fixed collision velocity. These differences are caused by the following reasons. First, it is well known that the probability of the ionization calculated in the first Born approximation becomes large at small impact parameters and can even exceed unity at large charge values of the incident particle because this approximation is not unitary. In our approach, this problem is solved by properly choosing the parameter $b_{\text {min }}$ [3]. Second, our approach, in contrast to the first Born approximation, takes into account the final-state interaction, which results in an additional assymetry in the angular distribution of emited electrons. With an increase of the incident particle energy per amu, the contribution from that region of impact parameter increases, where the probability of the ionization is small and, therefore, the first Born approximation is applicable [4]. In addition, the contribution of the final-state interaction decreases in this case. For this reason, the difference between results calculated in our approach and in the first Born approximation decreases with increasing energy of the incident particle under a fixed value of their charge.


Fig. 1. Doubly differential cross section for the ionization calculated by formula (1) (solid lines) and in the first Born approximation (dashed lines) as functions of the angle of electron emission at the energy $E=0.18(5 \mathrm{eV})$.

The angular asymmetry in the electron emission can be specified by the asymmetry parameter

$$
\begin{equation*}
\Gamma=\frac{\left(\int_{0}^{\pi / 2} d \Theta \sin \Theta \frac{d \sigma}{d \Omega}-\int_{\pi / 2}^{\pi} d \Theta \sin \Theta \frac{d \sigma}{d \Omega}\right)}{\int_{0}^{\pi} d \Theta \sin \Theta \frac{d \sigma}{d \Omega}} \tag{5}
\end{equation*}
$$

It follows from expressions (3)-(5) that

$$
\begin{equation*}
\Gamma \simeq \frac{1.83}{v}+\frac{1.5 Z}{v^{2} \gamma^{2}} \ln \left(\frac{1.6 v^{2} \gamma}{Z}\right) \tag{6}
\end{equation*}
$$

The angular asymmetry in the spectra of electrons emitted in the collisions with fast charged particles was discussed recently in depth (see, for example, [5, 6]). This asymmetry is treated, as a rule, only as a result of the final-state interaction when electrons emitted from the atom are attracted by a fast charged particle. If the final-state interaction were always the main reason for angular asymmetry in the fast collisions, it would be expected that the "sign" of this asymmetry must be reversed in the case when the incident particle charge is negative. Actually, according to the classical-trajectory Monte Carlo calculations [5], it would be expected that electrons must predominantly be emitted in directions opposite to the velocity of the incident fast negative HCIs. Unfortunately, these predictions cannot be verified experimentally. However, we note that such predictions are in contradiction to experimental data on the helium ionization by fast antiprotons, where weak "positive" angular asymmetry is observed-that is, the


Fig. 2. Angular differential cross section for ionization calculated by formula (3) (solid lines) and in the first Born approximation (dashed lines).
majority of electrons were emitted in the direction of the fast particle motion [7].

Expression (4) yields the contribution $\Delta \sigma_{i}$ of soft collisions to the total cross section for the ionization of hydrogen atom in the form

$$
\begin{equation*}
\Delta \sigma_{i}=8 \pi 0.283 \frac{Z^{2}}{v^{2}}\left[\ln \left(\frac{1.6 v^{2} \gamma}{Z}\right)-\frac{v^{2}}{2 c^{2}}\right] . \tag{7}
\end{equation*}
$$

Only the numerical factor in the logarithm argument distinguishes this expression from the following expression for the total cross section $\sigma_{i}$ obtained in [4] for collision parameters satisfying the conditions $v \sim$ $Z \ll v^{2} \gamma, 1 \ll v<c:$

$$
\begin{equation*}
\sigma_{i}=8 \pi 0.283 \frac{Z^{2}}{v^{2}}\left[\ln \left(\frac{5 v^{2} \gamma}{Z}\right)-\frac{v^{2}}{2 c^{2}}\right] . \tag{8}
\end{equation*}
$$

The relation $\Delta \sigma_{i} \sim \sigma_{i}$ takes place for nonrelativistic collisions, i.e., the collisions accompanied by the emission of slow electrons almost completely determine the value of the total cross section for ionization.

It should be noted that the obtained energy distribution and total cross section coincide, under neglect of nondipole corrections and the final-state interaction, with the respective results obtained in the well-known Weizäcker-Williams approximation of equivalent photons.

Expressions (1)-(3) and (7) describe three basic relativistic effects in an explicit form. In the limit $\gamma \gg 1$, with increasing $\gamma$, the number of emitted slow electrons increases as $\ln \gamma$, the effect of the final-state interaction decreases as $\gamma^{-2}$, and the emission of electrons increases
along the direction $\Theta \simeq \pi / 2$ transverse to the beam velocity and decreases along the directions $\Theta=0$ and $\Theta=\pi$.

Expressions for the cross sections obtained above can be employed also to the hypothetical case of collisions with fast anti-HCIs, when the charge $Z$ is negative but large in magnitude, and to the case of collisions with ions having comparatively small charge values when $|Z| \ll v$. To describe the collisions with fast antiHCIs, only the replacement $Z \longrightarrow|Z|$ is needed in the logarithm argument in expressions (1)-(3), (6)-(8). To estimate the cross sections in the collisions at $|Z| \ll v$, it is necessary to put $b_{\text {min }}=1$ in these expressions.

The qualitative effects discussed above for the ionization of hydrogen atoms must obviously occur also for the ionization in the soft collisions with other light atomic targets, enabling us to predict some general properties of the angular asymmetry in the single ionization. According to the above analysis, the angular asymmetry is described by two terms proportional to $Z^{2} / v^{3}$ and $Z^{2} /\left(v^{4} \gamma^{2}\right)$ in the expressions for the cross sections. Therefore, in the relativistic (ultrarelativistic) collisions when $|Z| / v \gamma^{2} \ll 1$ and also in fast collisions with particles having a relatively small charge value $(|Z| \ll v)$, slow electrons must be predominantly emitted in the direction of the motion of the fast particle independently of its charge sign because the asymmetry, in this case, is primarily related to the effect of the absorption of a virtual photon whose value and direction are independent of the value and sign of the fast particle charge. This fundamental conclusion agrees with experimental data [7] on the ionization of helium
by fast antiprotons $(Z=-1, v=6.35)$ for which $|Z| / v \ll 1$.

In conclusion, we note that the approach applied here to the analysis of the ionization of hydrogen atoms in soft collisions with relativistic charged particles is actually asymptotic and provides logarithmic accuracy. This accuracy increases with increasing dimensions of the region of impact parameters $|Z| / v<b<\gamma_{V}($ for $|Z| \sim$ $v$ ) and $1<b<\gamma_{v}($ for $|Z| \ll v)$. The approach proposed allows one to obtain analytical expressions for the ionization cross sections of hydrogen atoms and provides qualitative interpretation of basic physical effects in the single ionization of light atomic targets in soft collisions with fast charged particles.
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#### Abstract

A model of interatomic potentials of interaction is suggested for static simulation of the processes of elastic scattering of atomic particles by atoms of gas, plasma, and solid. In the developed model, the atomic particle radii, whose magnitude depends on the energy of their relative motion, are internal parameters. The suggested quasihard-sphere model enables one to simulate elastic processes of scattering of atomic particles, using different interatomic potentials of interaction with relatively high rates of statistical simulation characteristic of simulation within the hard-sphere model. The Born-Mayer potential is selected as the interatomic potential of interaction and modified for a wide class of partners in atomic collisions. It is demonstrated that the suggested mathematical model of quasihard spheres describes fairly correctly the processes of elastic scattering of atoms in a gas medium and of displaced atoms in a solid with an almost constant rate of static simulation. © 2000 MAIK "Nauka/Interperiodica".


## INTRODUCTION

In order to perform numerical simulation of the processes of interaction of atomic particles in a gas and in a solid by the Monte Carlo method, one must determine a number of basic stochastic variables which describe adequately the processes of particle scattering. In describing the processes of elastic interaction of atomic particles, the main characteristic is provided by the scattering angle which defines the energy loss and the subsequent behavior of their motion. The scattering angle relates to each other the impact parameter $b$, the interatomic potential of interaction $U(r)$, and the energy of relative motion of particles $E_{c}$. Given a spherically symmetric potential of interaction, the scattering angle $\Theta$ in a center-of-mass-system is described by the expression [1]

$$
\begin{equation*}
\Theta=\pi-2 b \int_{r_{\min }}^{\infty} \frac{d r / r^{2}}{\left[1-U(r) / E_{c}-b^{2} / r^{2}\right]^{1 / 2}}, \tag{1}
\end{equation*}
$$

where $r$ is the interatomic distance; $E_{c}$ is the kinetic energy of relative motion of atomic particles in the cen-ter-of-mass system for $r \longrightarrow \infty$; and $r_{\text {min }}$ is the shortest distance within which the particles come closer together, which is the root of the radicand in the denominator.

Expression (1) in the analytical form may be integrated only for the hard-sphere potential and for a number of power potentials and their linear combinations. In describing the processes of elastic scattering of atomic particles for more real interatomic potentials of interaction, one restricts oneself to the use of various approximate methods within both classical and quan-tum-mechanical description $[2,3]$.

The complexity of the computational procedure during numerical simulation of the processes of particle scattering by the Monte Carlo method is largely defined by the choice of the interatomic potential of interaction. In so doing, one must make a sound compromise between the real physical description of the interaction processes and relative simplicity of the computational procedure during their mathematical simulation. The use of the interatomic potential of hard spheres results in a significant simplification of the calculation procedure, first of all, during statistical simulation of the process of elastic scattering of atomic particles in a gas and in a solid. However, an important disadvantage of this interaction potential is the absence of correlation between the interaction cross section and the energy of relative motion of colliding particles.

In the case of particle interaction in a gas medium in the range of low energy values which do not exceed the respective ionization potentials, the elastic-scattering cross section is of the order of gas-kinetic and little depends on the energy of colliding particles. In this case, the classical hard-sphere scattering is a good approximation; in this energy range, the particle scattering (except for the case of small values of scattering angles) is assumed to be spherically symmetric, and the interaction between colliding particles is defined by their outer electron shells and must be determined for each pair of colliding particles. When the energy of relative motion of colliding particles increases, significant scattering occurs under conditions of considerable overlapping of their electron shells, and the interaction potential is largely defined by the inner electrons whose velocities are much higher than the collision rates of atomic particles. The excitation of outer electrons occurring in the process causes little variation in the
scattering potential the effective range of whose action corresponds to smaller interatomic distances.

In describing the interaction of atomic particles in a solid, an empirical rule exists according to which the collisions leading to an appreciable scatter occur at distances of the order of half the equilibrium distance between neighboring atoms. In the case of such small distances, one can ignore the long-range attractive forces which define the bonding forces in solids. By the order of magnitude, this range of distances corresponds to the sizes of colliding atomic particles. Based on the same principle is the method of determining, to a first approximation, ionic and atomic radii [4]. Therefore, in a fairly wide range of energies of colliding atomic particles, the classical hard-sphere scattering is a good approximation from the practical standpoint.

In the hard-sphere model, the shortest distance within which two colliding particles come closer together, $r_{\text {min }}$, for any values of the impact parameter $b$ is always equal to the sum of radii of atomic particles and does not depend on the energy of their relative motion. This results in a considerable limitation, within the hard-sphere model, of the possibility of static simulation in a wide range of energy of colliding particles. Attempts were made previously [5-7] at describing the process of elastic scattering of atomic particles using the procedure of fitting the approximate potential of interaction to the real one for some distance between the atomic particles which makes the most contribution to the particle scattering. However, almost all of the derived approximate potentials of interaction are little valid for high impact parameters which lead to overestimated values of transmitted energy under conditions of elastic collision of atomic particles. The procedure of simulation of the processes of elastic scattering of atomic particles, suggested by us, restricts the range of high impact parameters at thermal energies of atomic particles by their gas-kinetic sizes. For high values of the energy of collision of atomic particles, the range of high impact parameters corresponds only to very small values of scattering angles and transmitted energy and plays no important part.

## APPROXIMATION OF INTERATOMIC INTERACTION POTENTIAL

A combination of the simplicity of computational procedure in using the hard-sphere potential with the correctness of physical description of the processes of interaction of atomic particles may be accomplished by using the interatomic potential of quasihard spheres (QHS). We will treat in more detail the form and procedure of using the interatomic potential of interaction of QHS. A number of test potentials applicable to atoms of various elements and containing fitting parameters may be used as real interatomic potentials of interaction. Most convenient from the standpoint of mathe-
matical application is the Born-Mayer interatomic potential [8]

$$
\begin{equation*}
U_{B-M}(r)=A_{B-M}\left(Z_{1} Z_{2}\right)^{3 / 4} \exp \left[-r / b_{B-M}\right] \tag{2}
\end{equation*}
$$

where $Z_{1}$ and $Z_{2}$ are ordinal (atomic) numbers of colliding atomic particles, and $A_{B-M}$ and $b_{B-M}$ are constants determined for each pair of colliding atomic particles.
This purely exponential interatomic potential of interaction enables one to analytically express the shortest distance $r_{\text {min }}$ within which two colliding atomic particles come closer together from the equation

$$
\begin{equation*}
U_{B-M}\left(r_{\min }\right)=E_{c} \tag{3}
\end{equation*}
$$

where $E_{c}$ is the energy of relative motion in the center-of-mass system of two colliding atomic particles; the solution of this latter equation has the form

$$
\begin{equation*}
r_{\min }\left(E_{c}\right)=-b_{B-M} \ln \frac{E_{c}}{A_{B-M}\left(Z_{1} Z_{2}\right)^{3 / 4}} \tag{4}
\end{equation*}
$$

and, in the case of central collision $(b=0)$, defines the minimum distance between two atomic particles at the point of stopping during infinite motion of the incident particle. The use of other, more complex real interatomic potentials, whose solution relative to $r_{\text {min }}$ does not permit an analytical solution for different values of the collision energy, is possible; however, it complicates the computational procedure of simulation and renders it less flexible as regards the adaptation to variations of conditions of real physical experiment.

If the value of the shortest distance $r_{\text {min }}$ within which the atomic particles come closer together is identified with the sum of the radii of hard spheres at the point of contact (Fig. 1), one can use the hard-sphere model to determine the microscopic cross section for elastic scattering and the free path. In so doing, the sum of the hard-sphere radii is a variable quantity and varies as a function of the energy of relative motion of colliding atomic particles; from this standpoint, colliding atomic particles may be regarded as quasihard spheres.

The interatomic potential of quasihard spheres may be determined in the form

$$
U_{\mathrm{qhs}}(r)=\left\{\begin{array}{l}
\infty \text { for } r<r_{\mathrm{hs}}=r_{\mathrm{min}}\left(E_{c}\right)  \tag{5}\\
0 \text { for } r>r_{\mathrm{hs}}=r_{\mathrm{min}}\left(E_{c}\right)
\end{array}\right.
$$

where $r_{\min }\left(E_{c}\right)$ is the solution of equation (3) and, for the Born-Mayer interatomic potential (2), is defined by expression (4).

The criterion of validity of interatomic potential of interaction of quasihard spheres $U_{\text {qhs }}(r)$ may be formulated as follows:

$$
\begin{equation*}
\Delta r=r_{\mathrm{hs}}^{\prime}-r_{\mathrm{hs}}<r_{\mathrm{hs}}=r_{\min }\left(E_{c}\right) \tag{6}
\end{equation*}
$$

where $r_{\mathrm{hs}}^{\prime}$ is the coordinate of intersection of the tangent (derivative of the real interatomic potential of


Fig. 1. Quasihard-sphere approximation for the potential $U_{B-M}(r)$ (central collision, $b=0$ ).
interaction) drawn from the point $U_{\text {qhs }}(r)=E_{c}$ with the axis of interatomic distance $r$ (Fig. 1).

The use of the interatomic potential of interaction of quasihard spheres $U_{\text {qhs }}(r)$ will be correct in case conditions (6) is valid or the equivalent relation depending on the collision energy $E_{c}$,

$$
\begin{equation*}
\frac{r}{\Delta r}=r \frac{|d U(r) / d r|}{U(r)}=\left.r \frac{d \ln U(r)}{d r}\right|_{r=r_{\mathrm{hs}}}>1 \tag{7}
\end{equation*}
$$

If this criterion is generalized to the region of offcenter $(b \neq 0)$ collisions, it will take the form

$$
\begin{equation*}
\frac{r}{\Delta r}=r \frac{|d U(r) / d r|}{U(r)}>1-b^{2} / r^{2} \tag{8}
\end{equation*}
$$

If this criterion of interatomic potential of interaction of quasihard spheres (7) is applied to the real Born-Mayer interaction potential (2), we will derive the range of validity of the respective of quasihardsphere interaction potential,

$$
\begin{equation*}
r\left(E_{c}\right)>b_{B-M} \approx 0.219 \mathrm{E} \tag{9}
\end{equation*}
$$

One can see from condition (9) that the potential of interaction of quasihard spheres with the Born-Mayer interatomic potential is well valid in the range of great interatomic distances to which correspond both low values of the collision energy and high values of the impact parameter in a wide range of the collision energy of atomic particles. For the exponential BornMayer interaction potential (2), this is associated with the fact that, as the interatomic distance $r$ increases (Fig. 1), the quantity $\Delta r=r_{\mathrm{hs}}^{\prime}-r_{\mathrm{hs}}$ increases slower than the quantity $r_{\mathrm{hs}}=r_{\text {min }}\left(E_{c}\right)$, and their correlation ever better satisfies the criterion of validity (6) of the quasihard-sphere interaction potential.

In order to use the Born-Mayer interatomic potential in the quasihard-sphere model, we modified it using the results of Abrahamson [9] for a wide class of collision partners with the ordinal numbers $Z_{1,2}=2 \ldots 80$. In so doing, the constants $A_{B-M}$ and $b_{B-M}$ in the BornMayer interatomic potential (2) were represented as the functions $A_{B-M}\left(Z_{1}, Z_{2}\right)$ and $b_{B-M}\left(Z_{1}, Z_{2}\right)$ and approximated using the results of $[9,10]$ with the power functions by the method of least squares. The approximation results are given in Fig. 2. The obtained coefficients of the modified Born-Mayer interatomic potential (2) have the form

$$
\begin{gather*}
A_{B-M}^{a p}\left(Z_{1}, Z_{2}\right)=95.863\left(Z_{1} Z_{2}\right)^{0.7383}, \mathrm{eV} \\
b_{B-M}^{a p}\left(Z_{1}, Z_{2}\right)=0.122\left(Z_{1}^{0.0387}+Z_{2}^{0.0387}\right), \AA . \tag{10}
\end{gather*}
$$

The maximum relative error of approximation of the coefficients $A_{B-M}^{a p}\left(Z_{1}, Z_{2}\right)$ and $b_{B-M}^{a p}\left(Z_{1}, Z_{2}\right)$, corresponding to the collision of the lightest atomic particles, does not exceed $8 \%$ and, in the case of heavy atomic particles, decreases to $3 \%$. In so doing, the modified Born-Mayer interatomic potential of interaction of atomic particles with the ordinal numbers $Z_{1}$ and $Z_{2}$ assumes the form

$$
\begin{gather*}
\tilde{U}_{B-M}=95.863\left(Z_{1} Z_{2}\right)^{0.7383} \\
\times \exp \left[-\frac{r}{0.122\left(Z_{1}^{0.0387}+Z_{2}^{0.0387}\right)}\right] \tag{11}
\end{gather*}
$$

where $\tilde{U}_{B-M}$ and $r$ are in eV and $\AA$, respectively.
The solution of equation (3) for this modified BornMayer interatomic potential (11) has the form

$$
\begin{gather*}
r_{\min }\left(E_{C}\right)=-0.122\left(Z_{1}^{0.0387}+Z_{2}^{0.0387}\right) \\
\times \ln \frac{E_{C}}{95.863\left(Z_{1} Z_{2}\right)^{0.7383}} E \tag{12}
\end{gather*}
$$

The criterion of validity (7) of the potential of interaction of quasihard spheres with the derived modified Born-Mayer potential (11) takes the form

$$
\begin{equation*}
r\left(E_{c}\right)>0.122\left(Z_{1}^{0.0387}+Z_{2}^{0.0387}\right) E \tag{13}
\end{equation*}
$$

Within the obtained quasihard-sphere model, the microscopic cross section for elastic interaction of atomic particles depends on the energy $E_{C}$ of their relative motion,

$$
\begin{equation*}
\sigma_{\mathrm{qhs}}=\pi r_{\min }^{2}\left(E_{C}\right) \tag{14}
\end{equation*}
$$

and, accordingly, the free path $\lambda_{\text {qhs }}$ of atomic particles in a gas medium or in a solid is

$$
\begin{equation*}
\lambda_{\mathrm{qhs}}=\frac{1}{N \pi r_{\min }^{2}\left(E_{C}\right)} \tag{15}
\end{equation*}
$$

where $N$ is the concentration of atomic particles in a scattering medium.

If, in statistical simulation, the ratio between $b^{2}$ and the quantity $r_{\text {min }}^{2}\left(E_{c}\right)$ is equated to a random number $\xi$, the expression for the scattering angle $\vartheta$ in the laboratory coordinate system assumes the form

$$
\begin{equation*}
\vartheta=\arctan \frac{2[\xi(1-\xi)]^{1 / 2}}{2 \xi-1+M_{1} / M_{2}} \tag{16}
\end{equation*}
$$

In determining the impact parameter $b$ in the form

$$
\begin{equation*}
b=r_{\min }\left(E_{c}\right) \xi^{1 / 2} \tag{17}
\end{equation*}
$$

we take into account the increase in the probability of high (in absolute magnitude) values of the impact parameter $b$, which is due to the fact that an incident atomic particle arrives by chance at different points of the area of the microscopic cross section for scattering.

Given in Fig. 3 by way of example are the results of calculations of free path (15) of Cu atoms under conditions of elastic scattering from Ar atoms, obtained within the quasihard-sphere model with the modified Born-Mayer interatomic potential (11) and normalized to the respective value of free path in the hard-sphere model, as a function of the energy of their relative motion.

The calculation results indicate that the microscopic cross section of elastic scattering of atomic particles $\sigma_{\mathrm{qhs}} \sim 1 / \lambda_{\text {qhs }}$ increases, as the energy of their relative motion decreases, to reach the value of gas-kinetic cross section at thermal collision energies. As the collision energy increases, the elastic scattering cross section decreases to a value restricted by the criterion of validity (7) of the quasihard-sphere model. The maximum collision energy corresponding to the limit of the criterion of validity of the quasihard-sphere model (13) using the modified Born-Mayer interatomic potential (11), under conditions of elastic scattering of Cu atoms from Ar atoms is restricted to $\sim 5 \mathrm{keV}$. This energy range of interaction of atomic particles is of interest from the standpoint of numerous applied problems of the physics of plasma, gas discharge, and solid.

## DISCUSSION

Previous attempts have been made [11-14] to introduce into the hard-sphere model the dependence of the interaction cross section on the energy of colliding particles. However, as is seen in Fig. 3 (curve 3), the most rigorous energy dependence of the elastic-scattering cross section, proposed in [13], which includes the Maxwellian velocity distribution of gas atoms, is little valid in the entire range of energy of colliding particles and reaches the value of gas-kinetic interaction cross section at high energies of colliding particles, which is incorrect.


Fig. 2. Approximation of coefficients in the modified BornMayer interatomic potential (11): (a) $A_{B-M}^{a p}\left(Z_{1}, Z_{2}\right)$,
(b) $b_{B-M}^{a p}\left(Z_{1}, Z_{2}\right)$.


Fig. 3. The free path of Cu atoms upon elastic scattering from Ar atoms as a function of the energy of their relative motion: (1) qhs, (2) hs, (3) [13].

The application of more real interatomic potentials of interaction results in the necessity of using mathematical procedures which introduce some determinism into the random process of scattering. For example, the use in [14] of the scattering " $6-12$ " Lennard-Jones potential by the procedure of linearization of the scattering angle $\Theta$ in the center-of-mass from the impact parameter $b$ enabled one to estimate the maximum
interaction cross section from the condition $\Theta=0$ at $b=b_{\text {max }}$. However, the linear approximation in this case implies that the scattering angle $\Theta$ is estimated with inadequate accuracy with the value of the impact parameter $b$ close to maximum. This results in a considerable underestimation of the contribution of scattering in the case of glancing collision and, accordingly, the value of the interaction cross section.

In order to check the degree of the fit of the quasi-hard-sphere model to the description of processes of elastic scattering of atomic particles involving the use of real interatomic potentials, the results of simulation of processes of transport of atomic particles in a gas were compared to those in a solid. The real interatomic potential of interaction was provided by the modified Firsov potential [15],

$$
\begin{equation*}
U(r)=\frac{z_{1} z_{2} e^{2}}{r} \psi\left(-\frac{r}{a_{f}}\right) \tag{18}
\end{equation*}
$$

where $a_{f}=0.8853 a_{0} /\left(Z_{1}^{1 / 2}+Z_{2}^{1 / 2}\right)^{2 / 3}$ is Firsov's screening parameter ( $a_{0}$ is the Bohr radius) with Nikulin's screening function [16] obtained by approximate solution of the Thomas-Fermi equation using the variation principle,

$$
\begin{equation*}
\psi_{c}(r)=\left[a \exp \left(-\alpha / a_{f} r\right)+b \exp \left(\beta / a_{f} r\right)\right]^{2} \tag{19}
\end{equation*}
$$

where $a=0.7111, b=0.2889, \alpha=0.175$, and $\beta=$ 1.6625 .

In order to perform numerical integration in expression (1) when determining the scattering angle $\Theta$ with interaction potential (18), we developed a mathematical procedure according to which the integration interval $\left[r_{\min }, \infty\right]$ in expression (1) is divided into three regions.

In the first region $r_{\text {min }}<r<\left(r_{\text {min }}+\delta\right)$, the integrand in the denominator of expression (1) $f(r)=1-U(r) / E_{c}-$ $b^{2} / r^{2}$ is expanded by its Taylor series expansion,

$$
\begin{gather*}
f(r)=f\left(r_{\min }\right)+f^{\prime}\left(r_{\min }\right)\left(r-r_{\min }\right) \\
+f^{\prime \prime}\left(r_{\min }\right)\left(r-r_{\min }\right)^{2} / 2+\ldots  \tag{20}\\
\approx\left(r-r_{\min }\right)\left(f^{\prime}\left(r_{\min }\right)+f^{\prime \prime}\left(r_{\min }\right)\left(r-r_{\min }\right) / 2\right)
\end{gather*}
$$

The relative error of these transformations is estimated at

$$
\Delta=\frac{f^{\prime \prime \prime}\left(r_{\min }\right)}{f^{\prime}\left(r_{\min }\right)}-\frac{\left(r-r_{\min }\right)^{2}}{6}
$$

At $\delta=0.01\left(r=r_{\text {min }}+0.01\right)$, the value of $\Delta$ does not exceed $\sim 10^{-4}$.

The upper limit $Q$ of the second region $\left(r_{\text {min }}+\delta\right) \leq$ $r \leq Q$. This is the value of $r$ at which the second term $U(r) / E_{c}$ of the function $f(r)$ becomes small and, in what follows, may be ignored. We took $U(r) / E_{c}<10^{-6}$ as the smallness criterion.

In the third region $Q<r<\infty$, the integral in expression (1) has an analytical solution in the form

$$
\begin{equation*}
\int_{Q}^{\infty} \frac{d r / r^{2}}{\left[1-U(r) / E_{c}-b^{2} / r^{2}\right]^{1 / 2}}=\frac{1}{b} \arcsin \left(\frac{b}{Q}\right) \tag{21}
\end{equation*}
$$

It is almost impossible to perform numerical integration in expression (1) directly in the process of simulation, because this extends considerably the time of static simulation. Therefore, the values of scattering angles $\Theta\left(b, E_{c}\right)$ were first calculated for a wide range of values of the energy $E_{c}$ of relative motion of colliding atomic particles, with the range of values of the impact parameter $b$ from 0 to $b_{\text {max }}$ corresponding to each one of those energy values. The value of the maximum impact parameter $b_{\text {max }}$ for each value of the collision energy $E_{c}$ was determined from the condition $\Theta(b=$ $\left.b_{\max }\right) \approx 0$. The calculation results were used to compile a two-dimensional array of values of the scattering angles $\Theta\left(b, E_{c}\right)$, between the elements of which a spline approximation was performed. This two-dimensional array $\Theta\left(b, E_{c}\right)$, calculated for concrete collision partners, was used in static simulation to determine the value of the scattering angle $\Theta$ in each collision event.

In order to compare the results of statistical simulations involving the interatomic quasihard-sphere potential (5), the modified Born-Mayer interaction potential (11), and the real potential of interaction (18), the processes of transport of $\mathrm{Cu}, \mathrm{Y}$, and Ba atoms in a medium of Ar and $\mathrm{O}_{2}$ were calculated.

An analysis of results of statistical simulation reveals that both models agree in the low-energy region and differ slightly when the collision energy increases. This may be due to the fact that modified Firsov's potential (18) with Nikulin's screening function (19) in the case of in the case of large internuclear distances decreases slower than the true interaction potential. Moreover, the modified Born-Mayer interaction potential (11), employed by us in the quasihard-sphere model, is more valid in the case of large internuclear distances which are characterized by interactions between the outer electron shells of colliding atomic particles. The quasihard-sphere model with modified Born-Mayer interaction potential adapts itself better to various combinations of collision partners, because it contains parameters characteristic of concrete pairs of colliding atomic particles.

It is almost impossible to derive the universal interatomic potential of interaction in an analytical form, which could be used in application to a wide class of problems in statistical simulation: even in describing the processes of scattering of particles in a gas medium due to the differences in the electron structure of colliding atoms the real interatomic potential of interaction is not monotonic, and oscillations due to the shell structure of colliding atoms must show up in elastic-scattering cross sections. In addition, the assumptions made in
deriving almost all of the known interatomic potentials of interaction used to describe the processes of scattering of particles in a solid were obtained within the statistical theory of scattering and based on the principles of binarity and independence of collisions characteristic of a gas medium, which is incorrect.

Within the obtained quasihard-sphere model (5) using the modified Born-Mayer interatomic potential (11), calculations were performed of the transport coefficients of atoms in a gas medium at different values of gas pressure up to pressures at which the diffusion motion of atoms being scattered is predominating. Also calculated were the values of ion sputtering in describing the processes of displacement of atoms in a solid and their motion toward the surface. The calculation results obtained for a wide class of collision partners have demonstrated that the suggested model of quasi-hard-sphere model using the modified Born-Mayer interatomic potential enables one to fairly correctly simulate the processes of elastic scattering of atomic particles at high rates of statistical simulation.
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#### Abstract

An investigation is performed on the electric strength of accelerating gaps of plasma sources of electrons and ions in the presence of beam plasma behind the accelerating electrode. For the bipolar mode, when the gas ionization in the accelerating gas may be ignored, the conditions of bridging the gap of plasma discharge of a source with beam plasma and of disruption of emission current are found. © 2000 MAIK "Nauka/Interperiodica".


## INTRODUCTION

Electron and ion beams generated from plasma sources are transported in a residual gas medium. The leakage of gas into the accelerating gap and drift space of the beam occurs from the source proper. In the case of formation of high-current beams of charged particles in focusing devices with magnetooptics and of transport through long distances, use is made of forced bleeding-in of gas for the purpose of reducing the effect of space charge on the dynamics of fast particles. Under these conditions, a plasma is formed behind the accelerating electrode as a result of ionization by a beam of gas atoms, this plasma compensating for the space charge of accelerated particles. The plasma density may exceed considerably that of the beam particles. Charged particles of the sign opposite to that of the beam from the plasma source are extracted from the beam plasma into the accelerating gap.

The electric breakdown of accelerating gap restricts the extreme conditions of operation of plasma sources. The breakdown conditions are defined by the properties of plasma in the source and behind the accelerating electrode, as well as by the characteristics of the gap proper. In its turn, the gap length depends on the properties of the beam plasma and plasma of the source.

The ignition of a semi-self-maintained discharge in the accelerating gap of an electron source with a glowing cathode is treated in [1-3]. The conditions of breakdown of the gap have been found which take into account the gas ionization by electron beam and partial compensation of a space charge of the beam by ions from the plasma behind the accelerating electrode.

The major difference in plasma emitters from thermionic guns consists in that no restriction of current by the space charge is possible during extraction of electrons or ions from the plasma. The current flowing in the accelerating gap is a saturation current and is defined by the density and temperature of the source plasma. A variation of these parameters under condi-
tions of constant accelerating voltage leads to a displacement of the emitting plasma surface resulting in the recovery of zero intensity of electric field on this surface. Kreĭndel' and Nikitinskiĭ [4] investigated the condition of electric breakdown of the accelerating gap during extraction of electrons from the plasma surface, when their space charge was partly compensated as a result of gas ionization in the gap. However, the derived equation describing the condition of discharge ignition has no solution for the case of the emissivity of the source plasma exceeding the transmissivity of the gap. Note that no references to the results of this latter study are made in the later monograph [5].

The inverse electron current coming from a beam plasma exceeds considerably the current from an ion source and causes an increases release of power on the plasma electrode. Therefore, first the accelerating and then the decelerating electrodes are used to shape an ion beam; in so doing, the electrons from the beam plasma cannot get into the source. The inverse electron current from the beam plasma to the source may be reduced with the aid of transverse magnetic field in the accelerating gap. In an ion source [6] with closed electron drift, when the Larmor electron radius is equal to the gap length, the compensation of space charge and a considerable increase of the ion beam current are provided. However, the transverse magnetic field distorts the trajectories of accelerated ions. In shaping precision ion beams, the need arises for compensating their space charge with the aid of inverse electron current in the absence of external magnetic field. This helps reduce the effect of space charge on the dynamics of the ion beam and minimize the nonlinear distortions of its phase characteristics.

This paper deals with the investigation of the electric strength of the accelerating gap of plasma sources of electrons and ions with a high emissivity in the presence of beam plasma behind the accelerating electrode and at a low gas pressure, when the motion of charged
particles in the gap occurs under conditions of free flight. We will demonstrate that, with this formulation of the problem, it is the extent of the space charge layer between the source plasma and beam plasma, which is the determining criterion of strength rather than the ionization process.

## PLASMA SOURCE OF ELECTRONS

We will treat a junction-type plasma diode consisting of an electron-emitting plasma surface, an accelerating gap of length $x_{A}$ between the emitting surface and electrode at potential $\varphi_{A}$, and a beam plasma surface coinciding or not coinciding with the electrode surface. An electron current of density $j_{e}$ and an inverse electron current of density $j_{i}$ flow in the space charge layer between two plasma surfaces.

We will assume that the electrons and ions in the layer move in the free flight mode, and the gas ionization is performed by primary electrons alone. In this case, Poisson's equation has the form [3]

$$
\begin{align*}
& \frac{d^{2} y}{d z^{2}}=\frac{4}{9} \frac{j_{e}}{j_{e 0}}\left[\frac{1}{y^{1 / 2}}-\frac{\alpha_{e}}{(1-y)^{1 / 2}}\right. \\
& \left.-\eta_{e 1} \int_{\xi(z)}^{1} \frac{\sigma_{i}^{e}\left(y^{\prime}\right) / \sigma_{0}}{\left[y^{\prime}\left(z^{\prime}\right)-y(z)\right]^{1 / 2}} d z^{\prime}\right] \tag{1}
\end{align*}
$$

where $y=\varphi / \varphi_{A}, \varphi$ is the electric field potential, $z=x / x_{A}$, $x$ is the coordinate along the direction of electron emission, $\alpha_{e}=\left(j_{i} / j_{e}\right)\left(m_{i} / m_{e}\right)^{1 / 2}, \eta_{e 1}=n_{g C} x_{A} \sigma_{0}\left(m_{i} / m_{e}\right)^{1 / 2} ; \sigma_{i}^{e}=$ $\sigma_{0}\left(I / \varphi_{A} y\right)\left(1-I / \varphi_{A} y\right), \sigma_{0}$ is the maximum cross section of electronic ionization of gas, $I$ is the ionization potential, $n_{g C}$ is the gas density in the layer, $\xi(z)=z$ at $z \subset[z(I / \varphi)$, $1]$ and $\xi(z)=z(I / \varphi)$ at $z \subset[0, z(I / \varphi)], j_{e 0}=$ $e n_{e 0}\left(k T_{e S} / 2 \pi m_{e}\right)^{1 / 2}$ is the density of thermal current from the plasma source, and $n_{e 0}$ and $T_{e S}$ respectively denote the electron density and temperature.

The electron current flowing in the accelerating gap is a saturation current, $j_{e 0}=\left(2 e / m_{e}\right)^{1 / 2}\left(\varphi_{A}^{3 / 2} / 9 \pi x_{A}^{2}\right)$, and the parameter $x_{A}$ defines the extent of the layer of space charge between the steady-state plasma boundary of the source with coordinate $x=0$ and the accelerating electrode in the absence of gas ionization and ion current from the beam plasma.

We will find the distribution of the electric field in the layer by integrating (1) in view of nonzero boundary condition on the plasma emitter, $(d y / d z)_{z=0}=0$,

$$
\begin{equation*}
\frac{d y}{d z}=\frac{4}{3}\left(\frac{j_{e}}{j_{e 0}}\right)^{1 / 2}\left\{y^{1 / 2}+\alpha_{e}\left[(1-y)^{1 / 2}-1\right]\right\}^{1 / 2} \tag{2}
\end{equation*}
$$



The distribution of the electric field as a function of the parameter $y$ : (1) $\alpha_{e}=0.5$, (2) 1 , (3) 2 , (4) 4.

Equation (2) is derived ignoring the electron-beam ionization of gas,

$$
\begin{equation*}
n_{g C} \ll \frac{4 \alpha_{e}}{3 x_{A} \sigma_{0}}\left(\frac{m_{e}}{m_{i}}\right)^{1 / 2}\left(\frac{\varphi_{A}}{I}\right)^{1 / 4}\left(\frac{j_{e}}{j_{e 0}}\right)^{1 / 2} \tag{3}
\end{equation*}
$$

Here, use is made of the estimation of integrals in equation (1), made in [1], $\max \Phi(y=\varphi / I) \leq 1$, and the replacement of variable by $y=\varphi / \varphi_{A}$, as well as of the first approximation for the field $d y / d z \approx$ $(4 / 3)\left(j_{e} / j_{e 0}\right)^{1 / 2} y^{1 / 4}$ in the region of the main contribution to the integral $(y \ll 1)$ at $\alpha_{e} \ll\left(\varphi_{A} / I\right)^{1 / 2}$.

The coefficient $\alpha_{e}$ is defined by the conditions of the generation of plasma by a beam behind the accelerating electrode. In view of the fact that a thermal ion current is delivered from this plasma into the layer, we have the following expression for $\alpha_{e}$ :

$$
\begin{equation*}
\alpha_{e}=0.4 \frac{n_{i A}}{n_{e A}}\left(\frac{k T_{e A}}{e \varphi_{A}}\right)^{1 / 2} \tag{4}
\end{equation*}
$$

where $n_{e A}$ is the density of beam electrons behind the accelerating electrode, $T_{e A}$ is the electron temperature, and $n_{i A}$ is the density of beam plasma ions.

We assume that all ions of beam plasma moving towards the boundary go into the layer, i.e., the current is always a saturation current. In order to determine the degree of excess of the density of plasma over that of electron beam, we use the results of [7],

$$
\begin{equation*}
\frac{n_{i A}}{n_{e A}}=\left(\frac{2 e \varphi_{A}}{m_{e}}\right)^{1 / 2} \frac{\sigma_{i}^{e}\left(\varphi_{A}\right) n_{g A} r_{b}^{2} v_{i 0}}{4 v_{s}^{2}} \ln \frac{R_{A}}{r_{b}} \tag{5}
\end{equation*}
$$

where $\sigma_{i}^{e}\left(\varphi_{A}\right)$ is the absolute value of the cross section of electronic ionization of gas at $\varphi=\varphi_{A}, n_{g A}$ is the density of gas behind the electrode, $r_{b}$ is the beam radius, $R_{A}$ is the casing radius, $V_{s}=\left(k T_{e A} / m_{i}\right)^{1 / 2}$ is the ion sound velocity with which the ions move from the plasma to the chamber wall, $T_{i A}$ is the ion temperature, $v_{i 0}=$ $\left(32 \sigma_{e x} / 3^{1 / 2}\right) n_{g A}\left(k T_{i A} / m_{i}\right)^{1 / 2}$ is the collision frequency of
plasma ions with gas atoms during resonance exchange of charge [8], and $\sigma_{e x}$ is the cross section of resonance exchange of charge.

In deriving expression (5), it was assumed that the plasma formed by the beam moved in a radial direction in the mode of ambipolar diffusion and was lost on the casing walls. If the beam drift length $L \gtrdot R_{A}$, the ambipolar electric field and the inhomogeneity of plasma along the beam may be ignored.

An analysis of the electric field distribution (2) as a function of the variable $y$ reveals (see figure) that, at a low gas pressure $\left(\alpha_{e}<1\right)$, the field at the boundary of accelerating electrode is other than zero, and the beam plasma boundary shifts behind the electrode. As the gas pressure increases, at $\alpha_{e}=1$, the plasma boundary coincides with the electrode surface and, at $\alpha_{e}>1$, the field goes to zero inside the accelerating gap at the point $y_{1 e}=$ $4 \alpha_{e}^{2} /\left(1+\alpha_{e}^{2}\right)$. In the latter case, a potential well emerges for ions leaving the beam plasma. This well is filled until it goes to zero accurate within the field in the plasma. As a result, the region between $y_{1 e}$ and $y=1$ is filled with plasma. The motion of the beam plasma boundary deep into the accelerating gap with an increase of the gas pressure was observed experimentally [9].

The potential distribution over the charged layer length is determined by integrating (2),

$$
\begin{equation*}
z=\frac{3}{4}\left(\frac{j_{e 0}}{j_{e}}\right)^{1 / 2} \int_{0}^{y}\left\{y^{1 / 2}+\alpha_{e}\left[(1-y)^{1 / 2}-1\right]\right\}^{-1 / 2} d y+z_{0} \tag{6}
\end{equation*}
$$

where $z_{0}$ is the coordinate of the source plasma boundary.

The integral $F(y)$ appearing on (6) is reduced to an elliptic integral [5] by change of variables, i.e., it is a tabulated function, or is calculated numerically.

The position of the emitting surface in the source is related to the emissivity of plasma proper. An increase in the emissivity of the source plasma occurs owing to the ion current coming to the plasma from the accelerating gap. The ions entering the plasma cause a local increase in the positive charge density; this leads, on conditions of continued quasineutrality of the plasma, to a respective increase in the electron density and, consequently, to an increase of the electron emission current. In the absence of inverse ion current, the source plasma boundary takes the initial position $\left(z_{0}=0\right.$ at $y=0$ ). Under conditions of a high emission current, the source plasma boundary shifts deeper into the accelerating gap. This inference was verified experimentally in [5, 10]. The charged layer length in this case, according to (6), is defined by the expression

$$
\begin{equation*}
z_{1}-z_{0}=\frac{3}{4} F\left(y_{1 e}\right)\left(\frac{j_{e 0}}{j_{e}}\right)^{1 / 2} \tag{7}
\end{equation*}
$$

where $z_{1}$ is the coordinate of the beam plasma boundary, $y_{1 e}$ is the potential at this boundary, and the integral $F\left(y_{1 e}\right)$ is defined in (6).

We will determine the emissivity of the source plasma analogously [5]. The charge exchange is the main process of interaction between ions and the source plasma at a high gas pressure. A significant part of ions are subjected to resonance exchange of charge on neutral gas atoms in the vicinity of the boundary of current takeoff of electrons and, due to diffusion, leave this region. The ion beam introduces substantial longitudinal nonuniformity compared with radial nonuniformity in the case of ambipolar diffusion of plasma across the beam. The equation of one-dimensional diffusion of ions after charge exchange in view of the balance equation for ion beam particles has the form

$$
D_{A} \frac{d^{2} n_{i}(z)}{d z^{2}}=\frac{j_{i}}{e} \sigma_{e x} n_{g S} \exp \left(\sigma_{e x} n_{g_{S}} z\right)
$$

where $z \leq 0, D_{A}\left(d n_{i} / d z\right)=0$ at $z=0, n_{i}=n_{i 0}$ at $j_{i}=0$, $D_{A}=2 T_{e S} / m_{i} v_{i 0}$, the frequency of resonance exchange of charge $v_{i 0}$ is defined in (5), and the cross section of resonance exchange of charge $\sigma_{e x}$ may be assumed constant and the same for primary and secondary ions until the energy of 30 keV . Double integration of equation (8) gives the increment of the electron density on the plasma boundary $(z=0)$ at $n_{i}(z)=n_{e}(z)$ and $n_{i 0}=n_{e 0}$.

The electron density of emission current from the source plasma may be represented as

$$
\begin{equation*}
j_{e 0}^{*}=j_{e 0}^{\prime}+\gamma_{e} j_{i} \tag{9}
\end{equation*}
$$

where $\gamma_{e}=\left(k T_{e S} / 2 \pi m_{e}\right)^{1 / 2}\left(D_{A} n_{g S} \sigma_{e x}\right)^{-1}=$ $(16 \mathrm{k} / \sqrt{3 \pi})\left(T_{i S} m_{i} / 2 T_{e S} m_{e}\right)^{1 / 2}$ is the coefficient of ionelectron emission of plasma; $T_{i S}$ is the ion temperature in the source, $T_{e S} \gg T_{i S} ; j_{i}=\alpha_{e} j_{e}\left(m_{e} / m_{i}\right)^{1 / 2} ; j_{e 0}^{\prime}$ is the vacuum component of the current density in the accelerating gap of length $z_{1}$ prior to variation of the position of the source plasma boundary. The total current in the charged layer is made up of the vacuum component and the current associated with the compensation of the space charge of the electron beam. Assuming that the behavior of potential distribution in the layer in the presence of inverse ion current does not vary [4], the vacuum component of the current density may be represented as

$$
\begin{equation*}
j_{e 0}^{\prime}=j_{e 0} / z_{1}^{2}, \quad j_{e 0}^{*}=j_{e 0} /\left(z_{1}-z_{0}\right)^{2} \tag{10}
\end{equation*}
$$

where $j_{e 0}$ is the vacuum density in a gap of length $z=1$.
A simultaneous solution of equations (7), (9), and (10) gives the condition

$$
\begin{equation*}
1-\alpha_{e} \gamma_{e}\left(\frac{m_{e}}{m_{i}}\right)^{1 / 2} F^{2}\left(y_{1 e}\right)=\left(1-\frac{z_{0}}{z_{1}}\right)^{2} \tag{11}
\end{equation*}
$$

at which the bridging of the gap of plasma discharge of a source with beam plasma occurs $\left(z_{1}=z_{0}\right)$, as well as the disruption of electron current in the accelerating gap. Note that the condition of breakdown of the gap (11) is associated both with the critical density of gas in the gap and with the density of gas in the source and in the channel of free drift of the electron beam behind the accelerating gap. The gas pressure in the source may differ from that in the accelerating gap by two or more orders of magnitudes.

## PLASMA SOURCE OF IONS

When the potential $\varphi_{A}$ across the accelerating gap is replaced by $-\varphi_{A}$, a plasma source of electrons becomes an ion source. We will treat ion sources in which no provision is made for the restriction of the inverse electron current of high density $j_{e} / j_{i}>\left(m_{i} / m_{e}\right)^{1 / 2}$ delivered from the beam plasma behind the accelerating electrode.

Poisson's equation for space charge in the accelerating gap of an ion source in view of electron emission from the surface of beam plasma has a form analogous to that of (1),

$$
\begin{align*}
& \frac{d^{2} y}{d z^{2}}=-\frac{4}{9} \frac{j_{i}}{j_{i 0}}\left[\frac{1}{y^{1 / 2}}-\frac{\alpha_{i}}{(1-y)^{1 / 2}}\right. \\
& \left.-\eta_{e 2} \int_{\xi(z)}^{1} \frac{\sigma_{i}^{e}\left(y^{\prime}\right) / \sigma_{0}}{\left[y(z)-y^{\prime}\left(z^{\prime}\right)\right]^{1 / 2}} d z^{\prime}\right], \tag{12}
\end{align*}
$$

where $\alpha_{i}=\left(j_{e} / j_{i}\right)\left(m_{e} / m_{i}\right)^{1 / 2} ; \eta_{e 2}=n_{g C} x_{A} \sigma_{0}\left(m_{e} / m_{i}\right)^{1 / 2} ; j_{i 0}=$ $0.4 e n_{i 0}\left(2 k T_{e S} / m_{i}\right)^{1 / 2}=\left(2 e / m_{i}\right)^{1 / 2}\left(\varphi_{A}^{3 / 2} / 9 \pi x_{A}^{2}\right) ; \quad \sigma_{i}^{e}=$ $\sigma_{0}\left(I / \varphi_{A}\right)\left(y_{1 i}-y\right)^{-1}\left[1-I / \varphi_{A}\left(y_{1 i}-y\right)^{-1}\right]$, and $y_{1 i}=4 \alpha_{i}^{2} /(1+$ $\left.\alpha_{i}^{2}\right)^{2}$.

The electric field distribution in the layer is defined by an expression analogous to (2). The condition of ignoring the electron-beam ionization of gas in this case assumes the form

$$
\begin{equation*}
n_{g C} \ll \frac{\alpha_{i}^{3 / 2}}{4 x_{A} \sigma_{0}}\left(\frac{m_{i}}{m_{e}}\right)^{1 / 2}\left(\frac{\varphi_{A}}{I}\right)^{1 / 2} \frac{F\left(y_{1 i}\right)}{z_{1}-z_{0}} . \tag{13}
\end{equation*}
$$

Here, use is made of the same approximation as in deriving inequality (3); in so doing, in the region of maximum ionization of gas at $y=y_{1 i}-I / \varphi_{A}$, the electric field is of the order of $d y / d z \approx(2 / 3) \alpha^{1 / 2}\left(j_{i} / j_{i 0}\right)^{1 / 2}\left(y_{1 i}-\right.$ $y)^{1 / 2}$.

The main contribution to the integral entering (12) is made by the region $\rho=I / \varphi_{A}$, where $\rho=y_{1 i}-y$ is a new variable. In inequality (3), expression (7) is used for the gain of electron current density. A similar expression for the gain of ion current density enters (13).

For transporting an accelerated ion beam without substantial loss of particles, one must select the optimum drift length and gas density behind the accelerating electrode $L \sigma_{e x} n_{g A} \ll 1$, where $L$ is the transporting length. Under conditions of reduced gas pressure, the plasma behind the accelerating electrode is generated only as a result of fast-ion ionization of neutral atoms. The coefficient $\alpha_{i}$ is determined analogously to (4): $\alpha_{i}=$ $\left(k T_{e A} / 4 \pi e \varphi_{A}\right)^{1 / 2} \beta_{i}$, where $\beta_{i}$ is the ratio of the ion beam density at the outlet from the accelerating gap to the electron density in the beam plasma. The quantity $\beta_{i}$ is defined by an expression similar to (5), in which the electron ionization cross section $\sigma_{i}^{e}\left(\varphi_{A}\right)$ must be replaced by the respective cross section for ions $\sigma_{i}^{i}\left(\varphi_{A}\right)$, and $m_{e}$ must be replaced by $m_{i}$. The cross section of ionization by singly charged ions in a first approximation is the same as in the case of electrons with the same velocity of particles. In electron and ion plasma sources with the same accelerating potential, $a_{e} \approx a_{i}$, because $\sigma_{i}^{e} / \sigma_{i}^{i}=\left(m_{e} / m_{i}\right)^{1 / 2}$.

A local increase of the plasma density in the vicinity of the emitting surface of an ion source is due to the ionization of gas in the source chamber by inverse electron current. The ion density of current from the plasma source will be defined by the expression $j_{i 0}^{*}=j_{i 0}+\gamma_{i} j_{e}$, where $\gamma_{i}$ is the coefficient of electron-ion emission of plasma. We use the derivation of expression (5) to derive $\gamma_{i}=\left[\sigma_{i}^{e}\left(\varphi_{A}\right) n_{g S} r_{b}^{2} v_{i 0} / 4 v_{s}^{2}\right] \ln \left(R_{S} / r_{b}\right)$, where $R_{S}$ is the radius of the source chamber.

The conditions of bridging the gap of plasma discharge in an ion source with beam plasma ( $z_{1}=z_{0}$ ) may be written analogously to (11),

$$
\begin{equation*}
1-\alpha_{i} \gamma_{i}\left(\frac{m_{i}}{m_{e}}\right)^{1 / 2} F^{2}\left(y_{1 i}\right)=\left(1-\frac{z_{0}}{z_{1}}\right)^{2} . \tag{14}
\end{equation*}
$$

## CONCLUSION

The ignition of a discharge as a result of ionization of gas in the accelerating gap of a diode occurs if the gas density exceeds the critical value [1,3],

$$
n_{g C} \geq \frac{2}{x_{A} \sigma_{0}}\left(\frac{m_{e}}{m_{i}}\right)^{1 / 2}\left(\frac{\varphi_{A}}{I}\right)^{3 / 4} F(y=1)
$$

In case conditions (3) and (13) are valid, as well as the condition of the mode of passing ions and of the absence of their charge exchange in gas $n_{g C} \ll\left(x_{A} \sigma_{e x}\right)^{-1}$, the processes of formation of secondary particles in the accelerating gap may be ignored. A comparison of (3) and (13) demonstrates that the condition of ignoring ionization in the gap in the case of a plasma source of ions is less rigid than in the case of an electron source.

As the gas pressure decreases, the electric strength of the gap must increase. However, in the bipolar mode
as well, when the gas ionization may be ignored, the electric strength of the accelerating gap remains low because of the possibility of bridging the gap of plasma discharge of a source with beam plasma behind the accelerating gap. A comparison of formulas (11) and (14) reveals that, as the pressure in the gas-discharge chamber increases (at $\gamma_{i}>\gamma_{e} m_{e} / m_{i}$ ), such a breakdown in the case of an ion source occurs at a lower pressure of gas in the accelerating gap than in the case of an electron source.

Note an important fact distinguishing the operation of a plasma emitter from that of a thermal emitter. In plasma sources of charged particles with an increased emissivity, when the gas pressure in the accelerating gap increases, the bridging of the gap of plasma discharge of a source with beam plasma may occur before the discharge ignition as a result of ionization of gas.
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#### Abstract

A 15-30\% enhancement of steel resource upon low-cycle fatigue tests is achieved by steel treatment with power electric current pulses at the instant when a sharp decrease in the ultrasound velocity occurs. Possible mechanisms of the effect are discussed. © 2000 MAIK "Nauka/Interperiodica".


The most common type of loading structures, mechanisms, and machines during their exploitation is cyclic (alternating or more complex) loading in which fatigue phenomena are developed. This type of loading is characteristic of aviation and rocket engineering, various types of engines, transport, and other engineering branches. A sudden (in most cases) occurrence of the final stage of fatigue failure may lead to hardly predicted severe (catastrophic) consequences.

The problem of the fatigue failure of metals and alloys, in spite of its long history, remains topical. A vast body of experimental material accumulated to date emphasizes its complex nature rather than indicates ways to solve it. Numerous unclarities exist in both the explanation of the nature of damage upon fatigue loading and the diagnostics of fatigue. Recent works indicate the complex nature of the fatigue phenomenon related to self-organization, accumulation, and interaction of lattice defects during fatigue loading [1, 2].

In this work, the following purposes were set: based on a simple and reliable method (applicable for individual articles) of determining the stage at which lowcycle fatigue fracture is developed [3, 4], to suggest a technique of restoring article's resource with the help of a special-type treatment and apply it to a wide class of important structural materials; for enhancing understanding of the results obtained, to perform a metallographic examination of the problem of fatigue loading and reveal factors that ensure restoration of article's resource upon such treatment.

Low-cycle tests were performed by zero-to-bendstress cycling on samples made of structural steels 40 and 40 Kh , rail steel M76 (70KhGSA), stainless steel Kh18N10T, and a weld-joined composite consisting of high-speed steel R6M5 and steel 40 Kh . In parallel with fatigue tests, the ultrasound velocity (USV) was measured using an ISP-12 structural transformation meter to an accuracy of $10^{-4}$. The device works on a carrier frequency of 2.5 MHz and generates surface (Raleigh) elastic waves propagating at a velocity of $V_{R}$.

Experiments performed showed that the USV continuously decreases during fatigue tests and the dependence of the USV on the number of loading cycles has a three-stage nature.

Metallographic investigations of the material structure at various stages of the $\Delta V / V_{R}(N)$ curve revealed the following: (1) at the first and second stages of the decrease in the USV upon fatigue tests, no marked changes discernible in an optical microscope are revealed in the material structure; (2) at the beginning of the final stage, fatigue cracks are formed, which reach 0.015 mm in length and later serve as fracture sites; and (3) a one-to-one link exists between the crack initiation and the beginning of the falloff of the USV.

Thus, we may think that the sharp falloff of the USV during fatigue tests is related to the appearance of fatigue cracks and indicates the approach of the final stage of the process, i.e., the transition to brittle rupture and the failure of the sample or the article. This sign is informative for an individual sample and cautions against the beginning of failure to a certain degree of accuracy. The results obtained may be considered as the suggestion and substantiation of a new informative sign of fatigue failure of steels $[5,6]$.

Since measurements of the USV permit us to rather accurately predict the approach of a critical stage of failure, it is possible to prevent failure by timely using some restoring action on the material loaded. As a suitable action of this kind, treatment with electric current unipolar pulses of amplitude to $250 \mathrm{MA} / \mathrm{m}^{2}$ and duration 100 ms can be used. It is known from numerous previous investigations (see, e.g., [7]) that such treatment leads to a marked plasticization of steels and alloys.

The experimental scheme was as follows. Samples after the transition to the final stage of a fatigue test were subjected to a series of electric pulses, after which the fatigue testing and USV measurements were continued. As a result of such treatment, the USV increased to the initial value and the number of cycles to failure increased as the tests were continued.

Table 1. Enhancement of steel resource by electrostimulation

| Steel grade | Resource <br> enhancement, \% |
| :--- | :---: |
| 40 | 35.7 |
| 40 Kh (heat-treated) | $20.1-20.9$ |
| M76 (70KhGSA) | $26.3-29.3$ |
| Kh18N10T | $22.9-24.3$ |
| Weld-joined 40Kh + R6M5 composite | $13.4-15.2$ |

Table 2. Variation of characteristics of the structural state of grade 40 steel after electrical treatment

|  | State prior to <br> treatment | State after <br> treatment |
| :--- | :---: | :---: |
| Cycles to failure $N$ | 2800 | 3800 |
|  | $(2000+800)$ | $(2000+1800)$ |
| $\sigma_{1}, \mathrm{MPa}$ (body stresses) | 296 | 235 |
| $\sigma_{11}, \mathrm{MPa}$ (body stresses) | 506 | 253 |
| $D, \mathrm{~nm}$ | 333 | 196 |

Note: $D$ is the size of coherent domains.

After reaching the critical state, the untreated samples withstood, as a rule, no more than 1000 cycles before they failed; after treating with electric pulses, they were able to withstand $2500-3000$ cycles. Thus, an essential increase in the resource of the samples is observed (Table 1).

Microscopic investigations show that after treatment with current pulses dramatic changes occur in the structure of metal. Greatest changes are observed in the state of fatigue microcracks that had arisen at the beginning of the final stage of the process. A new structural component appears in these cracks, whose microstructure cannot be resolved by optical or scanning electron microscopy. As a rule, this component is located on that side of the crack that faces the plus sign of the pulse generator. However, cases were observed where the entire volume of the crack was filled by this structural component. This component represents a "white layer," whose appearance was repeatedly noted previously in cases where the concentrated supply of external energy was used, e.g., upon friction or laser or plasma treatment. The development of the "white layer" was traced on specially "labeled" (using microindentation) fatigue cracks. In addition, a series of model experiments were performed using surface quenching cracks that arose upon water quenching of M76 rail steel samples. In this case, the microcracks of the length to 0.15 mm also were filled with "white layer" after treatment with electric current pulses [5]. Microhardness data ( 3000 MPa for the grade 40 steel and 10000 MPa for the M76 steel) suggest that the white layer consists of finely dispersed products of martensite decomposition. Electron microprobe analysis of grade 40 steel samples performed on
a scanning electron microscope with a JSM-T200 microanalyzer (JEOL) indicates an enhanced content of some alloying elements $(\mathrm{Mn}, \mathrm{Si})$ in the white layer as compared to the matrix. The development of the white layer is thought to occur as follows. It is known that electric field lines are concentrated near the crack tips; this increases heat liberation, which can result in local melting in those sites during each current pulse. After the current is stopped, cooling of these regions occurs because of the rapid heat exchange with the solid material that surrounds the molten zone. The solidification front moving toward the microcrack rejects impurities that lower the melting temperature of iron toward the crack; as a result, the volumes to be solidified last, which lead to the formation of the white layer, prove to be enriched in these impurities. Upon further cooling, disperse products of austenite transformation with the above hardness appear. This effect leads to the lowering of the level of stress concentration near crack tips and, thus, retards the development of failure. In general, there occurs a lowering in the level of internal stresses of the first and second kinds (body and textural stresses) in the steel matrix deformed in fatigue tests, as well as in a decrease in the size of coherent domain revealed by X-ray diffraction scattering (Table 2).

Note a very large decrease in the textural stresses and the coherent domain size. Both these characteristics are related to the properties of the dislocation structure, and their behavior after current pulse treatment indicates the leveling off of the dislocation density over the bulk of metal, which, naturally, decreases the probability for cracks to nucleate. All these data indicate the facilitation of the course of relaxation processes during treatment with electric pulses [5-7].

The above regularities permitted us to suggest a method for restoring the fatigue resource applicable to critical steel details of machines and mechanisms. Such treatment can be performed, e.g., during technical servicing or repairing of equipment. To this end, data on the initial USV should be introduced preliminarily into the article certificate.

We traced the relation between the three-stage curve of the dependence of the USV on the number of loading cycles and the U-shaped curve of the intensity of breakdowns well-known in the theory of reliability [8]. We revealed that the three stages of the falloff of the USV correspond to the occurrence of three types of failure: premature failure due to bedding-in (first stage), random breakdowns (second stage), and wear-out failure (third stage). This explains the fundamental difference between the traditional methods of determining steel resource, based on a statistical analysis of testing data obtained on many samples, and the method suggested above, which permits one to determine the approach of a critical stage on individual samples or articles. This is important for the case of costly details of critical facilities, for which the accumulation of statistical data
obtained in special tests is difficult. The transition to measuring and analyzing fatigue characteristics of individual items can result in an essential cheapening of control procedures and the enhancement of the reliability of engineering and technology [8].
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#### Abstract

Some properties of the aqueous solutions of polymer-fullerene complexes were studied. The experimental data suggest that fullerenes are capable of strong intermolecular interactions. © 2000 MAIK "Nauka/Interperiodica".


## INTRODUCTION

The properties and functionality of fullerenes have been studied in sufficient detail, and now there is increasing interest in the biological activity of fullerene $\left(\mathrm{C}_{60}\right)$ and its derivatives [1-5]. Unfortunately, the biological applications of fullerene are hindered by the fact that this compound is insoluble in water. A possible way to solving this problem is related to the formation of complexes between hydrophilic polymers and fullerene, which allows aqueous solutions of $\mathrm{C}_{60}$ to be obtained where the structure of fullerene molecules remains intact. However, $\mathrm{C}_{60}$ covalently bonded to a water-soluble polymer (starlike configuration) exhibits a significant decrease in biological activity [6-8]. Another necessary prerequisite for biological applications of fullerene-polymer complexes is the establishing of criteria for monitoring the composition and stability of these complexes. This task is inseparable from the general fundamental problem of determining the structure of fullerene-containing polymers in aqueous solutions. No clear notions of this structure has been yet formulated.

Below we report on the results of investigation into the properties of dilute aqueous solutions of poly(vinyl pyrrolidone)-fullerene (PVP-C $\mathrm{C}_{60}$ ) complexes and the base polymer (PVP) by methods of Rayleigh light scattering, translational diffusion, viscometry, and UV spectroscopy.

## EXPERIMENTAL

The PVP-C $\mathrm{C}_{60}$ complexes were prepared from PVP with $M=35000 \pm 10 \%$ using a modification of the method described in [9]. In particular, we used a benzene solution of $\mathrm{C}_{60}$ (instead of the toluene solution) which allowed the complex to be purified under comparatively mild conditions. We have synthesized the PVP- $\mathrm{C}_{60}$ complexes with various relative contents of fullerene ( $0.31-0.81 \%$ ). The content of $\mathrm{C}_{60}$ in a com-
plex was determined spectrophotometrically: the optical densities of fullerene- containing solutions with a $\mathrm{C}_{60}$ concentration from 0.31 to $0.81 \%$ obey the Lam-bert-Beer law. We failed to obtain the PVP-C $\mathrm{C}_{60}$ complexes with a $\mathrm{C}_{60}$ content exceeding $0.81 \%$.

In order to elucidate the structure of the fullerenecontaining polymer in aqueous solution, we have compared solutions of the base polymer (PVP with $M=$ $10^{4} \pm 10 \%$ ) and a PVP-C ${ }_{60}$ complex with the component ratio 99.2:0.8. When the initial concentration of this complex in solution is $\sim 3 \times 10^{-3} \mathrm{~g} / \mathrm{cm}^{2}$, the content of $\mathrm{C}_{60}$ in the same solution does not exceed $\sim 3 \times$ $10^{-5} \mathrm{~g} / \mathrm{cm}^{3}$.

## RESULTS AND DISCUSSION

Figure 1 (curve 1 ) shows the plot of $(\mathrm{cH} /)_{90}$ versus PVP concentration $c$ ( $H$ is the optical constant and $I$ is the light scattering intensity increment). As seen, the $c \mathrm{C} / \mathrm{I}$ ratio monotonically increases with the PVP concentration. Extrapolated value of the molecular mass $M_{w}=1.1 \times 10^{4}$ agrees with the value obtained from analysis of the sedimentation-diffusion data ( $M_{s d}=$ $1.0 \times 10^{4}$ ).

The concentration dependence of the inverse intensity of scattering for solutions of the PVP- $\mathrm{C}_{60}$ complex (Fig. 1, curve 2) exhibits an anomalous character comprising two different parts. In the region of $c>c^{*}=$ $1.4 \times 10^{-3} \mathrm{~g} / \mathrm{cm}^{3}$, the $I$ value does not virtually change with dilution. We may suggest that the light is scattered from certain continuum (the extrapolation to $c \longrightarrow 0$ yields $M \longrightarrow \infty$ ). The second region corresponds to $c<$ $c^{*}$, where the extrapolation to $c \longrightarrow 0$ yields a finite value of $M_{w}=5 \times 10^{6}$ (nevertheless exceeding the $M_{w}$ of PVP by 2.5 orders of magnitude).

We may suggest that the complex concentrations exceeding $c^{*}$ give rise to anomalously strong intermolecular interactions hindering the fluctuational motions


Fig. 1. The plots of $(\mathrm{cH} /)_{90}$ versus concentration $c$ for aqueous solutions of (1) PVP and (2) a PVP- $\mathrm{C}_{60}$ complex.
of molecules in solution. Apparently, the regions with retarded fluctuational mobility may form already at a concentration of the order of $10^{-4} \mathrm{~g} / \mathrm{cm}^{3}$. The value of $M_{w}=5 \times 10^{6}$ probably corresponds to these very fragments of continuum, whereas the molecular mass determined by an alternative absolute method, the sed-imentation-diffusion data analysis, coincides, to within the experimental error, with the molecular mass of PVP.

It should be noted that a change in the degree of solution structurization with dilution is thermodynamically unfavorable: the second virial coefficient of the solution in this range of $A_{2}=0.4 \times 10^{-4} \mathrm{~mol} \mathrm{~cm}^{3} / \mathrm{g}^{2}$. We believe that the probability of association in dilute solutions of the PVP- $\mathrm{C}_{60}$ complexes is extremely small, which is confirmed by the asymmetry of scattering characterizing the size (radius of gyration) of the associates coincides with the asymmetry of scattering observed in pure PVP solutions.

The appearance of a long-range order in dilute polymer solutions was reported [10] for the solutions of polyamic acids and polyimides in amide solvents. However, the ordering in these systems was fully destroyed at a solution concentration of $4.0-5.0 \times$ $10^{-3} \mathrm{~g} / \mathrm{cm}^{3}$, which corresponds to a distance of about $300 \AA$ (i.e., a monolayer of solvent molecules) between the centers of interacting macromolecules. In the solutions of PVP- $\mathrm{C}_{60}$ complexes studied, the continuum already appears at a concentration of $1.4 \times 10^{-3} \mathrm{~g} / \mathrm{cm}^{3}$. This corresponds to a fullerene concentration of $1.4 \times$ $10^{-5} \mathrm{~g} / \mathrm{cm}^{3}$ and a distance of about $2000 \AA$ between the $\mathrm{C}_{60}$ molecules. Moreover, the continuum is not fully


Fig. 2. The plots of $\sigma^{2}=2 D t$ versus time for (1) the self-diffusion in a PVP- $\mathrm{C}_{60}$ solution and for $(2,3)$ the diffusion of PEO ( $M=1000$ ) in (2) PVP and (3) PVP- $\mathrm{C}_{60}$ complex solutions.
destroyed with decreasing concentration. We suggest that the interaction of fullerene molecules is mediated by structurized solvent.

The presence of the regions of hindered fluctuational mobility in PVP- $\mathrm{C}_{60}$ complex solutions was confirmed by data on the temperature variation of the light scattering intensity. The measurements were performed at a complex concentration of $2.5 \times 10^{-4} \mathrm{~g} / \mathrm{cm}^{3}$. It was found that the plot of scattering intensity $I_{90}$ versus tem-


Fig. 3. The plot of reduced viscosity $\eta_{\text {sp }} / c$ versus concentration for (o) PVP and (+) PVP-C 60 complex solutions.


Fig. 4. The plots of $(c H /)_{90}$ versus concentration $c$ for aqueous solutions of PVP- $\mathrm{C}_{60}$ complexes with various fullerene content (\%): (1) 0.31; (2) 0.48; (3) 0.64; (4) 0.67; and (5) 0.81 .
perature is linear in the interval from 19 to $45^{\circ} \mathrm{C}$, where the $I_{90}$ value drops from $25.0 \times 10^{-3}$ to $20.4 \times 10^{-3}$. This change may be related to a partial disturbance of structurization in the PVP- $\mathrm{C}_{60}$ complex solution as a result of increasing kinetic energy of the Brownian motion of both solvent and solute molecules. Note that the asymmetry of scattering in the complex solutions is independent of the temperature. This fact indicates that the decrease in $I_{90}$ on heating cannot be related to the decay of molecular associates.

Strong intermolecular interactions in the system studied were also revealed by experiments on the translational diffusion of PVP- $\mathrm{C}_{60}$ complexes at very small values of the chemical potential gradient. The plot of the diffusion curve dispersion versus time (Fig. 2, curve 1 ) is linear in the initial stage and deviates from linearity when the chemical potential gradient decreases. A decrease in the diffusion coefficient with decreasing chemical potential gradient can be related to the appearance of domains with hindered fluctuational mobility of molecules in solution, which diffuse as a whole. The assumption concerning the presence of solution domains featuring an ordered, rather than polydisperse, structure of complexes, is confirmed by data on the diffusion of poly(ethylene oxide) (PEO) molecules with $M=1000$ in the solutions of PVP- $\mathrm{C}_{60}$ complexes and pure PVP (Fig. 2, curves 2, 3). As seen from these data, the diffusion of PEO molecules in the complex solution (curve 3 ) is strongly retarded as compared to the process in a PVP solution of the same concentration (curve 2). Indeed, the diffusion coefficient of PEO in the former solution initially amounts to


Fig. 5. The plot of $M_{\text {app }}$ for the continuum fragments in aqueous solutions versus fullerene content $X$ of $\mathrm{PVP}-\mathrm{C}_{60}$ complexes.
$1.85 \times 10^{-6} \mathrm{~cm}^{2} / \mathrm{s}$ and drops with decreasing driving force of the process, whereas the diffusion coefficient in the PVP solution is retained on a constant level of $2.1 \times 10^{-6} \mathrm{~cm}^{2} / \mathrm{s}$.

Application of an additional gradient of the order of $700 \mathrm{~s}^{-1}$ led to complete breakage of the order in PVP$\mathrm{C}_{60}$ complex solutions. This is illustrated by comparative viscometric data for the PVP- $\mathrm{C}_{60}$ complex and pure PVP solutions presented in Fig. 3. As seen from this plot, the complex and base polymer solutions with equal concentrations exhibit exactly the same values of reduced viscosity. The value of $M_{\eta}=1.0 \times 10^{4}$ calculated from the corresponding value of the intrinsic viscosity using the Mark-Kuhn-Houwink formula [11] coincides with $M_{\text {sd }}$.

Study of the aqueous solutions of PVP- $\mathrm{C}_{60}$ complexes with the polymer mass $M=3.5 \times 10^{4}$ and various $\mathrm{C}_{60}$ contents by the method of Rayleigh light scattering showed that the plots of inverse scattering intensity versus concentration are similar to that presented in Fig. 1 (curve 2). The molecular mass of continuum fragments exhibited a monotonic increase with the content of fullerene in the complex (Figs. 4, 5). The critical concentration $c^{*}$ somewhat decreased with increasing fullerene content in the complex (Fig. 4). This implies that the continuum is not fully destroyed even at rather small complex concentrations and breaks into separate coarse fragments with further dilution. Note that the values of the apparent molecular mass $M_{\text {app }}$ coincide (to within an experimental error of $\sim 10 \%$ ) for all pairs of
solutions of the same complex prepared by two different methods (Fig. 5).

## CONCLUSION

The solutions of fullerene-containing polymers possess an ordered concentration-dependent structure. This is probably related to the ability of fullerene to form strong intermolecular contacts due to the presence of a large number of conjugated bonds in the $\mathrm{C}_{60}$ molecules. The values of molecular mass obtained from the light scattering data or the ordered domains in highly dilute solutions of fullerene-containing polymers may serve as a parameter for monitoring the content of fullerene in various compositions.
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#### Abstract

The core size of complex structural units (CSUs) in paraffin crude oil was found by small-angle X-ray scattering. A variation of the core size with the energy and the number of millisecond pulses from a ruby laser was investigated. © 2000 MAIK "Nauka/Interperiodica".


## INTRODUCTION

Investigations into the effects of physical actions on the structure and properties of crude oil are vital for developing technologies of fine oil refining and viscosity breaking, which makes easier oil production and transportation. As of now, ultrasonic methods are applied to prevent the deposition of salts and paraffins in boreholes and pipelines [1]. Also, oil properties are expected to change when oil is exposed to laser pulses, widely used for the modifying the structure of different materials [2-4]. Laser radiation stimulates chemical reactions [5, 6] and, in view of severe conditions, inherent in pulse irradiation, may result in a change in the CSU size in disperse oil systems.

Oil represents a disperse colloidal system consisting of CSUs. Each involves a core surrounded by a solvation shell. The core is formed of high-molecular alkanes, polyarene carbons, and resin asphaltens, while the solvation shell includes compounds less susceptible to intermolecular interaction [7].

Physical actions may change the CSU size [7], which is estimated with small-angle X-ray scattering by disperse systems [8]. The knowledge of the CSU size is necessary for oil fractionation upon refining, vitrification, and so on.

To improve the accuracy of the small-angle measurements, a triple-crystal X-ray diffractometer can be used [9-12]. This setup provides highly monochromatic radiation (after three-fold reflection, $K \alpha_{1}$ radiation alone comes out of a slit monochromator). The radiation is collimated in the horizontal plane (after three-fold reflection, the angular divergence of the output beam is below 9 seconds of arc).

The aim of this paper is to investigate a change in the size of oil CSUs exposed to millisecond pulses of a ruby laser. Measurements were performed by smallangle X-ray scattering with the use of a triple-crystal X-ray diffractometer.

## EXPERIMENTAL

High-paraffin crude oil (the paraffin content was $32.1 \mathrm{wt} \%$ ) was studied. A 1 -mm-thick oil film was placed on a metal ring of inner diameter 3 cm . The film was exposed to the radiation of a free-running ruby laser. The pulse width was 0.5 ms ; the energy density $W=11,14$, and $18 \mathrm{~J} / \mathrm{cm}^{2}$; the number of irradiations was $1-3$; and the diameter of the laser beam on the film plane was 1 cm . The laser beam was incident on the film surface at a right angle.

The CSU size was measured with a triple-crystal X-ray diffractometer using $\mathrm{Cu} K \alpha_{1}$ radiation. An oil film was placed behind the monochromator normally to the X-ray beam. The angular distribution of scattered intensity was recorded with a crystal analyzer, followed by a wide-slit detector. A silicon single crystal with three-fold (111) reflections was used as a slit monochromator. Silicon served also as a crystal analyzer, but here only one (111) reflection was used.

## RESULTS AND DISCUSSION

The intensity of X-rays scattered from a disperse system is given by the Guinier formula

$$
I(s)=I_{0} \exp \left(-s^{2} r_{g}^{2} / 3\right)
$$

where $I_{0}$ is the scattered intensity at $\Theta=0, s=$ $(4 \pi / \lambda) \sin (\Theta / 2), \lambda$ is the wavelength, $\Theta$ is a scattering angle, and $r_{g}$ is the radius of gyration of a particle about the center of mass of the disperse system.

The radius of gyration is related to the characteristic size $r$ of particles. For scattering by spherical particles, this relation has the form $r_{g}^{2}=3 r^{2} / 5$ [9].

The dependence of $\ln I(s)$ on $s^{2}$ (Guinier's plot) is presented in the figure. For nonirradiated oil, data points fall on two straight lines with slopes of 176.24 and 13.51. After exposure to a radiation with an energy density of $11 \mathrm{~J} / \mathrm{cm}^{2}$, the logarithm of the intensity drops to the background and level is represented by a straight


Guinier plots for small-angle scattering of X-rays by the disperse oil system: (1), (2) nonirradiated; (3) after a single irradiation at $W=11 \mathrm{~J} / \mathrm{cm}^{2}$; (4) after two-fold irradiation; and (5) background level.
line with a slope of 246.38 . The second irradiation with the same energy results in a faster decline in the intensity (with a slope of 416.77). After the third irradiation, data points practically agree with those after the second one.

In the case of the sample irradiated with the specific energy of $14 \mathrm{~J} / \mathrm{cm}^{2}$, the scattered intensity shows the same behavior. When the energy density rises to $18 \mathrm{~J} / \mathrm{cm}^{2}$, data points even after the first irradiation coincide with those after the second irradiation at $W=11 \mathrm{~J} / \mathrm{cm}^{2}$.

The size of scattering particles can be found from the slopes of the curves with an accuracy of $5 \%$. From the formulas above, $r=(5 \tan \alpha)^{1 / 2}$ for spherical particles. Small-angle X-ray scattering makes it possible to determine the size of the ordered CSU region that is, its core [7]. Hence, the CSU cores in as-produced oil are 30 and $8 \AA$ across. The presence of the cores greatly differing in sizes means that crude oil represents a polydisperse system consisting of primary CSUs of two sizes. Polydispersity is characteristic of produced oils [7].

During laser irradiation at $W=11 \mathrm{~J} / \mathrm{cm}^{2}$, oil passes to the monodisperse state, and secondary CSUs with
the cores $35 \AA$ across are formed. The cores grow through coalescing primary CSUs. This conclusion is supported by the investigation of thermal, mechanical, electromagnetic, and other effects on the structure of disperse oil systems [8].

Repeat irradiation with the same energy results in further growth of the specific core size to $46 \AA$, suggesting that secondary CSUs have merged together. Subsequent irradiations leave the size CSU cores unchanged.

A similar change in the core size was observed at $W=14 \mathrm{~J} / \mathrm{cm}^{2}$. After the first irradiation at $W=18 \mathrm{~J} / \mathrm{cm}^{2}$, the core size becomes equal to the one after two-fold irradiation at $W=11$ or $14 \mathrm{~J} / \mathrm{cm}^{2}$. After the second irradiation at $W=18 \mathrm{~J} / \mathrm{cm}^{2}$, the core size remains the same. This means that this parameter is limited from above.

To conclude, small-angle X-ray scattering with the use of a triple-crystal X-ray diffractometer makes it possible to determine the size of CSU cores in disperse oil systems. Millisecond pulses from a ruby laser convert polydisperse high-paraffin systems into monodisperse, and the size of CSU cores grows. As the number of irradiations and pulse energy increase, so does the core size but to a certain limit.
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#### Abstract

The solution to the problem on limiting (thermodynamically permissible) efficiency $\eta_{m}$ of direct conversion of energy of quasi-monochromatic radiation into work known from the literature leads to physically unacceptable results ( $\eta_{m}<0$ ) in the range of small frequencies $v$ and temperatures $T_{v}$ of converted radiation. It is shown that the noted feature is a consequence of the approximate character of the mentioned solution obtained without taking into account background heat radiation: the exact solution obtained for $\eta_{m}$ is valid for all $\nu$ and $T_{v} \geq 0$ and turns into the solution known earlier for $T_{v} \gg T$ and $h \nu \gtrsim k T$ (where $T$ is the temperature of the surroundings). © 2000 MAIK "Nauka/Interperiodica".


In [1], the following result for the limiting efficiency of "direct" conversion of energy of quasi-monochromatic radiation into work in the case of total absorption of incident radiation by a "working medium" was obtained:

$$
\begin{gather*}
\eta_{m} \stackrel{\text { def }}{=} \frac{N_{m}}{\Pi_{r s}^{\text {in }}}=1-\alpha \frac{T}{T_{\mathrm{v}}}+(\alpha-1) \ln (\alpha-1) \frac{k T}{h v},  \tag{1}\\
\alpha=e^{h v / k T_{v}} .
\end{gather*}
$$

Here, $N_{m}$ is the maximum (thermodynamically permissible) value of the converter output power, $\Pi_{r s}^{\text {in }}$ is the flux, $v$ is the frequency, $T_{v}$ is the temperature of radiation incident to a converter, $T$ is the temperature of both the surroundings and converter, and $k$ and $h$ are Boltzmann's and Planck's constants, respectively. ${ }^{1}$

In limiting cases of small and large frequencies, formula (1) gives [1]

$$
\eta_{m}=\left\{\begin{array}{l}
1-\frac{T}{T_{v}}-\frac{k T}{h v}, \quad h v \gg k T_{v}  \tag{2}\\
1-\frac{T}{T_{v}}\left(1+\ln \frac{k T_{v}}{h v}\right), \quad h v \ll k T_{v}
\end{array}\right.
$$

Obviously, the smaller the ratio $h \mathrm{v} / k T_{\mathrm{v}}$, the more accurate the latter formula of (2) (in comparison with the initial formula (1)). However, the paradox lies in the fact that this formula implies physically unacceptable

[^1]result $\eta_{m}<0$ at sufficiently small values of the mentioned ratio, with $\eta_{m} \longrightarrow-\infty$ as $v \longrightarrow 0$. If the temperature of converted radiation is decreasing at a given value of $v$, the "high-frequency" (upper) formula of (2) leads to the same result.

As a rule, a "paradox" similar to the noted ones occurs when an approximate formula considered to be exact is used beyond its validity region. In this paper, it is shown that the example under consideration is not an exception; consequently, expression (1) obtained without taking account of background heat radiation is of approximate character and valid when the two following conditions are met simultaneously: $T_{\mathrm{v}} \gg T$ and $h \nu \geqslant k T$. It is easy to see that formula (1) leads to physically meaningless values of $\eta_{m}$ when just these conditions are violated. ${ }^{2}$

1. Thermodynamics requirements imply the following upper bound on the output power $N$ of an arbitrary device performing work on external bodies under conditions of stationary energy exchange with both thermostat ("the surroundings") and radiation field [2]:

$$
\begin{equation*}
N \leq \Pi_{r}-T \Sigma_{r}=N_{m} . \tag{3}
\end{equation*}
$$

Here $\Pi_{r}$ and $\Sigma_{r}$ are the net fluxes of energy and entropy

[^2]of radiation absorbed by the device ("converter") through its surface:
\[

$$
\begin{align*}
& \Pi_{r}=-\int d \nu \int d \sigma \int_{\mathbf{n} \boldsymbol{\omega} \gtrless 0} d \Omega_{\omega} \mathbf{n} \omega K_{v}  \tag{4}\\
& \Sigma_{r}=-\int d \nu \int d \sigma \int_{\mathbf{n} \boldsymbol{\omega} \gtrless 0} d \Omega_{\omega} \mathbf{n} \boldsymbol{\omega} L_{v} \tag{5}
\end{align*}
$$
\]

where $K_{v}=\left(K_{\mathrm{v}}(\mathbf{r}, \boldsymbol{\omega})\right)$ is the spectral energy radiance of radiation with frequency $\vee$ propagating in an element of solid angle $d \Omega_{\omega}$ in the direction of a unit vector $\boldsymbol{\omega}$ and crossing an element $d \sigma$ of the converter surface (with an external normal $\mathbf{n}$ ) at a point $\mathbf{r} ; L_{v}$ is the spectral entropy radiance of radiation, which (if radiation is not polarized) is uniquely defined by the quantities $v$ and $K_{\mathrm{v}}$ [4]

$$
\begin{equation*}
L_{v}=L_{v}\left(K_{v}\right)=\frac{2 k v^{2}}{c^{2}}\left[\left(1+n_{v}\right) \ln \left(1+n_{v}\right)-n_{v} \ln n_{v}\right], \tag{6}
\end{equation*}
$$

where $c$ is the speed of light, $n_{v}$ is the average number of quanta at a field oscillator,

$$
\begin{equation*}
n_{v}=c^{2} K_{v} / 2 h v^{3} \tag{7}
\end{equation*}
$$

2. The spectral radiance of radiation on the converter surface, which solely determines the limiting converter power $N_{m}$, as is seen from the formulas cited above, is represented as the sum

$$
K_{\mathrm{v}}=\left\{\begin{array}{lc}
K_{\mathrm{v}}^{\text {in }}+K_{\mathrm{v}}^{T}, & \mathbf{n} \boldsymbol{\omega} \leq 0  \tag{8}\\
K_{\mathrm{v}}^{\text {out }}+K_{\mathrm{v}}^{T}, & \mathbf{n} \boldsymbol{\omega}>0 .
\end{array}\right.
$$

The radiance of incident radiation from an external source is denoted here by $K_{v}^{\text {in }} ; K_{v}^{\text {out }}$ refers to nonequilibrium radiation emitted from the converter surface; and $K_{v}^{T}$ denotes the radiance of background heat radiation in which the considered system (together with the surroundings) is necessarily immersed and which should apparently be considered as the black light of temperature $T$

$$
\begin{equation*}
K_{\mathrm{v}}^{T}=\frac{2 h v^{3}}{c^{2}} \frac{1}{[\exp (h v / k T)-1]} . \tag{9}
\end{equation*}
$$

Assume that the converter absorbs the incident radiation completely and does not luminesce; i.e., we take $K_{v}^{\text {out }}=0$. In this case, taking into account (6)-(9), expressions (4) and (5) take the form

$$
\begin{equation*}
\Pi_{r}=-\int d \nu \int d \sigma \int_{\mathbf{n} \boldsymbol{\omega} \leq 0} d \Omega_{\omega} \mathbf{n} \boldsymbol{\omega} K_{v}^{\mathrm{in}}=\Pi_{r s}^{\mathrm{in}} \tag{4'}
\end{equation*}
$$



Dependences of the limiting efficiency on the temperature and frequency of converted radiation determined by formulas (1) and (11), respectively.

$$
\begin{equation*}
\Sigma_{r}=-\int d v \int d \sigma \int_{\mathbf{n} \boldsymbol{\omega} \leq 0} d \Omega_{\boldsymbol{\omega}} \mathbf{n} \boldsymbol{\omega}\left[L_{\mathrm{v}}\left(K_{\mathrm{v}}^{\mathrm{in}}+K_{\mathrm{v}}^{T}\right)-L_{\mathrm{v}}\left(K_{\mathrm{v}}^{T}\right)\right] \tag{5'}
\end{equation*}
$$

Furthermore, we assume that the incident radiation is isotropic within the solid angle of its propagation (as it generally occurs in practice). ${ }^{3}$ It is easy to verify that integration with respect to $d \sigma$ and $d \Omega_{\omega}$ in formulas (4'), (5') is performed independently of integration with

[^3]respect to $d \nu$, and, consequently,
\[

$$
\begin{gather*}
\Pi_{r s}^{\mathrm{in}}=\Gamma \int d \nu K_{\mathrm{v}}^{\mathrm{in}},  \tag{4"}\\
\Sigma_{r}=\Gamma \int d v\left[L_{\mathrm{v}}\left(K_{\mathrm{v}}^{\mathrm{in}}+K_{\mathrm{v}}^{T}\right)-L_{\mathrm{v}}\left(K_{\mathrm{v}}^{T}\right)\right],
\end{gather*}
$$
\]

where the factor $\Gamma$ signifies the "geometric quotient."
After substituting (4") and (5") into (3) and dividing the obtained expression for $N_{m}$ by the power $\Pi_{r s}^{\text {in }}$ of the incident radiation (formula (4")), we find that the limiting efficiency in the case of quasi-monochromatic radiation is determined by the equation

$$
\begin{equation*}
\eta_{m}=1-T\left[L_{\mathrm{v}}\left(K_{\mathrm{v}}^{\mathrm{in}}+K_{\mathrm{v}}^{T}\right)-L_{\mathrm{v}}\left(K_{\mathrm{v}}^{T}\right)\right] / K_{\mathrm{v}}^{\mathrm{in}}, \tag{10}
\end{equation*}
$$

or, taking into account (6), (7), and (9),

$$
\begin{equation*}
\eta_{m}=1-\frac{1}{n_{v}^{\text {in }}} \frac{k T}{h v}\left[f\left(n_{v}^{\text {in }}+n_{v}^{T}\right)-f\left(n_{v}^{T}\right)\right], \tag{11}
\end{equation*}
$$

where

$$
\begin{gather*}
f(\xi)=(1+\xi) \ln (1+\xi)-\xi \ln \xi  \tag{12}\\
n_{v}^{T}=1 /[\exp (h v / k T)-1] \tag{13}
\end{gather*}
$$

and the temperature $T_{v}$ of converted radiation is introduced in the ordinary way,

$$
\begin{equation*}
n_{v}^{\text {in }}=c^{2} K_{v}^{\text {in }} / 2 h v^{3}=1 /\left[\exp \left(h v / k T_{v}\right)-1\right] . \tag{14}
\end{equation*}
$$

Expression (11) is the aim of preceding calculations and the paper as a whole. A simple, but cumbersome, analysis shows that formula (11), in contrast to (1), does not contain any singularity and leads to values $\eta_{m} \geq 0$ (note that $\eta_{m} \leq 1$ ) at arbitrary $T, T_{v}$, and $v \geq 0 .{ }^{4}$

The figure serves as an illustration of this statement. Besides that, it is seen from the figure that, at sufficiently large values of $T_{v}$ and $v$, results (1) and (11) coincide. The validity conditions of approximation (1) are discussed in more detail in the Appendix.

## APPENDIX

Suppose $T_{v} \ll T$. Then, as is seen from (13) and (14),

$$
\begin{equation*}
n_{\mathrm{v}}^{\mathrm{in}} \gtrdot n_{\mathrm{v}}^{T} \tag{15}
\end{equation*}
$$

for any given frequency value (in particular, $n_{\mathrm{v}}^{\text {in }} / n_{\mathrm{v}}^{T} \longrightarrow T_{\mathrm{v}} / T$ for $\mathrm{v} \longrightarrow 0$ ). Note that the quantity $n_{\mathrm{v}}^{T}$ itself is not necessarily small in comparison with unity. On the contrary, depending on frequency, $n_{v}^{T}$ may essentially exceed unity attaining arbitrary large values for $v \longrightarrow 0$. Nevertheless, we will show that, due to the monotonically increasing and "smooth" type

[^4]of the function $f(\xi)$ at arbitrary value $n_{\mathrm{v}}^{T}$, the following approximation is valid:
\[

$$
\begin{equation*}
f\left(n_{v}^{\mathrm{in}}+n_{v}^{T}\right)=f\left(n_{v}^{\mathrm{in}}\right) . \tag{16}
\end{equation*}
$$

\]

The accuracy $\delta$ of the formula is of the order of $n_{v}^{T} / n_{v}^{\text {in }}$; i.e., $\delta \ll 1$ if assumption (15) is valid. Indeed, according to the Lagrange theorem on finite increment, for arbitrary $n_{v}^{\text {in }}$ and $n_{v}^{T}$, we have

$$
f\left(n_{v}^{\text {in }}+n_{v}^{T}\right)=f\left(n_{v}^{\text {in }}\right)+\left.n_{v}^{T} \frac{d f}{d \xi}\right|_{\xi=n_{v}^{\text {in }}+\theta n_{v}^{r},}
$$

where $0 \leq \theta \leq 1$.
This implies the following estimate for the accuracy of substitution (16):

$$
\delta \leq \delta_{m}=\frac{n_{v}^{T}}{f\left(n_{v}^{\text {in }}\right)} \max _{\theta}^{\max } \frac{d f}{d \xi} .
$$

Since $d f / d \xi=\ln (1+1 / \xi)$, the estimation peaks at the minimum possible value of $\xi$, i.e., at $\theta=0$ if $\xi=n_{v}^{\text {in }}+$ $\theta n_{v}^{T}$. Thus,

$$
\delta_{m}=\frac{n_{v}^{T}}{f\left(n_{v}^{\text {in }}\right)} \ln \left(1+\frac{1}{n_{v}^{\text {in }}}\right)
$$

or

$$
\begin{equation*}
\delta_{m}=\frac{n_{v}^{T}}{f\left(n_{v}^{T} / \beta\right)} \ln \left(1+\beta / n_{\mathrm{v}}^{T}\right), \tag{17}
\end{equation*}
$$

where $\beta=n_{v}^{T} / n_{v}{ }^{\text {in }}$.
Elementary analysis of function (17) shows that

$$
\delta_{m} \leq \beta
$$

at any $n_{v}^{T} \geq 0$, which was to be proved.
Thus,

$$
\begin{equation*}
\eta_{m}=1-\frac{1}{n_{h v}^{\text {in }}} \frac{k T}{h v}\left[f\left(n_{v}^{\mathrm{in}}\right)-f\left(n_{v}^{T}\right)\right] \tag{18}
\end{equation*}
$$

for $T_{v} \gg T$.
Further simplification of formula (18) is reduced to substitution:

$$
\begin{equation*}
f\left(n_{v}^{\text {in }}\right)-f\left(n_{v}^{T}\right)=f\left(n_{v}^{\text {in }}\right) . \tag{19}
\end{equation*}
$$

On the face of it, validity of this substitution under condition (15) is obvious if one takes into account the monotonically increasing type of the function $f(\xi)$. However, for sufficiently large $n_{v}^{T}$ (and, hence, for $n_{v}^{\text {in }}$ also essentially exceeding unity according to (15)), the
rate of increase of the function $f(\xi)$ is small and, hence, the error $\delta_{1}$ arising from substitution (19) may become large for $n_{v}^{T} \gg 1$.

Indeed, dependence $\delta_{1}$ on $n_{v}^{T}$ is given by the expression

$$
\delta_{1}=\frac{f\left(n_{v}^{T}\right)}{f\left(n_{v}^{\text {in }}\right)}=\frac{f\left(n_{v}^{T}\right)}{f\left(n_{v}^{T} / \beta\right)}
$$

Taking into account the explicit form of $f(\xi)$, it can be easily shown that, at $n_{v}^{T} \leqslant 1$ (i.e., at $h v \gtrsim k T$ ),

$$
\begin{equation*}
\left.\delta_{1}\right|_{h v \geqslant k T} \leq\left.\beta\right|_{T_{v} \gg T} \ll 1, \tag{20}
\end{equation*}
$$

whereas, in the case of $n_{v}^{T} \geqslant 1$, the error $\delta_{1} \sim 1$ and, hence, the substitution (19) is incorrect.

Equations (18)-(20) imply that, at $T_{v} \gg T$ and $h \nu \gtrsim$
$k T$, the following approximation is valid:

$$
\eta_{m}=1-\frac{1}{h_{v}^{\text {in }}} \frac{k T}{h v} f\left(n_{v}^{\text {in }}\right),
$$

which agrees with formula (1) if evident algebraic transformations are made.
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#### Abstract

Variations in the spectral composition of ion oscillations within several stability regions of a quadrupole mass filter were studied. The frequency spectrum was shown to consist of two line systems. Side lines $\omega_{n}=n \omega_{0} \pm \beta \omega_{0} / 2$ were observed in the oscillation spectrum near harmonics $n \omega_{0}(n=0,1,2, \ldots)$, where $\omega_{0}$ is the circular frequency of an RF field and $\beta$ is the stability parameter. Near the boundaries of the stability regions, the oscillations took the form of beatings. For even values of the stability parameter, $\beta=2 k(k=1,2, \ldots)$, the beat frequency coincides with the fundamental frequency $\omega_{0}$ and, for $\beta=2 k-1$, the main beat frequencies are $\omega_{0} / 2$ and $3 \omega_{0} / 2$. © 2000 MAIK "Nauka/Interperiodica".


## INTRODUCTION

An ion trap and a quadrupole mass filter are based on dynamic trapping and confinement of charged particles in an alternating quadrupole electric field [1, 2]. These processes are described by the theory of parametric resonance. The theory is based on Mathieu and Hill equations, which describe the motion of charged particles in an alternating quadrupole field. The general features of the ion oscillation spectrum and its frequency composition are well known [3]. However, to analyze nonlinear oscillations of ions in multipole fields [4], investigate the process of resonance extraction of ions from the confinement region using a small external harmonic signal [5], and compare the ion motion characteristics in a number of stability regions of the Mathieu equation [6], the oscillation spectrum should be studied in more detail.

The goal of this work was to develop effective methods for calculating spectral characteristics of ion motion in alternating quadrupole fields with allowance for viscous friction, study the composition and structure of oscillations, and perform a comparative analysis of oscillations in a number of stability regions.

## GENERAL SOLUTION TO MOTION EQUATIONS

A quadrupole electric field is defined as an electric field in which potential is a quadratic function of coordinates. In a mass filter, this condition is satisfied only for two coordinates, and, in an ion trap, for the three coordinates. The law of motion of a charged particle in an RF quadrupole field is described by the Hill
equation [1]

$$
\begin{equation*}
\frac{d^{2} x}{d t^{2}}+2 \gamma \frac{d x}{d t}+\varepsilon \frac{e U(t)}{m r_{0}^{2}} x=0, \tag{1}
\end{equation*}
$$

where $x$ is the particle coordinate, $e / m$ is the specific charge, $r_{0}$ is the field radius, $U(t)$ is the periodic source voltage with the period $T$, and $\varepsilon$ is the parameter depending on coordinates and the type of a device (for a mass filter, $\varepsilon_{x}=1$ and $\varepsilon_{y}=-1$; for a three-dimensional ion trap, $\varepsilon_{x}-\varepsilon_{y}=1$ and $\varepsilon_{z}=-2$ ). The damping term with the coefficient $\gamma$ allows for the viscosity of a medium. In some cases, oscillation damping is of fundamental importance for the device operation. For example, the use of a light buffer gas in the Finigan MAT ion trap significantly improves the device characteristics [4]. Frequent collisions of massive charged particles with light molecules of the buffer gas can be interpreted as oscillation damping. Therefore, the motion of trapped particles can be described by equation (1).

Since the coefficients of equation (1) are periodic with the period $T$, it is sufficient to consider the solutions to equation (1) over one period. Let us suppose that two characteristic solutions, $y_{1}(t)$ and $y_{2}(t)$, satisfying the initial conditions $y_{1}(0)=1, y_{2}(0)=0, \dot{y}_{1}(0)=1$, and $\dot{y}_{2}(0)=0$ are determined (usually, by numerical integration) within the interval $0<t<T$. We introduce the vector of generalized coordinates $X(t)$ and the matrix of characteristic solutions $Y(t)$,

$$
X(t)=\left[\begin{array}{l}
x(t)  \tag{2}\\
\dot{x}(t)
\end{array}\right], \quad Y(t)=\left[\begin{array}{ll}
y_{1}(t) & y_{2}(t) \\
\dot{y}_{1}(t) & \dot{y}_{2}(t)
\end{array}\right] .
$$

Since equation (1) is linear, its solution can be expressed through the initial condition $X(0)$ as $X(t)=$
$Y(t) X(0)$. The periodicity of the coefficients of equation (1) yields $X(n T)=Y(T) X[(n-1) T]=Y^{n}(T) X(0)$. Hence, for $t=n T+\tau$ (where $0<\tau<T$ ), the general solution can be written in the form

$$
\begin{equation*}
X(n T+\tau)=Y(\tau) L^{n} X(0) \tag{3}
\end{equation*}
$$

where $L=Y(T)$ is the one-period transformation matrix.
Therefore, to find the coordinates, it is necessary to calculate the powers of the matrix $L$. This can be easily done if the eigenvectors and eigenvalues $\lambda_{k}$ of the matrix $L$ are known:

$$
\begin{equation*}
L^{n} X(0)=\sum_{k} c_{k} \lambda_{k}^{n} l_{k} \tag{4}
\end{equation*}
$$

where $c_{k}$ are the coefficients of the expansion of the vector $X(0)$ in terms of the eigenvectors of the oneperiod transformation matrix. Equations (3) and (4) allow us to determine the time dependences of the solutions to an arbitrary equation with periodic coefficients. Here, we use them to solve the Hill equation with the damping term. In this case, the one-period transformation matrix is a $2 \times 2$ matrix. Its eigenvalues are determined from the quadratic characteristic equation

$$
\begin{equation*}
\lambda^{2}-\lambda \operatorname{Spur}(L)+\operatorname{Det}(L)=0 \tag{5}
\end{equation*}
$$

where $\operatorname{Spur}(L)$ is the trace of matrix $L$ and $\operatorname{Det}(L)$ is the matrix determinant. If the eigenvalues are complex conjugate and do not exceed unity in magnitude, the particle motion is limited and its trajectory is referred to as stable. One or both eigenvalues exceed unity in magnitude; therefore, the particle enters the region of parametric resonance and the coordinate and velocity of the particle increase without bound; such a trajectory is referred to as unstable.

Further analysis of the solutions to equation (1) can be carried out based on expressions (3) and (4). In order to determine the motion of a charged particle in a periodic quadrupole field, we should find the eigenvalues and eigenvectors of the one-period transformation matrix. By direct substitution, one can ascertain that, if $y_{1}(t)$ and $y_{2}(t)$ are solutions to equation (1), then $\operatorname{Det}(Y)$ satisfies the equation

$$
\begin{gather*}
\frac{d}{d t} \operatorname{Det}(Y)+2 \gamma \operatorname{Det}(Y)=0  \tag{6}\\
\text { or } \operatorname{Det} Y(t)=\operatorname{Det} Y(0) \exp (-2 \gamma t)
\end{gather*}
$$

Therefore, $\operatorname{Det}(L)=\operatorname{Det}(Y(T))=\exp (-2 \gamma T)$. For convenience, we introduce the matrix $M$ defined by the equation

$$
L=\exp (-\gamma T)\left[\begin{array}{ll}
m_{11} & m_{12}  \tag{7}\\
m_{21} & m_{22}
\end{array}\right]=M \exp (-\gamma T)
$$

so that $\operatorname{Det}(M)=1$. The eigenvalues of the matrix $L$ are $\lambda=\mu \exp (-\gamma T)$, where $\mu$ are the eigenvalues of the matrix $M$, which can be found from the equation

$$
\begin{equation*}
\mu^{2}-\operatorname{Spur}(M) \mu+1=0 \tag{8}
\end{equation*}
$$

An analysis of the solutions to equation (8) shows that, if $|\operatorname{Spur}(M)|<2$, the eigenvalues are complex conjugate, $\mu_{1}=\mu_{2}^{*}=\exp (i \pi \beta)$. In this case, the ion motion, described by (4), has the form of finite nonperiodic oscillations that are characterized by number $\beta$, which is the fundamental parameter of the Hill equation. In the opposite case, when $|\operatorname{Spur}(M)|>2$, we have $\mu_{1}=$ $1 / \mu_{2}=\exp (\kappa)$; i.e., in the absence of damping, the motion is unstable. In the presence of damping, the motion remains unstable if $|\lambda|<1$ or $\ln \left(\mu_{1}\right)<\gamma T$. Thus, the damping broadens the stability regions [7].

For stable oscillatory trajectories, the eigenvalues are $\lambda_{1}=\lambda_{2}^{*}=\exp (-\gamma T+i \pi \beta)$ and the eigenvectors of the one-period transformation matrix are

$$
\begin{equation*}
m_{1}=m_{2}^{*}=\binom{1}{\frac{i-A}{B}} \tag{9}
\end{equation*}
$$

where $A$ and $B$ are the parameters of the trapping ellipses [1]

$$
\begin{gather*}
A=\frac{m_{11}-m_{22}}{\sin (\pi \beta)}, \quad B=\frac{m_{12}}{\sin (\pi \beta)}  \tag{10}\\
\cos (\pi \beta)=\frac{m_{11}+m_{12}}{2}
\end{gather*}
$$

Note that the eigenvectors for matrices $L$ and $M$ coincide.

To find the general solution to equation (1), we consider its particular solution satisfying the initial conditions $u(0)=1$ and $u^{\prime}(0)=(i-A) / B$. In this case, the vector of the initial coordinates $X(0)=m_{1}$ coincides with the eigenvector of the one-period transformation matrix. According to equation (3), at the instant $t=$ $n T+\tau$, this solution takes the form

$$
\begin{align*}
u(t)=\left(y_{1}(\tau)\right. & \left.+\frac{i-A}{B} y_{2}(\tau)\right) \exp [(-\gamma T+i \pi \beta) n]  \tag{11}\\
= & \phi(t) \exp [(i \Delta-\gamma) t]
\end{align*}
$$

where $\Delta=\pi \beta T$ and $\phi(t)$ is the periodic function with the period $T$,

$$
\begin{equation*}
\phi(t)=\left(y_{1}(\tau)+\frac{i-A}{B} y_{2}(\tau)\right) \exp [(\gamma-i \Delta) \tau] \tag{12}
\end{equation*}
$$

The Floquet theorem [8] states that the Hill equation (1) has the solution of the form (11) if $\gamma=0$. Hence, we will refer to the function $\phi(t)$ as the Floquet function. In (12), the Floquet function is expressed via two characteristic solutions to equation (1). Solution (11) can be
used for constructing the general solution to the Hill equation. If the complex function $u(t)$ is the solution to a real equation, then the complex conjugate function $u^{*}(t)$ is the second linearly independent solution to the same equation. Thus, the general solution can be written as

$$
\begin{align*}
x(t)= & C u(t)+C^{*} u^{*}(t)=[C \phi(t) \exp (i \Delta t)  \tag{13}\\
& \left.+C^{*} \phi^{*}(t) \exp (-i \Delta t)\right] \exp (-\gamma t)
\end{align*}
$$

The constant $C$ is determined from the initial conditions $x(0)=x_{0}$ and $x(0)=v_{0}$. Using equation (13) and the initial conditions for the Floquet solution (11), the constant $C$ is found to be

$$
\begin{equation*}
C=\frac{x_{0}-i\left(A x_{0}+B v_{0}\right)}{2} \tag{14}
\end{equation*}
$$

The general solution to the Hill equation (1) with damping is given by equations (12)-(14). To determine the general solution, two characteristic solutions $y_{1}(\tau)$ and $y_{2}(\tau)$ should be calculated over one period, $0<\tau<T$.

## CALCULATION OF THE FOURIER SPECTRUM

The Fourier spectrum of oscillations of a charged particle trapped in a periodic quadrupole field can be calculated using the general solution (13). We expand the periodic Floquet function $\phi(t)$ into the Fourier series

$$
\begin{equation*}
\phi(t)=\sum_{k=-\infty}^{\infty} \varphi_{k} \exp \left(i k \omega_{0} t\right) \tag{15}
\end{equation*}
$$

where $\omega_{0}=2 \pi / T$ and

$$
\varphi_{k}=\frac{1}{T} \int_{0}^{T} \varphi(t) \exp \left(-i k \omega_{0} t\right) d t
$$

Substituting this expansion into (13) yields the solution to equation (1),

$$
\begin{align*}
x(t)= & \sum_{k}\left\{C \varphi_{k} \exp \left[i\left(k \omega_{0}+\Delta\right) t\right]+C^{*} \varphi_{k}^{*}\right.  \tag{16}\\
& \left.\times \exp \left[-i\left(k \omega_{0}+\Delta\right) t\right]\right\} \exp (-\gamma t) .
\end{align*}
$$

To find the final expression, we should eliminate the factor $\exp (-\gamma t)$. The spectrum of signal (16) can be calculated by using the integral Fourier transformation,

$$
\begin{align*}
x(\omega) & =\frac{1}{2 \pi} \int_{-\infty}^{\infty} x(t) e^{-i \omega t} d t  \tag{17}\\
x(t) & =\int_{-\infty}^{\infty} x(\omega) e^{i \omega t} d \omega
\end{align*}
$$

When applying these formulas, we must define the function $x(t)$ at $t<0$. In the context of our study, the specific form of this function is of no importance. Therefore, for $t<0$, the solution (16) can be redefined by replacing the factor $\exp (-\gamma t)$ with $\exp (-\gamma|t|)$ without loss of generality. Thus, for the oscillation spectrum $x(\omega)$, we obtain

$$
\begin{align*}
x(\omega) & =\sum_{k=-\infty}^{\infty}\left[\frac{\gamma}{\pi} \frac{C \varphi_{k}}{\left(\omega-k \omega_{0}-\Delta\right)^{2}+\gamma^{2}}\right.  \tag{18}\\
& \left.+\frac{\gamma}{\pi} \frac{C^{*} \varphi_{k}^{*}}{\left(\omega+k \omega_{0}+\Delta\right)^{2}+\gamma^{2}}\right] .
\end{align*}
$$

Equation (18) reveals the structure of the spectrum of parametric oscillations of a charged particle trapped in an RF quadrupole field. The spectrum consists of lines of the same width $\gamma$ shifted by $\Delta$ to the "red" and "blue" sides from the harmonics $n \omega_{0}: \omega_{n}^{+}=n \omega_{0}+\Delta$, $\omega_{n}^{-}=(n+1) \omega_{0}-\Delta$, where $n=0,1,2, \ldots$. For undamped oscillations $(\gamma \longrightarrow 0)$, the spectrum becomes discrete

$$
\begin{align*}
& x(\omega)=\sum_{k=-\infty}^{\infty}\left[C \varphi_{k} \delta\left(\omega-k \omega_{0}-\Delta\right)\right.  \tag{19}\\
& \left.\quad+C^{*} \varphi_{k}^{*} \delta\left(\omega+k \omega_{0}+\Delta\right)\right]
\end{align*}
$$

Expressions (18) and (19) resolve the problem of analysis of the parametric oscillation spectrum. The inverse (synthesis) problem can be solved using equation (17). For undamped oscillations, taking into account the features of spectrum (19), we obtain

$$
\begin{equation*}
x(t)=2 \operatorname{Re}\left\{C \sum_{k=-\infty}^{\infty} \varphi_{k} \exp \left[i\left(k \omega_{0}+\Delta\right) t\right]\right\} \tag{20}
\end{equation*}
$$

To calculate the spectrum, it is necessary to determine the complex amplitudes $\varphi_{k}$ of the harmonics. For this purpose, two characteristic solutions $y_{1}(t)$ and $y_{2}(t)$ of the Hill equation should be determined for one period $T$. From (12) and (15), we find the amplitudes of the harmonics

$$
\begin{equation*}
\varphi_{k}=\Phi\left(k \omega_{0}+\Delta\right) \tag{21}
\end{equation*}
$$

where

$$
\Phi(\omega)=\frac{1}{T} \int_{0}^{T}\left[y_{1}(t)+\frac{i-A}{B} y_{2}(t)\right] \exp (-i \omega t) d t
$$

According to (10), the ellipse parameters $A$ and $B$ and the frequency shift $\Delta=\pi \beta T$ are expressed through the values of the same solutions at the end of the period, $m_{11}=y_{1}(T), m_{12}=y_{2}(T)$, and $m_{22}=\dot{y}_{2}(T)$. The expressions obtained are used below to calculate the ion oscil-
lation spectrum in the cases most important from the practical standpoint.

## STABILITY CONDITIONS AND THE SPECTRUM OF THE MATHIEU EQUATION

The obtained expressions for the spectrum of parametric oscillations of a charged particle in a quadrupole field are valid for the periodic source voltage of any shape. The amplitudes and phases of the harmonics depend on the shape of the source voltage $U(t)$. In case of harmonic voltage, $U(t)=U+V \cos \left(\omega_{0} t\right)$, which is most frequently used in mass spectrometry, equation (1) reduces to the Mathieu equation. In this case, the motion of ions of given mass is determined by two dimensionless Mathieu parameters related to the amplitudes of the alternating and direct voltage components by

$$
\begin{equation*}
a=\varepsilon \frac{8 e U}{m R_{0}^{2} \omega_{0}^{2}}, \quad q=\varepsilon \frac{4 e V}{m R_{0}^{2} \omega_{0}^{2}} \tag{22}
\end{equation*}
$$

In the plane of parameters $(a, q)$, we can separate out the stability regions, where the parameter $\beta$ is real-valued, and the instability regions, i.e., the regions of parametric resonance. The boundaries of the regions are determined by the condition $\cos (\pi \beta)= \pm 1$. The parameter $\beta$ of the Hill equation is determined accurate to unity. Therefore, it is impossible to determine uniquely from the value of the parameter $\beta$ in which stability region the motion occurs. That is why, for the higher order stability regions, we take $n-1<\beta<n$, where $n$ is the stability region number [6]. Note that, although the choice of one or another range of the parameter $\beta$ variation affects the particle motion only slightly, it can change the meaning of the expressions. In the case under consideration, the parameter $\beta$ enters in the expressions for the frequencies and amplitudes $\varphi_{k}$ of the harmonics through the frequency shift $\Delta$. In the first stability region, we have $0<\beta<1$; therefore, the lowest oscillation frequency (which corresponds to the amplitude of $\varphi_{0}$ ) is equal to $\beta \omega_{0} / 2$. In the second stability region, we have $1<\beta<2$; therefore, the lowest oscillation frequency in this region is $(1-\beta / 2) \omega_{0}$ (the corresponding amplitude is $\varphi_{-1}$ ).

An uncertainty in determining the parameter $\beta$ does not allow us to establish a qualitatively difference between the stability regions. Such a difference can be revealed through the analysis of the angular parameters of the Hill equation (1) [9]. These parameters are defined by analogy with the angular parameters of the
harmonic oscillator equation

$$
\begin{align*}
& \kappa_{1}=\int_{U(t)>0} \sqrt{\frac{e}{m R_{0}^{2}} U(t)} d t  \tag{23}\\
& \kappa_{2}=\int_{U(t)<0} \sqrt{-\frac{e}{m R_{0}^{2}} U(t)} d t
\end{align*}
$$

The expression under the radical sign in (23) is the instantaneous oscillation frequency squared. Thus, the angular parameter $\kappa_{1}$ has the meaning of the oscillation phase incursion in the time interval during which the voltage is positive. In the negative- voltage intervals, the oscillation frequency is imaginary and, consequently, the motion in these intervals is not oscillating in character. As shown in [9], for harmonic and pulsed voltages, the $n$th stability region lies within the range ( $n-1$ ) $\pi<\kappa_{1}<n \pi$. Thus, the stability regions differ by the phase incursion during the period $T$. In the positivevoltage intervals, an ion in the first region does not execute more than one-half oscillation, whereas an ion in the second region executes almost complete oscillation, etc. In turn, the numbers of zeros and maximum values in the dependence of the trapping ellipse parameters $A$, $B, \Gamma$ on the field phase [6] vary according to the number of ion oscillations during the positive-voltage interval. That is why we defined the higher order stability regions as $n-1<\beta<n$. In this case, the parameter $\beta / 2$ has the meaning of the number of ion oscillations during the period $T$.

Obviously, the change in the parameter $\beta$ affects the spectral characteristics of motion. In the expression after formula (21), there is a pair of solutions to the Hill equation under the radical sign. The greater the number $n$ of the stability region, the larger the number of oscillations executed by the particle during the period $T$. Thus, the width of the spectral function $\Phi(\omega)$ is proportional to the stability region number; i.e., the oscillation spectrum broadens. As will be shown below, this conclusion is supported by the results of calculations of the spectra in several important points in the stability regions.

Real ions move in the three-dimensional space. In a mass filter, the ions are separated along two directions, provided that $a_{y}=-a_{x}$, and, in an ion trap, they are separated along the three directions, provided that $a_{x}=a_{y}=$ $-a_{z} / 2$. Therefore, combined stability diagrams are constructed in the plane of the Mathieu parameters $(a, q)$, in which the regions where the ion motion is stable in all directions are separated. As an example, such a diagram for a mass filter is shown in Fig. 1. The parameters $(a, q)$ of ions of different masses lie on the same straight (working) line passing through the origin of coordinates. The inclination of the working line is $\tan \alpha=2 U / V$. To provide separation of ions of different masses, the source voltage parameters are selected so as the working line to intersect the stability regions near


Fig. 1. Diagram of the stability of a quadrupole mass filter.


Fig. 2. Oscillations and their spectrum (see insert) at the vertex of the first stability region: (a) oscillations along the $y$ axis ( $\beta_{y}=0.015185$ ) and (b) oscillations along the $x$-axis ( $\beta_{x}=0.99046$ ). The working point ( $a=0.2368$ and $q=$ 0.706 ) lies on the straight line corresponding to the resolution $R=1000$.
its vertex. Thus, the ions moving outside the stability regions enter the region of parametric resonance along one of the coordinates and deposit on the electrodes of the system. That is why particular attention was given to the study of the spectral characteristics of motion at the vertices of the stability regions.

## OSCILLATION SPECTRUM AT THE VERTICES OF THE STABILITY REGIONS

The dimensionless parameter $\xi=\omega_{0} t / 2$ is used to analyze the Mathieu equation. In dimensionless units, the source voltage period $T$ is equal to $\pi$ and the frequency $\omega_{0}$ is equal to 2 . If the initial phase is taken to be zero, the periodic voltage $U(\xi)=a+2 q \cos (2 \xi)$ involved in the Mathieu equation is symmetric. As a result, the ellipse parameter $A$ is zero, and the amplitudes $\varphi_{k}$ of the harmonics are purely real. In this case, according to (20), the characteristic solution $y_{1}$ can be written as

$$
\begin{gather*}
y_{1}(t)=2 \sum_{k=-\infty}^{\infty} \varphi_{k} \cos \left(k \omega_{0}+\Delta\right) t \\
=\sum_{k=-\infty}^{\infty} C_{2 k} \cos \left(k \omega_{0}+\Delta\right) t,  \tag{24}\\
\varphi_{k}=\frac{1}{2} C_{2 k} .
\end{gather*}
$$

This equation allows us to find the relation between the amplitudes $\varphi_{k}$ and the coefficients $C_{2 k}$ conventionally used in the literature [3].

The upper vertex of the region $1 \times 1$ is formed by the intersection of the lines $\beta_{x}=1$ and $\beta_{x}=0$. Oscillations along the $x$-axis and $y$-axis are dissimilar. For the oscillations along the $y$-axis, we obtain that $\beta_{y} \approx 0$, the harmonic with the frequency $\Delta_{y}=\beta_{y} \omega_{0} / 2$ has the maximum amplitude $\phi_{0}$, the harmonics with the frequencies $\omega_{0}+\Delta_{y}$ and $\omega_{0}-\Delta_{y}$ have approximately equal amplitudes $\varphi_{1}$ and $\varphi_{-1}$, and the amplitudes of the other harmonics are small. In this case, the particle executes oscillations at a low frequency $\Delta_{y}$ accompanied by beatings at the carrier frequency $\omega_{0}$ (Fig. 2a). The beat period is $T / \beta_{y}$; it is half as much as the low-frequency oscillation period. For the oscillations along the $x$-axis, we obtain that $\beta_{x} \approx 1$ and the harmonics with the frequencies $\beta_{x} \omega_{0} / 2$ and $\omega_{0}-\beta_{x} \omega_{0} / 2$ have the maximum amplitudes approximately equal to each other. The motion along the $x$-axis (Fig. 2b) has the form of beatings at the frequency $\omega_{0} / 2$ accompanied by beatings at the frequency $3 \omega_{0} / 2$ (they are formed by the harmonics $\omega_{0}+\beta_{x} \omega_{0} / 2$ and $\left.2 \omega_{0}-\beta_{x} \omega_{0} / 2\right)$. Both beatings have the same period $T /\left(1-\beta_{x}\right)$.

The results of calculating the oscillation spectrum at the vertex of the region $1 \times 1$ and other regions are given in the table. The parameters $(a, q)$ lie on the working lines corresponding to the resolution $R=1000$. It is seen from the table how the spectrum varies with increasing the region number. The upper boundary of the region $2 \times 1$ is formed by the intersection of the lines $\beta_{x}=2$ and $\beta_{y}=0$. In both cases, the low-frequency oscillations $\beta_{y} \omega_{0} / 2$ and $\left(1-\beta_{x} / 2\right) \omega_{0}$ and the beatings at the frequency $\omega_{0}$ are present. However, the beating
amplitude in the first stability region (oscillations along the $y$-axis) is less than the low-frequency oscillation amplitude, whereas in the second stability region (oscillations along the $x$-axis), the low-frequency oscillation amplitude is significantly less than the beating amplitude. The lower boundary of the region $2 \times 1$ is formed by the intersection of the boundaries $\beta=1$ of the first (oscillations along the $y$-axis) and second (oscillations along the $x$-axis) regions. In both cases, oscillations consist of beatings at the frequency $\omega_{0} / 2$ ( $\varphi_{0}$ and $\varphi_{-1}$ harmonics) accompanied by the beatings at the frequency $3 \omega_{0} / 2$ ( $\varphi_{1}$ and $\varphi_{-2}$ harmonics). In the first region (oscillations along the $y$-axis), the amplitude of the beatings at the frequency $\omega_{0} / 2$ is significantly greater than the amplitude of the beatings at the frequency $3 \omega_{0} / 2$, whereas in the second region (oscillations along the $x$-axis), the two amplitudes are approximately equal to each other. However, the amplitude of the beatings at the frequency $3 \omega_{0} / 2$ in the second region (see table, the top of the region $2 \times 2$, oscillations along the $y$-axis) can exceed the amplitude of the beatings at the frequency $\omega_{0} / 2$ in the same region.

Dependences of the amplitudes of spectral components on the parameter $q$ are shown in Figs. 3 and 4. The dependence of the amplitudes of spectral components on the parameter $q$ at the vertex of the first stability region (i.e., near the boundary $\beta_{y}=0$ ) for the motion along the $y$-axis is shown in Fig. 3a. It is seen that the amplitudes of spectral components varies only slightly with varying the parameter $q$. The same dependence at the vertex of the $2 \times 1$ region (i.e., also near the $\beta_{y}=0$ boundary, but at higher values of the parameter $q$ ) is more pronounced and nonlinear (Fig. 4a). In both cases, the amplitudes of spectral components attain cer-


Fig. 3. Dependence of the amplitudes of spectral components on the parameter $q$ at the upper vertex of the region $1 \times 1$ along the line corresponding to the theoretically determined resolution $R=100$ : (a) oscillations along the $y$-axis and (b) oscillations along the $x$-axis.
tain finite values at the boundary $\beta_{y}=0$. The amplitudes of spectral components of oscillations along the $x$-axis as functions of the parameter $q$ show a similar behavior near the boundary $\beta_{x}=1$ (Fig. 3b). However, the same dependences in the second stability region near the boundary $\beta_{x}=2$ are fundamentally different: at the boundaries of the region, the amplitudes of spectral components tend to infinity (Fig. 4b). An unbounded

Spectral components in various stability regions

| Parameter | Top of the region $1 \times 1$ | Top of the region $2 \times 1$ | Bottom of the region $2 \times 1$ | Top of the region $2 \times 2$ |
| :--- | :---: | :---: | :---: | :---: |
| $a$ | 0.236813 | 3.16329 | 2.52194 | 0.026175 |
| $q$ | 0.706000 | 3.23408 | 2.8153 | 7.54728 |
| $\beta_{x}$ | 0.988491 | 1.978873 | 1.025012 | 1.847750 |
| $\varphi_{0 . x}\left(C_{0} / 2\right)$ | 0.467997 | 63.86192 | 59.89509 | 173.7649 |
| $\varphi_{-1, x}\left(C_{-2} / 2\right)$ | 0.455282 | -1.867393 | -58.16327 | -22.37399 |
| $\varphi_{1, x}\left(C_{2} / 2\right)$ | 0.038039 | 16.72962 | 26.86175 | 100.3778 |
| $\varphi_{-2, x}\left(C_{-4} / 2\right)$ | 0.036524 | -62.03566 | -27.43166 | -173.7560 |
| $\varphi_{2, x}\left(C_{4} / 2\right)$ | 0.001089 | -1.669366 | 3.3522398 | 22.79408 |
| $\beta_{y}$ | 0.0151852 | 0.102606 | 0.9194426 | 1.1550037 |
| $\varphi_{0, y}\left(C_{0} / 2\right)$ | 1.4736736 | 5.749320 | 30.18155 | 3.308715 |
| $\varphi_{-1, y}\left(C_{-2} / 2\right)$ | -0.250983 | -3.006374 | -28.19290 | 2.628310 |
| $\varphi_{1, y}\left(C_{2} / 2\right)$ | -0.243811 | -2.635821 | -7.906595 | -3.224624 |
| $\varphi_{-2, y}\left(C_{-4} / 2\right)$ | 0.0110046 | 0.537883 | 6.766214 | -3.566485 |
| $\varphi_{2, y}\left(C_{4} / 2\right)$ | 0.0105312 | 0.431949 | 0.837913 | 0.9554039 |



Fig. 4. Same as in Fig. 3 at the upper vertex of the region $2 \times 1$.


Fig. 5. Dependence of the amplitudes of spectral components of oscillations on the parameter $q$ within the region $2 \times 2$ along the line $a=0$.
increase in the amplitudes of spectral components when approaching the boundaries of the stability region is characteristic of the second stability region. Variations in the amplitudes of spectral components in the second stability region along the $a=0$ line between the boundaries $\beta_{x}=1$ and $\beta_{x}=2$ are shown in Fig. 5. It is seen that, at the boundaries of the stability region, the amplitudes of spectral components tend to infinity.

Presumably, this fact explains why higher order stability regions are preferable as compared to the first stability region. The amplitude of oscillations of stable ions increases sharply near the boundary $\beta_{x}=1$ as the
value of $\beta_{x}-1$ decreases. Therefore, the required selectivity can be achieved at lower values of $\beta_{x}-1$, i.e., during a smaller number of periods of ion oscillations in a quadrupole field and at a smaller total length of the rods.

## CONCLUSION

The spectrum of parametric oscillation described by the Hill equation (1) has been studied. In the general case, the spectrum (18) consists of two systems of lines. Each of the harmonics $n \omega_{0}$ of the fundamental frequency $\omega_{0}$ is accompanied by satellites shifted to the "red" and "blue" sides by $\Delta-\beta \omega_{0} / 2$. In the presence of linear damping, all the lines have the same half-width $\gamma$, whereas in the absence of damping, the spectrum is discrete. The dependence on the initial conditions enters the expressions obtained through the factor $C$ (14), and the spectral composition is determined by the time profile of the source voltage. The amplitudes of the spectral components can be calculated using the spectral function $\Phi(\omega)$, which is determined by a pair of characteristic solutions to the Hill equation over one period (21). Equation (21) can be efficiently applied to calculating the amplitudes of spectral components.

The character of oscillations depends substantially on the fundamental parameter $\beta$. In the first stability region, where $0<\beta<1$, the low-frequency harmonic $\beta \omega_{0} / 2$ has the maximum amplitude. Consequently, oscillations near the boundary $\beta=0$ are close to harmonic. Near the boundary $\beta=1$, the amplitudes and frequencies of the harmonics $\beta \omega_{0} / 2$ and $(2-\beta) \omega_{0} / 2$ are almost equal, which results in beatings at the frequency $\omega_{0} / 2$. In the higher order stability regions, the oscillation spectrum broadens, but oscillations always have the form of beatings. For example, in the second region near the boundary $\beta=1$, the beatings at the frequency $\omega_{0} / 2$ are accompanied by the beatings at the frequency $3 \omega_{0} / 2$ generated by the harmonics $(4-\beta) \omega_{0} / 2$ and $(2+$ $\beta) \omega_{0} / 2$. Both beatings have the same frequency ( $\beta-$ 1) $\omega_{0}$. Thus, the oscillations have the form of complicated beatings at the frequency $(\beta-1) \omega_{0}$. To avoid confusion, it should be noted that the beat frequency, which determines the shape of oscillations, is absent in the oscillation spectrum. Oscillations near the boundary $\beta=2$ are the sum of beatings at the carrier frequencies $\omega_{0}, 3 \omega_{0}, \ldots$. All of the beatings have the same frequency $(2-\beta) \omega_{0}$ equal to the frequency of the low-frequency harmonic $\varphi_{-2}$, which is present in the oscillation spectrum. However, near the boundary $\beta=2$, the amplitude of the harmonic $\varphi_{-2}$ is substantially smaller than the amplitudes of harmonics generating the beatings. Ion trajectories always have the form of beatings, which is due to the periodicity of the solutions to the Mathieu equation in cases when $\beta=m / n$ is a proper fraction [8].

The amplitudes of spectral components do not depend on the phase of the source voltage. Like the $\beta_{x}$ and $\beta_{y}$ parameters, they are determined by the position of the working point $(a, q)$ on the stability diagram. The study of variations of the amplitudes of spectral component within the stability regions provides much more information than the study of the trajectories of motion in time and on the phase plane. It is shown that, in the first stability region, the amplitudes of spectral components tend to certain finite values when approaching the boundary of the region. In the second stability region, the amplitudes tend to infinity when approaching the boundary of the region. In my opinion, this explains the well-known fact [6] that, in the devices operating in the higher order stability regions, the required selectivity is attained at a smaller total length of the rods of the field-generating system, i.e., during a smaller number of periods of ion oscillations in a quadrupole field.
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#### Abstract

Studies of conic-type electric-field structures are continued. The electric field is investigated, and its potential is described by the following analytical expression. $$
\begin{equation*} \Phi(x, y, z)=\frac{x}{z+\sqrt{x^{2}+y^{2}+z^{2}}} . \tag{1} \end{equation*}
$$

Expression (1) is derived on the basis of Donkin's formula. Properties of these electric fields are described in Part I [1]. © 2000 MAIK "Nauka/Interperiodica".


We consider thoroughly the dynamics of a chargedparticle flux in the electric field with potential (1). To obtain such an electric field in a certain spatial region, we make the limiting electrodes of a charged-particle energy analyzer in the form of equipotential surfaces. To do this, we ground the lower electrode and apply to the other electrode a deflecting voltage. For the lower electrode, we choose an equipotential surface with a number $\Phi=1$. The upper electrode will be determined later, because its choice depends on the maximum height of particle trajectories in the electric field.

The actual motion of particles in the electric field is determined by the particle electric charge and mass, the electric-field distribution, the initial conditions, and the system linear size. The system isomorphic mathematical model contains a lesser number of independent parameters determining the structure of the particle motion, because some of them, by choice of special units of measurement are integrated into a single complicated nondimensional parameter. This simplifies mathematical expressions by excluding from them insignificant coefficients but preserving the clear physical meaning of all the values. It is the nondimensional mathematical model [2] that will be used in this paper.

The equations of particle motion (we imply electrons in this case) in the electric field can be written out in the form

$$
\begin{align*}
& \ddot{x}=-\frac{z^{2}+y^{2}+\sqrt{x^{2}+y^{2}+z^{2}}}{\left(z+\sqrt{x^{2}+y^{2}+z^{2}}\right)^{2} \sqrt{x^{2}+y^{2}+z^{2}}}, \\
& \ddot{y}=\frac{x y}{\left(z+\sqrt{x^{2}+y^{2}+z^{2}}\right)^{2} \sqrt{x^{2}+y^{2}+z^{2}}}, \tag{2}
\end{align*}
$$

$$
\ddot{z}=\frac{x\left(z+\sqrt{x^{2}+y^{2}+z^{2}}\right)}{62\left(z+\sqrt{x^{2}+y^{2}+z^{2}}\right) \sqrt{x^{2}+y^{2}+z^{2}}} .
$$

Since analytically solving the set of simultaneous equations (2) is impossible, we have used numerical methods (for example, the fourth-order Runge-Kutta method).

A comprehensive computer code was developed in the framework of investigating all the electron-optical properties of the electric field. This made it possible to calculate and plot the entire set of trajectories by varying initial conditions including the energy of particles, their coordinates, and the angle of entry. Thus, the linear dispersion and coefficients of squeezing as functions of the initial particle energy were obtained. Since the results preliminary here are previous and have an evaluating character, we restrict ourselves by considering only the "boundary-boundary" focusing conditions.

## POINT SOURCE

A point source is assumed to be located at a point with coordinates $(x=1, y=0, z=0)$ laying on the surface $\Phi=1$. The initial nondimensional energy was varied within the range from 0 up to 1.4 , the of angle entry into the field, i.e., the angle between the velocity particle vector and the $x$-axis, was chosen within the range $0^{\circ}$ to $45^{\circ}$. A slightly divergent charged-particle beam directed along the $x$-axis towards a singular point of the field, which is located at the origin of coordinates, was been studied. The central trajectory of this beam lies in the plane $y=0$. The beam is confined within a small angle of $1^{\circ}$ in both directions with respect to this plane.

Figure 1 shows the particle angles of entry and exit as functions of the initial energy in the case of the first-
order focusing at the electric-field boundary. As is seen from Fig. 1, the conditions of "boundary-boundary" focusing correspond to low values of the energy virtually in the same manner as in the case of a plane mirror, $\theta_{1 \Phi}=\theta_{2 \Phi}=45^{\circ}$. The angle of entry $\theta_{1}$ decreases and the angle of exit $\theta_{2}$ increases with raising the particle energy. In this case, the function $\theta_{2}(W)$ increases more rapidly compared to the decrease of the function $\theta_{1}(W)$. This is explained by the fact that the effect of the electric field is the most strong at the second part of a particle trajectory, because just in this region, the equipotential surfaces are deformed more strongly compared to the case of a plane capacitor. We note as a comparison that for a particle with the energy $W=0.5$ the angles of entry and exit are $38^{\circ}$ and $62^{\circ}$, respectively, whereas the corresponding values for a particle with the energy $W=1$ are $\theta_{1}=27^{\circ}$ and $\theta_{2}=90^{\circ}$, respectively.

There exists a "telescopic" effect in conic-shape electric fields: an arbitrary parallel beam of particles with finite thickness and width, which propagates toward a singular point located at the origin of coordinates is subjected to squeezing. At the some time, the beam of particles propagating in the opposite direction diverges. The electric fields under study are not an exclusion; therefore in the regime consideration, the beam of charged particles with a finite initial size becomes narrower.

Figure 2 illustrates the effect of squeezing. The squeezing coefficients $M$ and $N$ represent the variation of the beam width along the $x$ - and $y$-axes, respectively: $M=\Delta x_{1} / \Delta x_{2}, N=\Delta y_{1} / \Delta y_{2}$. For conic-shape electric fields the coefficient of squeezing along an arbitrary direction can be written out as a ratio of the initial and final beam coordinates:

$$
\begin{equation*}
M=\frac{x_{1}}{x_{2}}, \quad N=\frac{y_{1}}{y_{2}} . \tag{3}
\end{equation*}
$$

As is seen from Fig. 2, the particle beam experiences the maximum squeezing along the direction of its propagation, whereas, in the transverse direction, the coefficient of squeezing does not exceed the value of 6 for a wide range of energies under study. For example, the coefficients of squeezing for a beam of particles with the energy $W=1$ are $M=23$ and $N=6$ along the $x$ - and $y$-axes respectively, while the same coefficient related to the beam area is $M \times N=138$.

The energy dispersion defined by the formula

$$
\begin{equation*}
D=\frac{\Delta x}{\Delta W} W \tag{4}
\end{equation*}
$$

is one of the principal electron-optical parameters for an energy analyzer.

Linear energy dispersion in the plane of propagation of the beam has a maximum within the energy range 0.45 and 0.55 (in conditional units), see Fig. 3.

Besides the aforesaid parameters, the quality of the energy analyzer is also defined by its resolution $R: R=$


Fig. 1. Angle of entry $\left(\theta_{1}\right)$ and angle of exit $\left(\theta_{2}\right)$ for particles propagating in electric field (1) as a function of their initial energy in the regime of "boundary-boundary" focusing. The source coordinates are ( $1,0,0$ ); slightly divergent beam of particles propagating to the origin has the angular spread of $2^{\circ}$ with respect to the central trajectory lying in the plane $y=0$.


Fig. 2. Coefficients $M$ and $N$ of squeezing for a wide particle beam in electric field (1) along the $x$ - and $y$-axes respectively. These coefficients are calculated for the regime of the first-order "boundary-boundary" focusing.
$W_{0} / \Delta W$, because the error of the analysis is determined, first of all, by the size of the non-resolved energy range $\Delta W$. The value of $R$ depends both on the linear energy dispersion and on the dimensions of the output diaphragm. The latter is much smaller than the input one owing to the "telescopic effect" in the conic electric fields. The dimensions of the output diaphragm can be estimated as a product of the width of the input one and the coefficient of squeezing. Therefore, in devices of this type, it is more reasonable to use, instead of the usual dispersion $D$ in the expression for the resolution $R$, the value of effective dispersion $D$ is reduced to the input diaphragm: $D^{*}: D^{*}=D \times M$.

Figure 4 shows the variation of $D^{*}$ asa function of the initial particle energy. As is seen from Fig. 4, the value of $D^{*}$ increases according to the exponential law with increasing the particle energy. For comparison, the dashed line represents the similar dependence calcu-


Fig. 3. Linear energy dispersion $(D)$ in the electric-field structure under study.


Fig. 4. Effective energy dispersion $\left(D^{*}\right)$ reduced to the input as a function of the initial particle energy in the case of the first-order "boundary-boundary" focusing. Dashed line represents the same curve for the electric field of a plane capacitor.
lated under the same initial conditions for a plane capacitor. The effective dispersion $D^{*}=5.5$ and 1 in the case of the electric field (1) and the plane capacitor, respectively, for particles with the energy $W=1$.

## A CASE OF FINITE-SIZE SOURCE

We now consider the transformation by the field (1) of the particle flux emitted from a certain area with a finite size. We choose the following working conditions: the initial energy of particles $W=1$; the angle of entry for the beam is $\theta_{1}=27^{\circ}$. The particles are emitted from an area of the lower electrode ( $\Phi=1$ ), which has the size $x=1 \pm 0.05, y=0 \pm 0.05$, the point with coordinates $(1,0,0)$ being the central point of this area. Using the computer code developed, we have plotted the set of trajectories passing through the area chosen, each of them being lain in one of the planes $y=$ const. The results of the calculations have shown that the particles are collected in to a spot whose shape is distorted
with respect to the prescribed quadratic one, the size of the spot being decreased.

The following conclusion can be made on the basis of the analysis performed. Let the basic dimensions of the charged-particle energy analyzer be about 100 mm . The area of $10 \times 10 \mathrm{~mm}^{2}$ is used as a particle source. The beam of particles is injected into the field region at an angle of $27^{\circ}$ through the lower electrode that has the shape of an equipotential surface with the number $\Phi=1$. In this case, the beam exits the electric field practically at the right angle. The cross section of the beam in the $x-y$ plane will decrease more than by a factor of 130, the beam being conserved the form of parallelepiped. In this operating regime, the effective dispersion $D^{*}$ attains 5.5, and the relative energy resolution $r$ is approximately equal to $0.08 \%$.

Such an energy-analyzing system can be used for monochromatizing beams of charged particles with their further transportation and application of the monochromatized beams in the charged-particle energy analyzers. The monochromators of such a kind have a clear advantage compared to conventional analyzers used in electron spectroscopy. Exploiting the telescopic effect, we can inject through a wide input diaphragm in to the electric field, an electron beam with the intensity by the order an magnitude higher with respect to that in usual systems. For the narrow input diaphragm, we can obtain the monochromatized electron beam with the absolute resolution comparable with that of a conventional device but of much higher intensity. Thus, as calculations show, we can increase the intensity of a monochromatized electron beam at least by the factor of three, the absolute resolution being the same as that attained in the well-known modern monochromators. (We imply systems with the following parameters: maximum electric current is $I_{m}=10^{-9} \mathrm{~A}$ and energy resolution is $\Delta E=10 \mathrm{meV}$.

Another application could be formation of wideaperture weak particle beams, in experiments, e.g., with cosmic rays. Such a system close to those described in this paper and exhibiting high electron-optical properties could be used in the field of electron and ion spectroscopy as an efficient charged-particle energy analyzer.

## IMPLEMENTATION OF THE SYSTEM

An advantage of implementing the system described above is, without doubt, its technological simplicity. An electrode corresponding to the equipotential surface $\Phi=1$ can be manufactured by the following method. As was mentioned above, the equipotential surfaces studied relate to the class of conic structures. Therefore, for any equipotential surface, there exist its direct components, i.e., rays issued from the origin of coordinates and the plane of symmetry $y=0$. The section of the equipotential surface by the planes $x=$ const are parabolas with their shapes being trans-
formed with the $x$-coordinate: the parabola branches approach the plane $y=0$ as the $x$-coordinate approaches the point $x=0$. Two metal mountings manufactured in the form of parabolas can be fixed firmly with respect to each other by threads pulled along the rays mentioned above. Such a structure is quite acceptable for manufacturing the lower electrode, because it is usually grounded or the voltage of a power source is applied to it. For the upper electrode, an almost plane plate mounted at the proper position can be used.

## CONCLUSION

Thus, the simplest electric-field structures formed by conic equipotential surfaces, which had been calculated on the basis of Donkin's formula, were considered in Part I of this paper. In spite of the simplicity of analytical expressions for potentials of electric fields, such systems are promising from the should point of further studies and results expected. The effect of "telescopic" deformation of charged-particle fluxes attracts the attention researchers. A concept has been suggested for constructing conic electric fields including well-known structures, and it opens wide horizons for finding new configurations of electric fields for further studies and use in charged-particle energy analyzers. The boundary value problem has been solved for the "conic" electric fields having a symmetry plane. This leads, in turn, to a
possibility of solving a variety of inverse problems in electron optics.

The results of calculations of electron-optical parameters for one of the simplest representations for the electric potential, which was derived on the basis of Donkin's formula are presented in Part II. These results demonstrate a possible application in practice of "conic"-type electric fields for monochromatizing or squeezing broad fluxes of charged particles. The input cross section of charged-particle source image is reduced more than by a factor of 100 after particles have passed through such a system. The energy dispersion in (reduced to the input) the plane of motion exceeds by several times the similar value for a plane capacitor. The conic nature of the field under consideration makes it possible to apply a simple and an elegant method of constructing equipotential surfaces and, correspondingly, to develop charged-particle energy analyzers.
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#### Abstract

Inhomogeneous two-phase conducting films whose structure is intermediate between three- and two-dimensional configurations are discussed. The longitudinal film size exceeds the correlation length, and its thickness is less than the correlation length. In the case of weak nonlinearity, we found dependences of the film resistivity on the concentration and size of conducting particles, as well as on the film thickness, in the framework of a percolation approach. © 2000 MAIK "Nauka/Interperiodica".


## INTRODUCTION

Film structures are widely used in modern microelectronics. Thick-film resistors (TFRs) are an example (see [1, 2] and references therein). Cubic nonlinearity in metal-ceramic and polymer-based TFRs, which is discussed below, was observed, for example, in [3, 4] (Fig. 1).

Typical dimensions of TFRs are $L=1-5 \mathrm{~mm}$ (length) and $H=20-25 \mu \mathrm{~m}$ (thickness). The particle size is about $0.1-1 \mu \mathrm{~m}$ for the conducting phase and $\sim 0.7-7 \mu \mathrm{~m}$ for the glass. The conducting particles are spaced $1-2 \mathrm{~nm}$ apart (Fig. 2). If the general current flows over the substrate, local currents will have a component normal to the substrate, as follows from the aforesaid. Therefore, a TFR is not a two-dimensional (2D) structure with respect to the current flow. Neither is it a 3D structure in general. In order for a TFR be 3D, it should satisfy the condition $H \gg \xi$, where $\xi$ is the correlation length. Thus, the problem of determining the TFR conductivity can be classified as intermediate between the 2D and 3D problems. For brevity, we shall refer to this problem as 2.5D.

Analysis of experimental data for TFRs and other composite systems is often based on the conventional two-phase percolation model. This model implies a universal dependence of the effective resistivity $\rho_{e}$ on the content $p$ of the conducting phase with a resistivity $\rho_{1}$. For example, at $p>p_{c}$ ( $p_{c}$ is the percolation threshold), $\rho_{e} \sim \rho_{1}\left(p-p_{c}\right)^{-t}$, where $t$ is the unique critical conductivity exponent ( $t_{3} \approx 2$ for a 3D system). In many cases, such a percolation description agrees well with experiment. For example, the values of $t$ ranging from $1.7 \pm 0.2$ to $2.3 \pm 0.4$ were reported [5, 6]. In these films, the resistance per square varied by a factor of $10^{6}$. At the same time, the critical exponents calculated from data in [7] equal $2.65,2.87$, and even 2.99. Similar $t$ values (between 2.26 and 2.87) were obtained for poly-
mer thick-film resistors containing high-structure carbon black [8]. However, $t$ values reported in [9] are as high as 20 , which contradicts the hypothesis for the universatility of the critical exponents. In our opinion, the percolation theory for two-phase systems is not applicable to all TFRs (not to conditions, preparation techniques, etc.). Nevertheless, the percolation approach is in many cases adequate, not only giving an idea of the critical behavior of the conductivity but also fitting experimental data on $1 / f$ noise and third harmonics generation (see, for example, [10-13]).

Linear conductivity in 2.5D TFRs was discussed in [14-18]. The basic concept in the theoretical description of the conductivity of an inhomogeneous film (Fig. 2) with $H<\xi_{3}$ and $L \gg \xi_{3}\left(\xi_{3}\right.$ is the correlation length of a 3D system) is that the film is represented as


Fig. 1. Resistance of TU-10K-5 polymer thick-film resistors versus voltage. The drying temperatures are (■) 150, (-) 190, ( $\mathbf{\Delta}) 230$, and $(+) 270^{\circ} \mathrm{C} . R=R(U)-R_{U=1 \mathrm{~V}}$.
a set of $H \times H \times H$ cubes. In the simplest approximation, the film has a fractal configuration due to local structure fluctuations. Some of the cubes include a conducting cluster, while others do not; accordingly, these cubes are of high and low conductivity, respectively. A TFR appears as a 2D two-phase system consisting of high- and low-conductivity $H \times H \times H$ elements. Within this approximation, we can apply the conventional 2D description of TFRs. For example, the resistance of an $a_{0}$-thick film above the percolation threshold ( $p>p_{c}$ ) can be written as $R=r_{1}\left(\left(p-p_{c 2}\right) / p_{c 2}\right)^{-t_{2}}$, where $r_{1}=$ $\rho_{1} a_{0} / a_{0}^{2}, \rho_{1}$ is the resistivity of the conductive phase ( $\rho_{1} \ll \rho_{2}$ ), and $a_{0}$ is the characteristic minimum size (in lattice problems, the link length).

## CALCULATION OF NONLINEAR FILM RESISTANCE

When modeling a 2.5 D system, we should replace (as with the 2 D case) $r_{1}$ by $r_{1}(H)$, that is, by the resistance of an $H \times H \times H$ cube including the percolation structure. Then, we have for the 2.5 D film

$$
\begin{equation*}
R_{2.5}=r_{1}(H)\left(\frac{P_{H}-p_{c 2}}{p_{c 2}}\right)^{-t_{2}} \tag{1}
\end{equation*}
$$

where $P_{H}$ is the concentration of $H \times H \times H$ cubes with the resistance $r_{1}(H)$.

Thus, to calculate the film resistance under 2.5 D conditions, one should know an $r_{1}(H)$ dependence and the probability of a conductive configuration. To find them, we will take advantage of the approach formulated in [19], which is easily extended to the nonlinear case. According to [19], $r(H)$ in the fractal range $(H<\xi)$ is determined from the percolation scheme in the smear region $[20,13]$. Here, the width of the smear region is given by $\tau_{H}=\left(H / a_{0}\right)^{-1 / v_{3}}$, where $v_{3}$ is the critical exponent for the correlation length.

In the smear region, according to the percolation scheme, we can find with a probability $P_{H}$ a structure related to the percolation above the percolation threshold (that is, a bridge with a length $N_{1} / a_{0}$ ) and, with a probability $1-P_{H}$, a spacer ( $N_{2}$ poorly conductive links connected in parallel). The resistances of the bridge and the spacer are $R_{1}=r_{1} N_{1}$ and $R_{2}=r_{2} / N_{2}$, respectively.
Here, $N_{i}=|\Delta|^{-\alpha_{i}} ; \Delta$ is the smear width; $\alpha_{1}=t-v(d-2)$ and $\alpha_{2}=q+v(d-2)$; and $t$ and $q$ are the critical exponents above and below the percolation threshold, respectively.

Replacing $\Delta$ by, for example, $\tau_{H}$ in the expressions for $R_{1}$ and $R_{2}$ yields

$$
\begin{equation*}
r_{1}(H)=\rho_{1}\left(H / a_{0}\right)^{\left(t_{3}-v_{3}\right) / v_{3}} / a_{0} \tag{2}
\end{equation*}
$$



Fig. 2. Typical geometry of thick-film resistors: $a_{0} \sim 0.1-1$, $b_{0} \sim 0.7-7$, and $H \sim 20-25 \mu \mathrm{~m}$; (1) thick-film resistor, (2) highly conducting inclusions, and (3) nonconducting substrate.
for the highly conductive realization [21] and

$$
\begin{equation*}
r_{2}(H)=\rho_{2}\left(H / a_{0}\right)^{-\left(q_{3}+v_{3}\right) / v_{3}} / a_{0} \tag{3}
\end{equation*}
$$

for the poorly conductive realization,
In (2) and (3), we neglect shunting of the second phase and the voltage drop across the first phase. The probabilities of finding the realizations with $r_{1}(H)$ and $r_{2}(H)$ are, respectively [19],

$$
\begin{equation*}
P_{H}=\frac{\tau_{H}+\tau_{3}}{2 \tau_{H}}, \quad 1-P_{H}=\frac{\tau_{H}-\tau_{3}}{2 \tau_{H}} \tag{4}
\end{equation*}
$$

Thus, the closeness of the film to the percolation threshold is characterized by the parameter

$$
\begin{equation*}
\tau_{2.5}=\frac{P_{H}-p_{c 2}}{p_{c 2}}=\frac{\tau_{3}}{\tau_{H}}, \tag{5}
\end{equation*}
$$

where we take into account that $p_{c 2}=1 / 2$ and the subscript 2.5 indicates that we are dealing with the concentration of $H \times H \times H$ cubes in the 2.5 D system.

In what follows, we will consider a "highly fractal regime," where $\tau_{H} \gg\left|\tau_{3}\right|$ (for details, see [19]). From (5), $\left|\tau_{2.5}\right| \ll 1$ in this case; that is, we can assume that a 2.5 D system is close to the percolation threshold and can be described in terms of the percolation theory. Substituting (2) and (5) into (1), we find for the 2.5D film

$$
\begin{equation*}
R_{2.5}=\rho_{1}\left(H / a_{0}\right)^{\frac{t_{3}-t_{2}-v_{3}}{v_{3}}} \tau_{3}^{-t_{2}} / a_{0} \tag{6}
\end{equation*}
$$

Let us now consider the case of weakly nonlinear conductivity. With an accuracy to cubic terms,

$$
\begin{gather*}
\mathbf{E}=\rho_{i}(\mathbf{j}) \mathbf{j}=\rho_{i} \mathbf{j}+\mu_{i} \mathbf{j}^{2} \mathbf{j}  \tag{7}\\
\mathbf{j}=\sigma_{i} \mathbf{E}+\chi_{i} \mathbf{E}^{2} \mathbf{E}
\end{gather*}
$$

where $\mu_{i}$ and $\chi_{i}$ are the nonlinear parts of the resistivity and conductivity, respectively. It is assumed that $\mu_{i} j^{2} \ll$ $\rho_{i}$ and $\chi_{i} E^{2} \ll \sigma_{i}$. In terms of resistance, we can write

$$
\begin{gather*}
r_{i}\left(I_{i}, a_{0}\right)=r_{i}\left(a_{0}\right)+m_{i}\left(a_{0}\right) I_{i}^{2}  \tag{8}\\
r_{i}\left(a_{0}\right)=\rho_{i} / a_{0}, \quad m_{i}\left(a_{0}\right)=\mu_{i} / a_{0}^{5}
\end{gather*}
$$

where $r_{i}\left(I_{i}, a_{0}\right)$ is the nonlinear resistance of an $a_{0} \times a_{0} \times$ $a_{0}$ element in the $i$ th phase and $I_{i}$ is the total current through this element.

In the nonlinear case [see (8)], the resistance of the bridge is determined as above: $R_{1}=r_{1}\left(I_{1}, a_{0}\right) N_{1}$. The resistance of the spacer is conveniently found from the conductance $g_{2}(\Delta \varphi) N_{2}$ of the $a_{0} \times a_{0} \times a_{0}$ element, where $\Delta \varphi$ is the voltage difference across this element. Then the conductance of the spacer is $G_{2}=g_{2}(\Delta \varphi) N_{2}$, and its resistance $R_{2}=1 / G_{2}$. With an accuracy to cubic terms of the current, we find

$$
\begin{equation*}
R_{i}(I, H)=r_{i}(H)+M_{i}(H) I^{2} \tag{9}
\end{equation*}
$$

where the total current $I$ through the $H \times H \times H$ cube, as well as $r_{1}(H)$ and $r_{2}(H)$, have, of course, the same form as in (2) and (3). The nonlinear parts can be written as

$$
\begin{align*}
& M_{1}(H)=\mu_{1} \tau_{H}^{-\left(t_{3}-v_{3}\right)} a_{0}^{-5}  \tag{10}\\
& M_{2}(H)=\mu_{2} \tau_{H}^{3\left(q_{3}+v_{3}\right)} a_{0}^{-5}
\end{align*}
$$

Apply the well-known expressions [22] for a twodimensional film in the case of weak nonlinearity:

$$
\begin{gather*}
\sigma_{e}(p)=\sigma_{1} \tau^{t_{2}}, \quad \chi_{e}=\chi_{1} \tau^{-k_{2}}, \quad p>p_{c}  \tag{11}\\
\sigma_{e}(p)=\sigma_{2}|r|^{q_{2}}, \quad \chi_{e}=\chi_{2}|\tau|^{-k_{2}^{0}}, \quad p<p_{c} \tag{12}
\end{gather*}
$$

where $k_{2}$ and $k_{2}^{\prime}$ are the critical exponents for $1 / f$ noise.
Note that, in [22], the nonlinear relationship between the current density and the field was chosen in the form $j=\sigma E+\chi E^{2} E$. However, it is easy to see that $\mu=-\chi \sigma^{4}$ with an accuracy to cubic terms. If $k_{2}$ and $k_{2}^{\prime}$ are expressed through $t, q$, and $v$ [23], i.e., $k_{2}=2 v_{2}-t_{2}$, $k_{2}^{\prime}=2 \mathrm{v}_{2}-q_{2}$, then we can write $R_{2.5}(I)$ in the following form instead of (1):

$$
\begin{gather*}
R_{2.5}(I)=r_{1}(H) \tau_{2.5}^{-t_{2}}+M_{1}(H) \tau_{2.5}^{-t_{2}} I^{2}, \quad p>p_{c 2},  \tag{13}\\
R_{2.5}(I)=r_{2}(H)\left|\tau_{2.5}\right|^{q_{2}}+M_{2}(H)\left|\tau_{2.5}\right|^{3 q_{2}} I^{2}, \quad p<p_{c 2} . \tag{14}
\end{gather*}
$$

Consider now the case of very strong inhomogeneity. We neglect the current through the poorly conductive phase above the percolation threshold and the voltage across the highly conductive phase under the threshold. Substituting (10) and (5) into (13) and (14),
one finds

$$
\begin{equation*}
R_{2.5}^{e}(I)=r_{2.5}^{e}(H)+M_{2.5}^{e}(H) I^{2} \tag{15}
\end{equation*}
$$

where

$$
\begin{align*}
& r_{2.5}^{e}(H)=a_{0}^{-1} \rho_{1}\left(H / a_{0}\right)^{\left(t_{3}-t_{2}-v_{3}\right) / v_{3}} \tau_{3}^{-t_{2}} \\
& M_{2.5}^{e}(H)=a_{0}^{-5} \mu_{1}\left(H / a_{0}\right)^{\left(t_{3}-t_{2}-v_{3}\right) / v_{3}} \tau_{3}^{-t_{2}} \tag{16}
\end{align*}
$$

above the percolation threshold and

$$
\begin{align*}
r_{2.5}^{e}(H) & =a_{0}^{-1} \rho_{2}\left(H / a_{0}\right)^{\left(q_{2}-q_{3}-v_{3}\right) / v_{3}}\left|\tau_{3}\right|^{q_{2}} \\
M_{2.5}^{e}(H) & =a_{0}^{-5} \mu_{2}\left(H / a_{0}\right)^{3\left(q_{2}-q_{3}-v_{3}\right) / v_{3}}\left|\tau_{3}\right|^{3 q_{2}} \tag{17}
\end{align*}
$$

below the threshold.
If we neglect the threshold shift then the linear film resistance found in [17] will coincide with our expressions. Note that, in [17], $r_{2.5}^{e}$ was found with quite a different approach, the so-called "percolative renormalization group" technique.

## CALCULATIONS OF RESISTANCE FOR NONLINEAR FILMS TAKING INTO ACCOUNT THE SHIFT OF PERCOLATION THRESHOLD

Up till now, we have not taken into account the shift of the percolation threshold for cubes with a size $H \ll \xi$. According to [23, 24], the percolation threshold averaged over possible realizations $\left\langle p_{c H}\right\rangle$ is shifted with respect to $p_{c 3}$ by a value proportional to $\tau_{H}$ :

$$
\begin{equation*}
\left\langle p_{c H}\right\rangle=p_{c 3}+A \tau_{H}, \tag{18}
\end{equation*}
$$

where $A$ is a constant.
With such a definition of the shift $\left\langle p_{e H}\right\rangle$, it is necessary to take into account the numerical factor (denoted $B$ in $[24,25])$ in the root-mean-squared fluctuation of the percolation threshold; instead of (4), we thus have

$$
\begin{equation*}
P_{H}=p-p_{c 3}+(B-A) \tau_{H} / 2 B \tau_{H} \tag{19}
\end{equation*}
$$

Relationship (19) coincides with (4) at $A=0$ and $p_{c 3} / B=1$. The closeness to the film percolation threshold with regard for refined concentration (19) can be written as

$$
\begin{equation*}
\tau_{2.5}=\left(p_{c 3} \frac{\tau_{3}}{\tau_{H}}-A\right) / B \tag{20}
\end{equation*}
$$

At $\tau_{3} \longrightarrow 0$, the closeness to the percolation threshold becomes equal to $A / B$ and not zero, in contrast to (5). Depending on $\tau_{3}, \tau_{2.5}$ takes the following values:

$$
\begin{gather*}
\text { I } \tau_{2.5}=p_{c 3} \frac{\tau_{3}}{B \tau_{H}} \text { at } 0<\tau_{c}<\tau_{3}, \quad \tau_{c}=A \tau_{H} / p_{c 3}  \tag{21}\\
\text { II } \tau_{2.5}=-\frac{A}{B} \text { at } 0<\tau_{3}<\tau_{c} \tag{22}
\end{gather*}
$$

$$
\begin{gather*}
\text { III } \tau_{2.5}=-p_{c 3} \frac{\tau_{3}}{B \tau_{H}} \text { at }\left|\tau_{3}\right|>\tau_{c},  \tag{23}\\
\text { IV } \tau_{2.5}=\left(p_{c 3} \frac{\tau_{3}}{\tau_{H}}-A\right) / B \approx 0 \text { at } \tau_{3} \approx \tau_{c} . \tag{24}
\end{gather*}
$$

In cases I and III, the film resistance coincides with (16) and (17), respectively, with an accuracy to the constant $B$. In case II, the film resistance is given by

$$
\begin{align*}
r_{2.5}^{e}(H) & =C_{1} a_{0}^{-1} \rho_{2}\left(H / a_{0}\right)^{-\left(q_{3}+v_{3}\right) / v_{3}}  \tag{25}\\
M_{2.5}^{e}(H) & =C_{2} a_{0}^{-5} \mu_{2}\left(H / a_{0}\right)^{3\left(q_{3}+v_{3}\right) / v_{3}}
\end{align*}
$$

where the factors $C_{i}$ are the product of $A$ and $B$ to certain powers.

In case IV, the film is in the smear region with a width $\Delta_{2.5}=\left(\rho_{1} / \rho_{2}\right)^{1 /\left(t_{2}+q_{2}\right)}\left(H / a_{0}\right)^{\left(t_{3}+q_{3} / / v_{3}\left(t_{2}+q_{2}\right)\right.}$. For $\left|\tau_{2.5}\right| \leq \Delta_{2.5}$, its resistance is given by (13) or (14). At $\tau_{2.5}=\Delta_{2.5}$, we have

$$
\begin{gather*}
r_{2.5}^{e}(H)=a_{0}^{-1} \rho_{2} \sqrt{h}\left(H / a_{0}\right)^{-\left(1+\frac{3 q_{3}+t_{3}}{2 v_{3}}\right)},  \tag{26}\\
M_{2.5}^{e}(H)=a_{0}^{-5} \mu_{2} h^{\frac{3 q_{2}}{t_{2}+q_{2}}}\left(H / a_{0}\right)^{-3\left(1+\frac{3 q_{3}+t_{3}}{2 v_{3}}\right)} .
\end{gather*}
$$

Here, we took into account that $t_{2}=q_{2}$.

## CONCLUSION

To qualitatively illustrate the behavior of the film resistance, it is convenient to substitute the numerical values of the critical exponents into the expressions derived above. From [26], $t_{3}=2.0, t_{2}=q_{2}=1.3, q_{3}=$ 0.73 , and $v_{3}=0.88$. Using these values without taking into account the shift of the percolation threshold [see (16)], we find

$$
\begin{equation*}
r_{2.5}^{e}(H) \propto \rho_{1} a_{0}^{-0.8} H^{-0.2}, \quad M_{2.5}^{e}(H) \propto \mu_{1} a_{0}^{-4.8} H^{-0.2} \tag{27}
\end{equation*}
$$

above the percolation threshold and

$$
\begin{align*}
& r_{2.5}^{e}(H) \propto \rho_{2} a_{0}^{-0.65} H^{-0.35} \\
& M_{2.5}^{e}(H) \propto \mu_{2} a_{0}^{-5.95} H^{-1.06} \tag{28}
\end{align*}
$$

below it [see (17)].
If the shift of the percolation threshold is taken into account, we obtain [see (25)]

$$
\begin{equation*}
r_{2.5}^{e}(H) \propto \rho_{2} a_{0}^{0.83} H^{-1.83}, M_{2.5}^{e}(H) \propto \mu_{2} a_{0}^{0.49} H^{-5.49} \tag{29}
\end{equation*}
$$

for case II (22) and

$$
\begin{gather*}
r_{2.5}^{e}(H) \propto \sqrt{\rho_{1} \rho_{2}} H^{-3.38}  \tag{30}\\
M_{2.5}^{e}(H) \propto \mu_{2}\left(\rho_{1} / \rho_{2}\right)^{3 / 2} a_{0}^{5.14} H^{-10.14}
\end{gather*}
$$

in case IV [see (26)].

Note that $r_{2.5}^{e}(H)$ and $M_{2.5}^{e}(H)$ depend on $H$ and $a_{0}$ in a different way. Therefore, a simultaneous change in $H$ and $a_{0}$ by the same factor does not leave $r_{2.5}^{e}(H)$ and $M_{2.5}^{e}(H)$ unchanged. As a result, a change in the "coarseness" (size) of highly conductive particles gives rise to a nontrivial variation of the TFR resistance.

A large number of influencing parameters ( $\tau, \Delta$, $r_{1} / r_{2}, \mu_{1} / \mu_{2}, H$, etc.) give rise to a great variety of resistance curves for 2.5 D films. In experiments, however, additional "degrees of freedom" may be needed. For example, a large difference in particle sizes may require the application of the so-called Swiss Cheese model [26] or the inclusion of tunneling processes. This would necessitate solving problems with an exponentially broad spectrum of resistances [25, 26], etc. The role of these factors calls for separate discussion.
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#### Abstract

Electron emission induced by X-ray radiation in secondary-emission porous materials was investigated. © 2000 MAIK "Nauka/Interperiodica".


Secondary-emission porous materials are widely used as a working substance in electromagnetic and corpuscular radiation detectors [1-5]. The detection process in this case is governed by the interaction between primary radiation and a porous material, fast-primary-electron and slow-secondary-electron emissions, as well as by avalanche generation and transfer of secondary electrons.

The use of secondary-emission materials in detecting X-ray radiation poses certain difficulties. First, the possibility of the X-quantum-porous medium interaction may be low; and second, X-ray-induced emission is ambiguously related to structure parameters (pore size, pore wall thickness, and pore shape), the chemical composition of the material, and the quantum energy [5-8]. Optimization of the detector performance (in particular, sensitivity improvement) implies the elaboration of a model for X-ray-induced electron emission in porous materials.

In [6-8], electron emission in porous materials was considered for the case of a microchannel plate (MCP) to determine its sensitivity to X-ray radiation. However, the authors used simplified models and failed to discover the effect of the material structure and composition, as well as radiation energy, on the emission.

In this work, we suggest a model of X-rays-induced secondary emission in porous materials with both chan-nel-like and closed pores. The study of closed-pore materials seems to be topical in the context of the development of porous insulator technology [2] and a new type of secondary-emission material-microspherical plates [9]. Our model takes into account all structure and composition parameters of the material and possible quantum energies.

The probability $P$ of photon-induced electron emission in a porous body is given by

$$
\begin{equation*}
P=P_{1} P_{2}, \tag{1}
\end{equation*}
$$

where $P_{1}$ is the probability of quantum-body interaction and $P_{2}$ is the probability that a photogenerated or

Compton electron will escape from the wall of a pore into the free space.

The probability $P_{1}$ is found from the exponential expression [10]

$$
\begin{equation*}
P=1-\exp (-\bar{\mu} L) \tag{2}
\end{equation*}
$$

where $L$ is the sample thickness and $\bar{\mu}$ is the mean attenuation coefficient of X-rays in the sample. With regard for porosity,

$$
\begin{equation*}
\bar{\mu}=\mu \frac{\bar{\rho}}{\rho} . \tag{3}
\end{equation*}
$$

Here, $\bar{\rho}=\rho\left(1-V_{0} / V\right)$ is the mean density of the material, $\rho$ is the density of the material, $\mu$ is the attenuation coefficient of X-rays in the material, $V_{0}$ is the pore volume, and $V$ is the total volume of the sample.

It can be shown [11] that

$$
\begin{equation*}
\frac{V_{0}}{V}=\frac{\alpha}{(1+w / d)^{n}} \tag{4}
\end{equation*}
$$

where $n=2$ or 3 for channel-like and closed pores, respectively; $\alpha$ is a pore-shape-dependent parameter; and $w$ and $d$ are the mean thickness of the pore wall and the mean pore size.

In view of (3) and (4), we find from (2):

$$
\begin{equation*}
P=1-\exp \left[-\mu L\left(1-\frac{\alpha}{(1+w / d)^{n}}\right)\right] \tag{5}
\end{equation*}
$$

The probability $P_{2}$ that a fast electron will escape from the wall of a pore into the free space depends on the mean distance from the point of electron generation to the pore surface, electron energy, and chemical composition of the body. Let the mean path of electrons in the wall be $x_{0}$. To find the escape probability, consider a layer of thickness $x_{0}$ where $N_{0}$ uniformly generated monoenergetic primary electrons move isotropically.

One can show that the number of electrons leaving this layer is [11]

$$
\begin{equation*}
N=N_{0} \int_{0}^{x_{0}} \frac{x}{x_{0}} d x \int_{x}^{R}\left(1 / r^{2}+1 / r R\right) d r \tag{6}
\end{equation*}
$$

Here, $R$ is the extrapolated range of electrons in the material (it can be found from Tabata's semiempirical equation [12]) and the probability that electrons will pass through an $r$-thick layer is linearly approximated as $1-r / R$ [10]. From (6), we obtain the probability $P_{21}$ that a primary electron will leave the wall:

$$
\begin{gathered}
P_{21}\left(x_{0}\right)=\frac{N\left(x_{0}\right)}{N_{0}} \\
=\left\{\begin{array}{l}
1-\frac{3 x_{0}}{4 R}+\frac{x_{0}}{2 R} \ln \frac{x_{0}}{R} \text { at } R>x_{0} \\
\frac{R}{4 x_{0}} \text { at } R<x_{0} .
\end{array}\right.
\end{gathered}
$$

If all primary electrons move normally to the surface,

$$
P_{22}\left(x_{0}\right)=\left\{\begin{array}{l}
1-\frac{x_{0}}{2 R} \text { at } R>x_{0} \\
\frac{R}{2 x_{0}} \text { at } R<x_{0}
\end{array}\right.
$$

Primary photogenerated and Compton electrons have known emission-angle distributions, and the true probability $P_{2}\left(x_{0}\right)$ of their emission lies between $P_{21}\left(x_{0}\right)$ and $P_{22}\left(x_{0}\right)$. It follows from this condition that the dependence $P_{2}\left(x_{0}\right)$ can be approximated by the exponential function

$$
P_{2}\left(x_{0}\right)=\exp \left(-k x_{0}\right)
$$

more convenient for analysis. Here, $k$ has the meaning of absorption coefficient of electrons and obeys the condition $\ln 2<k R<\ln 4$.

The value of $k$ can be found from the well-known empirical expression [10]

$$
\begin{equation*}
k=17 E^{-1.42} \tag{7}
\end{equation*}
$$

which was derived for the absorption coefficient of unidirectional $\beta$-electrons with a continuous energy spectrum and a mean energy equal to the mean energy of primary electrons.

The mean path of electrons in the wall depends on the pore size, pore shape, and pore wall thickness. It can be given by [11]

$$
\begin{equation*}
x_{0}=\beta d\left[(1+w / d)^{n}-\gamma\right] \tag{8}
\end{equation*}
$$

where $\beta$ and $\gamma$ are parameters dependent on pore shape and arrangement.

Thus, the probability $P_{2}$ that primary electrons will escape from the wall into the free space is

$$
\begin{equation*}
P_{2}=\exp \left[-\beta k d\left((1+w / d)^{n}-\gamma\right)\right] \tag{9}
\end{equation*}
$$

Note that $\mu$ and $k$ in (5) and (9) depend on the X-quantum energy and the composition of the porous body according to known laws. Hence, the derived expression for the probability $P_{1} P_{2}$ of radiationinduced emission of fast electrons in a porous body takes into account all structure and composition parameters of the material and the X -quantum energy. From (5) and (9), it is easy to see that $P_{1} P_{2}$ plotted against $w$ and $d$ exhibit maxima. The dependence of $P_{1} P_{2}$ on quantum energy also peaks if the empirical expression for $\mu$

$$
\mu(E)=C \exp (-3.5 E)[10]
$$

is included in (5).
When fast primary electrons traverse the pores, transmission and reflection secondary electron emissions arise. The number of generated slow secondary electrons is related to the secondary emission coefficient of the material [13] and the number of pores traversed by a primary electron. The latter is expressed as $N=R / x_{0}$, where $R$ and $x_{0}$ are, as previously, the extrapolated range and the mean path of primary electrons in the wall.

Among currently available porous materials, MCPs, including those with channel-like pores, are of most interest for applications. First, MCP parameters can be optimized to obtain the maximum X-rays-induced electron emission and the maximum sensitivity of MCP detectors. Second, the MCP measured sensitivity can be compared with calculated values. In Figs. 1a and 1b, calculated relative emissions in the MCP are plotted against the structure parameters.

It is known that the efficiency of X-quantum detection by an MCP detector depends on the probability that fast primary electrons will be generated and emitted into MCP channels. Calculated (within the suggested model) and experimental [6] efficiencies of the MCP detector vs. X-quantum energy are depicted in Fig. 2.

The MCP material (lead glass) consists of $\mathrm{Si}, \mathrm{Pb}$, and O to the extent of $95 \%$. Their relative content may vary within wide limits. These elements, however, enter into the composition as compounds $\left(\mathrm{SiO}_{2}\right.$ and PbO$)$ rather than as individual components. Therefore, the weight fraction of one of them (say, lead) specifies those of the other two. This makes it possible to set a correlation between the photo-induced emission in an MCP and the content of one constituent [14]. Figure 3 shows the fast electron emission vs. lead percentage in the MCP material.

With expressions derived for photon-induced electron emission in porous materials, we estimated the efficiency of MCP detectors studied in our previous


Fig. 1. (a) Relative photon-induced emission of fast (solid lines) and slow (dotted lines) electrons in the MCP vs. channel wall thickness $w$; channel diameter $d=15 \mu \mathrm{~m}$ : (1) 25 , (2) 40, (3) 60, (4) 122, (5) 150, (6) 250, and (7) 662 keV . (b) Relative photon-induced emission in the MCP vs. channel diameter $d: w=(1) 0.1$, (2) 0.5 , (3) 1.5 , and (4) $5.0 \mu \mathrm{~m}$; solid line, 25 keV ; dashed line, $40 \mathrm{keV} . L=1 \mathrm{~mm}$, MCP thickness; $N_{e}$ and $N_{q}$, the number of electrons and quanta, respectively.
work [3] and elsewhere [7, 8, 15]. Analytic values were compared with experimental data (Fig. 4).

It was found that today's MCP parameters used in detecting X-rays are not optimum. Their optimization with the suggested model may greatly improve MCP sensitivity to X-ray radiation.

It should be noted that our procedure for photoninduced electron emission characterization is also applicable to other porous materials, such as porous insulators and microspherical plates. The latter are a new secondary-emission substance [9], namely, a $\sim 1$-mm-thick plate with closely packed glass microspheres of diameter $\sim 40 \mu \mathrm{~m}$ inside. The spheres are covered by a special film with a high secondary emission coefficient. Microspherical plates differ from


Fig. 2. Analytic (solid line) and experimental (dashed line) dependences of the efficiency of the MCP X-ray detector vs. X-quantum energy.


Fig. 3. Relative photon-induced emission of fast electrons against the lead percentage $n$ in the MCP materials; $d=$ $15 \mu \mathrm{~m}$. Solid lines: $L=1 \mathrm{~mm}, w=3 \mu \mathrm{~m}$; dashed line: $L=$ $3 \mathrm{~mm}, w=3 \mu \mathrm{~m}$; dotted line: $L=1 \mathrm{~mm}, w=1 \mu \mathrm{~m}$.


Fig. 4. Calculated (empty circles) and experimental values of the efficiency $F$ of the MCP X-ray detector for different quantum energies $E$.

MCPs in that avalanche generation of secondary electrons takes place between the spheres.
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#### Abstract

Complex study of surface and bulk defects was performed by field ion and scanning tunnel microscopy. Specimens were irradiated by 20 - to $50-\mathrm{keV} \mathrm{He}^{+}, \mathrm{Ar}^{+}$, and $\mathrm{Bi}^{+}$ions at room temperature. The irradiation fluences were between $10^{18}$ and $10^{20}$ ion $\mathrm{m}^{-2}$. Calculated parameters of depletion zones and atomic displacement cascades were compared with theoretical estimates. It was shown that controlled ion bombardment of material surface is an effective tool for fabricating field-emission cathodes for vacuum microelectronics. © 2000 MAIK "Nauka/Interperiodica".


## INTRODUCTION

Although two advanced, extremely sensitive and powerful methods for solid surface analysis-field ion microscopy (FIM) [1] and scanning tunnel microscopy (STM) [2]-differ essentially in several facets, they are often thought of as related techniques naturally complementing each other. STM issues were included in the agenda of the annual International Field Emission Symposium (its 45 th meeting was held in 1998), together with FIM, field-emission microscopy, and quantum mechanical processes under high electric fields, immediately after STM discovery (see, for example, [3, 4]). Moreover, several combined instruments that implement both techniques have been produced to date [5].

FIM and STM have the following features in common: atomic resolution, the use of the field emission phenomenon, and the application of tips to generate fields of an appropriate strength. The fundamental difference is that, in FIM, a tip is essentially a specimen, while in STM, it is a probe that scans the surface of a flat specimen. Both techniques provide an atomic resolution of surface images from conducting materials; in the case of FIM, however, the use of field evaporation makes it possible to take images from many (tens or hundreds of) surface atomic layers, visualizing the bulk of a material. This is impossible with STM. Finally, modern field-ion microscopes are equipped with an attachment for probe mass-spectrometric chemical analysis of surface particles [6]. In this respect, an atomic-probe ion-field microscope is a true cluster that integrates two complementary techniques to study different properties of the same specimen. In the case of an STM-FIM cluster, an ion-field microscope plays an essential yet secondary role of a probe-quality analyzer.

The list of similarities and differences between FIM and STM can be extended. Considering the potentialities of both, we have come to the conclusion that they do complement each other and, when used in tandem, are appropriate in investigating radiation-induced defects both on the surface and in the bulk of conducting materials. Note that such studies are routine for the FIM technique [7, 8]; as to STM, relevant data are very scarce (see, for example, [9, 10]).

This article opens a series of related publications concerned with FIM and STM investigations that were performed from December 1, 1997, to November 30, 1999.

## SPECIMENS

Specimens were made of carbon (graphite) and silicon. Note that FIM and STM substantially differ by specimen preparation and analytical procedures involved. With this in mind, we selected materials more appropriate for STM analysis, since invoking this technique for the study of radiation-induced defects was among the primary goals of this work.

FIM specimens were tips with a mean radius of curvature of about 100.0 nm . Silicon specimens and specimens of MPG-6 high-strength reactor graphite [11] were prepared by conventional electrochemical etching of small bars with a cross section of $0.3 \times 0.3 \mathrm{~mm}$. The bars were precut by an electric spark method.

STM specimens were thin plane-parallel one-sidepolished platelets measuring $10.0 \times 10.0 \times \sim 0.5 \mathrm{~mm}$. Silicon specimens were prepared from KDB-12 (boron-doped, resistivity $12 \Omega \mathrm{~cm}$ ) $\mathrm{Si}(100)$ wafers. Since the instrument operated in air, the specimens were passivated in an $\mathrm{HBF}_{4}$ solution [12] to prevent
their oxidation. After such a treatment, the silicon surface remained clean for 30 h .

## SPECIMEN IRRDIATION

Specimens preexamined in the microscope were irradiated by $20-$ to $50-\mathrm{keV} \mathrm{He}+\mathrm{Ar}^{+}$, and $\mathrm{Bi}^{+}$ions outside the instruments. The fluences varied between $10^{18}$ and $10^{20} \mathrm{~m}^{-2}$. In the case of the tips, the bombarding beam was perpendicular to their axis of symmetry. The plates for STM investigation were bombarded normally to their surface.

## FIM RESULTS

We noted above that carbon and silicon are difficult to study with FIM. The major challenge here is that the
evaporating fields are relatively low and that evaporation is an irregular process. Hence, the poor quality of FIM images and the impossibility of identifying individual point defects and their clusters of a low multiplicity. Yet, FIM images from these materials allow the identification of small pores and sometimes depleted zones (as a result of atomic displacement cascades [13]), as well as the determination of their parameters, such as size, volume, geometry, and approximate vacancy concentration in them. Under favorable conditions, defects like dislocations can be identified and characterized.

In this work, experiments were preformed with a vacuum ion-field microscope at the Institute of Theoretical and Experimental Physics. During examinations, specimens were kept at 78 K , and helium was used as an imaging gas. In the experiments, we took


Fig. 1. FIM images from the (a) reference and (b) $\mathrm{Ar}^{+}$-irradiated ( 50 keV ) specimens of MPG-6 high-strength reactor graphite. The irradiation fluence is $10^{18} \mathrm{~m}^{-2}$.


Fig. 2. FIM images from the silicon specimens irradiated by (a) $40-\mathrm{keV} \mathrm{Ar}^{+}$ions and (b) $30-\mathrm{keV} \mathrm{Bi}^{+}$ions. The fluence is $\geq 10^{20} \mathrm{~m}^{-2}$ in both cases.


Fig. 3. STM images from the (a) reference and (b) $\mathrm{Ar}^{+}$-irradiated ( 50 keV ) specimens of MPG-6 reactor graphite. The irradiation fluence $\sim 10^{20} \mathrm{~m}^{-2}$.
advantage of methodological expedients used in our previous work [14].

Typical FIM images from the surfaces of (a) reference and (b) $\mathrm{Ar}^{+}$-ion ( 50 keV ) irradiated MPG-6 graphite are depicted in Fig. 1. The irradiation fluence was $10^{18} \mathrm{~m}^{-2}$. The arrow in Fig. 1b indicates a depleted zone. Presumably, it arises when a single atomic-displacement cascade is developed in the crystal lattice. FIM images of the silicon surfaces irradiated by $\mathrm{Ar}^{+}$ ( 40 keV ) and $\mathrm{Bi}^{+}(30 \mathrm{keV}$ ) ions are shown in Figs. 2a and 2 b , respectively. The relatively high fluences in both cases ( $\geq 10^{20}$ ion $/ \mathrm{m}^{2}$ ) imply that the observed defect regions correlate to an overlap of many atomic displacement cascades.

Note that, for individual cascades, the parameters of depleted zones could be found only if the defect region
could be "opened" and totally traversed during the successive field evaporation of the irradiated specimens.

Tables 1 and 2 list parameters of the depleted zones and cascade functions $v$ for MPG-6 graphite and silicon, respectively. They were estimated from FIM images. It should be realized that, while the depletedzone volume was determined fairly accurately (the error is no more than $15 \%$ ), the vacancy concentration in them, which was estimated according to concepts put forward in [15], is accurate to $50-60 \%$. Accordingly, the tabulated cascade functions $v$ involve the same error.

Comparing values given in Tables 1 and 2 with those obtained from the simple Khinchin-Pees formula or within the Sneider-Noifeld modified theory [13], one can draw the following conclusion. For carbon (graphite), the experimentally found parameters of atomic dis-


Fig. 4. STM images from the (a) reference and (b) $\mathrm{Ar}^{+}$-irradiated ( 50 keV ) silicon specimens. The irradiation fluence $\sim 10^{20} \mathrm{~m}^{-2}$.
placement cascades are close to theoretical estimates. For silicon, however, the discrepancy may be as high as 80 and even $120 \%$. This can be explained by an error in determining the vacancy concentration in the depleted zones, but only to an extent, since FIM images for carbon and graphite are qualitatively similar. The ultimate answer will be provided once much more experimental data are obtained.

## STM RESULTS

Surface roughness of the reference and irradiated specimens was examined in an SMM-2000-T scanning tunnel microscope (KPD, Russia) operating in air. Flat graphite and silicon specimens were irradiated in an ion injector under a high vacuum (at a pressure of $10^{-4}$ torr). The ions used and their energies are listed in Tables 1 and 2. Since our work was also aimed at devel-
oping radiation technology for flat, large-area fieldemission cathodes [16], current-voltage characteristics of field emission were taken from several specimens.

Figures 3b (MPG-6 graphite) and 4b (silicon) show rather illustrative, if not quite typical, STM images of the irradiated specimens (Figs. 3a and 4a demonstrate the images of the references). In both cases, the specimens were irradiated by $\mathrm{Ar}^{+}$ions ( 50 keV ) at a fluence of $\sim 10^{20} \mathrm{~m}^{-2}$. Under these conditions, the cathode area was the most developed and the current-voltage characteristics (in the Fowler-Nordheim coordinates) were close to those in our previous work [17]. The emission current per $\mathrm{cm}^{2}$ of the cathode was up to 100 A for graphite and 10 A for silicon at an operating voltage of about 5.0 kV and a flat anode-cathode distance of 1.0 cm (in a diode configuration).

Table 1

| Ions | Energy, <br> keV | Atomic <br> volume <br> $\Omega_{e}$ | Approximate <br> vacancy con- <br> centration, $\%$ | Cascade <br> function $v$ |
| :---: | :---: | :---: | :---: | :---: |
| $\mathrm{He}^{+}$ | 20.0 | 150 | 30 | 45 |
|  | 30.0 | 180 | 30 | 54 |
| $\mathrm{Ar}^{+}$ | 50.0 | 540 | 20 | 108 |
|  | 30.0 | 150 | 30 | 45 |
| $\mathrm{Bi}^{+}$ | 40.0 | 350 | 30 | 105 |
|  | 50.0 | 350 | 30 | 105 |
|  | 20.0 | 15 | 100 | 15 |
|  | 30.0 | 15 | 100 | 15 |

Qualitatively, the surface roughness of the irradiated specimens essentially depends on the sputtering coefficient and parameters of atomic displacement cascades. It was found that, the greater the sputtering coefficient and the larger the cascade regions, the more developed the surface (i.e., the higher its roughness). On the other hand, the roughness linearly depends on the fluence within certain intervals. It was shown that there exists a threshold fluence above which the surface roughness of the materials is reduced or at least remains constant.

Using known values of the sputtering coefficients for silicon and carbon exposed to $50-\mathrm{keV} \mathrm{Ar}^{+}$ions [18], we made an attempt to locate the initial surface of the irradiated specimens from their STM images.

It was of interest whether the material is merely removed (sputtered) from the surface upon irradiation or some sputtered (more precisely, displaced in atomic collision cascades) surface atoms complete microsteps being formed. It was found that sputtered (removed) atoms amounted up to $\sim 60$ and $80-90 \%$ in the case of carbon and silicon, respectively.

## CONCLUSIONS

(1) A combination of two ultramicroscopic methods, FIM and STM, proves to be reasonable in investigating the effect of radiation on the surface and bulk structures of materials, since it provides additional information.
(2) Scanning tunnel microscopy is an efficient tool for studying radiation-induced surface defects and controlling surface modifications.
(3) The parameters of atomic displacement cascades occurring in MPG-6 high-strength reactor graphite irradiated by moderate-energy ions are close to the existing theoretical estimates.
(4) The parameters of atomic displacement cascades occurring in silicon irradiated by moderate-energy ions greatly differ from the existing theoretical estimates; the experimentally found efficiency of stable atomic displacement in cascades was found to be $80-120 \%$

Table 2

| Ions | Energy, <br> keV | Atomic <br> volume <br> $\Omega_{a}$ | Approximate <br> vacancy con- <br> centration, $\%$ | Cascade <br> function $v$ |
| :---: | :---: | :---: | :---: | :---: |
| $\mathrm{He}^{+}$ | 20.0 | 15 | 100 | 15 |
|  | 30.0 | 20 | 100 | 20 |
| $\mathrm{Ar}^{+}$ | 50.0 | 70 | 30 | 21 |
|  | 30.0 | 150 | 30 | 45 |
|  | 40.0 | 150 | 30 | 45 |
| $\mathrm{Bi}^{+}$ | 50.0 | 240 | 30 | 72 |
|  | 20.0 | 10 | 100 | 10 |
|  | 30.0 | 15 | 100 | 15 |

less than the theoretical value. This cannot be explained by the specifics of the used method alone.
(5) At relatively small energies of atomic displacement cascades in graphite and silicon (the energies of primary knocked-out atoms at a level of $1.0-1.5 \mathrm{keV}$ ), defect regions of single cascades are pores (depleted zones with a vacancy concentration of $100 \%$ ).
(6) Upon ion irradiation, the surface roughness essentially depends on the sputtering coefficient and also on the parameters of atomic displacement cascades: the greater the coefficient and the larger the size (the space of development) of the cascades, the higher the roughness. An increase in the irradiation fluence increases the roughness (the degree of surface development) to a certain limit only.
(7) Radiation-induced surface modification of conducting materials is a promising way for producing flat, large-area field-emission cathodes needed in vacuum microelectronics. Conditions for radiation treatment can be optimized by varying the type of bombarding ions and their energy; angle of incidence; radiation density and fluence; and, possibly, the initial stress state and the spectrum of preformed (e.g., by heat treatment) crystal defects.
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#### Abstract

A way of simultaneously focusing a circular uniform beam of fine uncharged diamagnetic particles in the longitudinal and transverse directions is explored. Focusing is performed by a short magnetic lens and a diaphragm providing a time-dependent electric field. The size of the particles is within the range of $10^{-4}-10^{-1} \mathrm{~cm}$. © 2000 MAIK "Nauka/Interperiodica".


As is known, transverse (normal) focusing of fine uncharged particles in a vacuum can be performed by a constant axially symmetric magnetic [1] or electric [2] field. The size of the particles varies between $10^{-4}$ and $10^{-1} \mathrm{~cm}$. It has also been demonstrated [3] that a uniform beam of uncharged particles can be transformed into a stream of clusters that are compressed in the longitudinal direction under the action of an axially symmetric periodic electric field. The clusters are compressed to a maximum degree after they have traveled a certain distance, which can be regarded as the focal distance for longitudinal focusing.

This study addresses combined focusing of an uncharged particle beam, i.e., focusing that is performed in both directions. The approach is hampered by the fact that a time-dependent electric field employed for longitudinal focusing performs timevarying transverse focusing as well. The additional focusing in the transverse direction adversely affects that provided by a constant axially symmetric magnetic or electric field. Although this drawback is inherent in the technique, it is reduced to a large extent if focusing parameters are set appropriately.

Consider combined focusing of a uniform circular beam of fine $\left(10^{-4}-10^{-1} \mathrm{~cm}\right)$ uncharged diamagnetic particles in a vacuum. The focusing system comprises a short magnetic lens ML for transverse focusing and a planar diaphragm $D$ having a fine circular aperture of a given radius $R$ (see figure). The diaphragm generates a time-dependent electric field, thus providing longitudinal focusing. Let the particles move along the axis of symmetry $z$ and have the same initial velocity $v_{0}$. The magnetic field $H=H(z)$ is confined to an interval $z_{1} \leq$ $z \leq z_{2}$, and the electric field of the diaphragm next to ML lies within an interval $z_{3} \leq z \leq z_{4}$ in the vicinity of the diaphragm. The latter interval is comparable in size to the diaphragm aperture. Outside the interval $z_{3} \leq z \leq z_{4}$, and the electric field is uniform: $E_{3}=0$ and $E_{4}=E=$
const $\neq 0$ (in a static mode). The electric-field potential is distributed as [4]

$$
\Phi(z)=\Phi_{0}-\frac{1}{\pi} E R\left(\frac{|z|}{R} \arctan \frac{|z|}{R}+1\right)-\frac{1}{2} E z,
$$

where $\Phi_{0}$ is the potential at the diaphragm center ( $z=0$ ).

Following [3], the electric field along the axis is given by $\varphi=\varphi(z, t)$, i.e.,

$$
\varphi(z, t)=\Phi(z) \eta(t),
$$

where $\eta=\eta(t)$ is a periodic function with a period $T$.
The diaphragm field forms clusters, which experience maximum longitudinal compression (at the longitudinal focus) at a distance $l\left(l \gg T v_{0}\right)$ if

$$
\eta(t) \simeq A \sqrt{t},
$$

where

$$
A=\frac{\sqrt{2} v_{0}^{3 / 2}}{\sqrt{\frac{3(\varepsilon-1)}{4 \pi \rho(\varepsilon+2)} E^{2} l}},
$$

$\rho$ is the particle density, and $\varepsilon$ is the relative permittivity of the particles.

Let the effect of the diaphragm on the transverse focusing be negligible (it is provided by ML alone). Then the focal points $F$ are the same for the magnetic


Figure.
lens and the diaphragm if $f=l+h$, where $f$ is the focal distance of the magnetic lens and $h$ is the distance between the two elements. At this point, the clusters are most compressed in both directions, so that combined focusing is realized. According to [1],

$$
\begin{aligned}
f= & \frac{16 \pi v_{0}^{2}(\mu+2) \rho}{z_{2}} \\
& 9(1-\mu) \int_{z_{1}} H^{\prime^{2}} d z
\end{aligned}
$$

where $H^{\prime}=\partial H / \partial z$ and $\mu$ is the relative permeability of the particles. The condition for combined focusing therefore becomes

$$
\begin{aligned}
& \frac{16 \pi v_{0}^{2}(\mu+2) \rho}{z_{2}}=\frac{8 \pi \rho v_{0}^{3}(\varepsilon+2)}{3(\varepsilon-1) A^{2} E^{2}}+h . \\
& 9(1-\mu) \int_{z_{1}}^{z^{2} d z}
\end{aligned}
$$

Thus, combined focusing can be achieved regardless of the particle size.

Since we have $\left|z_{1}-z_{2}\right| \ll f$ and $\left|z_{3}-z_{4}\right|<l$, the magnetic lens and the diaphragm can be placed so close to each other that $h \ll f$, $l$, which allows one to assume $h \approx 0$. Then combined focusing is feasible regardless of the particle density as well. However, it should be borne in mind that the focal distance depends on the density $[l=l(\rho)]$ rising with the latter.

The assumption that the effect of the diaphragm on the transverse focusing is negligible is tantamount to

$$
\left|\frac{1}{f_{0}}\right| \ll \frac{1}{f}=\frac{1}{l},
$$

where $f_{0}$ is the focal distance for transverse focusing performed by the diaphragm.

Since [2]

$$
\frac{1}{f_{D}} \approx-\frac{9(\varepsilon-1)}{16 \pi(\varepsilon+2) \rho v_{0}^{2}}
$$

$$
\times \int_{z_{3}}^{z_{4}} \varphi^{\prime \prime 2}(z, t) d z \quad\left(\text { at } \dot{z} \approx v_{0}\right)
$$

and

$$
\frac{1}{l}=\frac{3(\varepsilon-1) A^{2} E^{2}}{8 \pi \rho(\varepsilon+2) v_{0}^{3}},
$$

we have

$$
\left|\frac{1}{f_{0}}\right| \sim \frac{t}{v_{0}^{2}} \text { and } \frac{1}{l} \sim \frac{1}{v_{0}^{3}} .
$$

This means that this inequality can be met by decreasing the period $T$ (since $0 \leq t \leq T$ ) and the velocity $\mathrm{v}_{0} .{ }^{1}$ The effect of combined focusing is also enhanced if $E$ and $R$ are selected optimally, since $f_{0}$ and $l$ are variously governed by the electric field distribution.

Finally, note that combined focusing of fine uncharged particles by axially symmetric magnetic and electric fields in a vacuum is possible in a first approximation.

## REFERENCES

1. N. I. Shtepa, Zh. Tekh. Fiz. 49, 1839 (1979) [Sov. Phys. Tech. Phys. 24, 1034 (1979)].
2. N. I. Shtepa, Zh. Tekh. Fiz. 36, 470 (1966) [Sov. Phys. Tech. Phys. 11, 347 (1966-1967)].
3. N. I. Shtepa, Zh. Tekh. Fiz. 48, 2139 (1978).
4. A. A. Rusterholz, Elektronenoptik (Birkhäuser, Basel, 1950; Inostrannaya Literatura, Moscow, 1952).

Translated by A. A. Sharshakov

[^5]
# Slow Variation of the Electrical Conductivity of Water under Weak Permanent Magnetic Fields 

G. N. Sankin and V. S. Teslenko<br>Lavrent'ev Institute of Hydrodynamics, Siberian Division, Russian Academy of Sciences, pr. akademika Lavrent'eva 15, Novosibirsk, 630090 Russia Received October 19, 1998


#### Abstract

Slow variation (for $10-40 \mathrm{~min}$ ) of the electrical conductivity of a water cell in weak permanent magnetic fields was studied. Relaxation characteristics and the dependence of the resistivity on a magnetic field ranging between 0.02 and 0.11 G were obtained. It was found that the cell response lags behind magnetic field switching-on and switching-off. © 2000 MAIK "Nauka/Interperiodica".


Extralow (comparable to geomagnetic) ac (0.01200 Hz ) magnetic fields are known to influence physicochemical properties of aqueous solutions, water, and ice [1-3]. The electrical conductivity, dielectric loss tangent, refractivity index, and other properties vary within several hours after magnetic treatment.

In this work, we show that below-geomagnetic permanent magnetic fields may reversibly alter the electrical properties of a water-filled cell through which a direct current passes.

Experiments were performed against the magnetic field of the Earth. The mean field strength, its vertical and horizontal components, and the component normal to the electric field of the cell were $0.59,0.56,0.17$, and 0.58 G , respectively. Geomagnetic fluctuations were not taken into account.

An additional magnetic field was generated by a permanent magnet, a solenoid, or a straight conductor 4.5 cm distant from the center of the cell. In the last case, the field generated at the center of the cell was directed vertically and normally to the electric field of the cell. Hereafter, magnetic field values in the text and in the figures are those at the center of the cell.

The cell was a Teflon cylinder 20 mm in diameter with planar electrodes spaced 5 mm apart. Stainlesssteel, titanium, and carbon electrodes were tested. The electrodes were arranged vertically.

The cell was filled with distilled or twice-distilled water (with a conductivity of $4 \times 10^{-6} \Omega^{-1} \mathrm{~cm}^{-1}$ ). The liquid was exposed to air. Prior to experiments, the water-filled cell settled for a day. Then, the current was passed through the cell for 1 or 2 h until the liquid was completely polarized. The cell was placed in a thermostat made of foamed plastic. A magnetic field source was outside the thermostat. The experiments were performed at temperatures of $21-23^{\circ} \mathrm{C}$ and $1.3^{\circ} \mathrm{C}$. Figures 1 and 2 refer to the cell with stainless-steel electrodes at $21^{\circ} \mathrm{C}$.

We used a dc measuring bridge where the cell was one of the branches. The supply voltage of the bridge was constant, 1.5 V . The resulting signal was amplified by a U5-10 differential amplifier and then recorded with an S9-27 digital oscilloscope. The time resolution of the bridge was 0.15 s . The desired effect was observed against a monotone current drift. The drift was taken into account upon processing oscillograms.

Figure 1 shows a current oscillogram for the cell with distilled water when a magnetic field $B=0.11 \mathrm{G}$ was generated by the straight conductor. The resistance of the cell increases to a maximum value for a time lag $\tau_{L}=\tau_{1}+\tau_{2}\left(\tau_{1}\right.$ and $\tau_{2}$ are the delay time and the time of response to field switching-on) and then relaxes to its initial value for a time $\tau_{R}=\tau_{3}+\tau_{4}$ ( $\tau_{3}$ and $\tau_{4}$ are the delay time and time of response to field switching-off). For a current through the cell of $0.83 \mu \mathrm{~A} / \mathrm{cm}^{2}$, the resistance increased by about $1 \%$ for $\tau_{L} \approx 20 \mathrm{~min}$. The delay between field switching-on and the beginning of resistance change was $\tau_{1} \approx 5 \mathrm{~min}$. Once the magnetic field


Fig. 1. Time variation of the relative change in the current through the cell in the presence of the additional magnetic field $B=0.11 \mathrm{G}$ of the conductor (switching-on and switch-ing-off instants are indicated by arrows).


Fig. 2. (a) Relative change in the cell resistance and (b) time $\tau_{L}$ vs. additional magnetic field of the conductor at $21^{\circ} \mathrm{C}$.
was switched off, the cell passed into its initial state (with a delay $\tau_{3} \approx 5 \mathrm{~min}$ ) for a time $\tau_{R} \approx 20 \mathrm{~min}$. When the cell was filled with twice-distilled water, the relative current change was the same for the same magnetic field.

Similar effects are observed in the fields of the solenoid and the permanent magnet. When the field of the solenoid, $B=0.15 \mathrm{G}$, was switched on, the current change was $2.5 \%$ with $\tau_{L} \approx 30 \mathrm{~min}$ for a cell current of $1.5 \mu \mathrm{~A} / \mathrm{cm}^{2}$. An increase in the resistance does not depend on the field polarity. At $1.3^{\circ} \mathrm{C}$, the current behaved in a similar way.

In Fig. 2a, the relative change in the resistance of the cell with distilled water is plotted against the applied magnetic field for a cell current of $0.78 \mu \mathrm{~A} / \mathrm{cm}^{2}$. Figure 2 b shows the dependence of the transition time $\tau_{L}$ on the applied magnetic field. The effect also takes place if the magnetic field is aligned with the electric field of the cell and is again independent of the magnetic field direction.

Note that, when the magnetic field is switched off within the time $\tau_{2}$, an increase in the resistance grows during the time of inertia $\tau_{i} \leq \tau_{2}$ and, after attaining a maximum, it returns to its initial value in both cases (the magnetic field is parallel or normal to the electric field of the cell).

Thus, by measuring the relative change in water conductivity, we discovered the effect of initiating slow physicochemical processes in an electrolytic cell when extralow magnetic fields are applied. It was found that
the cell response lags behind magnetic field switchingon and switching-off.

The effect can be attributed to a change in the degree of impurity-ion (primarily dissolved carbon dioxide) hydration in the bulk of water, probably because of the modified water structure [4]. As a result, the adsorption of ions hydrated on the electrode surfaces changes, causing the reconstruction of the double electrical layer.
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#### Abstract

A compact multichannel mass analyzer is described, which enables one to analyze the composition of multicomponent ion beams. © 2000 MAIK "Nauka/Interperiodica".


## INTRODUCTION

Beam technologies presently find increased usage in mechanical engineering. New ion sources for these purposes are under development, including sources with a multicomponent (mixed) ion beam. These include ion sputtering sources, whose beams contain ions of working gas in addition to metal ions. In order to determine the composition of ion beams produced by such sources, we have developed and employed a compact multichannel mass analyzer. Small dimensions and mass of the instrument make it possible to employ it even in small vacuum chambers. Thanks to multichanneling, the instrument enables one to determine the mass of ions of all elements of the periodic table and their ratios in the beam.

## PRINCIPLE OF OPERATION OF THE INSTRUMENT

As in the case of most mass analyzers, the operation of the instrument is based on the dependence of the radius of turning of charged particles in a transverse uniform magnetic field on their mass and energy according to the equation

$$
R=\frac{144-\sqrt{W M}}{z B}
$$

where $R$ is the Larmor radius ( cm ), $W$ is the particle energy ( eV ), $M$ is the particle mass (amu), $z$ is the atomic number, and $B$ is the magnetic induction (G) [1].

The distinguishing feature of the instrument consists in the fact that its magnetic field is constant; and ten magnetic tracks are selected in this field with preassigned radii, each track with its own collector. Therefore, only two quantities are variable, namely, the mass of particles and their energy. By varying the particle energy, one can receive the beam jet and measure its current in different collectors, thereby determining the

[^6]particle mass in the beam or, with fixed energy of the beam, search for its components of different masses in different collectors, which makes it possible to analyze the composition of the beam without varying the operating mode of the ion source being investigated.

## INSTRUMENT DESIGN

The uniform magnetic field in the instrument is produced with the aid of magnet poles (see figure). The magnetic gap between the poles is taken to be 5 mm from the considerations that the magnetic field must be as maximum as possible with acceptable resolution of low values of current by the measuring instrument. The magnetic field is realized with the aid of permanent samarium-cobalt exciters $40 \times 40 \times 12 \mathrm{~mm}$ in size with induction on the surface of $\approx 2 \mathrm{kG}$. Five piles of two exciters each are installed between the magnet pole and the magnet system yoke closing the external magnetic flux. Therefore, 20 exciters in all are used in the instrument. The magnetic induction in the working magnetic gap is $3500 \mathrm{G} \pm 1.5 \%$. Both magnet poles, each 7 mm thick, are made of magnetically soft iron.

It was decided to use ten magnetic tracks, i.e., radii, in the following sequence: $R_{1}=5.2 \mathrm{~cm}, R_{2}=5.9 \mathrm{~cm}$, $R_{3}=9 \mathrm{~cm}, R_{4}=12 \mathrm{~cm}, R_{5}=19 \mathrm{~cm}, R_{6}=29 \mathrm{~cm}, R_{7}=$ $38 \mathrm{~cm}, R_{8}=58 \mathrm{~cm}, R_{9}=86 \mathrm{~cm}$, and $R_{10}=650 \mathrm{~cm}$. Owing to this choice of radii, one could use two or three tracks in the energy range from 5 to 70 keV to determine the mass of some element. The radius $R_{10}=$ 650 cm was selected for recording charged clusters.

All collectors of each track are identical. A collector is a plate bent to form a bracket with parallel walls. The gap between the walls is 3 mm , with a thickness of each wall of 0.3 mm . The collectors are secured on insulators, which make it possible to arrange them on a tangent to a preassigned radius. Each collector is located at a distance of 1 mm from the magnet poles, the scattered field from which (of $\simeq 200 \mathrm{G}$ ) extends to cover the collectors. This is sufficient to suppress the secondary electron emission.


Magnetic pole of the mass analyzer: (1) collectors, (2) slits for cutting out the beam jet, (3) paths of magnetic tracks, (4) magnet pole.

Signals from the collectors are measured by an M95 microammeter with a multiple shunt, which permits us to measure currents of up to $10^{-8} \mathrm{~A}$.

Two slits arranged horizontally to the ion beam axis are used to cut from the beam a jet entering the magnetic field of the analyzer. The size of the jet is defined by the gap between the slits and the gap between the magnet poles of the mass analyzer (equal to 5 mm ). The gap between the slits may vary. It was experimentally selected to be 0.4 mm . The distance between the first and second slits is 10 mm .

Located on the face of the mass analyzer is a square collector plate insulated from the housing, sized $100 \times$ 100 mm , covering the entire front surface of the instrument and receiving the entire beam. The secondary electron emission from this plate is suppressed by the scattered field of the mass analyzer and by magnetic strips of barium ferrite specially installed for the purpose. The error of measurement of the beam current using this collector does not exceed $15 \%$. The second slit is arranged on this plate at a horizontal distance of 10 mm from the first slit of the mass analyzer and perpendicular to the latter, with a size of $2 \times 1 \mathrm{~mm}$ and with
a collector behind it for measuring the density of the beam current.

The entire instrument is installed in four vertical guides with two adjusting screws for aligning the instrument axis with the beam axis.

## ADJUSTMENT OF THE INSTRUMENT

(1) The exactly measured radii of the first and second magnetic tracks ( $R_{1}=5.2 \mathrm{~cm}$ and $R_{2}=5.9 \mathrm{~cm}$ ) were used to determine the real magnetic field of the mass analyzer.
(2) The inert gases $\mathrm{He}, \mathrm{Ne}, \mathrm{Ar}, \mathrm{Kr}$, and Xe were used as reference masses to exactly determine all of the remaining radii except for the last radius $R_{10}$.
(3) The resolving power of the mass analyzer was estimated for nitrogen and oxygen by the equation $\Delta m / m=1 / r$, where $\Delta m$ is the difference between the masses being measured, $m$ is the maximum mass, and $r$ is the resolving power [2] when atmospheric air was used as the working gas in the source. The resolving power proved to be equal to 8 .
(4) In some cases in measuring beam components, usually with heavy masses, when the beam jet currents were very low, the current-measuring instrument registered a negative current of the order of $10^{-6}-10^{-7} \mathrm{~A}$. This reading may be attributed to the departure of positive ions from the collector or to the penetration of negative ions into the collector. The latter possibility is ruled out, because negative particles cannot enter the collector in passing through the magnetic field of the mass analyzer. The departure of positive ions from the collector may occur in the case of ion-ion emission and repulsion of bombarding ions. Both these processes are insignificant in magnitude and, in balance with ions migrating to the collector, cannot produce a negative current through the microammeter. Most likely, when a wall plasma is formed in the collector as a result of the processes of gas release, dispersion, neutralization, recombination, secondary electron emission, and others, low-energy positive ions are emitted from this plasma and get onto the housing of the mass analyzer to form a negative current through the current-measuring instrument. In so doing, it becomes impossible to accurately measure the beam jet with the microammeter.

This obstacle may be overcome in two ways, namely, by increasing the width of the mass analyzer slits to increase the beam jet current or by performing calorimetric measurements. The main contribution to the collector heating is made by much higher energy ions arriving at the collector in the beam jet. Their energy is several orders of magnitude higher than that of ions leaving the collector, which provides for an almost exact measurement of energy and, conse-
quently, of the beam jet current, according to the equation

$$
I=\frac{c m \Delta T}{U t}
$$

where $c$ is the heat capacity of the collector material, $m$ is the mass of the collector, $\Delta T$ is the temperature difference, $I$ is the beam current, $U$ is the particle energy, and $t$ is the time during which the beam affects the collector.

Therefore, with a fixed energy and time during which the beam affects the collector (microcalorimeter), it is only the temperature difference that is measured. Experience suggests that the most acceptable sensor for measuring the temperature difference is provided by a base-emitter transistor $p-n$ junction, which retains the linearity of the temperature characteristic in a wide range and a high sensitivity, as distinct from thermocouples and thermal resistors.

## CONCLUSIONS

(1) An instrument installed on a moving carriage across the beam axis enables one to measure the total beam current, the distribution of the beam current density, the mass composition of the beam, the ratios of the beam components, and their distribution over the beam cross section.
(2) The small size $(20 \times 18 \times 12 \mathrm{~cm})$ and mass ( 17 kg ) of the instrument make possible its use under simple laboratory conditions.
(3) The recording of currents by a microammeter enables one to perform a rapid analysis of the beam and affect the source operation during the experiment. The calorimetric method of measurement is also prompt, because the temperature difference in the bridge comparison circuit is likewise measured by a microammeter.
(4) The operating experience of the instrument indicates that its resolving power may be increased both by increasing the magnetic field and by increasing the magnetic track length.

The mass analyzer described above proved to be a convenient instrument for the investigation of sources producing multicomponent beams in facilities that are not provided with special separation magnets.
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#### Abstract

Radiation of relativistic particles in a plane magnetic field (for example, in an undulator) is studied. The magnetic system is assumed to be plane and composed of permanent magnets. It is shown that there is a class of special continuous rotations of the magnetization vector for magnetic substances providing changes in the magnetic field of the system without changing the spectrum of spontaneous radiation of relativistic particles. This property of electromagnetic radiation can be used in developing new models for undulators. © 2000 MAIK "Nauka/Interperiodica".


## INTRODUCTION

Undulators currently used as sources of magnetic field are usually based on permanent magnets. Two types of undulators are the most widely used: purely rare-earth undulators [1] and undulators of the hybrid type [2, 3]. In some cases, however, undulators of nonconventional design (especially microundulators) are used [4-7]. The purely rare-earth undulator used in the free electron laser described in $[8,9]$ also has a nonconventional scheme. The alignment of the magnetization vectors of all magnets along the undulator axis causes a significant increase in the amplification coefficient of this undulator. Thus, the problem of studying the general properties of plane undulators based on permanent magnets and the properties of electromagnetic radiation of relativistic electrons in such undulators assumes great importance. In particular, the so-called Rotation Theorem is well known [10]. The theorem states that, if the magnetic moment of a magnetic substance at each point of a plane magnetic system is rotated through an angle $\theta$ without changing the system configuration, the vector of the magnetic field of the system is rotated through the angle $-\theta$. The goal of this work was to prove another general property of plane magnetic systems consisting of permanent magnets. It is shown that if the magnetic moment of a magnetic substance at each point of the upper part of a plane magnetic system is rotated through an angle $\theta$, whereas each magnetic moment at the lower part of the system is rotated through the angle $-\theta$, the modulus of the Fourier transform of the magnetic field produced by the system remains unchanged, although the form of the magnetic field is changed.

## 1. UNIVERSALITY OF FOURIER TRANSFORMATION OF A PLANE MAGNETIC FIELD

Consider an infinite magnetic system uniform along the horizontal $X$-axis. The magnetic field produced by the system is [11]

$$
\begin{equation*}
\mathbf{H}(y, z)=\int_{V} d \mathbf{r}^{\prime} \frac{3 \mathbf{R}\left(\mathbf{M}\left(y^{\prime}, z^{\prime}\right) \mathbf{R}\right)-\mathbf{M}\left(y^{\prime}, z^{\prime}\right) R^{2}}{R^{5}}, \tag{1}
\end{equation*}
$$

where $\mathbf{M}(y, z)$ is the magnetization vector of the system and $\mathbf{R}=\mathbf{r}-\mathbf{r}^{\prime}, R=|\mathbf{R}|$.

Substituting (1) into the equation for Fourier transformation of a magnetic field along the $y$-axis in the median plane $(z=0)$ gives on rearrangement [12]

$$
\begin{align*}
& \tilde{H}_{z}(p)=2 \pi \int_{-\infty}^{\infty} d y^{\prime} d z^{\prime} \exp \left(i p y^{\prime}\right) \exp \left(-\left|p z^{\prime}\right|\right)  \tag{2}\\
& \times\left\{|p| M_{z}\left(y^{\prime}, z^{\prime}\right)-i p M_{y}\left(y^{\prime}, z^{\prime}\right)\left(\operatorname{sgn} z^{\prime}\right)\right\} .
\end{align*}
$$

Consider rotation of the magnetic moment at each point of the upper part of the system through an angle $\theta\left(z^{\prime}>0\right)$. From the analytical geometry equations for vector rotation, it follows that, if $z^{\prime}>0$ and $p>0$, then

$$
\begin{gather*}
M_{z}^{\prime}\left(y^{\prime}, z^{\prime}\right)-i M_{y}^{\prime}\left(y^{\prime}, z^{\prime}\right)  \tag{3}\\
=\left[M_{z}\left(y^{\prime}, z^{\prime}\right)-i M_{y}\left(y^{\prime}, z^{\prime}\right)\right] \exp (-i \theta)
\end{gather*}
$$

The rotation of the magnetic moment at each point of the lower part of the system $\left(z^{\prime}<0\right)$ through the angle $-\theta$ can be considered similarly. It was found that the same phase factor appears in integral (2) taken over the lower part of the system. Thus, for $p>0$,

$$
\begin{equation*}
\tilde{H}_{z}^{\prime}(p)=\tilde{H}_{z}(p) \exp (-i \theta) \tag{4}
\end{equation*}
$$

In the same manner, we obtain for $p<0$

$$
\begin{equation*}
\tilde{H}_{z}^{\prime}(p)=\tilde{H}_{z}(p) \exp (i \theta) \tag{5}
\end{equation*}
$$

Equations (4) and (5) show that the modulus of the Fourier transform of the magnetic field does not change if the magnetic moment at each point of the upper part of the magnetic system is rotated through an angle $\theta$ and each magnetic moment in the lower part of the system is rotated through the angle $-\theta$ (see figure). However, the Fourier transforms for $p>0$ and $p<0$ have different phase factors. Therefore, the shape of the magnetic field is changed. The difference between the magnetic fields of two undulators of various design is considered briefly in [8]. The second undulator is obtained by rotating the permanent magnets in the upper part of the first undulator by the angle $-\pi / 2$; and in the lower part, by the angle $+\pi / 2$. The results of brief comparison of the magnetic fields produced by these undulators are in complete agreement with the results discussed above.

## 2. INVARIANCE OF ELECTROMAGNETIC RADIATION SPECTRA

Consider spontaneous electromagnetic radiation generated by relativistic particles in a plane magnetic field. First, we consider the case of dipole radiation. The spectral characteristics of the dipole radiation are determined by the modulus of the Fourier transform of the vertical component of the magnetic field [13]. Let the magnetic system be rearranged as described in Section 1. It follows from the results obtained in Section 1 and the above-mentioned property of the dipole radiation that the spectral characteristics of the electromagnetic radiation of a relativistic particle remain unaffected by such a rearrangement of the magnetic system.

Consider an infinitely long plane undulator with the period $l$. The integral of the magnetic field over the undulator period is zero. The wavelength $\lambda$ of the $n$th harmonic of the undulator radiation at an angle $\theta$ to the undulator axis is

$$
\begin{equation*}
\lambda=\frac{l}{2 n \gamma^{2}}\left(1+\gamma^{2} \theta^{2}+0.5 K^{2}\right) . \tag{6}
\end{equation*}
$$

The undulation parameter $K$ in the case of a nonsinusoidal magnetic field is

$$
\begin{equation*}
K^{2}=\frac{2}{l} \gamma^{2} \int_{0}^{l} \beta_{x}^{2}(y) d y \tag{7}
\end{equation*}
$$

where $\beta_{x}(y)$ is the horizontal component of the reduced velocity of the particle.

As follows from the equations of motion,

$$
\begin{equation*}
\beta_{x}(y)=\frac{e}{m c^{2} \gamma} \int_{0}^{y} H_{z}\left(y^{\prime}\right) d y^{\prime}+\beta_{x}(0) \tag{8}
\end{equation*}
$$



Magnetic moment rotation in a plane magnetic system based on permanent magnets: (1) initial position of the magnetic moments; (2) final position of the magnetic moments.
where $e$ is the particle charge, $m$ is the particle mass, and $c$ is the velocity of light.

The Fourier coefficients of the function $\beta_{x}(y)$ are

$$
\begin{equation*}
\beta_{x k}=\frac{1}{l} \int_{0}^{l} \exp \left(i \frac{2 \pi}{l} k y\right) \beta_{x}(y) d y . \tag{9}
\end{equation*}
$$

The lateral displacement of the particle on traversing one undulator period is zero. Therefore, the Fourier coefficient at $k=0$ is also zero; i.e., $\beta_{x 0}=0$. According to the Parseval theorem,

$$
\begin{equation*}
\frac{1}{l} \int_{0}^{l} \beta_{x}^{2}(y) d y=\sum_{k=-\infty}^{\infty}\left|\beta_{x k}\right|^{2} \tag{10}
\end{equation*}
$$

It can be easily obtained from (8) that at $k \neq 0$ the Fourier coefficients of the reduced velocity of the particle are proportional to that of the undulator magnetic field

$$
\begin{gather*}
\beta_{x k}=\frac{i}{2 \pi} \frac{e l}{k m c^{2} \gamma} H_{z k},  \tag{11}\\
H_{z k}=\frac{1}{l} \int_{0}^{l} \exp \left(i \frac{2 \pi}{l} k y\right) H_{z}(y) d y . \tag{12}
\end{gather*}
$$

The Fourier coefficient of the undulator magnetic field (12) can be written in a manner similar to (2). The following statement can be proven using equations (7)-(12).

Let the magnetic moments in the upper part of the system be rotated through an angle $\theta$ and in the lower part, through the angle $-\theta$ (see figure). In this case, only the phase factors in the Fourier coefficients of the undulator magnetic field (12) and in the reduced velocity of the particle (9) are changed, whereas the undulation parameter remains unaltered, as follows from (7) and (10). Therefore, the position of spectral lines of the
undulator radiation also remains unchanged. However, the intensity of a particular harmonic of the undulator radiation can be changed because of variations in the undulator magnetic field. This problem should be studied in more detail.
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#### Abstract

The optimum parameters of a dielectric layer near the substrate in the interference multilayer structure are calculated. The calculations showed that this layer should have the index of refraction $n \sim 3$. The results are presented of measuring the Kerr angle of magnetooptical rotation in the multilayer structure, in which GeO films were used as dielectric layers for the first time. The maximum Kerr angle of rotation and magnetooptical quality observed in this system were $0.75^{\circ}$ and $0.34^{\circ}$, respectively. These values exceed those inherent in the known information carriers, which demonstrates the advantage of this structure for use in magnetooptical discs. © 2000 MAIK "Nauka/Interperiodica".


At present, rare earth-transition metal amorphous films are extensively used for manufacturing magnetooptical (MO) discs [1]. For this reason, the search for methods of increasing the Kerr polar effect, which determines the magnitude of the detected signal, is urgent. One of the methods is the deposition of a dielectric layer (DL) [2], which, according to the theory [3], allows one to increase the Kerr rotation by a factor of $n^{2}$ due to interference effects, where $n$ is its index of refraction. According to the ISO International Standard, information should be read from the substrate side of the MO disc. In this case, the DL is placed between the substrate and the magnetic layer and the MO rotation substantially depends on the difference between the indices of refraction of the substrate and the DL, which means that the latter should have large $n$ [4]. As a storage medium in the MO discs, a multilayer interference structure is used, which consists of a magnetoactive layer embedded between the dielectric layers and of a reflection layer. The systems with SiO [4], ZnS [5], and AlN [4, 6] used as DLs were studied. They demonstrated an increase in the Kerr rotation angle by factors of $1.6,1.75$, and 1.9 compared to a single-layer film. Theoretical calculations showed that the Kerr effect can be enhanced up to $90^{\circ}$ by selecting optimum parameters of the DL [7].

In this paper, we present the calculation and the experimental study of a multilayer structure in which GeO films were used as DLs for the first time and amorphous DyFeCo films were used as the magnetoactive and reflecting layers.

Samples were prepared by thermal evaporation in vacuum ( $3 \times 10^{-4} \mathrm{~Pa}$ ). The interfering dielectric GeO layer, the magnetoactive DyFeCo layer ( 10 nm thick), the dielectric GeO layer ( 34 nm thick), and the reflecting DyFeCo layer were successively deposited on glass
substrates whose temperature was $20-30^{\circ} \mathrm{C}$. The structure thus obtained was covered with a protective GeO layer 150 nm thick. The thickness of the dielectric GeO layer near the substrate was varied from 60 to 102 nm . The reflecting layer was selected to be larger than the skin layer for the wavelength range from 780 to 820 nm used in the MO storage and was 70 nm thick. The schematic of this system is presented in Fig. 1.

The DyFeCo magnetic layers contained $20 \mathrm{at} . \%$ of Dy and $80 \mathrm{at} . \%$ of FeCo , the ratio of Fe to Co being $2: 1$. This provided perpendicular anisotropy in the films, the optimum value of the coercive force ( $H_{c} \approx 3 \mathrm{kOe}$ ), and the maximum Kerr angle of rotation per layer $\theta_{k} \approx$ $0.17^{\circ}$.

The MO parameters were measured on an MO setup with zero compensation in fields up to 16 kOe . The coercive force was measured from the MO hysteresis loops. The reflection coefficient $R$ was measured with a Specord UV-VIS modernized spectrophotometer. To find optimum parameters of the DL near the substrate at which the Kerr angle of rotation should resonantly
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Fig. 1.


Fig. 2. Dependence of the Kerr angle of rotation on the thickness of the dielectric layer near the substrate.
increase due to interference effects, we calculated the index of refraction and thickness of this layer from the expressions [7]

$$
\begin{align*}
& n_{2}^{2}=n_{1} n_{3}+\left(n_{3} k_{1}^{2}-n_{1} k_{3}^{2}\right) /\left(n_{1}-n_{3}\right)  \tag{1}\\
& \tan \delta_{2}=-n_{2}\left(n_{1}-n_{3}\right) /\left(n_{1} k_{3}+n_{3} k_{1}\right) \tag{2}
\end{align*}
$$

where $\delta_{2}=2 \pi n_{2} h_{2} / \lambda$ is the phase incursion in a layer of thickness $h_{2} ; N_{j}=n_{j}-i k_{j}$ is the complex index of refraction of the $j$ th layer, where $n_{j}$ is the real index of refraction and $k_{j}$ is the absorption coefficient; and the subscripts correspond to the situation when the dielectric layer $(j=2)$ is adjacent, on one side, to the external medium $(j=1)$ and to the magnetic layer $(j=3)$ on the other side.

The calculations were performed for the structure presented in Fig. 1. Here, the media on both sides of the DL providing the interference themselves consist of a set of layers; $n_{1}, k_{1}, n_{3}, k_{3}$ correspond to the effective values, which in turn were determined from coefficients of reflection from corresponding interfaces.

Taking into account that the glass substrate is transparent ( $N_{2}=n_{2}$ ), we can write the amplitude reflectance from the substrate side in the form [8]

$$
\begin{gather*}
r_{02}=\left(r_{01}+r_{12} \cos 4 \pi n_{1} h_{1} / \lambda\right) \\
\times\left(1+r_{01} r_{12} \cos 4 \pi n_{1} h_{1} / \lambda\right)^{-1} \tag{3}
\end{gather*}
$$

and the reflection coefficient of the system will be described by the expression

$$
\begin{gather*}
R_{02} \\
=\frac{r_{01}^{2}+r_{12}^{2}+2 r_{01} r_{12} \cos \left(-\Delta_{01}+\Delta_{12}-4 \pi n_{1} h_{1} / \lambda\right)}{1+r_{01}^{2} r_{12}^{2}+2 r_{01} r_{12} \cos \left(\Delta_{01}+\Delta_{12}-4 \pi n_{1} h_{1} / \lambda\right)} \tag{4}
\end{gather*}
$$

where $r_{i j}=\left(N_{i}-N_{j}\right) /\left(N_{i}+N_{j}\right)$ and $\Delta_{01}$ and $\Delta_{12}$ are the changes in the phase at the interfaces, which are equal to 0 or $\pi$, depending on whether $r_{01}$ and $r_{12}$ positive or
negative; i.e., in this case, $\Delta_{01}=\Delta_{12}=\pi$. Thus, the calculation of $R_{02}$ results in the replacement of the two interfaces on the substrate side relative to the DL by one effective surface. The effective value $n_{1 \text { eff }}$ of the real index of refraction of the medium on the substrate side was obtained from the expression [8]

$$
\begin{gather*}
R_{02}=\left(n_{1 \mathrm{eff}}-n_{2}\right)^{2}\left(n_{1 \mathrm{eff}}+n_{2}\right)^{-2}  \tag{5}\\
n_{1 \text { eff }}=n_{2}\left(1+R_{02} \pm 2 \sqrt{R_{02}}\right)\left(1-R_{02}\right)^{-1} \tag{6}
\end{gather*}
$$

The effective value of the index of refraction $n_{3 \text { eff }}$ and the absorption coefficient $k_{3 \text { eff }}$ on the side of the magnetoactive layer were obtained from the measured amplitude reflection coefficient of the effective surface, which replaced two neighboring interfaces, starting with the protecting GeO layer. To simplify the calculations, we neglected complex magnetooptical parameters in the index of refraction of the DyFeCo films because of their smallness. Based on the general expression for the amplitude reflection coefficient [7], we can write the following expressions:

$$
\begin{gather*}
r_{46}=\left[r_{45}+r_{56} \exp \left(-i 4 \pi n_{5} h_{5} / \lambda\right)\right] \\
\times\left[1+r_{45} r_{56} \exp \left(-i 4 \pi n_{5} h_{5} / \lambda\right)\right]^{-1},  \tag{7}\\
r_{45}=\left(N_{4}-N_{5}\right) /\left(N_{4}+N_{5}\right), \\
r_{56}=\left(N_{5}-N_{6}\right) /\left(N_{5}+N_{6}\right) ; \\
r_{36}=\left[r_{34}+r_{46} \exp \left(-i 4 \pi n_{4} h_{4} / \lambda\right)\right] \\
\times\left[1+r_{34} r_{46} \exp \left(-i 4 \pi n_{4} h_{4} / \lambda\right)\right]^{-1},  \tag{8}\\
r_{34}=\left(N_{3}-N_{4}\right) /\left(N_{3}+N_{4}\right) ; \\
r_{26}=\left[r_{23}+r_{36} \exp \left(-i 4 \pi n_{3} h_{3} / \lambda\right)\right] \\
\times\left[1+r_{23} r_{36} \exp \left(-i 4 \pi n_{3} h_{3} / \lambda\right)\right]^{-1},  \tag{9}\\
r_{23}=\left(N_{2}-N_{3}\right) /\left(N_{2}+N_{3}\right) ; \\
R_{26}=r_{26}^{2},  \tag{10}\\
N_{3 \text { eff }}=n_{2}\left(1+R_{26} \pm 2 \sqrt{R_{26}}\right)\left(1-R_{26}\right)^{-1},  \tag{11}\\
N_{3} \text { eff }=n_{3} \text { eff }-i k_{3 \text { eff }} . \tag{12}
\end{gather*}
$$

Our calculations showed that the DL should have the index of refraction $n=3$. The GeO films are the best candidates for such layers, because the measurement showed that their index of refraction is $n \sim 2.8$. Calculated from (2), the optimum thickness $h_{2}$ of the GeO film in the structure considered was $\sim 95 \mathrm{~nm}$.

The Kerr angle of rotation in the dielectric GeO film with optimum thickness can be evaluated from the polarization of light reflected from the external surface of this multilayer structure. In the approximation linear in magnetization, this angle is [9]

$$
\begin{equation*}
\theta_{k}=\operatorname{Im}(\chi / r), \text { if }|\chi| \ll|r|, \tag{13}
\end{equation*}
$$

where $r^{ \pm}=r \pm \chi$ is the amplitude reflection coefficients for circularly polarized components with right ( + ) and left (-) directions of rotation, respectively.

These coefficients were determined using the scheme described above, but using the index of refraction for circularly polarized waves in the magnetoactive medium, which is described by the expression [9]

$$
\begin{equation*}
N_{j}^{ \pm}=N_{j} \sqrt{1 \pm Q_{j}}, \tag{14}
\end{equation*}
$$

where $N_{j}$ is the complex index of refraction, which is determined by the diagonal component of the dielectric constant tensor, and $Q_{j}$ is the complex MO parameter related to the gyrotropy of the magnetic medium.

In contrast to the above calculations, we should consider the entire system, so that expressions (7)-(9) should be supplemented by the expressions

$$
\begin{gather*}
r_{16}=\left[r_{12}+r_{26} \exp \left(-i 4 \pi n_{2} h_{2} / \lambda\right)\right] \\
\times\left[1+r_{12} r_{26} \exp \left(-i 4 \pi n_{2} h_{2} / \lambda\right)\right]^{-1},  \tag{15}\\
r_{12}=\left(N_{1}-N_{2}\right) /\left(N_{1}+N_{2}\right) ; \\
r_{06}=\left[r_{01}+r_{16} \exp \left(-i 4 \pi n_{1} h_{1} / \lambda\right)\right] \\
\times\left[1+r_{01} r_{16} \exp \left(-i 4 \pi n_{1} h_{1} / \lambda\right)\right]^{-1},  \tag{16}\\
r_{01}=\left(N_{0}-N_{1}\right) /\left(N_{0}+N_{1}\right),
\end{gather*}
$$

Having thus obtained $r_{06}^{+}$and $r_{06}^{-}$, we can determine $\theta_{k}$ from (13). The necessary values of MO and optical parameters of the DyFeCo films (Fig. 1) were taken from the data for amorphous TbFe films [10, 11]. The Kerr angle of rotation was measured to be $\sim 0.7^{\circ}$.

The experimental dependence of the Kerr angle of rotation on the DL thickness for the multilayer structure is shown in Fig. 2. This dependence exhibits a resonance, which suggests that the interference effect increases the MO rotation. One can see from Fig. 2 that the maximum angle of rotation $2 \theta_{k}=1.5^{\circ}$ corresponds to the structure with the DL thickness $\sim 81 \mathrm{~nm}$, in good agreement with calculations. Such an angle of rotation
is 4.5 times larger than that for a single-layer magnetic film, and the corresponding MO quality $\sqrt{R} \theta_{k}$ is $0.34^{\circ}$. These values exceed the corresponding parameters for known information carriers, made of rare earth-transition metal films. Thus, GeO films of optimum thickness used as the DL in multilayer film structures increase the Kerr angle of rotation by several times compared to a single-layer film. These are promising media structures for use in MO discs. The calculations based on the interference effects are in good agreement with the experimental data and can be used for the evaluation of optimum parameters of the dielectric layer.
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#### Abstract

The current-carrying capacity of a wide high-temperature superconducting film under conditions of rapid injection of current is investigated theoretically. An analytic expression is derived for the rate of current injection into the film at which a marked degradation of the current-carrying capacity of the film occurs. The obtained results may be important from the standpoint of analyzing the stability of superconducting ac devices. © 2000 MAIK "Nauka/Interperiodica".


The close relationship between thermal and electromagnetic phenomena in superconductors may lead to the emergence of thermomagnetic instability in them [1]. The conditions of emergence and development of thermomagnetic instability have been studied in detail for low-temperature superconductors. It is known that this effect defines the value of the current-carrying capacity $I_{q}$ of composite superconductors [2,3] and superconducting films [4] and leads to anomalies of inception and propagation of the normal phase [5, 6]. Upon transition to nitrogen temperatures, the abovementioned phenomena are extended to high-temperature superconductors (HTSC) to only a small degree. We have investigated the scale of the rate of variation of current $I$ at which degradation of the current-carrying capacity of a wide high-temperature superconducting film becomes pronounced.

We will consider an HTSC film of thickness $D_{f}$ and width $W \gtrdot D_{f}$ placed on a dielectric substrate of thickness $D_{s} \gg D_{f}$, whose reverse side is stabilized with respect to temperature $T=T_{0}$. A transport current $I$ is injected into the film at a high rate $\dot{I}$. As the current increases, saturated regions $W_{c}\langle Y\rangle W / 2$ are formed at the film edges (Fig. 1), in which current density $j$ is equal to the critical density $j_{c}[7,8]$. The quantity $W_{c}$ is defined by the expression [7]

$$
\begin{equation*}
W_{c}=W\left(1-i^{2}\right)^{1 / 2} / 2 . \tag{1}
\end{equation*}
$$

Here, $i=I / I_{c}$, and $I_{c}=j_{c} W D_{f}$ is the critical current of the HTSC film. Because $j_{c}$ depends on temperature, a minor fluctuation of temperature $\delta T>0$ causes a decrease in $J_{c}$, and the magnetic flux penetrates into the greater part of the film. As a result of the flux motion, an additional electric field $\delta E$ is induced in the film, which causes additional heat release. Under certain conditions, this process assumes an avalanche behavior
[1] and the film makes a transition to the normal state at a current $I_{q}$ that is less than the critical current $I_{c}$.

In a linear (with respect to minor perturbations) approximation, the heat and Maxwell equations in the saturated region of the film have the form

$$
\begin{gather*}
C_{f}=\frac{\partial(\delta T)}{\partial t}=k_{f} \frac{\partial^{2}(\delta T)}{\partial X^{2}}+j_{c} \delta E,  \tag{2}\\
\frac{\partial^{2}(\delta E)}{\delta Y^{2}}=\mu_{0}\left\{\sigma(E) \frac{\partial(\delta E)}{\delta t}+\frac{\partial j_{c}}{\partial T} \frac{\partial(\delta T)}{\partial t}\right\}, \tag{3}
\end{gather*}
$$

where $X$ and $Y$ are coordinates (Fig. 1), $t$ is the time, $C_{f}$ and $k_{f}$ respectively denote the specific heat and thermal conductivity of the film, and $\sigma(E)=\partial j / \partial E$ is the differential conductance of the film.


Fig. 1. Schematic of an HTSC film on a substrate. The reverse side of the substrate is stabilized with respect to temperature $T_{0}$.

In equation (2), we disregarded the variation of temperature over the film width, because $W \gg D_{f}$, and in equation (3), we ignored the nonuniformity of the electric field distribution over the film thickness. The distribution of $j, E, \delta T$, and $\delta E$ over the film width is shown schematically in Fig. 2.

The temperature variation $\delta T$ in the substrate is described by the equation

$$
\begin{equation*}
C_{s} \frac{\partial(\delta T)}{\partial t}=k_{s} \frac{\partial^{2}(\delta T)}{\partial X^{2}} \tag{4}
\end{equation*}
$$

with the boundary condition $\delta T=0$ at $X=D_{s}$. Here, $C_{s}$ and $k_{s}$ are the specific heat and thermal conductivity of the substrate, respectively. For a linear analysis of stability, we will seek $\delta T$ and $\delta E$ in the form

$$
\begin{gather*}
\delta T=\theta(X)\left(T_{c}-T_{0}\right) \exp \left(4 k_{f} \lambda t / C_{f} W^{2}\right), \\
\delta E=\varepsilon(Y) \frac{4 k_{f}\left(T_{c}-T_{0}\right)}{j_{c} W^{2}} \exp \left(4 k_{f} \lambda t / C_{f} W^{2}\right), \tag{5}
\end{gather*}
$$

where $T_{c}$ is the critical temperature and $\lambda$ is the increment of the rise of perturbation.

We will substitute (5) into equations (2)-(4) and integrate (2) and (3) with respect to the film thickness (ignoring the dependence of $\delta T$ and $E$ on $X$ ) and (4) with respect to the substrate thickness. We use the condition of continuity of the heat flux on the film-substrate boundary, with due regard for the effect of thermal resistance of the interface $R_{b d}$, to derive for the dimensionless perturbation $\varepsilon$ the equation

$$
\begin{gather*}
\frac{\partial^{2} \varepsilon}{\partial y^{2}}+\left[\frac{\beta}{\lambda+a \sqrt{\lambda} \operatorname{coth}(b \sqrt{\lambda}) /\{1+r \sqrt{\lambda} \cosh (b \sqrt{\lambda})\}}\right.  \tag{6}\\
-\tau(E)] \lambda \varepsilon=0
\end{gather*}
$$

with the boundary conditions $\varepsilon=0$ at $y=2 W_{d} W$ and $\partial \varepsilon / \partial y=0$ at $y=1$ [4]. Here,

$$
\begin{gather*}
y=\frac{2 Y}{W}, \quad \beta=-\mu_{0} \frac{\partial j_{c} j_{c} W^{2}}{\partial T}, \quad \tau(E)=\frac{\mu_{0} k_{f} \sigma(E)}{C_{f}}, \\
a=\frac{W}{2 D_{f}} \sqrt{\frac{C_{s} k_{s}}{C_{f} k_{f}}}, \quad b=\frac{2 D_{s}}{W} \sqrt{\frac{C_{s} k_{f}}{C_{f} k_{s}}},  \tag{7}\\
r=\frac{2 R_{b d}}{W} \sqrt{\frac{C_{c} k_{s} k_{f}}{C_{f}}}
\end{gather*}
$$

It follows from equation (6) that the film stability increases with $\tau(E)$. In the region of low electric fields, the film conduction $\sigma$ increases with the decrease in the electric field $E$ proportional to the rate of current injection $\dot{I}$ [1]. For small values of $\dot{I}$, the value of $\sigma(E)$ is high and the current-carrying capacity is equal to the critical current $I_{c}$. As $\dot{I}$ decreases, the value of $\sigma(E)$


Fig. 2. The distribution of $j, E, \delta T$, and $\delta E$ over the film width.
decreases and the current $I_{q}$ becomes less than $I_{c}$. In order to derive the analytical solution of equation (6), we will represent the dependence $\sigma(E)$ in the form $\sigma(E)=j_{1} /\langle E\rangle$, where $j_{1}<j_{c}$ and $\langle E\rangle$ is the electric field averaged over the film width [7],

$$
\begin{equation*}
\langle E\rangle=\frac{\mu_{o} \dot{I}}{4 \pi}\left[\ln \left(\frac{1+i}{1-i}\right)-2 i\right] . \tag{8}
\end{equation*}
$$

The condition of existence of a nontrivial solution of equation (6), in view of (1), yields the equation for the increment $\lambda$,

$$
\begin{align*}
& \frac{\lambda \beta}{\lambda+a \sqrt{\lambda} \operatorname{coth}(b \sqrt{\lambda}) /\{1+r \sqrt{\lambda} \operatorname{coth}(b \sqrt{\lambda})\}} \\
& -\lambda \tau=\varphi(i), \quad \varphi(i)=\frac{\pi^{2}}{4\left[1-\left(1-i^{2}\right)^{1 / 2}\right]^{2}} . \tag{9}
\end{align*}
$$

Assuming that the thermal conductivity of the substrate and its thickness are sufficiently great $(a \gg|\sqrt{\lambda}|$, $b|\sqrt{\lambda}| \gg 1$ ) and the effect of the thermal resistance of the boundary is small $(r|\sqrt{\lambda}| \ll 1)$, we derive the condition of emergence of thermomagnetic instability $(\operatorname{Re} \lambda=0)$

$$
\begin{equation*}
\beta=a \sqrt{2 \tau \varphi\left(i_{q}\right)} \tag{10}
\end{equation*}
$$

where $i_{q}=I_{q} / I_{c}$.
We use (7)-(9) to derive from this condition the following equation for the current-carrying capacity:

$$
\begin{align*}
& {\left[\ln \left\{\left(1+i_{q}\right) /\left(1-i_{q}\right)\right\}-2 i_{q}\right]} \\
& \times\left[1-\left(1-i_{q}^{2}\right)^{1 / 2}\right]^{2}=\dot{I}_{0} / \dot{I} . \tag{11}
\end{align*}
$$

The characteristic scale of the rate of injection of
current

$$
\begin{equation*}
\dot{I}_{0}=\frac{8 \pi^{3} j_{1} k_{s} C_{s}}{\mu_{0}^{2} j_{c}^{2}\left(\partial j_{c} / \partial T\right)^{2} D_{f}^{2} W^{2}} \tag{12}
\end{equation*}
$$

defines the degree of degradation of the current-carrying capacity. If $\dot{I} \leq \dot{I}_{0}$, then $I_{q} \cong I_{c}$ and a marked degradation of the current-carrying capacity will be observed at $\dot{I} \geq \dot{I}_{0}$. We will estimate the value of $\dot{I}_{0}$ for a Y-Ba-$\mathrm{Cu}-\mathrm{O}$ film located on a $\mathrm{LaAlO}_{3}$ substrate. For estimation, we assume that $j_{c} \cong 10^{10} \mathrm{~A} \mathrm{~m}^{-2}, j_{1} \cong$ $10^{8} \mathrm{~A} \mathrm{~m}^{-2}, \partial j_{c} \partial T \cong 10^{9} \mathrm{~A} \mathrm{~m}^{-2} \mathrm{~K}^{-1}, D_{f} \cong 10^{-6} \mathrm{~m}, k_{s} \cong$ $20 \mathrm{~W} \mathrm{~m}^{-1} \mathrm{~K}^{-1}$, and $C_{s} \cong 10^{5} \mathrm{~J} \mathrm{~m}^{-3} \mathrm{~K}^{-1}$ to derive $\dot{I}_{0} \approx 3 \times$ $10^{8} \mathrm{~A} \mathrm{~s}^{-1}$ at $W \cong 10^{-3} \mathrm{~m}$ and $\dot{I}_{0} \approx 3 \times 10^{4} \mathrm{~A} \mathrm{~s}^{-1}$ at $W \cong$ $10^{-1} \mathrm{~m}$.

Therefore, in view of the model assumptions made above, one can assume that no marked degradation of the current-carrying capacity upon rapid injection of current, which is associated with thermomagnetic instability, will be observed in film bridges ( $W \cong$ $10^{-3} \mathrm{~m}$ ). At the same time, recent progress in the technology of manufacturing high-quality wide ( $\mathrm{W} \cong 10^{-1} \mathrm{~m}$ ) films and new applications associated with high rates of variation of current $\left(\left(\dot{I} \cong 10^{5}-10^{6} \mathrm{~A} \mathrm{~s}^{-1}\right)\right.$ make it necessary to include the degradation of the current-carrying capacity.

In so doing, a decrease of $I_{q}$ with a rise in the rate of current variation may lead to an anomalously rapid propagation of the normal phase [5], its multiple inception on the defects [6], a redistribution of gas on the film surface with normal regions [9], and an abrupt decrease in the energy of critical perturbations destroying the superconducting state $[5,9,10]$. The criterion of the emergence of such singularities is provided by the condition [11]

$$
\begin{equation*}
\dot{I}_{0} t_{h} / I_{c} \ll 1 \tag{13}
\end{equation*}
$$

where $t_{h}=C_{s} D_{s}^{2} / k_{s}$ is the characteristic relaxation time of temperature of the film-substrate system.

For wide HTSC films $\left(W \cong 10^{-1} \mathrm{~m}\right)$ at $t_{h} \cong 5 \times 10^{-3} \mathrm{~s}$ and $I_{c} \cong 10^{2} \mathrm{~A}$, equation (13) yields $\dot{I}_{0} t_{h} / I_{c} \approx 10^{-2}$.

Therefore, the above-identified anomalies of destruction of superconductivity may be observed in wide films. In conclusion, note that in low-temperature superconducting films a marked degradation of the cur-rent-carrying capacity occurs at relatively low rates of injection of current $\dot{I} \approx 10^{3} \mathrm{~A} \mathrm{~s}^{-1}$ [4], which is associated with a substantial decrease in the heat capacity of the substrate upon transition from nitrogen to helium temperatures.
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#### Abstract

The chemical composition of thin copper oxide films was studied by X-ray photoelectron spectroscopy (XPS). The films were obtained by magnetron sputtering of copper metal, which was simultaneously oxidized by atomic oxygen. It was demonstrated that a high rate of oxidation in molecular oxygen is achieved only under relatively low rates of film growth ( $\mathrm{v}<100 \AA / \mathrm{min}$ ). However, the growth rate of cupric oxide can be drastically increased to $v>750 \AA / \mathrm{min}$ in a flow of accelerated oxygen atoms. High growth rates are necessary to substantially cut the thermal budget and reduce the diffuseness of heterofunctions in fabricating layered structures containing copper oxide. © 2000 MAIK "Nauka/Interperiodica".


## INTRODUCTION

In this work, we solve the problem of drastic (more than two orders of magnitude) increase in the rate of copper oxidation upon forming thin oxide films. The fabrication of oxide, and especially high-temperature superconducting (HTSC) heterostructures with sharp heterojunctions, is still a challenge. Low rates of copper oxidation and final oxidation of cuprite $\left(\mathrm{Cu}_{2} \mathrm{O}\right)$ result in a great thermal budget being needed for the growth of cuprate materials and in an additional interface diffuseness by hundreds of angstroms [1]. This problem is inherent not only in MBE and magnetron sputtering of metal copper but also in magnetron and laser sputtering of completely oxidized copper. The fact is that, under thermal decomposition, a partial transformation of cupric oxide into cuprous oxide takes place and oxidized copper can be reduced to the metal state under ion bombardment. The problem was solved by using a flow of atomic, instead of molecular, oxygen. It was demonstrated earlier that the application of a plasma source generating a beam of oxygen atoms and ions makes it possible to completely oxidize copper at substantially lower temperatures and to grow good HTSC films without postgrowth annealing [2, 3]. However, the growth rate of films with completely oxidized copper remained very low ( $v<6 \AA / \mathrm{min}$ ). The increased rate of CuO growth reported in this work ( $\mathrm{v}>750 \AA / \mathrm{min}$ ) is explained in simple thermodynamic terms. However, the applicability of the thermodynamic approach was not immediately evident, because the oxidation process takes place in a nonequilibrium system consisting of a limited number of copper atoms (in one or two monolayers of the material) and a still lesser number of oxygen atoms in the flow. That oxygen atoms coming from the existing sources are accelerated and thus can break
already formed chemical bonds aggravates the situation.

## EXPERIMENTAL

Copper oxide films were grown with a magnetron sputterer (Ion Tech, England). Two FAB-110 sources of atomic particles were placed into the vacuum chamber. The sources are constructed in such a way that the molecules of a working gas, when subjected to internal fields, dissociate and ionize. The ionized particles are then accelerated towards the grid where they are neutralized by a beam of secondary electrons. The outcoming beam consists of only accelerated atoms, which prevents static charging of the samples. One of the FAB-110 sources was used for cleaning the substrate $\left(\mathrm{SrTiO}_{3}\right)$ by means of argon atom bombardment immediately before copper deposition. The second source was used for the oxidation of deposited metal with oxygen atoms. The temperature of the substrate during growth was $T=700^{\circ} \mathrm{C}$.

The elemental and chemical compositions of the films were studied by XPS with an LHS-11 electron spectrometer (Leybold-AG, Germany). An aluminum anode tube ( $\mathrm{Al} K_{\alpha}$ line, $h v=1486.6 \mathrm{eV}$ ) was used as an X-ray source. The energy spectra of primary photoelectrons were recorded at a constant incident energy $E=$ 100 eV and an energy resolution $\Delta E=1.0 \mathrm{eV}$. The energy scale of the spectrometer was calibrated from the metallic copper and gold lines. The spectra of copper and oxygen photoelectrons were obtained by summing data of several successive measurements. This substantially diminishes errors due to variations of the X-ray intensity and the detector efficiency.

Samples were transported from the load lock to the spectrometer in an atmosphere of dry nitrogen. This,
however, could not completely prevent the surface from being contaminated by carbon-containing molecules or water. XPS is a surface-sensitive technique; that is why it was important to get rid of the contaminations or to take them into account in the results of analysis. Conventional (for XPS) cleaning of the surface by ion etching was inapplicable, since the chemical composition of the copper oxide was severely affected by the ion beam: the cupric oxide lost oxygen and became cuprous. Therefore, we used a computer "cleaning" procedure to analyze the chemical composition. The procedure lies in determining the contribution of adsorbed molecules [2]. The binding energies of CO and $\mathrm{H}_{2} \mathrm{O}$, necessary for this procedure, were determined by examining a gold surface exposed to air. The same lines, along with the copper satellite, were used for the determination of static charges on dielectric samples [2].

## RESULTS AND DISCUSSION

Figure 1 shows photoelectron spectra of $\mathrm{Cu} 2 \mathrm{p}_{3 / 2}$ for three samples of copper oxide: (1) a bulk reference sample and two films grown in the sputterer in the atmosphere of molecular oxygen with (2) low and (3) high growth rates. The reference was obtained by thermally oxidazing bulk copper metal in molecular oxygen to the formation of black CuO oxide scale. The spectra contain the principal line $A$ and the satellite $B$. Their energy scale-the scale of binding energies of a primary electron-was corrected for the value of the static charge. The observed lines involve unresolved


Fig. 1. (A) Principal and (B) satellite $\mathrm{Cu} 2 p_{3 / 2}$ lines in the X-ray photoelectron spectra of (1) the bulk reference CuO sample and copper oxide films grown in the atmosphere of molecular oxygen with (2) low and (3) high rates.
elementary components that correspond to different chemical states of copper. The analysis of the chemical composition of the samples is presented in Fig. 2 as a decomposition of the lines $\mathrm{Cu} 2 p_{3 / 2}$ and O1s. The contribution from the adsorbed water and carbon oxide molecules to the photoelectron lines of oxygen (Fig. 2, curves $1 b-3 b$ ) is no higher than several percent. The decomposition of the photoelectron lines of copper and oxygen allows one to determine the relative contents of copper oxides and copper hydroxide. The latter is formed by interaction of the surface with atmospheric water or due to insufficient purification of molecular oxygen used for film growth.

The decomposition of the photoelectron lines into the components corresponding to different chemical phases was performed according to the method described in [4] and used earlier for the analysis of the chemical composition of InP native oxides. In our case, the problem is unambiguously solved by setting a "comb," i.e., differences between the binding energies of the ground level of an atom in different chemical states. The uniqueness of the decomposition was proved by coincidence of the chemical compositions determined with the copper and oxygen lines. Note that this approach does not require accurate predetermination of the static charge on the samples. The charge is found from joint analysis of both lines [5]. A comparison of the spectra presented in Fig. 2 suggests that sample 2 , obtained at the low growth rate ( $v=10 \AA / \mathrm{min}$ ), contains a greater fraction of CuO than sample 3, grown with the high growth rate ( $v=750 \AA / \mathrm{min}$ ).

Decomposing photoelectron lines is a rather tedious procedure, and further analysis of ten samples used the ratio between the intensities of the satellite line $B$ and the principal line $A$. A satellite is absent in the spectrum of monovalent copper; hence, its relative intensity may characterize the fraction of bivalent copper or cupric oxide in the mixture of the oxides. In this case, calibration was performed with regard for Fig. 2 for the reference sample, containing no more than $5 \%$ of monovalent copper. Degree of copper oxidation vs. the oxide growth rate curves constructed from the relative satellite intensities for two groups of samples are shown in Fig. 3. Samples from the first group (curve 2) were grown in the atmosphere of molecular oxygen; and those from the second group (curve 1), in the flow of atomic oxygen produced by the FAB-110 source. The filled circle corresponds to the film subjected to two-hour postgrowth annealing in the atmosphere of molecular oxygen. As seen from Fig. 3, such an annealing does not increase the degree of oxidation in comparison with the best samples grown in situ. It also follows from this figure that a high degree of oxidation in molecular oxygen is achieved only at low growth rates ( $v<10 \AA / \mathrm{min}$ ), whereas the use of atomic oxygen makes it possible to achieve the same result even at very high rates ( $v>750 \AA / \mathrm{min}$ ) that exceed those reported in [1-3] by two orders of magnitude.

Consider a mechanism of oxidation. Note, first of all, that the densities of the oxygen and copper atom flows are too low for the near-surface reaction in the gas phase to proceed. According to our estimates, copper islands, one or two monolayers covering cupric oxide, or the mixture of cuprous and cupric oxides are oxidized. Such a situation is observed under dynamic equilibrium, when unoxidized copper is continuously deposited onto a layer being oxidized. This process is basically different from the oxidation of bulk metal by gaseous oxygen, where the rate of the reaction is defined not only by its free energy but also by diffusion through the oxide layer. If the molar volumes of the oxide layer and the metal are the same, the oxide may completely inhibit oxidation, as, for example, with aluminum. That is why, in our case, the oxidation process can be treated in thermodynamic terms. Under atmospheric pressure and a substrate temperature $T=1000 \mathrm{~K}$, molecular oxygen can oxidize copper completely, partially, or in two stages, because each of the following reactions is characterized by a negative free energy $\Delta G^{\circ}[6]:$

$$
\begin{align*}
\mathrm{Cu}+0.5 \mathrm{O}_{2} \longleftrightarrow \mathrm{CuO}, \quad \Delta G^{\circ}=-16.05 \mathrm{kcal},  \tag{1}\\
2 \mathrm{Cu}+0.5 \mathrm{O}_{2} \longleftrightarrow \mathrm{Cu}_{2} \mathrm{O}, \quad \Delta G^{\circ}=-23.7 \mathrm{kcal},  \tag{2}\\
\mathrm{Cu}_{2} \mathrm{O}+0.5 \mathrm{O}_{2} \longleftrightarrow 2 \mathrm{CuO}, \quad \Delta G^{\circ}=-8.35 \mathrm{kcal} . \tag{3}
\end{align*}
$$

In actual growth processes, oxidation, and especially final oxidation (3) of copper, are hindered because of both an insufficiently high partial density of oxygen and a high energy barrier of the reactions, which is related to the necessity of breaking at least one bond in an $\mathrm{O}_{2}$ molecule. Complete oxidation of copper by molecular oxygen observed in our experiments indicates that the energy barrier can be overcome at $T=$ 1000 K. However, an insufficient partial pressure of oxygen lowers the magnitude of the free energy $\Delta G^{\circ}$ of reactions (1)-(3) and, hence, the reaction rates. Therefore, complete oxidation is achieved only at low growth rates $v<10 \AA / \mathrm{min}$.

The use of atomic, instead of molecular, oxygen $\left(0.5 \mathrm{O}_{2} \longrightarrow \mathrm{O}\right)$ increases the absolute values of the free energy of reactions (1)-(3) by 28 kcal and virtually eliminates the problem of energy barrtier. Therefore, a sharp increase in the copper oxidation rate could be expected for the case of classical atomic ensembles described in terms of thermodynamics. Our system is not classical. Here, a limited number of oxygen atoms or molecules interact with copper atoms within a oneor two-atom-thick surface layer. In addition, the oxygen atoms are energetic (in practice, a beam of atoms is difficult to thermalize). Nevertheless, as follows from our experimental results, such a substitution has a great beneficial effect. In this case, oxygen-copper interaction can be considered as follows. Some atoms of an oxygen flow are scattered by the surface and lost. The rest enter the near-surface growth area of the film and lose an excess of kinetic energy in collisions, sometimes destroying already formed chemical bonds and


Fig. 2. Decomposition of the (a) $\mathrm{Cu} 2 p_{3 / 2}$ and (b) O1s photoelectron lines into the components corresponding to different chemical states of copper and oxygen. (1) Bulk reference CuO sample and films of copper oxides grown in the atmosphere of molecular oxygen with (2) low and (3) high rates.


Fig. 3. Dependence of the bivalent copper content in oxide films on the growth rate (1) in the flow of atomic oxygen and (2) in the atmosphere of molecular oxygen; the filled circle corresponds to two-hour postgrowth annealing in molecular oxygen.
causing the cupric-to-cuprous oxide transformation. Multiple collisions thermalize oxygen atoms, and eventually they form chemical bonds.

Thus, we demonstrated that the use of a beam of energetic oxygen atoms allows one to drastically increase the degree of copper oxidation and the growth rate of cupric oxide. This cuts the thermal budget and reduces the diffuseness of heterojunctions in layered structures.
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#### Abstract

Numerical simulation was used to analyze the quasi-periodic process induced against the steady flow pattern around a blunt forebody by a pulse from an external source located in the incoming stream. © 2000 MAIK "Nauka/Interperiodica".


Analysis of new methods of vehicle motion control through external energy input into the incoming gas stream is a current topic of substantial interest. Experimental [1-6], analytical [7, 8], and computational [9-17] studies of the effects of parameters of steady or pulsed periodic sources (such as their location, geometry, intensity, and frequency spectra) on the flow structure and aerodynamic characteristics of vehicles have been performed. Interesting phenomena discovered and analyzed in these studies include the formation of circulation flow regions at the nose of the body and considerable reduction of wave drag (for certain combinations of flow parameters). The most realistic and feasible method of energy deposition in the incoming stream can be executed by means of focused high-frequency laser light pulses [4, 5].

In this paper, we present some results of a numerical study of the passage of the first pulse, which substantially modifies and restructures the steady supersonic flow pattern around a blunt forebody. We performed numerous computational experiments with the following statement of the problem. We analyzed the flow of a spherical nose of a cylindrical or conical forebody placed in a supersonic stream of a viscous heat-conducting gas. In the region bounded by the surface of a thermally insulated body, the bow wave (whose location and geometry were computed in the course of the solution), the symmetry axis, and the downstream boundary, we numerically integrated the NavierStokes equations, written in the conventional dimensionless form with the parameters $\mathrm{M}_{\infty}, \mathrm{Re}_{\infty}, \operatorname{Pr}$, and $\gamma$, by the first-order accurate in time and second-order accurate in space method described in [18, 19]. Here, $\mathrm{M}_{\infty}$ and $\mathrm{Re}_{\infty}$ are the free-stream Mach and Reynolds numbers, respectively; Pr is the Prandtl number; and $\gamma$ is the ratio of specific heats. The system was closed by the equation of state for a perfect gas with a variable $\gamma$ and nondimensionalized by using the nose radius $R$, density $\rho_{\infty}$, velocity $U_{\infty}$, and their combinations as reference parameters. This unambiguously defines the
dimensional form of the dimensionless quantities considered below.

The steady flow pattern was perturbed by energy release pulses with intensity $I$ and repetition period $T$, $E(x, t)=I \delta(\omega t-k x)$, carried by the incoming stream and characterized by a steep leading and trailing edges. Here, $\delta$ is the unit pulsed function (Durac's delta function),

$$
\delta(z)= \begin{cases}1 ; & z= \pm 0,1,2, \ldots \\ 0 ; & z \neq \pm 0,1,2, \ldots\end{cases}
$$

and the frequency $\omega$, wavenumber $k$, and wavelength $L$ are related to $T$ and $U_{\infty}$ as $\omega=2 \pi / T, k=2 \pi / L$, and $L=U_{\infty} T$.

Time was measured from the moment when the first pulse reached the bow wave. The analysis below mainly concerns the transient process of flow restructuring in the interval $0 \leq t<T$ between the first and second pulse incidences. This model was used in a computational experiment to facilitate analysis of the physical mechanisms of the onset and development of an unsteady (probably quasi-periodic) regime involving essentially different stages. It provides a complementary alternative to the statement of the problem analyzed in [9-14], where a high-energy distributed hot spot located ahead of the body protected it from the incoming stream.

Figures 1a-1h show the typical result of a numerical experiment performed to simulate the principal stages of the quasi-periodic process induced by the passage of the first pulse and the corresponding spatiotemporal evolution of the flow pattern. An external pulse interacting with the bow wave gives rise to the two-wave pattern of "shock disintegration" (here, contact discontinuities are not considered and their evolution is not monitored). The new bow wave moves upstream and rapidly reaches a steady state. Inside the perturbed region, an inner shock wave is generated (a), which then moves toward the body (b). Its angle of inclination


Fig. 1. Fragments of flow field (isobars) for $\mathrm{M}_{\infty}=10, \operatorname{Re}_{\infty}=$ $0.83 \times 10^{5}$, and $I=1.7$. The length scale is increased by a factor of 2 along the normal to the body; $t=0.003$ (a), 0.1 (b), 0.15 (c), 0.2 (d), 0.3 (e), 0.4 (f), 0.5 (g), and 0.75 (h).
to the streamwise axis of the flow changes (c), which leads to flow reversal behind the front. Then, the inner shock wave reaches the curved body surface (d), is reflected from it (e), and returns to the bow wave (f). At the same time, a region of elevated pressure develops behind the inner-shock front, exceeding its steady-flow counterpart in amplitude and dimensions (the corresponding drag coefficient being higher than the steadyflow value by $40 \%$ ). This leads to an increase in the velocity component tangential to the surface and a "piston" effect that drives the gas outwards (g). After that, the flow in the neighborhood of the nose is drastically restructured (h): the peak pressure is shifted downstream of the body nose (as marked by the thick isobar in Fig. 3), while an extensive pressure plateau appears in the neighborhood of the nose, where a circulation flow region with a steady-flow pattern similar to those shown in $[9,14,17]$ develops. Note that the drag coefficient at this moment is lower than its steady-flow value by $30 \%$. The inner shock that has reached the bow wave is reflected by it and moves back toward the


Fig. 2. Pressure distribution along the symmetry axis from the bow wave $(x=0)$ to the body $(x=1)$ at $t=0.25(1)$, 0.3 (2), 0.35 (3), and 0.4 (4).


Fig. 3. Pressure distribution over the body surface at $t=$ 0.003 (1), 0.2 (2), 0.4 (3), and 0.75 (4).
body. This process is repeated, substantially decaying, over several cycles, depending on the input parameters; and the flow tends to its steady regime with low-amplitude "long-lived" pulsations.

Figure 2 shows a detailed illustration of the inner shock returning from the body to the bow wave. Here, pressure distributions along the symmetry axis of the problem are presented. Curve 1 corresponds to the initial moment of departure of the reflected inner shock from the body, curve 4 represents the inner shock approaching the bow wave, and curves 2 and 3 illustrate intermediate stages. In brief, the basic features of the process are as follows. First, the shock-front steepness and velocity remain approximately constant, signifying that the background flow ahead of the front is rather uniform. Second, the flow field behind the front is uniform, with an amplitude almost independent of time (in the interval shown here); that is, the flow is dominated by dynamics that are normal, rather than tangential, to the body.

It should be noted that a rather high pressure is observed in the vicinity of the axis immediately after the inner shock is reflected and starts moving away from the body. As the peripheral portion of the curved inner-shock front advances along the body surface, the flow rapidly expands and the pressure (as well as density) noticeably drops in the region bounded by the stagnation point and the symmetry axis (the "piston" effect of a shock drives the gas outwards).

Figure 3 shows the pressure distribution over the body surface as a function of the polar angle $\varphi$ at various times during the first cycle. Curve 1 represents the steady distribution at the initial moment (which corresponds to Fig. 1a); curve 2, the initial moment of reflection of the shock incident on the body surface (see Fig. 1d); curve 3, the inner shock moving from the body toward the bow wave (see Fig. 1f); and curve 4 corresponds to the moment of return of the inner shock from the bow wave to the body (Fig. 1h), illustrating the shift of the pressure peak downstream of the body nose. Later on, the development of a reverse-flow region originates at a location lying between these points.

Figures $4 \mathrm{a}-4 \mathrm{~h}$ show lines of constant flow pressure illustrating the basic stages of the second temporal cycle of the inner-shock movement and the spatiotemporal evolution of the flow pattern by analogy with that illustrated by Fig. 1. Here, the inner-shock intensity is obviously lower than that observed in the first cycle. Accordingly, it is less easily visualized and is highlighted in each panel as a thick isobar lying in the domain of peak pressure gradient within a somewhat "diffuse" front of the inner shock.

Figure 4 a is completely analogous to Fig. 1h: having reached the bow wave in the first cycle, the inner shock is reflected by it, moves back toward the body across a region that is more uniform than in the first cycle (Figs. 4b, 4c), and again hits the body surface (Fig. 4d). Between the bow wave and the inner shock, an extensive region of constant pressure appears, which is easy to see in Fig. 4d, as it contains no isobars. Then, the curved inner shock is reflected by the body (Fig. 4e) and moves toward the bow wave and downstream along the body surface (Fig. 4f). Here, as in the first cycle, we again observe the "piston" effect driving the gas out of the neighborhood of the body nose (Fig. 4 g ) and a rather extensive region of uniform pressure develops here, initiating the formation of a circulation flow region in the vicinity of the stagnation point (note the isobars closing up at the symmetry axis). Then, the inner shock hits the bow wave (Fig. 4h) and this completes the second cycle.

Subsequent cycles basically repeat the first two, differing in some details. The decrement of the inner shock is determined by the dissipative properties of the fluid (mainly by the Reynolds number) and, to a lesser extent (in the range of parameters explored), by the temperature condition on the body surface. The respective cycle durations are 0.7 and 0.66 . Thus, when the


Fig. 4. Fragments of flow field (isobars) for $M_{\infty}=10, \operatorname{Re}_{\infty}=$ $0.83 \times 10^{5}$, and $I=1.7$. The length scale is increased by a factor of 2 along the normal to the body; $t=0.75$ (a), 0.8 (b), 0.85 (c), 0.9 (d), 0.95 (e), 1.0 (f), $1.05(\mathrm{~g})$, and 1.1 (h).
flow is perturbed by pulses with period $T=0.68$ (for the given parameters of the problem), one may be able to produce interesting resonance phenomena by pumping energy into a decaying quasi-periodic process.

Figure 5 shows pressure distributions along the symmetry axis at various moments illustrating the pattern of oscillatory motion of the inner shock from the bow wave to the body and back during the first two cycles of the quasi-periodic process. Curves 1 and 3 correspond to the motion of the inner shock toward the body, while curves 2 and 4 represent its motion away from the body during the first two cycles. In particular, for these values of parameters, the average intensities of the shocks that move toward the body are 1.56 and 1.13 in the first and second cycles, respectively, while the corresponding intensities of reflected shocks are 1.76 and 1.19.

Figure 6 shows local and integral aerodynamic characteristics of the body, namely, the stagnation pressure $p_{0}$ (at the body nose) and the total (wave plus viscous)


Fig. 5. Pressure distribution over the body surface at $t=0.1$ (1), 0.4 (2), 0.8 (3), and 1.0 (4).
drag coefficient $C_{x}$, including their quasi-periodic temporal dynamics. One can single out several characteristic stages in the cyclic process that are specific to $p_{0}$ and $C_{x}$.

Let us consider the principal stages of $p_{0}$ evolution. A sharp rise in $p_{0}$ occurs at the moment of incidence of the inner shock on the body surface and during the initial stage of its reflection from the body. The value of $p_{0}$ increases by almost $70 \%$ over its previous background value. This is followed by a rather extensive temporal plateau of high $p_{0}$. This stage of the cycle corresponds to an interval when the inner shock moves from the body to the bow wave. Then, the "piston" effect associated with the advancement of the peripheral portion of the shock along the body surface begins to affect $p_{0}$, leading to its subsequent substantial decrease. This corresponds to the time interval when the inner shock returns from the bow wave to the body. It hits the body surface and is reflected by it, and the cyclic process is repeated for a somewhat different $p_{0}$.

Similar stages of a cyclic process are characteristic of $C_{x}$ as well, but with two essential distinctions. First, since the drag coefficient $C_{x}$ is an integral characteristic, its evolution (as compared to that of the local characteristic $p_{0}$ ) proceeds in a smoother manner and the sharp jumps in $p_{0}$ are damped. Second, the entire dynamics of $C_{x}$ is slightly phase-shifted relative to that of $p_{0}$. In particular, the peak of $p_{0}$ at the moment of reflection of the inner shock by the body does not produce any peak in the drag coefficient $C_{x}$, because pressure is lowered over the entire body surface by the "piston" effect of the preceding cycle and the value of $C_{x}$ is primarily determined by the integral of pressure over the body contour (with the orientation of the normal relative to the $x$-axis taken into account). Note that the contribution of the "viscous" component (which has an even greater damping effect on the peaks of flow characteristics) to the total $C_{x}$ is no higher than $5 \%$ for a given $\mathrm{M}_{\infty}$ and $\mathrm{Re}_{\infty}$.


Fig. 6. Evolution of aerodynamic characteristics: (1) stagnation pressure $p_{0}$; and (2) drag coefficient $C_{x}$.

A quasi-periodic flow pattern of the type described here suggests that some resonance phenomena should be expected to occur when the external pulse recurrence frequency is adjusted in a special manner [20], and a moderate power input can lead to a substantial flow instability and development of significant pitching moments.

These phenomena can be used to design new methods for flow control around a body (see also some theoretical sketches in [4-7, 10, 13-17]). Even though the thermodynamic efficiency of sustaining a permanent "aerodynamic needle" for improving aerodynamic characteristics and reducing thermal loads in steady flight regimes seems questionable at the present time, this approach may prove to be effective in executing some vehicle maneuvers in a pulse-boosted regime.
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#### Abstract

C : H films deposited from pure acetylene vapor in a glow-discharge plasma were investigated. Current density vs. applied voltage plots are presented for systems consisting of a transparent conducting electrode, an a-C : H film, and a mercury contact. The resistivity, absorption coefficient at a wavelength of 632.8 nm , and the optical energy gap of a-C : H films are related to the deposition rate. © 2000 MAIK "Nauka/Interperiodica".


Visible-light-absorbing films of amorphous hydrogenated carbon (a-C : H) are finding application as light-blocking layers in light-controlled liquid-crystal reflection modulators [1]. This is a new solution to the problem of optically isolating write and reading radiations. Optical and electrical properties of a-C : H films depend on their structure and preparation conditions [2]. a-C : H light-blocking layers with optimum properties can be produced if the range of parameters for glow-discharge plasma deposition is known. This calls for further investigation of the electrical and optical properties of a-C : H films.

In this work, we study the dependence of the current density on the applied voltage for transparent conducting electrode/a-C : H/metal structures. Dependences of the a-C : H resistivity, absorption coefficient at a wavelength of 632.8 nm , and optical gap on the deposition rate are presented.
a-C : H films were prepared by chemical vapor deposition in a dc glow-discharge plasma. The plasma was produced with a planar magnetron [3]. Such a system, unlike a conventional diode one, provides high gas ionization and requires a lower-pressure vacuum reactor. The voltage $U$ between the anode and the cathode (substrate carrier) varied between 700 and 900 V . The anode-cathode distance was 50 mm . The electrodes and a glass insulating cylinder form a quasi-closed volume to which an operating gas, pure acetylene, was applied. The gas pressure $P$ in the chamber varied between 0.02 and 0.08 Pa . The films were deposited at room temperature onto glass substrates covered by an ITO transparent conducting electrode. The film thickness was measured with an MII-4M microinterferometer. The relative error was $10 \%$. The film thickness was in the range of $0.1-0.3 \mu \mathrm{~m}$. The deposition rate was determined as the film thickness-deposition time ratio.

A mercury droplet (Fig. 1a) was used as a metal contact in measuring current density $I$ vs. applied voltage $V$ dependences. The contact area was $\sim 10^{-2} \mathrm{~cm}^{2}$. Figure 1b shows a dark $I-V$ curve for an a-C : H film with a resistivity $\rho=2 \times 10^{9} \Omega \mathrm{~cm} . I-V$ curves for all ITO/a-C $: \mathrm{H} / \mathrm{Hg}$ systems were symmetric if $\rho$ of the a-C : H films fell into the $7 \times 10^{8} \Omega \mathrm{~cm}-1 \times 10^{12} \Omega \mathrm{~cm}$ range. Symmetric $I-V$ characteristics for positive and
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g. 1. (a) Substrate/ITO/a-C : H/Hg contact structure and (b) the current density $I$ plotted against applied voltage $U$ for an a-C : H film with $\rho=2 \times 10^{9} \Omega \mathrm{~cm}$.


Fig. 2. Dark $I-V$ characteristics for ITO/a-C : H/Hg structures with a-C : H films obtained from the acetylene plasma at a constant discharge power $N=3 \pm 0.2 \mathrm{~W}$ and a pressure $P=$ (1) 0.03 , (2) 0.05 , and (3) 0.05 Pa ; (4) $N=5.4 \mathrm{~W}$ and $P=0.08 \mathrm{~Pa}$.
negative applied voltages were also observed for metal/a-C : H/metal structures with Al and Cr upper contacts [4]. This indicates that the current in these structures does not depend on the contact electronegativity and is related to the $\mathrm{a}-\mathrm{C}: \mathrm{H}$ electron structure.

Figure 2 shows $I-V$ curves for ITO/a-C : H/Hg contact systems with positive voltages applied to $a$ C : H films obtained under different conditions. As the pressure in the vacuum chamber increases from 0.03 (curve 1 ) to 0.05 Pa (curve 2 ) with the discharge power remaining constant ( $N=3 \pm 0.2 \mathrm{~W}$ ), the current density decreases at the same positive voltages. A further increase in $P$ to 0.08 Pa at the same power leads to a substantial rise in the threshold voltage (curve 3). Similar changes are observed when the discharge power rises to 5.4 W due to an increase in the voltage at $P=0.05 \mathrm{~Pa}$ (curve 4). At different parameters of acetylene plasma deposition, the Taus optical gap $E_{T}$, which is determined by extrapolating an $(\alpha E)^{1 / 2}$ vs. $E$ dependence, varied from 0.8 to 2.3 eV [5].

With increasing deposition rate v , the absorption coefficient $\alpha$ at a wavelength of 632.8 nm drops from $1 \times 10^{5}$ to $\sim 1 \times 10^{4} \mathrm{~cm}^{-1}$ (Fig. 3) and the light blocking efficiency of an a-Si : C : H semiconducting layer degrades [1]. This is due to a substantial effect of deposition rate on a-C : H optical constants [6, 7]. We succeeded in obtaining a resistivity vs. deposition rate


Fig. 3. Absorption coefficient $\alpha$ at 632 nm and the resistivity $\rho$ vs. deposition rate $v$ for a-C : H films obtained from the acetylene plasma.
dependence. As $v$ grows from 1 to $10 \AA / \mathrm{s}, \rho$ exponentially rises by six orders of magnitude to $\sim 10^{7} \Omega \mathrm{~cm}$. For $10^{8}<\rho<10^{10} \Omega \mathrm{~cm}$, a-C : H films become conducting and have an energy gap of $\sim 1 \mathrm{eV}$. For $v>5 \AA / \mathrm{s}$, $\mathrm{a}-\mathrm{C}: \mathrm{H}$ insulating films are transparent in the visible range and have $E_{T} \sim 1.6-2.0 \mathrm{eV}$. Figure 3 is an indication that a film satisfying light-blocking conditions and having an absorption coefficient of $\sim 5 \times 10^{4} \mathrm{~cm}^{-1}$ must have $\rho \sim 10^{10} \Omega \mathrm{~cm}$. This is consistent with the conductivity value of a liquid-crystal layer and provides high spatial resolution of a liquid-crystal modulator. Such light-blocking layers can be made by acetylene vapor condensation in a plasma at rates from 3 to $5 \AA / \mathrm{s}$.

Thus, it was shown that dark $I-V$ dependences of a-C : H films depend considerably on the pressure in the vacuum chamber and on the power of a dc glow discharge. The resistivity of the films is related to the deposition rate in the interval of $1-10 \AA / \mathrm{s}$ : as the rate increases, so does $\rho$ from $\sim 10^{7}$ to $\sim 10^{13} \Omega \mathrm{~cm}$. The transparency of the films at a wavelength of 632.8 nm also rises. Light-absorbing a-C : H films with $\alpha \sim 5 \times$ $10^{4} \mathrm{~cm}^{-1}$, used for light blocking in liquid-crystal modulators, have $\rho \sim 10^{10} \Omega \mathrm{~cm}$ and an optical gap of $\sim 1 \mathrm{eV}$. The results obtained can be used for fabricating liquid-crystal light modulators applied in systems
for optic data transmission, conversion, recording, and processing.
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#### Abstract

The hydrogen permeability of amorphous and recrystallized Fe alloys is investigated. It is found that the surface layers of both samples are enriched with metalloids, which interfere with the penetration of hydrogen from the molecular and atomic phases. The kinetics of curves of flow transition to a steady state upon ion irradiation in an amorphous alloy points to processes of reversible capture. The penetrating flow demonstrates Arrhenius dependence on temperature in the case of recrystallized samples and nonmonotonic dependence on temperature in the case of amorphous samples. A model of hydrogen penetration is suggested, which includes the reemission and diffusion processes; and estimates are obtained of the energy of activation of thermodesorption and diffusion. © 2000 MAIK "Nauka/Interperiodica".


Amorphous alloys differ from classical metals by the absence of ordered crystal lattice, which must lead to singularities of diffusion of interstitial impurities. Unfortunately, published data on diffusion in amorphous materials are scarce because of serious experimental difficulties associated with the need for performing measurements in a narrow temperature range (see, for example, [1-3]).

## EXPERIMENT

We have investigated the hydrogen permeability of a membrane of amorphous and recrystallized iron alloys (Fe, 77.3; Ni, 1.1; Si, 7.7; B, 13.6; C, 0.2; P, $0.009) 25 \mu \mathrm{~m}$ thick. Preliminary degassing of a sample in vacuum was performed at a temperature of $300^{\circ} \mathrm{C}$. Continuous annealing at a high temperature results in the formation of a polycrystalline structure with a characteristic grain size of $1 \mu \mathrm{~m}$.

The steady flow time relaxation method was used to determine the parameters of diffusion. The admission of molecular hydrogen to the inlet side of a degassed sample at the maximum permissible temperature $\left(300^{\circ} \mathrm{C}\right.$ for amorphous and $400^{\circ} \mathrm{C}$ for recrystallized) did not result in a marked increase in the outward flow: for a hydrogen pressure of 10 torr, the flow amounted to $3.8 \times 10^{12} \mathrm{~cm}^{-2} \mathrm{~s}^{-1}$. It is known that the coefficient of attachment for hydrogen atoms is three to four orders of magnitude higher than for molecules [4]. However, the use of a dissociator (an incandescent tungsten filament at a distance of 10 mm from the sample) in the pressure range of $0.1-0.2$ torr also failed to produce an appreciable penetrating flow.

Images of the surface of an amorphous strip in secondary electrons (200 and 800 magnification) demon-
strated the presence of microswellings, which is associated with the process of capture of air bubbles during strip formation. It is further known [5] that iron alloys containing Si and B exhibit a tendency to enrichment of surface layers with these elements, which may prevent the adsorption and penetration of hydrogen into the bulk of material.

A glow discharge in an atmosphere of hydrogen was used for moving across the passivating layer. Hydrogen ions formed in the glow discharge penetrated easily into the bulk of the sample [4]. In so doing, we observed a marked penetrating flow. All investigations were performed at an inlet pressure of hydrogen of 2 torr, at which the discharge is most stable.

The temperature dependences of the steady-state flow were determined for amorphous and recrystallized samples. The measurement results are given in Fig. 1. One can see that, as the temperature in the amorphous material rises, the flow increases to reach the maximum value of $3.3 \times 10^{13} \mathrm{~cm}^{-2} \mathrm{~s}^{-1}$ at $200^{\circ} \mathrm{C}$ and, on further heating, exhibits an anomalous decrease. The recrystallized sample follows the classical Arrhenius dependence with an activation energy of $17.9 \mathrm{~kJ} / \mathrm{mol}$ and a maximum flow of $2.7 \times 10^{13} \mathrm{~cm}^{-2} \mathrm{~s}^{-1}$ at $375^{\circ} \mathrm{C}$.

The transition of flow to a steady state proceeds differently in different samples. In both cases, in the entire investigated temperature range, a fast phase shows up with characteristic times of transition to a steady state of the order of 30-60 s. For the amorphous membrane, after the fast phase (Fig. 2) at temperatures ranging from 125 to $225^{\circ} \mathrm{C}$, a very slow rise in the outward flow is observed with the time of transition to a steady state of the order of 6000 s . A temperature rise leads to the disappearance of the slow component of penetrating flow and its general decrease.


Fig. 1. The penetrating flow as a function of inverse temperature: (1) amorphous sample, (2) recrystallized sample.

## DISCUSSION OF THE RESULTS

A delay in the establishment of a steady-state flow is most likely associated with the reversible capture of the diffusant [6]; in this case, as the temperature increases, the probability of release of hydrogen from the traps increases faster than the probability of capture. Indeed, as the temperature rises, an increase in the slow component is observed up to $200^{\circ} \mathrm{C}$, after which it starts to decrease; it is this behavior that is characteristic of traps with the energies of activation of release and capture $E_{\text {rel }}>E_{\text {trap }}$.

A decrease in the penetrating flow in the amorphous sample as the temperature rises from 200 to $300^{\circ} \mathrm{C}$ may be attributed to the surface processes under conditions of ion irradiation. The absorption of relatively lowenergy ( $\sim 200 \mathrm{eV}$ ) hydrogen ions occurs at a distance of 30-70 A from the surface [7]. Because the penetrating flow is three orders of magnitude less than that incident on the inlet surface ( $v_{f} \sim 10^{16} \mathrm{~cm}^{-2} \mathrm{~s}^{-1}$ ), the balance of flows is written as $v_{f}=v_{m}+v_{r}$, where $v_{r}=v_{f} C_{1} / C_{\max }$ and $v_{m}=b_{1} \exp \left(-E_{1} / R T\right) C_{1}$ are the flows of ion-induced remission and thermodesorption on the inlet side, $C_{1}$ is the concentration of hydrogen in the undisturbed alloy structure in the vicinity of the inlet surface, and $b_{1}$ is the preexponential factor. The maximum attainable concentration in the surface layer $C_{\text {max }}$ at 300 K (when thermodesorption is insignificant) is estimated at $10^{18}$ atoms $/ \mathrm{cm}^{3}[8,9]$. We assume that the concentration $C_{2}$ on the outlet side is much less than $C_{1}$ to derive for steady-state penetrating flow an expression of the form $J=A \exp \left(-E_{d} / R T\right) /\left(1+B \exp \left(-E_{1} / R T\right)\right)$, where $E_{d}$ is the energy of activation of diffusion. The equation does not include the parameters of hydrogen interaction with traps, because, in the steady state, the capture and release of the diffusant proceed at the same rates and do not affect the magnitude of steady-state flow. The


Fig. 2. The kinetics of transition of penetrating flow in an amorphous Fe alloy to a steady state.
approximation results are given in Fig. 1 by solid curves. A fairly good agreement with the experimental data is exhibited by the energy values of $E_{d}^{\mathrm{am}}=40.8$ and $E_{I}^{\mathrm{am}}=86.7 \mathrm{~kJ} / \mathrm{mol}$ for the amorphous sample and $E_{d}^{\mathrm{er}}=71.2$ and $51.7 \mathrm{~kJ} / \mathrm{mol}$ for the crystalline sample. The use of the parameter $C_{\max }$ in the calculation has no effect on the activation energies: it affects only the preexponential functions.

Therefore, the surface processes and the correlation between the quantities $E_{d}$ and $E_{I}$ define the temperature dependence of steady-state flow. In the case of an amorphous alloy, the concentration $C_{1}$, according to calculations, has the value $C_{\text {max }}$ up to a temperature of $\sim 170^{\circ} \mathrm{C}$ and the rate of penetration is defined by diffusion, with the flow increasing. As the temperature continues to rise, the concentration $C_{1}$ drops exponentially and the inequality $E_{d}<E_{I}$ leads to a decrease in the flow. For a recrystallized alloy, the input concentration decreases within the entire temperature range and the inequality $E_{d}>E_{I}$ leads to the classical Arrhenius dependence $J \sim$ $\exp \left(-E_{a} / R T\right)$, where $E_{a}=E_{d}-E_{I} \sim 19.6 \mathrm{~kJ} / \mathrm{mol}$ according to our calculation results, which is close to $E_{a}=$ $17.9 \mathrm{~kJ} / \mathrm{mol}$ (determined experimentally).

The difference in the values of the diffusion activation energy is, no doubt, due to the sample structure. The presence of excess free volume in the amorphous alloy provides for lower consumption of energy during migrations of hydrogen atoms from one interstice to another; in addition, some of the interstices may not have the regular shape of Bernal's cavities [2], but rather may be deformed. The energy of activation of thermodesorption in the recrystallized alloy is less than that in the amorphous alloy; i.e., $E_{I}^{\mathrm{cr}}<E_{I}^{\mathrm{am}}$, which may be attributed to rearrangement of the surface and to
variation of the effect of the passivating layer on hydrogen desorption. Further investigations are required for detailed determination of the processes of hydrogen penetration.
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[^0]:    ${ }^{1}$ We use atomic units.

[^1]:    ${ }^{1}$ The factor $\alpha$ in the second addend of the given expression is missing in cited formula (12) in [1] due to an obvious misprint.

[^2]:    ${ }^{2}$ It is appropriate to mention here that the appearance of this paper was provoked to a certain extent by papers [3], whose author, using formula (1) beyond its validity region, obtains a number of interesting results, among which are "one more thermodynamic method for deriving the law of thermal radiation" or, e.g., a conclusion (of fundamental importance) on the existence of "principal thermodynamic restriction on endoergic reactions" (radiation energy with such a frequency and radiance that $\eta_{m}<0$ "can in no way be converted into the free energy of matter."

[^3]:    ${ }^{3}$ Formally, this assumption means that $K_{\mathrm{v}}^{\mathrm{in}}(\mathbf{r}, \boldsymbol{\omega})$ can be presented in the form $K_{\mathrm{v}}^{\mathrm{in}}=a(\mathbf{r}, \boldsymbol{\omega}) K(v)$, where $a(\mathbf{r}, \boldsymbol{\omega})=1$ if $(\mathbf{r}, \boldsymbol{\omega}) \in G$ and $a=0$ if $\mathbf{r}$ and $\boldsymbol{\omega}$ do not belong to a certain region $G$ of a fivedimensional space.

[^4]:    ${ }^{4}$ In particular, $\eta_{m} \longrightarrow 1-\left(T / T_{\mathrm{v}}\right) \ln \left(1+T_{\mathrm{v}} / T\right)$ for $v \longrightarrow 0$, and $\eta_{m} \longrightarrow 0$ when $T_{v} \longrightarrow 0$, as it should be.

[^5]:    ${ }^{1}$ The number of particles in a cluster is proportional to $v_{0}$ and $T$; hence, the above conditions decrease it.

[^6]:    $\dagger$ Deceased.

