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Abstract—The review gives a description of the various modern methods of fullerene production. Reasons of
the high cost of fullerenes are discussed, and devel opment prospects of commercia production of fullereneswe

analyzed. © 2000 MAIK “ Nauka/Interperiodica” .

INTRODUCTION

First discovered in 1985 in experiments on laser
vaporization of graphite [1], the new allotropic form of
carbon—fullerenes—attracted great interest in the sci-
entific community. After the invention of the method of
producing macroscopic quantities of fullerenes [2] in
1990, aflood of works dealing with fullerenesfollowed
[3]. Already at that time, numerous possible application
areas for fullerenes had been discussed [4].

In recent years, intensive research of fullerene prop-
erties has been underway involving their formation
mechanisms, and applications in most varied fields.
Considerable progress has been achieved in many
directions and analysis of fullerene applicationsin dif-
ferent fields can be found in recent reviews[5, 6]. How-
ever, in none of these fields is the achieved develop-
ment level high enough to warrant the start of commer-
cial scale production of fullerenes. Thisis largely due
to the marked slowdown in the decline of the price of
fullerenes after 1994 [6, 7] (Fig. 1).

An analysis of the marginal cost of fullerenes that
could bring about their wide application in various
branches of industry has been made in [7]. In Fig. 2,
some data from this work are presented. It can be seen
that the first application fields for fullerenes might be
the pharmaceutical industry and production of dia
monds and catalysts. But even in these fields, for
fullerenes to become competitive, their prices should
be brought down by a factor of 10. The high fullerene
price stems from high costs of production involving the
use of an arc discharge [8], which s, at the moment, the
major source of fullerenesin the market [5]. In order to
find out what makes fullerenes so costly and outline
possible ways of reducing the costs, we consider,
below, the results of investigations of the arc discharge
method and other methods of fullerene production.

ARC DISCHARGE METHOD
OF FULLERENE PRODUCTION

The mechanism of highly efficient formation of
fullerenes from chaotic carbon vaporsin arc discharge,
despite a large number of works on the subject, still
remains unclear in many of its aspects [9, 10]. How-
ever, this circumstance did not prevent researchers
from undertaking detailed phenomenol ogical studies of
fullerene formation in an arc discharge with graphite
electrodes.

The most comprehensive investigations have been
carried out in[11], [12], and [13], where graphite anode
erosion, the growth rate of cathode carbon deposit, and
fullerene content a in the carbon soot were studied as
functions of arc current, kind of gas and its pressure,
and the interel ectrode separation. For a graphite anode
6 mm in diameter, maximum o values, 10-15%, are
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Fig. 2. (1) Price of available products and materialsin some
potential application fields for fullerenes and (1) the maxi-
mum price for fullerenes to be competitive in some fields.
The application fields of fullerenes: 1—pharmaceutical
industry; 2—diamonds; 3—catalysts, 4—non-linear
absorbers; 5—optical materials;, 6—coats for eectronics;
7—carbon filaments; 8—composites; 9—antifriction addi-
tives, 10—rubber components, 11—detergent additives;
12—dyes, 13—plasticizers, 14—high-quantity polymers;
and 15—adsorbents.

found for a current of 80 A, helium pressure 100 torr,
and the interelectrode separation of 3-5 mm. At opti-
mum interel ectrode separation, a diminishes as current
and pressure are either increased or reduced (Fig. 3).

Fullerenes are then extracted from the carbon soot
with organic solvents and separated into homologues,
either by means of crystalization in solution, or by
chromatography. Extraction and separation methods
are common to all methods of production of fullerene-
containing soot. The efficiency of these processes
should also be increased in order to lower the market
price of pure fullerenes [8], but this aspect of produc-
tion will not be considered here.

The low economic efficiency of fullerene produc-
tionisduein alarge degreeto thefact that only 30-40%
of the sublimated carbon is converted into soot [8, 12].
The remainder deposits on the cathode as large blocks
of baked carbon material containing no fullerenes. At
present, this carbon material, aswell asthe residue after
soot extraction, represent the waste of fullerene produc-
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tion. So, with a = 10%, fullerenes constitute only 3-4%
of the spent anode material, which obviousy makes
fullerenes highly expensive. It is clear, therefore, that
recycling of the carbon waste could reduce the expen-
diture of raw materias in fullerene production and,
thus, reduce the cost of fullerenes[8].

Another way of increasing the efficiency of an arc
discharge process could be the raising of the fullerene
content o in the soot. Fullerenes are produced in an
expanding carbon vapor by way of gradual growth of
carbon clusters. In this growth process, the clusters are
annealed in the buffer gas. The efficiency of fullerene
formation is determined by the carbon concentration,
gas temperature, and the velocity of the gas flow out of
the interel ectrode gap or, more precisely, by the radial
distribution of these quantities. It isevident that for effi-
cient fullerene formation, the combination of these
three parameters should be optimal. But in an arc dis-
charge, this optimum relationship is aimost impossible
to attain, because any change of the arc current will
affect all three of the above parameters. Therefore, itis
hard to expect that o can be considerably increased
(above 10-15%) in standard arc discharge reactors,
especially considering the fact that thorough optimiza-
tion work has already been carried out.

Thus, the conventional arc discharge method of
fullerene production has, apparently, exhausted all its
reserves of efficiency increase. Higher fullerene pro-
duction efficiency ought to be pursued with systems
employing disperse carbon feed, especially those using
low-cost starting materials, and also with hybrid dis-
charge systems, in which the feed of carbon material,
gas temperature, and the flow rate can be controlled
independently.

HYBRID SYSTEMS AND CARBON POWDER
FEED SYSTEMS

Very few works on hybrid fullerene production
schemes have been published so far. In [14] the usein
fullerene production of a hybrid plasma generator is
described (Fig. 4). This generator had been developed
for application in plasma chemistry and studied in
detail in [15]. The generator consists of two stages: adc
arc plasmatron and an rf discharge (4 MHz); the oper-
ating pressure is 260-760 torr; power ratings of thefirst
and second stages are 5 and 20 kW, respectively. Soot
consisting of particleslessthan 10 umin sizewasintro-
duced into the first stage with aflow of argon. The rate
of carbon feed was 0.05-0.5 g/min. The yield of
fullerenes was 7% of the collected soot, which is a
rather good result. However, optimization of thisinstal-
lation has not been undertaken, and for unknown rea-
sons, this work was not pursued further, at least, not
published.

In [16], a three-phase plasmatron of rather high
power (50-100 kW) was used in fullerene production.
The experiments were carried out under atmospheric
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Fig. 3. Limits of the arc discharge parameters (current,
helium pressure, and interelectrode separation) for which
the fullerene content in the soot a exceeds 10%. The diam-
eter of electrodesis 6 mm.

pressure. As plasma-forming gases, nitrogen, argon,
and helium were used. The best results have been
obtained with helium. The carbon powder was intro-
duced into the reactor through the plasma zone, where
it evaporated. The smaller the carbon particles intro-
duced, the faster they evaporated. Fullerene formation
was adversely affected if the carbon particles contained
hydrogen. The authors estimated their first results as
promising, as they were able to produce a few kilo-
grams of soot per hour with a fullerene yield of 1 and
0.2 per cent of Cyy and C,, respectively.

FULLERENE PRODUCTION IN A FLAME

Soon after the discovery of fullerenesin laser vapor-
ization of graphite, research on production of fullerenes
in the flame of a gas burner was started [17]. Alongside
the scientific interest, these investigations had a distinct
practical aspect, aiming at the development of a new
method of fullerene production. From the very begin-
ning, it was understood that the production of
fullerenes by burning a hydrocarbon material is more
technological and an easier controlled process than the
synthesis in an arc discharge. In addition to, this
method is especialy attractive, because of the possibil-
ity of it being easily scaled up. Still, it was necessary
toidentify an optimum fuel, appropriate mixture
composition, combustion regimes, and burner design
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Fig. 4. Schematic of the hybrid plasma generator. A—intro-
duction of fine graphite particlesinto the gas flow; B—inlet
of argon for cooling the reaction zone.

that would provide efficiency and acceptable rate of
production.

Since then, quite a few results have been obtai ned.
Combustion processes of various hydrocarbons (ben-
zene, acetylene [18-21], naphthalene [22], and others)
were studied for arange of operating parameters. Mass-
spectra of the combustion products formed at various
heights above the burner have been obtained [21].
Fullerene formation in similar processes as a result of
thermal decomposition (pyrolysis) of hydrocarbons in
oxygen-free atmosphere was studied [23]. In [24], the
chemistry of Cg, and C,, fullerene formation in aflame
was considered. It was soon discovered that in aflame,
apart from the soot and fullerenes, nanotubes are
formed [25]. It has been shown that flames can be more
efficient asasource of higher fullerenesthan an arc dis-
charge[26].

In one of the most comprehensive and thorough
investigations [20], formation of fullerenes by burning
a benzene-oxygen—argon (helium/nitrogen) mixture
was studied. Asafuel, acetylene was tried aswell. The
flame parameters were varied in the following ranges:
pressure in the chamber from 12 to 100 torr, C/O
atomic ratio from 0.717 to 1.082, molar content of

L1n arecent review [38], the results obtained in fullerene produc-
tion with the plasma method have been summarized and the pros-
pects of this method considered.



524

Ar (He, N,) from 0 to 50%, and the vel ocity of gas over
the burner from 14.6 to 75.4 cm/s. The combustion in
many regimes lasted for 1-3 h. The combustion prod-
ucts contained soot, polycyclic aromatic hydrocarbons
(PAH), and fullerenes. In the above parameter ranges,
the fullerene content in the soot was measured as a
function of C/O ratio, gas velocity, chamber pressure,
the kind and concentration of dilution gas, and other
parameters (Fig. 5).

The authors of [20] elucidated the differences
between synthesis in a flame and in an arc discharge:
(1) in aflame, the C,,/Cq, ratio is greater and can be
varied by changing the regime; (2) in a flame metasta-
ble Cg and C,, isomers, oxidized CiO and C,,0
fullerenes, and hydrogenated fullerenes are formed,
and (3) intheregion of fullerene formation, oxygen and
hydrogen are present.

Also, differencesin the behavior in the flame of the
soot and the fullerenes were noted: (1) surface curva-
tureand strain of the fullerene precursorsarethefactors
slowing down the growth of fullerenes compared to
soot. Therefore, in some regimes, fullerenes are formed
farther away from the burner than soot; (2) the highest
fullerene content is found in soot not produced in the
most smoky regimes;, and (3) because oxygen and
hydrogen are present in the flame, the formed
fullerenes, as more inert structures, survive in areas
where the soot is destroyed.

An important practical result of the work was the
establishment of the ranges of fullerene content in the
soot in different regimes, the total range being 0.0026—
20%, and of the yield of fullerenes per quantity of car-
bon fed to the discharge, 0.002-0.5%. The highest
achieved rate of fullerene production (Cgy + C) Was
0.45 g/h in the following regime: pressure was 69 torr;
C/O was 0.989; velocity was 38 cn/s, and helium content
was 25%. Under these conditions, fullerenes accounted
for 12.2% of the weight of soot. The highest content of
fullerenesin the soot (20%) was obtained in the following
regime: pressure was 37.5 torr; C/O was 0.959; velocity
was 40 cm/s, and helium content was 25%.

Relying on the obtained results, the authors of [20]
arrived at the conclusion that “ ... flame synthesis offers
not only an alternative method for large scale fullerenes
production, but an ability to control the distribution of
products (e.g., the C,,/Cq, ratio) over a larger range
than has been realized in the graphite vaporization
method.” 1n 1992, when the cost of Cg, fullerenes was
$5000 per g, this conclusion looked very redlistic.
Nowadays, as regards the economic efficiency of
fullerene production, the flame method isfar behind the
arc discharge method. For example, the highest yield of
fullerenes produced in flame is 0.5% of the carbon
introduced into the flame [20], which is an order of
magnitude less than for the arc discharge. Maximum
yield of fullerenesin the flame is obtained at low pres-
sures (40-79 torr) and small velocity of the gas flow
over the burner (30-50 cm/s). This means that the rate
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of fullerene formation in these regimes must be very
low. The maximum rate amounted, in fact, to a mere
0.5 g/h in an experimental burner 100 mm in diameter.
This is considerably less than the quantities produced
in modern plasma reactors.

However, in order to get an assessment of the future
development of fullerene production by the plasma
method, let us consider in more detail those mecha-
nisms of fullerene formation in a flame, which can be
considered sufficiently well founded [19, 24]. The for-
mation of fullerenesin aflame occurs not as aresult of
free carbon coagul ation reactions, beginning with small
C, molecules, but viareactions involving polyaromatic
hydrocarbons (PAH).

In fuel-enriched flames, the growth process of large
hydrocarbon molecul es takes place in aregion immedi-
ately following the oxidation zone. Taking part in this
process are rather small aromatic molecules (benzene,
naphthal ene, and others), aswell as C,H, and H, mole-
cules, and H atoms, which, similar to the aromatic mol-
ecules, represent primary products of the oxidation
reaction. The fullerene formation process can be con-
sidered as a branching of the dominant growth process
of aplanar PAH occurring when a considerable curva-
ture has been induced in the growing molecule by a
pentagon in its interior part. However, because of the
low velocity of intramolecular transformations in a
flame at T = 2000 K (compared with an arc) and the
short time spent by a molecule in the reaction zone,
only an insignificant fraction of the coagulations of
large PAH molecules ends in structures that then can
develop into fullerenes. The bulk of coagulated PAHS
takes the path leading to soot formation. Note also that
calculations [24] predict a dramatic enhancement of
fullerene formation at higher C,H, concentrations and
lower concentration of H,.

There is an optimum temperature for the fullerene
formation in a flame. With rising pressure up to atmo-
spheric pressure, the yield of fullerenes decreases,
because the relation of competing processes of
fullerene and soot formation shifts towards moreinten-
sive soot formation.

So, the process of fullerene formation in a flame
consists of a very complicated sequence of reactions
competing with soot formation process. Naturaly, this
process depends on the concentration of reactants, tem-
perature, and the flow velocity. The aforementioned
parameter determines the time spent in a region where
soot and fullerenes are produced. In conventiona
flames, it is possible to control, independently, the mix-
ture composition (C/O ratio), the mass flow rate, or the
pressure in the chamber. Each of these three process
parameters influences the overall characteristics of the
flame, i.e., in some measure affects each of the above
three variables. This situation is similar to that occur-
ringinthearc. It is, therefore, unlikely that a consider-
able increase in the fullerene formation efficiency can
be achieved with known flame types.
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To significantly raise the efficiency of fullerene for-
mation in aflame, the following improved methods can
be proposed:

The use of fuels with considerably higher C/H
atomic ratio than that of benzene and acetylene. If such
a fuel happens to be unstable or unfit for storage, it
could be prepared in an additional stage immediately
preceding the burner.

The introduction of additional reagents, e.g., C,H,,
into the anteregion of the fullerene formation zone,
with preliminary heating.

The development of combination flame-discharge
schemes for independent temperature control in the
fullerene formation zone. The term “discharge” is con-
strued in agenera sense, asglow-, arc-, or rf-discharge,
or adischarge with injection of an easy-to-ionize addi-
tive. It should be noted that any discharge raises not
only the temperature, but also the concentration of
charged particles, which can aso have a significant
effect on fullerene generation [27].

In addition to the above ways of modernizing the
flame method, one more method of fullerene produc-
tion from hydrocarbons can be suggested, which does
not involve the combustion process. A flow of hydro-
carbons (or their mixture with a buffer gas) can be
passed through the volume of plasma in the discharge
zone, where excitation, ionization, and dissociation of
hydrocarbons takes place. In the discharge zone and at
its exit, there will occur an association of the starting
hydrocarbonswith formation of large PAHS, fullerenes,
and soot. An advantage of this method is the possibility
of independent control of the concentration of hydro-
carbon molecules, the electronic temperature, and the
time spent by the reacting mix in the discharge zone. In
addition, this method eliminates the unrecoverable loss
of fuel as aresult of full oxidation taking place in the
flame.

FORMATION OF FULLERENES
UNDER LASER HEATING

First, fullerenes have been produced by laser vapor-
ization of graphite. A pulsed laser was used that gener-
ated short pulses of high power density [1], and the
quantity of fullerenes, thus, produced measured in mil-
ligrams. To our knowledge, the use of a continuous
wave laser for obtaining visible quantities of fullerenes
has not yet been reported. In our opinion, production of
fullerenes by laser vaporization of graphite could
hardly become technologically viable in the near
future. Of course, laser vaporization does not involve
formation of the cathode deposit and most of the evap-
orated graphite will be converted to soot, but the cost of
the“unit” of laser beam power will always be consider-
ably higher than corresponding power units in other
methods; in addition, the efficiency and the very feasi-
bility of fullerenes production by continuous laser
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zene: () fullerene content (Cgy + Cg) in the soot as afunc-
tion of soot yield (in % of the spent carbon); (b) the rate of
fullerene production asafunction of fullerene content in the
soot.

vaporization of graphite need to be experimentally ver-
ified.

FORMATION OF FULLERENES
BY VAPORIZATION OF GRAPHITE UNDER
CONCENTRATED SOLAR IRRADIATION

This method of fullerene production was proposed
and implemented in [28] and [29]. The authors of [28]
took the view that the main reason of arather low yield
of fullerenes in an arc discharge could be the intense
UV radiation of the arc stimulating conversion of
fullerenes into insoluble particles. The use of concen-
trated solar radiation eliminates the harmful effect of
UV radiation produced inthe arc. In[28] and [29], only
small quantities (milligrams) of fullerenes were pro-
duced. The authors declared their intention to continue
the work, but no further investigations have been
reported.
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METHODS OF CHEMICAL SYNTHESIS
OF FULLERENES

The controlled chemical synthesis of fullerenes can
be of considerable interest for two reasons. In this syn-
thesis, it is hoped only molecules of a specified size C,
and, in addition, of a particular C,, isomer will be pro-
duced. Thiswill eliminate the step of separation of syn-
thesized fullerenes. In addition, the chemical synthesis
can prove very efficient in producing higher fullerenes,
which in the standard arc synthesis are produced in
very small quantities.

The discovery of fullerenes stimulated numerous
works on the synthesis of moleculesand structures con-
sisting either exclusively, or, for the most part, of car-
bon atoms[30, 31]. One of the directionsin theseworks
was the synthesis of polycyclic aromatic hydrocarbons
(PAH), with one or several pentagons included in the
planar network of benzenerings. Thefirst to be synthe-
sized (prior to the discovery of fullerenes) was coran-
nulene, C,,C,, [32], then followed isomers CyoH 1, [33]
and C4,C;, [34]. Asthe carbon skeleton of some CyH
isomersisidentical to a half of the Cg, molecule, such
an isomer was termed semi-buckminsterfullerene
(SBF). Even setting aside the fact that, so far, the exist-
ing methods of SBF synthesisyield only milligrams of
pure substance [35], dimerization of the obtained
SBF's to produce Cg, Will regquire some rearrangement
of bonds[33], which makesthe prospects of such apro-
cess appear bleak.

FULLERENES AND SCHUNGITES

In 1992, sensational news came from the University
of Arizona (USA) [36] of the discovery of fullerenesin
schungites of Karelia. Because natural deposits of
schungites are very large, this news inspired hopes of
producing large quantities of inexpensive fullerenes. In
[37], it wasreported that the concentration of fullerenes
in schungites is as low as 1-10 ppm. The researchers
detecting considerable quantities of fullerenes in
schungites were experimenting, as a rule, with mass-
spectrometers, in which a schungite sample was laser-
evaporated and the formation of fullerenes was to be
expected.

CONCLUSION

The application prospects of fullerenes asa material
of the future for many branches of science and technol-
ogy depend on the availability of large quantities of
low-cost fullerenes. Mass media, including the Inter-
net, regularly report “discoveries’ from many countries
of new fullerene production methods. As a rule, the
authors shroud their essence in a veil of commercial
know-how and the excitement settles down without any
conseguences. In our opinion, the prospects for reduc-
ing the cost of fullerenes are realistic and the path leads
to hybrid methods of producing fullerene-containing
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soot. However, the scaling of these methods to com-
mercial quantities will require extensive scientific
research.
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Abstract—The anisotropy of parametersis an intrinsic characteristic feature of dielectrics employed in pro-
duction of high-Q resonators. A theory of azimuthal-homogeneous resonant oscillations in a single-crystal
sphereisdeveloped. It isdemonstrated that the anisotropy givesriseto TM oscillations of two orders at different
frequencies. Oscillationswith large polar indices are numerically investigated. © 2000 MAIK “ Nauka/ I nterpe-

riodica” .

Spectral characteristics of resonant oscillations are
investigated for an isotropic sphere only [1, 2]. The
lower order oscillation modes in a spherical resonator
that is manufactured of asingle crystal bounded with a
perfectly conducting surface are studied in [3].

The anisotropy of parametersis an intrinsic charac-
teristic feature of dielectrics employed in production of
high-Q resonators. I nvestigations of this anisotropy are
necessary for studying deformations accompanied by a
rise of the electric field intensity and for evaluating the
degree of ordering of the domain structure. These fac-
tors should be analyzed when designing integrated cir-
cuits of millimeter and submillimeter wavelength
bands. The foregoing indicates that investigations of
the anisotropy effect on the resonant frequencies are of
considerable importance.

Ruby, leucosapphire, and quartz single crystals,
which are characterized by low dielectric losses, are
widely used in technology. Their electric parameters
are described by the permittivity dyadic

€= g0y for g, = g,7¢,, Q)

where €, and g, are the permittivities measured in the
directions parallel and perpendicular to the anisotropy
axis.

In the spherical coordinate system (r, 6, ¢), dyadic
€ isreduced to the form

% &r € 0 E
€= B—sre €ge O E’ 2
O0 0 g,0O

where €, = €, + £.€0S20, g5 = €, — £.€0S20, € =
€.9n26,and 2, =€, €,,.

In this paper, we investigate azimuthal-homoge-
neous oscillations (0E/0¢ = dH/d¢ = 0) of a uniaxial

single-crystal sphere. The system of Maxwell equa-
tions describing these oscillations is split into two inde-
pendent subsystems for TE (E, = Eg = H, = 0) and TM
(H; = Hg = Ey = 0) modes. The solutlon of these sub-
systems reduces to the solution of the differential equa-
tions

0p? 2
0 41 Og4ngld 20qy -9 (3

@r® r’singd® 09 2ot

(4)

The field components of the resonant oscillations
are expressed through potential functions U and V by

ad 2N 2
H, Da—+—2a V: rcE¢ = sxxa—v;
Br2 c2at 0t006
)
_
"Ho = 3o
and
09? €69 9°0] 00" &el 3’0
= O—=+ U, rEkg = (5136~ 2 A2 U;
@r’ ¢ 6% [5tae ¢ at2D ©)

_0 og_0._ [0
rCHe - a%re%+ram—ae£eﬂu

for the TE and TM modes, respectively.

A solution to system (3) and (4), which is finite at
r = 0 and satisfies the radiation condition aft r —» oo,

1063-7842/00/4505-0528%$20.00 © 2000 MAIK “Nauka/Interperiodica’
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can be represented in the form

= ; [Asnin(dsr), r<ro
{S}t= Z exp(—i wt) P,(cosB) EBS D). 1 ro,(7)

where (S= U, V), Ag , and Bg , are constants, r, is the
radius of the sphere; k = w/c; nisthe polar index; qgis
the radial component of the wave vector inside the

sphere; j,(X) = /\/Tig\]rﬁl_(x), hr(11) X = /\/T%XH:]?;(X),
2 2

J,(x), and H'P (x) are the cylinder Bessel and Hankel
functions of the first kind; and P,(cosB) are the Leg-
endre polynomials. Functions j,(x) and P,, = P,(cosB)
satisfy the recurrence correlations

. 0P,
snem = n(P,cos6-P,_,)

= (n+1)(Py.,—P,cosb), (8)

X JCT)((X) = (n + 1)Jn(x) _XJn+1(X) = XJn—l(X) _an(X)'

The substitution of expansion (7) into (3) yields the
radial components of the TE-mode wave vector. For the
azimuthal-homogeneous oscillations in isotropic and
anisotropic resonators, they are identical and equal to

qv=kJ§L

The anisotropy affects only the TM mode. Substitut-
ing (7) into (4), using recurrence correlations (8), and
equating coefficients at j,(gr)P,(cosB), we obtain the
system of algebraic equations for coefficients Ay , of
expansion (7)

2 E_ 2[]
XXsZZk %+ (Zn_l)(2n+3)%UEﬁU,n

+8‘qL2’E%L+ 4n-3 0
2 (2n-1)(2n-3)

_ 4n+7 0 O_
+d Zn+3)@n+5)unen= 0

One can see from (9) that the anisotropy effect ini-
tiates the interaction of partial oscillations with differ-
ent polar indices n. After some agebra, system (9)
reduces to the form

Un-2 9)

Aniz = =PnAn Ansz = —GhAn, (11)
where
€0y
O = AT D) (2n+3)
TECHNICAL PHYSICS Vol. 45 No.5 2000
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4n—-3 0
= +
By B%l (2n-1)(2n-3)U
_ _ An+7 0
Vo = Bt (2n+3)(2n+5)0
€ q2
a = 8xx‘(:zzk2_8+qfla B = _—_EH!
_ Bnso _ Yno
pn Qn ’ gn Tn 1
Qn — an_z_ Bn—éyn—4 ,
an—4_ n—4yn—6
o _Bn—ﬁyn—B
R
Tn =0, ,— Bn+EVn+2 )
an+4_ n+6yn+4
Apig—---

Atn=0and n=1, parameter (3, is equa to zero.
Hence, in the expression for Q,,

R = qz_%
o

and
oy

for even and odd n, respectively. The fraction involved
in the expression for T, can be represented in a more
compact form. Indeed, when (n+s) > 1, onecanignore
the index dependence of a,,,« Bh+s ad V.o IN this
case,

= _yn+an+s+2 — _ BZ — _B_Z
Q=a,,, G—n+s+z—--- o ——— . a Q.(12)
Solving (12) with respect to Q yields
20, = o+ Ja’—4p°, (13)
Then, T,, ismodified to the form
Tn - an+2_ YH+ZBH+4 B . (14)
o _ _yn+s—2 n+s
n+4 e Qi

A nontrivial solution to (10) exists when the foll ow-
ing functional relationship holds:

Yn-2Bn  YaBn+2

q, —Yn=2bn_YoPnrz g (15)

The tangentia field components Eq and H, of the
resonant oscillations must be continuous on the surface
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of the sphere (r = ry). Taking into account this condi-
tion, we obtain the equation for the TE modes, which
coincides with the dispersion equation for the isotropic
sphere,

WinoiWh Vo) = Yoinyhi2i(ve),  (16)

wherey, = q4so and y, = kry,.

Now, consider the TM modes. Taking into account
the continuity condition for tangential components Eg
and Hy at r =, yields the relationships

, : dpP,
S HYuin-10) =Nl 55

n

—£_yo5in20](yu) PafAs

= z(yoh£>1(yo) 0 (y)) S B
(17)
+—€_C0s20)P,

5 Hulvo e

+£.5in20((n+ 1) (Vo) + Yuin-1(Yo)) FAn

_ < n®, 19Pn
n
Using recurrence correlations (8), one can show that
2 dpgn n+1
Sin26P, T 2n+1d6bn—1 "2 2n+3 "*2
e}
7.0 .
|
L E=-1|
n=16 | Ruby
6.5 |
|
|
~n=15 : E=1
|
6.0F l
1 1 1 : 1 1 1
0 0.1 0.2 0.3

Fig. 1. Dimensionless resonant frequency o of the TM mode
excited in an anisotropic sphere vs. parameter y for €, =
11.53.
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_ 2n+1 0
(2n-1)(2n+3)P,U

2 mnh-1)
2n+102n+1

(18)

cos26P, =

+(n+t1)(n+2)
2n+3

_ 2n+1 0
"*2 - (2n-1)(2n+3)P,U

Substituting (18) into (17) and equating the coefficients
at dP,,/d6, we obtain asystem of algebraic equationsfor
A, and B,. Nontrivial solutions to this system exist
when the following functional equation is satisfied:

Yoh{ (Vo) Fun = (Yot 1(yo) —nh{(Ye)) Gy ns (19)
where
Fun= Yuln-1(Yu) —Nnjn(Yu)

2|jn+ 2)pnjn+2(yU)
t22Yo0Zn+ 3)2n+ 5)

3 in(Yu) 0
(2n-1)(2n-3)U!

_(n_l)gnjn—Z(yU)
(2n-1)(2n-3)

_ € 0 Yuln-1(Yu)
Gun = [£+ 2n+3} V) *+ 28 G 2+ 3)

an n9n + (n+1)R2 nPn O
(2n 1)(2n-3) (2n+3)(2n+5U

2
Run = B2y O v —(@2n—-1)jy),

Yu
2n+ 3)° . .
Ry = HEEEL -y H i)~ 20+ 3ty

Solving simultaneously (15) and (19), we obtain the
radial component of the wave vector and resonant fre-
guency of the TM-mode oscillationsin the single-crys-
tal sphere for an arbitrary polar index.

In the isotropic sphere, there exist high-Q oscilla-
tions characterized by high polar indices. The main
characteristic feature of these oscillations is that the
energy of thefield isconcentrated in the region adjacent
to the sphere surface [4]. A high Q-factor and the pres-
ence of regions with concentrated energy provide a
possibility to design a number of devices with novel
unigue properties and to measure extremely low losses
in crystals and liquids [5-8].

When n > 1, expressions (11) and (15) can be sim-
plified as follows:

n+1 ZAn 1 Z = il’ (20)
2
[8+_Z€—] qU = 8xx‘szzk .
TECHNICAL PHYSICS Vol. 45 No.5 2000
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25.0

24.8

|
0.10
Y

|
0.05

Fig. 2. Dimensionless resonant frequency o6 of the TM mode
excited in an anisotropic sphere vs. parameter y for €, =
2.04.

The latter relationship determines the component of
the wave vector for the TM modes,

8XXEZZ
Relationship (19) is reduced to the form
2 25 . (1)
—2€_Y9) Jn- —NYyj, h,
((yv Y0) in-1(%v) =Yy Jn(yv)) (Vo) 22)

= (&, = L&) Wi o2 1(Yo) = nhP(yo)).

The dispersion equation (22) involves parameter ¢ tak-
ing the values +1 and —1, which correspond to the fact
that the anisotropy effect initiates two independent TM
oscillations with different frequencies.

Figure 1 shows the reduced resonant frequency o =
row/c versus the parameter y = (€, — €,,)/€,, for n equal
tol5and 16,r,=1cm, e, =11.53, and tand = 10* In
the isotropic sphere (y = 0), there exists one TE and
one TM oscillations. The anisotropy effect (y # 0) splits
the TM mode into two oscillations with different fre-
guencies and radial components of the wave vector. In
particular, for the ruby sphere, these frequencies are
28.7 and 32.3 GHz (n = 15).

Figures 2 and 3 present dimensionless frequency o
and Q versus parameter y of the anisotropic sphere for
€, = 2.08 (teflon), r;, = 3.9 cm, n = 30, and tan =
1.786 x 10, Teflon is known to be an isotropic mate-

TECHNICAL PHYSICS Vol. 45 No.5 2000
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Fig. 3. Q-factor of theresonant TM oscillationsexcitedinan
anisotropic sphere vs. parameter y for €, = 2.04.

rial. The anisotropy appears during the manufacturing
process and causes the splitting of the resonant fre-
guencies of the TM oscillations. This effect can be used
in practice.
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Abstract—The cross section of electron attachment to chlorine molecules was calculated with the Condon
reflection method for various populations of vibrational levels of the ground molecule state. The populations
are defined by a prescribed vibrational temperature. The vibrationa wave functions were obtained by numeri-
cally solving the Schrddinger equation, and required parameters of the potentials of upper ion stateswere taken,
so as to minimize the deviation between calculated and room-temperature experimental data on the cross sec-
tion of electron attachment. © 2000 MAIK “ Nauka/Interperiodica” .

Recently, interest in modeling processes in a low-
pressure plasma of electronegative gases, in particular,
in a chlorine-containing plasma[1-4], has grown. The
processes of fundamental importance for negative-ion
generation in such plasmas are dissociative attachment
(DA) of electrons

Cl,+e—~ Cl-+Cl (1)

with the zero energy threshold and ion-pair formation

(IPF)
Cl,+e— CI-+Cl* + ¢, 2

which occurs at elevated electron energies. All dis-
charge models employ experimental data on the cross
sections of reactions (1) and (2) that were obtained in
[5]. Although [5] was published more than twenty years
ago, the subsequent revisions confirmed the validity of
its results (see, e.g., [6]). However, they hold only for
gases at room temperature, when the populations of
vibrational states with v > 0 in Cl, do not exceed 7%
(v isthevibrational quantum number). Data on atem-
perature dependence of electron attachment to Cl, mol-
eculesare lacking in the literature, however, it isknown
for other halogens. For example, the rate of electron
attachment to |, molecules increased by almost three-
fold as the temperature rises from 290 to 460 K [7].
Thisfact is associated with a change in the populations
of vibrational states of iodine molecule. In rea-gas
plasmas, the gas temperature may substantially exceed
room temperature[1, 2, 8]. Thismay noticeably change
the rate of attachment to chlorine as well, which should
be taken into account in modeling.

Theaim of this paper isto evaluate the cross section
and the rate of electron attachment to chlorine mole-
cules as afunction of the populations of the vibrational
molecule states. The populations are defined by vibra-
tiona temperature T, .

According to [9], the process of electron attachment
can be represented as the absorption of the energy W, of
an incident electron, which is accompanied by an
upward transition from the vibrational levels of the
ground state of Cl, molecule to one of the upper states

either of a Cl, molecular ion or of a CI=Cl* ion pair

with subsequent dissociation into CI- + Cl (DA) or
Cl=+ CI* (IPF). Since the potential curves of the fina
states are repulsive (or the case in point isthe repulsive

branch of the ZZZCI; state), i.e., having a continuous

energy spectrum, one can use the Condon reflection
method [10] to calculate the cross sections of such tran-
sitions. Following this method, the cross section (prob-

W,, W; eV

3
r, A
Fig. 1. lllustration of the Condon reflection method. Are
shown potential curvesfor the Cl, ground state (xlz; ) and
two lower statesof a CI; ion, aswell astheresults of reflec-

tion of |W,|? from the potentials of the 22: (hatched) and
N states.

1063-7842/00/4505-0532%$20.00 © 2000 MAIK “Nauka/Interperiodica’
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o, 1078 cm?
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Fig. 2. Calculated total (solid line) and partial (dotted lines) attachment cross sections at 300 K. The partial cross sections are
obtained by reflection from the potential s of the (1) 22: (2 2I'Ig, (©)] 2I'Iu, and (4) 22& states (all for Cl; ); (5)—(10) unknown states.
The crosses refer to the experimental data [5]. The vertical dotted line separates different energy scales.

ability) for a corresponding transition is found by
reflecting the squared magnitudes of the vibrational

wave functions |W, | for the ground electron state xlz;

of a molecule from the upper potential curve (in view
of its curvature) onto an energy scale reckoned from the
lower vibrational level (Fig. 1). If v >0, both potentias
should be lowered by the energy of the vth vibrational
level on reflection. As a result, the scale of potential
energy W will coincide with that of the incident elec-
tron energy W, for any v. The reflected values of |W, |?
are summed over v on the energy scale, their weights
corresponding to the relative populations of the vibra-
tiona levels at a prescribed temperature T,. The rota-
tional excitation of molecules can be neglected in this
case, since the centrifugal energy is aimost equally
shared by the upper and lower states due to the conser-
vation of total angular momentum of a molecule in
Frank—Condon transitions.

Basically, the reflection method is not an ab initio
method. It gives an idea of only the shape of an energy
dependence of the attachment cross section. In order to
obtain the magnitude of the cross section, one should
normalize the result by comparing with experimental
data. It is worth noting, however, that, because of the
lack of dataon the run and arrangement of the potential
curves for molecular terms and a low accuracy of their
construction, most modern methods for calculating the
attachment cross sections virtually are not ab initio,
since their results should be brought into correspon-
dence with experimental data.

DA involves transitions to at least four potential
curves for Cl, molecular ion states: 22: , 2Ng, 2N, and

22; [5], whereas | PF impliestransitionsto awide set of

TECHNICAL PHYSICS Vol. 45 No.5 2000

CI=CI* possibleion states[11]. A cross section obtained
by reflection from any potential curve will be referred
to as a partial cross section. The total cross section is
the sum of partial ones.

In our work, the vibrational wave functions W, for

the ground state xlz; of a Cl, molecule were calcu-

lated by numerically solving the Schrodinger equation
with the use of the expression for interatomic potential
taken from [12]. Thisexpression is sufficiently accurate
and provides the coincidence of calculated and mea-
sured vibrational level energies with a precision of
three significant figures. Unfortunately, the accuracy of

potential curvesfor a Cl, ion availablein the literature

W, eV
L.5f

1.0

0.5

Fig. 3. Potential curvefor the 22: state of a Cl, ioninthe
reflection region. Crosses, values restored by the data taken

from [5]; (1) our approximation, and (2) > \lIJV\Z at 300K.
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Fig. 4. Cross sections of (a) dissociative attachment and
(b) ion-pair formation at (1) 300, (2) 500, (3) 800, and
(4) 1000 K.

[11, 13, 14] istoo poor for calculations with the reflec-
tion method to be done; moreover, the potentials of
CI=CI* ion states are unknown at all for energies above
16 eV. Therefore, wefirst refined available information
on the run of the potential curves for the final states.
True curves were represented by simple expressions
with variables. The latter were selected such that the
residual between calculated and experimentally found
[5] room-temperature attachment cross sections was
the smallest (Fig. 2).

Inthe domain of vibrational wavefunctionsfor aCl,
molecule (r = 1.6-2.6 A), the potentials of the states

2M,, 21, and 22; of a Cl, molecule ion (reflection
from these potentials yieldsto DA cross sections) were

kpa, 102 cm?/s

3 (@

10—13 L

10—14 L

GOLOVITSKII

approximated by asymptotic expressions of type a +
b/r® according to [13]. The same approximation was
applied to the potential curve that presumably [5] cor-

responds to some Cl, higher state responsible for the

peak in the attachment cross section curve at W, =
20 eV (Fig. 2). Since the threshold of this partial cross
section<9eV at T, = 300 K, one should assign it to DA
rather than to IPF, since the IPF threshold should be
=11.48 eV at 300 K.

When calculating DA cross sections, we first varied
parameters of partia cross section 3 in Fig. 2 (which
corresponds to the upper potential of the 21, state).
A comparison with the experiment was made in the
range of electron energies where this partial cross sec-
tion does not overlap with neighboring ones. Then we
subtracted this value from experimentally found, varied
parameters of cross section 2 (which correspondsto the
potential of the 21, state), and so on.

The shape of the potential for the lower state °Z, of

aCl gzzj ion is worth another 100k, since none of the
approximations likea + b/r 8, a + b/r ¢, or a + bexp(—c")
did not lead to a satisfactory agreement between the
result of reflection and the experimenta data reported
in [5]. This potentia cuts the potential xlz; of the
ground state of Cl, molecule near its minimum more to
the left of the coordinate of equilibrium interatomic
distance (1.998 A). Thus, only the left-hand side of
|W, | is reflected to the energy range W, = 0 (Fig. 1).
Using the shapes of |W, |* and the attachment cross sec-
tionsnear W, = 0 [5], one can restore the potential curve

for the 22: state that provides adequate reflection. This

curve, shown in Fig. 3, has a bend. The bend probably
reflects the changed character of interaction between

the components of a Cl, molecular ion dueto electron-
impact-induced excitation of aCl atom from the ground

state 3p? sz to the 3p? P]OJ2 state (the excitation thresh-

kIPF’ Cm3/S

10-11 %/'

10—12,

500 1000 1500 2000

500 1000 1500 2000

T,, K

Fig. 5. Rate coefficients of electron attachment for (a) dissociative attachment and (b) ion-pair formation. T, = (1) 1.5and (2) 4 eV.
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old W, = 0.11 eV). The potentia curve for the 22: state

was sati sfactorily approximated by ahyperbolawithin-
clined axes (Fig. 3).

Due to the considerable overlap of the IPF partial
cross sections (Fig. 2), the parameters of the potential
curvesfor the CI-Cl* ion states were estimated in a dif-
ferent way. First, we represented the experimental data
obtained in [5] as the sum of Gaussian curves (the

residual between ) |w,|” and a Gaussian curve does

not exceed 4% at 300 K). In such a way, we roughly
estimated the positions and the magnitudes of the peaks
of the partial cross sections. The potential curvesfor the
ion states were approximated by linear functionsin the
form a—b x r bounded below at 11.48 eV (the differ-
ence between the ionization and affinity energies of a
Cl atom plus the energy of dissociation of a Cl, mole-
cule). Knowing the position of the cross section peak,
one can relate the potential parameters between each
other and vary only one parameter for everyone of the
potentials. Then the refined approximations of the par-
tial cross sections were obtained by means of reflec-
tionsof |W, |> and variations of the potential parameters.
Finally, we varied the positions and the magnitude of
the peaks separately in order to minimize the discrep-
ancy between the calculated and experimental total
cross sections. This procedure was repeated severa
times.

Eventually, we determined the parameters of ten
potential curves. The integral discrepancy between the
DA total cross section calculated by reflection from
these curves and experimental dataat 300 K turned out
to be no more than 3% for electron energies from 0 to
100 eV (Fig. 2).

Subsequently, we calculated the cross sections for
DA and IPF a T, > 300 K by the above method of
reflection with the use of the obtained potential param-
eters. Theresults of calculations are presented in Fig. 4,
as well as in Tables 1 and 2. Figure 4 shows that the
peaks of the DA cross sections become smeared with
increasing T,, because of an increase in the populations
of vibrational levelswith v > 0 and an upward exten-

sion of the potential well of the X'z, state. The DA

cross section grows largely at W, sfrom Oto 3 eV. This
resultsfrom anincreasein or, more precisely, rightward
smearing of the first partial cross section due to transi-

tionsto the %, state of a Cl, molecular ion. In Fig. 5,

the temperature dependences of the rate coefficients k
for electron attachment are shown separately for DA
and IPF. They were calculated by integrating the
obtained cross sections over the Maxwell energy distri-
bution of electrons with temperatures T, equal to 1.5
and 4 eV. The DA rate grows faster at smaller values of
T,, because the temperature aff ectsthe DA cross section
most strongly just in the range of low electron energies.
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Table 1. Cross section of dissociative attachment

o x 10%8 cm? for T, K
W, eV
300[5] 300 500 800 1000
0 201.6 202 238 292 322
0.2 245 217 29.5 46.7 60.8
04 20 173 418 13.7 23.8
0.6 0.68 0.76 254 10.1 18.7
0.8 0.50 0.55 1.93 8.15 155
1 0.42 0.45 1.56 6.68 13.0
14 0.59 0.61 1.36 4.79 9.34
18 1.32 135 1.76 3.90 7.04
2.2 242 243 245 3.59 5.66
2.6 2.79 2.78 2.73 3.38 4.72
3 1.92 195 2.23 2.90 3.86
34 1.06 1.13 1.56 2.29 3.03
3.8 1.05 113 1.50 201 250
42 1.69 1.73 1.98 221 245
4.6 2.57 2.67 2.69 2.65 2.69
5 3.63 3.66 341 3.10 3.00
54 4.46 4.48 3.99 3.47 3.26
5.8 4.48 477 4.29 3.67 341
6.2 4.62 4.67 419 3.65 341
6.6 3.99 3.9 3.71 3.40 3.23
7 3.01 2.92 2.97 2.95 2.90
74 1.78 184 2.15 2.39 247
7.8 1.00 1.07 142 1.82 1.99
8.2 0.51 0.56 0.90 133 1.55
8.6 0.41 0.40 0.61 0.99 1.19
9 0.40 0.37 0.50 0.77 0.94
10 0.38 0.39 0.49 0.65 0.73
12 0.37 0.41 9.58 0.74 0.80
14 0.90 0.92 1.02 1.07 1.07
16 1.80 1.66 157 1.44 1.36
18 2.30 2.29 2.04 173 1.58
20 246 240 2.22 1.84 1.67
25 1.04 1.03 112 1.15 1.13

InFig. 6, the available experimental dataon the tem-
perature dependence of the rate of electron attachment
to iodine molecules [7] in an equilibrium plasma (due
to thelack of corresponding datafor chlorine) are com-
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Table 2. Cross section of ion-pair formation

o x 10 cm?for T,, K
W, eV

300[5] 300 500 800 1000

12 <0.1 <0.1 <0.1 0.10 0.17
16 <0.1 <0.1 0.10 0.20 0.29
20 0.12 0.14 0.24 041 0.51
24 0.65 0.58 0.64 0.74 0.81
28 1.10 1.07 1.02 1.03 1.06
32 0.89 0.90 0.95 1.05 111
36 0.57 0.63 0.68 0.89 1.00
40 0.60 0.57 0.66 0.86 0.98
44 0.62 0.64 0.79 1.00 111
48 0.69 0.72 0.94 120 131
52 0.88 0.92 1.18 1.44 1.53
56 1.28 1.29 152 1.72 1.78
60 1.76 1.75 191 2.02 2.04
64 2.18 215 2.26 231 2.30
68 2.52 2.55 2.64 2.63 2.57
72 3.18 3.23 3.17 2.98 2.84
76 4.06 4.08 3.73 3.29 3.06
80 4.25 4.30 39 3.38 311
84 413 4.16 3.73 3.22 2.96
88 3.94 391 347 297 274
92 3.70 3.74 3.30 2.79 2.56
96 3.40 343 3.09 2.64 242
100 3.07 3.00 2.78 245 2.28

pared with the values calculated by the reflection
method under the same conditions. The wave functions

for the xlz; state of |, were evaluated using the Morse

kpa, 100 cm?/s

5 =

4,

3 -

2,

1 -

0 1 1 1 1

250 300 350 400 450
T,K

Fig. 6. Temperature dependence of the rate coefficient of
electron attachment to an iodine molecule in an equilibrium
plasma. Crosses, results obtained in [7]; solid line, this
work.

GOLOVITSKII

potential, and the shape of the attachment cross section
at 298 K wastaken from [15]. Because of the extremely
large spread in the literature data on the magnitudes of
the attachment cross section for iodine (which runs as
great as two orders of magnitude), we performed the
calculation in arbitrary units, and the final data for the
attachment rate were then correlated with the experi-
mental data for room temperature. Figure 6 indicates
that the cal culation satisfactorily reproduces the behav-
ior of the temperature dependence curve.

The relative changes in the DA rate for chlorine
turned out to be smaller than those for iodine. In par-
ticular, the threefold increase in the DA rate in chlo-
rine corresponds to T, varying from 300 to 1000 K at
T.=15¢eV and from 300to 1300 K at T,=4 eV. The
shapes of the DA cross sections at W, = 0 are similar
for chlorine and iodine; hence, so is the behavior of

the potential curves for the molecular state xlzg and

the °%. state of a negative molecular ion [15]. These

facts make it possible to argue that mechanisms
behind temperature dependences of DA in these halo-
gens are similar. However, the potential well of the

ground state xlzg for achlorine molecule is narrower

than that for iodine, and the spacing between vibra-
tional levelsfor chlorine (0.07 V) islarger than that for
iodine (0.0266 €V). Therefore, the population of upper
vibrational levels and associated smearing of the first
partial cross section for chlorine should be smaller
than those for iodine at the same values of T,.

Comparing the values of the DA and | PF cross sec-
tions one can conclude that, in chlorine, IPF is a less
efficient process for generating negative ions than DA
a T, on the order of several electronvolts. A tempera-
ture dependence of electron attachment in chlorine is
insignificant for T, =2 4 eV and temperatures of heavy
particlesto 1000 K. One should take into account, how-
ever, that vibrational temperature T, in read-gas dis-
charges may far exceed the gas temperature. In this
case, atemperature dependence of electron attachment
should be taken into consideration.
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Plasmatron Barré€
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Abstract—A set of nonlinear differential equations for calculation of the gas flow parametersin a plasmatron
barrel is derived. Comparison between the data obtained by integrating this set and a numerical solution of the
corresponding 2D problem of the radiation gas dynamics revealed an agreement acceptable in technical appli-
cations. Theinvestigation makesit possibleto considerably reduce the time of calculation of the gas parameters.
It is established that there is an optimum initial temperature for each particular setup configuration. © 2000

MAIK “ Nauka/Interperiodica” .

INTRODUCTION

This paper considers the laws of radiating gas flow
from a ballistic plasmatron barrel [1-5]. The working
gas compressed by a piston up to high temperatures
(~10000 K) and pressures (~500 atm) flows out from
the plasmatron barrel channel with the length L and
diameter D through an outlet nozzle with the diameter
0d (Fig. 1), with the gas volume inside the barrel dur-
ing the outflow being virtually constant [6].

It was noted [6] that the gas flow parameters in the
barrd at any given time instant are nearly constant
throughout the barrel channel volume, and influence of
atransition vortex zone on the flow character is negli-
gible. Except for the hemisphere of radiusr = L/6 with
its center at point O (Fig. 1), the gas parameters inside
the barrel differ from point to point by no more than
5.3% for the density, 6.4% for the temperature, and
2.3% for the pressure [6]. This suggests that an approx-
imation is reasonable in which the gas parameters
inside the barrel are assumed to be constant and equal
to their average values. In other words, we turn to ther-
modynamic parameters defined by formulas of the type

N
f = i;fi, f =T pp,

Zlr

where f, are the gas parameters at ith point; N is the
number of pointsin the initial numerical problem [6];
T, p, and p are the average gas temperature, pressure,
and density, respectively.

Inasmuch as the actual gas parameters differ from
their average values by no more than 5%, we can deter-
mine the gas parameters over the whole barrel volume
to within the accuracy sufficient for engineering calcu-
lations.

GAS OUTFLOW
FROM PLASMATRON BARREL

At high pressures and temperatures developed in a
plasmatron, in thefirst stage of the processwe deal with
a surface radiator [7]. Therefore, the radiation losses
may be evaluated in terms of the radiative loss power
€4 asfollows:

T

4
€rad = OSUT ’ Erad = J.eraddt’
0

where E, is the radiation energy in the barrel, §; =

DL + mD?%2 is the radiating surface area, and o isthe
Stefan—Boltzmann constant.

According to thefirst principle of thermodynamics,

0Q = dA+dU,

1
—ee = PAV +d(pc,VT), 0
where c, isthe gas heat capacity at constant volume, 0A
is the elementary work performed by the gas, dU isthe
internal energy variation of the gas, and 0Q is the heat
supplied to the system.

AP . _ | L
A 0

Fig. 1. A schematic diagram of the ballistic plasmatron (Ais
the piston surface).

1063-7842/00/4505-0538%$20.00 © 2000 MAIK “Nauka/Interperiodica’



OPTIMIZATION OF THE GAS OUTFLOW

Under the conditions considered, the gas undergoes
both radiative and dynamic cooling, the latter is due to
the gas outflow from a constant volume V. The gas den-
sity at each point of the barrel channel varies with time
as p = p(t) dueto decreasing gas mass M(t) in the barrel
volume with V = const. Let us consider an equivalent
problem of radiating gas cooled on expanding at a cer-
tain velocity. In this problem, the gas density varies as
p(t), because the volume V = V(t) increases under the
condition that the gas mass remains constant:

_ Mo _
p(t) = VD)’ M, = const

here and below, index O refersto theinitial values of the
gas parameters.

Then, under condition ¢, = congt, it follows from
equation (1) that

Mo
—C RTdV + Myc,dT, 2

where R is the gas constant. Asis shown in [6] for the
approximation of a constant speed of sound (a = const),
the volume V(t) is defined as follows:

rkdfJYRTo

(t) = VeXpEI]DD 3

—0S,Tdt =

V() = (t-t)F
where y is the adiabatic exponent and k is the nozzle
constriction factor.

For the sake of smplicity, let us consider the case
when the gasis perfect, that is, y = const. Then (2) can
be reduced to a solution for the gas temperature,

1

_ . Bo_B]?®
Tot) = | expBAt-t)H5+ 20— 7 | -
3 AD A
[ Dr } -
_ drf /YRTo _ S
= (Y_l)%kDEZ : = Moc,

If the radiative losses are small, that is, 6T4 —~ 0
(or B — 0), then equation (3) describes a purely
dynamic gas flow process. If the gas does not flow out,
that is, d/D — 0 (or A —= 0) we have

i) —[5s

0

OSU(t to)
PoC, Vo } ,

which corresponds to solution of the equation
t
Erg = Iosc,T“dr = Vpoc, (To=T() = —AU,
to
where AU istheinternal energy variation of the gasdur-
ing the time interval (t —t).
In the case when the sound speed is not constant a #
const (a = JYRT), the solution can be obtained in
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1.0

0.8

0.6

0.4

0.2

1 1 1 1
0 0.001 0.002 0.003 0.004 t,s

Fig. 2. Theresults of calculation of the gas flow parameters
with an allowance for the radiative | osses using a sol ution of
equations (4): (1) T,(0/To, (2) pa(t)/po, (3) Pa(t)/po. The
same parameters derived from the 2D problem solution are
depicted by symbols T (%), p (+), and p (O), respectively.
Curve 4 is the analytical solution T,(t)/Tq for the radiating
surface calculated according to formula (3).

n
025}
020 F 4
0.15} 3
2
0.10
0.05 -
1
1 1 1 1

1 1
0 20 40 60 80 100 120
Po, kg/m?

Fig. 3. The setup efficiency asfunction of theinitial gasden-
Sity pg at various initial temperatures Ty = 7000 (1), 8000
(2), 10000 (3), 12000 K (4).

quadratures; however, the final formulais clumsy and
inconvenient for calculations. Intrinsically, the solution
reduces to integration in the formula

T3

dT

t(Ty) = to— [———=.

(To) = %o TIOBT4 + ATV
As the gas is cooling, the surface radiation source
transforms into the volume one, and formula (3) failsto
be valid from a certain time instant t = 0.5 ms (Fig. 2).
Transformation of the source from surface into volume
can be taken into account by representing, as proposed
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Fig. 4. The setup efficiency asfunction of theinitial gastem-
perature T for various nozzle diameters d = 5 (1), 12 (2),
20 (3), 52 mm (4).

Lx10% m

D x 102, m

Fig. 5. The setup efficiency as function of the linear sizesL
and D.

in [8], the radiative losses in the form

_ 40T’ 0 ad

wherea, = D/(1 + D/2L) isthe characteristic size of the
system[6]; Jisthe volume radiative loss power consist-
ing of the continuous braking, recombination, and lin-
ear components [7].

Differences between the results of calculations carried out
using equations (4) and a numerical solution of the 2D gas
dynamics problem for a radiating gas outflow

t, ms Sp Er Sp
05 0.010 0.012 0.001
1.0 0.019 0.018 0.002
15 0.025 0.022 0.004
20 0.028 0.022 0.007
25 0.030 0.024 0.010
3.0 0.034 0.027 0.009
35 0.037 0.030 0.009
4.0 0.040 0.032 0.006
45 0.040 0.036 0.008
50 0.043 0.038 0.005

VOLOV et al.

In the problem being considered, the main contribu-
tion to the radiation is due to the free-bound transitions
[8]; therefore, the calculation of J may be carried out
using the formula

[
J= GpTexpE—_T_Er

where G and | are some constants depending on the par-
ticular gas kind only.

After some transformations, formula (1) can be rep-

resented as

dT € S 312

— = ——— —(y=1)=JYRT ™,

o= o )5 VR
where Sis the nozzle cross section area. Then amathe-
matical model of the gas outflow can be written in the
form of a set of equations

dp _ .S r&T

dt - pv VRT,
dT _ 40TV 0 aGpTexp(-1/T)
-l K
dt CVMOal D 40—T4 D

S
~(y=DZSRT™.

Equations (4) are easily generalized to the case
when y # congt, ¢, # const, and even S, V # const.
Numerical solutions of set (4) are presented in Fig. 2in
comparison with a numerical solution of the 2D gas
dynamics problem. Maximum differences between
these solutions over a time interva of 5 ms are g, <
0.043 for the gas density, &1 < 0.038 for the gas temper-
ature, and €, < 0.010 for the gas pressures, the val ues of
€& and g, increasing with time t (see table). To all
appearances, the larger differences for the gas density
and temperature are caused by the vortex zone forma-
tion affecting the flow more and more as the gas flows
out.

OPTIMIZATION OF THE SYSTEM
PARAMETERS

Reduction of the complicated 2D problem in radia-
tion gas dynamics to the determination of the thermo-
dynamic parameters T, p, and p using the set of differ-
ential equations allows usto turn to optimization of the
system parameters. Now the calculations for a particu-
lar plasmatron take much less computing time. The
optimization problem is complicated to some extent
only by the fact that the equation set (4) cannot be
reduced to adimensionless form. Therefore, it is neces-
sary to analyze how the system efficiency depends on
each of the parameters T, p, L, D, and d for a particular
gas, aswell asonvy, R, G, and | for gases of various
kinds.

TECHNICAL PHYSICS Vol 45
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The energy accumulated in the barrel is

Theintensive radiation heat transfer involving emis-
sion in the visible range occurs at temperatures higher
than a certain threshold value T,. For example, in xenon
this value is about 6800 K. Therefore, the radiation
energy in the barrel and chamber is

Er = pOVCv(TO - Tt) .

A fraction of the radiation energy transferred to the
chamber is the difference between the total radiation
energy and the radiation energy released in the barrel:

E. = E —Ieraddt. (5)
to

If set (4) is solved numerically, theintegral in (5) is
replaced by an approximate sum
T Ny
J’eraddt = VAt Z Ce
to n=0
where At is the step of integration over time and N, is
the number of time stepsin the numerical integration of
set (4).
The efficiency of the energy transfer into the cham-
ber is
Nl

pOVCv (TO - Tt) — VAt Z (erad)n
n=0

=
I
njm
(]

poVe, Ty
Ny

€rad)-
To Po vTOnz( )

=0

T, At
C

Let us study how the efficiency n depends on the
dynamic gas parameters T and p, aswell as on the geo-
metric parameters L, D, d, and the scale factor & indi-
cating how much the linear dimensions differ from the
corresponding initial values. Let us carry out the calcu-
lation for xenon characterized by R = 63.4 JkgK, y =
1.67, G = 1.12 x 10 m3/kgK, and | = 140602 K and
for a system with d = 0.012m, D =0.076 m, and L =
0.05 m. For thegiveninitial geometry of the system and
not too high initial temperatures (7000-8000 K), the
initial gas density increase does not practically influ-
ence the efficiency n (see Fig. 3). Thisis explained by
the volume character of the gas radiation at the given
parameters. At temperatures T, = 9000 K, the efficiency
n increases with the initial gas density (Fig. 3), which
is characteristic of the surface radiator. While the effi-
ciency n increases monotonically with increasing pg
and T,, the function n(T,) exhibits a maximum whose
position depends on the nozzle diameter d (Fig. 4).
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Fig. 6. The setup efficiency asafunction of the nozzle diam-
eter d at various initial gas temperatures To = 8000 (1),
10 000 (2), 12000 K (3).
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Fig. 7. Influence of the scale factor € on the setup efficiency
at variousinitial gas temperatures T = 8000 (1), 20000 (2),
12000 K (3).

From thisit follows that, for each particular configura-
tion specified by d, D, and L, thereisthe optimal initial
temperature at which the efficiency n reaches its maxi-
mum.

The efficiency grows with decreasing length L and
diameter D of the barrel (Fig. 5) and with increasing the
nozzle diameter (Fig. 6).

At low initial temperatures T, and small &, when the
radiation occurs from the gas volume, the efficiency
does not depend on the geometric parameters. For
example, at T, = 8000 K, the efficiency is practically
constant up to & = 0.1 (Fig. 7). As & increases further,
the efficiency n initially decreases and then, at acertain
value of &, starts to increase. At high initial tempera-
tures Ty, when the radiation is of the surface character,
the function n(&) exhibits aminimum (Fig. 7).

Such abehavior of the function n(§) is explained by
the influence of two conflicting factors. The first of



542

these consistsin theratio of the body surfaceto volume
(S,/V) decreasing with increasing €. Under the surface
radiation conditions, this leads to lowering radiative
losses in the barrel and, consequently, to growing effi-
ciency. On the other hand, as the scale factor & grows,
the gas volume inside the barrel increases as the cubic
function of &3, while its surface is proportional only to
the square of ~&2. According to the first formula of set
(4), this must lead to an increase in the dwell time of
gas particles in the barrel and, consequently, to higher
radiative losses in the barrel. At small values of €, the
radiation occurs intensively from the large surface and
the second factor is dominating: the efficiency lowers
with increasing &. As & increases, the first factor
becomes more important: cooling of the massive body
slows down, and the efficiency grows. However, this
growth is still restricted by the second factor.

CONCLUSIONS

The set of nonlinear differential equations derived
allows one to calculate the gas parameters in the plas-
matron barrel. Comparison between the data obtained
by integrating this system and the results of numerical
solution of a 2D problem in radiation gas dynamics
revealed a good agreement (the difference is not
exceeding 5%). Thisallows usto recommend the math-
ematical model created for application in engineering
calculations of the thermodynamic gas parameters in
plasmatrons.

Reduction of a 2D problem in plasma dynamics to
integrating the set of differential equations provided

VOLOV et al.

shorter computing time for particular parameters of the
setup, which allows one to turn to the setup optimiza-
tion problems. It was found that there is an optimum
initial gas temperature for each configuration of the
setup.

REFERENCES

1. N.A.Zlatinand G. I. Mishin, Ballistic Setups and Their
Use in Experimental Investigations (Nauka, Moscow,
1974).

2. A.D. Margalin, N. Ya. Vasilik, V. M. Shmelev, et al., in
Proceedings of the 1st All-Union Symposium on Radia-
tion Plasma Dynamics (Energoatomizdat, Moscow,
1989), p. 33.

3. J. A. Dowling, J. Shumsky, J. Eckerman, and R. E. Sche-
lier, Appl. Phys. Lett. 12 (5), 184 (1968).

4. V.M. Shmelev, A. D. Margolin, N. Ya. Vasilik, et al., Zh.
Tekh. Fiz. 68 (9), 67 (1998) [Tech. Phys. 43, 1069
(1998)].

5. V. M. Shmelev, A. D. Margolin, N. Ya. Vasilik, et al.,
Teplofiz. Vys. Temp. 36 (4), 548 (1998).

6. D. B. Volov, Candidate’s Dissertation (Moscow, 1998).

7. Ya. B. Zée'dovich and Yu. P. Raizer, Physics of Shock
Waves and High-Temperature Hydrodynamic Phenom-
ena (Nauka, Moscow, 1966; Academic Press, New York,
1966).

8. S. V. Makarychev, G. V. Smekhov, and M. S. Yaovik,
Izv. Ross. Akad. Nauk, Mekh. Zhidk. Gaza, No. 1, 155
(1992).

Trandated by N. Mende

TECHNICAL PHYSICS Vol. 45 No.5 2000



Technical Physics, Vol. 45, No. 5, 2000, pp. 543-548. Translated from Zhurnal Tekhnicheskor Fiziki, Vol. 70, No. 5, 2000, pp. 22-27.

Original Russian Text Copyright © 2000 by Grigor’ev.

GASES AND LIQUIDS

Electric Dispersion of Fluid under the Oscillatory I nstability
of ItsFree Surface

A.l.Grigor’ev

Demidov Sate University, Yaroslavl, 150000 Russia
Received December 23, 1998

Abstract—A semiphenomenological analysis is performed of possible modes of electric dispersion of drops
and menisci at the end of the capillary used to deliver the liquid into the discharge system under an oscillatory
instability of the charged liquid surface. The instability is assumed to be induced by atime-dependent external
force acting on the liquid surface, afinite rate of charge redistribution over the surface under virtual deforma-
tions, and tangential discontinuity of the velocity field across the interface. © 2000 MAIK “ Nauka/Interperi-

odica” .

INTRODUCTION

Calculation of parameters characterizing the elec-
tric dispersion of finite charged liquid volumesin exter-
nal electric fields (drops and menisci at the end of the
capillary through which theliquidis supplied to the dis-
charge system) isavery important problem arisingin a
variety of physical, geophysical, technical, and techno-
logical situationswhen aliquid surface is unstable with
respect to its own or induced charges (e.g., see [1-3]
and references therein). Physically adequate analytical
and numerical methods have been found, and calcula-
tions have been made, to analyze some particular cases.
These cases include mono- and polydispersion of alig-
uid from the top of the liquid meniscus at the end of the
capillary through which theliquidissupplied to thedis-
charge system by a constant electric field [4-7], the
breakup of charged drops that are free or settled on
objectsin external uniform or nonuniform electrostatic
fields[2, 3, 8-10], the breakup of athin liquid layer on
asolid substrate in external electrostatic field [11], and
spray of electrode material in heavy-current arc dis-
charges [12, 13]. However, no attempts of theoretical
analysis of breakup mechanisms have been made yet
for charged and uncharged drops in time-dependent
electric fieldsin the case of an oscillatory instability of
the charged liquid surface. At the same time, experi-
mental studies of the phenomenon, though not numer-
ous, have been conducted [14-18].

The laws that govern oscillatory instabilities of the
surface of acharged drop induced by its motion relative
to the ambient medium (i.e., by the tangential disconti-
nuity of the velocity field across the surface) or by
charge relaxation at the interface have been poorly
studied [19-22]. The role played by time-dependent
electric fields in changing the mechanisms of electric
dispersion of liquid from the meniscus at the end of the
capillary through which theliquidis supplied to the dis-
charge system has al so been investigated very little the-

oretically and experimentally [23, 24]. The effect of the
oscillatory instability induced by charge relaxation on
the mechanism of electric dispersion of fluid from the
meniscus at the end of the capillary has never been
studied theoretically. The experimental studies of such
instability and its contribution to the phenomenol ogy of
electric dispersion of fluid do not go beyond numerous
observations of intense chaotic oscillations of the
meniscus at high values of voltage applied to the dis-
charge gap [23, 25-31].

The aim of the paper isto analyze and classify frag-
mentary theoretical and experimental studies in order
to fill the aforementioned gap in the current knowledge
of electric dispersion of fluid.

1. Asshownin[32, 33], adrop of aconducting fluid
placed in external time-dependent electric field can
exhibit resonance and parametric instabilities. The res-
onance instability is caused by forced capillary oscilla-
tions of the drop when the double frequency of the
force (the external field strength) coincides with one of
the eigenfrequencies of capillary oscillation of the
drop, which in turn depend on the field strength
[34, 35]. The parametric instability occurs when the
external electric field frequency is in one of the reso-
nance bands in the neighborhood of an eigenfrequency
of capillary drop oscillation, which also depend on the
external field strength [33, 36-38]. The parametric
instability also develops as a result of stochastic varia-
tion of the drop charge or externa field strength
[39, 40].

Depending on the fluid viscosity, there are at least
two different possible channels of the breakup of an
isolated, heavily charged drop or a drop placed in a
strong external electric field.

When the fluid viscosity islow, an instability makes
the drop stretch and take a shape similar to a spheroid
of revolution. At the apexes of the spheroid, emitting
bulges develop as a result of a superposition of high-
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Fig. 1. Qualitative dependence of the spheroidal-drop
energy in uniform electric field on its eccentricity.

order modes, which become unstable as the drop
stretches into a spheroid and the apical charge surface
density increases. The apexes of the bulges begin to
lose charge through emission of numerous heavily
charged, highly disperse secondary droplets (from a
few hundreds during the heavily charged drop breakup
to several thousands during the breakup of an
uncharged drop in external electrostatic field) [2, 7, 8].
During the breakup of aheavily charged, low-viscosity
fluid drop having the critical charge, the drop loses
about 23% of its initial charge and 0.5% of its initia
mass and then recoversits original spherical shape[2].

When the viscosity of the drop is high, a different
breakup channel plays a dominant role: as the instabil-
ity of the fundamenta mode of capillary oscillation
develops, in which case the drop stretches into a spher-
oid, the bulges cannot appear at the apexes because the
increments of high-order unstable modes are reduced
by the stronger influence of viscosity on them as com-
pared to the fundamental mode, and the severely
stretched drop breaksinto two, three, or four fragments
of comparable size [3, 4, 41-43].

The role of viscosity in the excitation of capillary
drop oscillation and development of its instability can
be characterized by the dimensionless parameter p =
v(p/Ro)Y2, where v is the kinematic viscosity, o is the
surface tension, p isthe fluid density, and R is the drop
radius [2, 3]. When the influence of viscosity is weak,
the breakup of an unstable drop proceeds via the first
channel (U < 1). When i = 1, viscosity playsakey role
in the mechanism of instability of the charged drop sur-
face. The breakup of an unstable drop proceeds viathe
second channel.
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2. Let us analyze the general laws that govern the
breakup of low-viscosity dropsthat are unstablein time-
dependent electric fields via the first channel (1 < 1).

(a) Forced resonance oscillations. Resonant growth
of the fundamental mode of capillary oscillation driven
by the uniform periodic externa electric field E =
E,coswyt takes place when 2wy, approaches the funda-
mental frequency w, of capillary oscillation. Assume
that the resonance is reached. The drop will then oscil-
late with alarge amplitude determined by the fluid vis-
cosity and the forcing amplitude (proportional to w? =

9E; R/4T0).

Thegraph of the potential energy of adrop placedin
thefield E asthe function U = U(e) of its eccentricity is
qualitatively illustrated by Fig. 1 [44]. Itis obvious that
the drop becomes unstable when the amplitude of reso-
nance oscillation of its fundamental mode exceeds a
certain critical value associated with the eccentricity
e This means that the eccentricity rapidly increases

with time, growing faster than any exponential ~€*t
[45]. Concurrently, emitting bulges develop at the
apexes of the spheroid as superpositions of high-order
modes whose instability is triggered by the increase in
surface charge density, starting to lose the polarization
charge (Fig. 2) [2, 3, g].

Since the polarity of an external field is assumed to
vary with the frequency wy, the drop remains unstable
during atime period T = (1/4)wy,, emitting several sec-
ondary droplets. During the next quarter of the period
of the externa field, as the polarization charge
decreases with ~Ejcoswit, the unstable drop recovers
its spherical shape.

The drop then goes through the process of reso-
nance growth and instability development again. If,
during thefirst cycle of secondary-droplet emission, the
radius R of the parental drop has substantially
decreased, the value of u? will decrease for the residual
drop, and so will the resonance oscillation amplitude. If
the eccentricity e of the spheroidal drop becomes
smaller than eat the maximum of the capillary oscil-

lation amplitude, the next cycle of instability will not
take place. Instead, the drop will merely oscillate with
alarge amplitude.

It may happen that the time 1, of hydrodynamic
drop relaxation from an unstabl e state characterized by
ahighly stretched spheroidal shapeto the state with the
eccentricity eris longer than the half-period of the

external field oscillation:

Y
Wy

In this case, after the reversal of the polarity of E,
the drop cannot recover its spherical shape and, till
having the eccentricity e > e moves again along the
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lineCD inFig. 1, i.e., becomes unstable once again, but
the signs of the chargeslost at L and M reverse (Fig. 2).

If the field E is nonuniform, then, depending on the
degree of the nonuniformity, a linear (in time) reso-
nance can be reached not only by the fundamental
mode, but also by higher modes: 3, 4, 5th, etc., asit has
been shown in [10, 32].

If the parental drop charge is Q, then in a single
instability cycle, its charge may decrease so that the
drop eigenfrequencies change substantially and the
drop |leaves the resonance band and remains stable.

(b) Parametrically induced oscillations. The para
metric resonance of an uncharged drop placed in the
electric field Eycoswgt occurs when the frequency wy, of
the external field falls within a small neighborhood of
an eigenfrequency w, of capillary drop oscillation
while the field amplitude E, is so large that the amount
of energy gained by the drop during the field period is
greater than that lost through viscous dissipation. A
parametric resonance is characterized by the following
form of the nth-mode amplitude dependence on time:

8,(t) = 2, &Xp(yt) CoS(wot).

In the case of an instability of the fundamental
mode, when the drop geometry oscillates between
oblate and prolate spheroids, the instability develops as
described in the preceding subsection: as soon as the
oscillation amplitude becomes such that the eccentric-
ity e of the drop exceeds the critical value e (Fig. 1),

the drop amplitude increases aperiodically in time and
faster than any exponential. If the polarity of the exter-

nal field does not change (t > (1/4(051)) and its

strength does not decrease much as compared to E, dur-
ing the period tHwhen the drop amplitude increases and

emitting bulges form at its apexes, the parental drop
will emit several secondary droplets. The emission will
continue during atime period less than a quarter of the
period of the electric field until the field strength E(t) =
E,coswyt becomes low enough for the emitting bulges
to disappear and for the drop to recover its spherical
shape. Whether the drop will go through another cycle
of parametrically forced oscillation depends on the
shiftsits fundamental frequencies caused by the loss of
mass in the first cycle. Generaly, it is clear that, as
compared to the case of linear resonance, parametric
instability would result in aloss of a smaller number of
secondary droplets under equal conditions, because the
time required for the field to reverse, thus, stopping the
secondary-droplet emission, is shorter by a factor of 2
in the latter case.

When the characteristic time 1, of hydrodynamic
drop relaxation to its initial spherical shape is much
longer than the period L/wy, of electric-field oscillation,
i.e., when 1, > 1/, repeated cycles of secondary-
droplet emission should be expected to occur, with the
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Fig. 2. Schematic of an unstable drop in an alternating elec-
tric field.

charge of secondary droplets alternating from cycle to
cycle.
The time T, can be estimated as that required for a

stretched spheroidal drop to recover its spherical form
under the action of surfacetension. The Laplacian force

F, acting on a half dropisF, = . P,dS, where Sisa

surface area of the half-drop and P, is the Laplacian
pressure. Under the action of this force, the center of
mass of the half-drop of mass (2/3)1iRp moves with an
acceleration a. The deviation & of the drop surface from
spherical shape that builds up during thetime 1,is € =

aTtydt,. For P, = congt, F,; = const, and a = const, T,
Is estimated by an order of magnitude as

- ﬁé - R
P a 3SP, -

Setting & = R, S= 21R?, and P, = 20/R, one obtains
the following restriction on the drop parameters for

which the condition T, > wy" holds:

1,0 22 s = (1)

Thus, for R, o, and p satisfying (1), one should
expect multiple cycles of secondary-droplet emission
to occur since the hydrodynamic motion is much
slower than the inertia-free polarization charge reversa
with the vector E(t) in a perfectly conducting fluid.

3. The breakup of a drop into fragments of compa-
rable size via the resonance or parametric mechanism
in an aternating electric field can occur for the same
reasons as in the case of an aperiodically developing
instability. Such abreakup can proceed in thefollowing
five modes:

1. The amplitude of a virtual (e.g., spheroidal)
deformation of adrop with asubcritical charge exceeds
acritical value, which depends on the drop charge, its
size, and the surface tension of the fluid [46]. Such a
breakup may have been detected in [47].
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2. Thefluidisdielectric and carries avolume charge
while the drop has a supercritical charge with respect to
itsinstability [41, 42].

3. Two fragments of comparable sizes result from
the breakup of both a charged and an uncharged drop
placed in atime-dependent electric field of high ampli-
tude when the fluid viscosity is large enough for the
inequality p = W(p/Ra)¥2 = 1 to be valid. In this case,
the increments of unstable high-order modes are much
smaller than the increment of the fundamental mode
instability and the emitting bulges cannot appear during
the time required for the polarity of the external field to
reverse [2]. The fundamental-mode amplitude
increases (i.e., the spheroidal deformation grows) over
several periods of polarity reversal if the characteristic
time of hydrodynamic relaxation from a spheroidal
fundamental-mode deformation to the spherical shape,
which isdriven by surface tension and impeded by vis-
cosity, is longer than the period of the field polarity
reversal (see (1)). Apparently, thisisthe breakup chan-
nel observed in the experiments reported in [48].

4. The drop can break up into severa fragments of
comparable size when the virtual spheroidal deforma-
tion of a perfectly conducting drop of a low-viscosity
fluid grows so rapidly that the fundamental-mode
increment exceeds some critical value, i.e., viaan iner-
tial mechanism [43]. Apparently, this breakup channel
was the case in the experiments described in [15],
where charged drops of radius ~100 um broke into two,
three, or four secondary droplets during a rapid decel-
eration of a drop in a nonuniform electric field. This
breakup mode is unlikely to be important for a high-
viscosity drop (1 > 1), because high-speed deformation
growth would hardly be expected to occur.

5. Inahigh-frequency external electric field of large
amplitude, charged fluid fragments can be torn off the
apexes of a high-viscosity, high-conductivity, weakly
deformed drop when the negative pressure of the elec-
tric field on the free surface exceeds the strength limit
of thefluid.

The fourth mode of drop breakup can take place
when a heavily charged drop of a low-viscosity fluid
(characterized by a small time of hydrodynamic relax-
ation) moves in a high-frequency alternating field of
large amplitude at a sufficiently high speed. When the
amplitude of resonance oscillation grows linearly with
time, this breakup channedl is unlikely to be important
for the fundamental mode of capillary oscillation.
However, this channel is quite feasible when the ampli-
tude of capillary oscillation increases exponentialy in
the case of a parametrically induced instability.

The dimensionless criterion characterizing the
capability of adrop for breaking up into afinite number
of fragments of comparable size when the speed V of
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deformation growth is high has the following qualita-
tive form:

V pR3 1/2 [p_RZD
Z[?} InDk—T—Dz const,

where ( is the amplitude of deformation; p and o are
the density and surface tension of the fluid, respec-
tively; k is the Boltzmann constant; T is the absolute
temperature; and Ris the radius of the drop [43].

4. Between the extreme modes of breakup consid-
ered in Sections 2 and 3, intermediate emission regimes
can occur.

5. The oscillatory instability of the free drop surface
also takes place during the translational motion of the
drop relative to the ambient medium (e.g., while adrop
falls down in the atmosphere). The instability develops
because of the tangential discontinuity of the velocity
field across the drop surface; i.e., by analogy with the
Kelvin-Helmholtz instability (which is of oscillatory
nature) [21, 22]. If adrop hasanintrinsic charge or falls
in an external electrostatic or time-dependent electric
field, then the development of the capillary instability
of its surface results in the emission of individua
charged secondary droplets[16, 17]. The drop breakup
described in [16], where a simultaneous emission of
two secondary droplets from the opposite apexes of a
parental drop, was apparently caused by a developing
instability of a high-order capillary oscillation eigen-
mode or by acooperative growth of several modes (this
can beinferred from the sequence of the movie pictures
of breakup presented in [16]). Intense oscillations of
falling drops just before the breakup were recorded in
[16, 18]. In the experiments described in [14], a water
drop of radius ~1 mm placed in a flow of a dielectric
fluid in a uniform electrostatic field was observed to
break up into two fragments of equal size whose
charges were equal in absolute value, but had opposite
signs. This breakup mode may be explained by the
large values of the drop and medium viscosities.

As shown in [22, 49], both the aperiodic instability
of the surface with respect to the drop charge and the
oscillatory instability with respect to the tangential dis-
continuity of velocity field across the interface can
simultaneously develop when a charged drop moves
relative to the ambient medium. The critical thresholds
of both instabilities are lowered when they develop
concurrently, which is also confirmed by experimental
data [16, 50, 51]. The oscillatory instability of a drop
moving relative to the medium involves a strong inter-
action between various modes of its capillary oscilla
tion, and several modes contribute to the devel opment
of the instability.

6. Another feasible mechanism behind the oscilla-
tory instability of a free charged fluid surface is the
charge relaxation associated with afinite rate of redis-
tribution of free-surface electric potential during virtual
deformations for a real fluid. Instability of this type
takes place when the electrical conductivity of the
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ambient medium (a liquid or plasma that does not mix
with the fluid in the drop) is higher than the electrical
conductivity of the fluid in the drop [19, 20]. The
threshold of this oscillatory instability is higher than
that of the aperiodic instability (i.e., the Tonks—Frenkel
instability in the planar case and Rayleigh instability in
the case of aheavily charged drop [19, 20]). Thismeans
that the oscillatory instability develops when the sur-
face charge is supercritical with regard to the aperiodic
instability. In other words, it should be observed against
an aready devel oping background aperiodic instability.
In al likelihood, this phenomenon was observed in
[25-28] in the study of electric-charge loss from the
apex of a liquid meniscus at the end of the capillary
through which the liquid was supplied to the discharge
system. Asthe voltage between the liquid meniscus and
aplane counter-electrode wasincreased, aflat diffusion
discharge ignited first at the meniscus top as aresult of
a surface instability of the charge meniscus and emis-
sion of highly disperse, heavily charged drops. With a
subsequent increase in voltage, intense oscillation of
the meniscus developed, and large drops were emitted,
which can be interpreted as the development of an
oscillatory instability of the meniscus.

In the experimental study of regimes of electrostatic
monodispersion fluid reported in [23], two monodis-
persion regimes were observed in which the size and
charge of droplets vary in different ways with the volt-
age applied. Thesetwo regimes exist in different ranges
of applied voltage and are separated by an interva
where the meniscus chaotically oscillates and the mon-
odispersion regime does not take place. The existence
of this interval between different regimes may also be
explained by an oscillatory instability of the meniscus
surrounded by a gas-discharge plasma cloud. The
occurrence of monodispersion regimes that differ qual-
itatively by the dependence of the characteristics of the
emitted drops on the applied voltage should be
explained by the fact that, as shown in [20], different
fluid-to-ambient-medium electrical conductivity ratios,
in the case of a gas-discharge plasma, correspond to
distinct regions of substantially different dependence of
the capillary instability increment on this ratio, while
the plasmaelectrical conductivity in a neighborhood of
the liquid meniscus depends on the discharge intensity
and varies with the voltage applied.

Note that, at large values of applied voltage, the
intense oscillation of the meniscus at the end of the cap-
illary through which the liquid is supplied to the dis-
charge system has been observed in many experimental
studies of the regimes of both electrostatic and electro-
hydrodynamic poly- and monodispersion of fluid (in
addition to the papers cited above, see, for example,
[29-31]).

The oscillatory instability of a liquid—metal film at
the top of the emitter needlein aliquid—metal source of
ions is probably associated with the charge relaxation
effect on the liquid metal—discharge plasma interface.
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In al likelihood, it must be the cause of the ion-beam
intensity oscillation with frequencies up to 100 MHz
experimentally observed at high values of the voltage
applied to the discharge gap, which have not been given
any adequate physical interpretation to this day
[52-54].

CONCLUSIONS

Theanalysis of mechanisms of electric dispersion of
fluid under oscillatory instabilities presented in this
paper is a qualitative and semiphenomenological kind,
because of the lack of experimental studies focused on
the phenomenon and its insufficient theoretical treat-
ment. However, the phenomenon exists, considerably
affects the operation of various analytical and technical
devices, contributes to the phenomenology of pro-
cesses in thunderclouds, and, hence, deserves a more
accurate study.
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Abstract—The theoretical diffusiophoresis velocity is obtained for a droplet of a concentrated solution sus-
pended in a binary gaseous mixture. The droplet is characterized by a high thermal conductivity. The droplet
radius is assumed to be much greater than the mean free path for gaseous-mixture molecules. One of the gas-
eous-mixture molecular components is the vapor of the droplet solvent. According to the formula obtained in
this study, the droplet is driven toward lower concentration of the volatile gaseous-mixture component by dif-
fusive slip and in the opposite direction by phase transition. An increase in the relative mass concentration of
thevolatile solvent in the droplet enhances effects associated with the dependence of surface tension on the vol-
atile-component concentration and the reactive transport due to the surface nonuniformity of phase transition.
Asthe relative mass concentration of the volatile solvent in the droplet approaches unity, the effect of diffusive
dlip tends to vanish. © 2000 MAIK “ Nauka/Interperiodica” .

Consider a spherical droplet of radius R of abinary
solution with an arbitrary solute concentration. The sol-
vent undergoes a phase transition on the droplet sur-
face. The soluteis not volatile: it can neither evaporate
nor condense on the droplet surface. The droplet is sus-
pended in a binary gaseous mixture with nonuniform
component concentrations. One of its molecular com-
ponents is the vapor of the droplet solvent. The droplet
surface is impermeable for the other gaseous-mixture
component. The thermal conductivity of the droplet is
assumed to be much higher than that of the gaseous
mixture. Accordingly, the change in solvent tempera-
ture associated with the phase transition on the droplet
surface is neglected.

In view of the droplet’s geometry, the analysis is
performed in spherical coordinatesr, ©, and ¢ with the
origin at the droplet center. At arelatively large distance
from the droplet (r > R), the gaseous mixture is char-
acterized by constant gradients of the relative concen-
trations of its components, (CIC,)., and ((0Cy).:

Nie

= 1
Cle nle + nZe’ ( )
_ Ny
Cze - nle + n2e, (2)

where n,, and n,, are the molecular concentrations of
the mixture components and the total number density
of moleculesis

ne = n1e+ r.|2e' (3)

It follows from (1)—3) that
Cle+ C2e = 11 (4)
(0Cie)e = ~(UCse)w- ©)

The vector (OC,),, is assumed to be aligned with
the polar axis:

Z = rcoso. (6)

With the present choice of the coordinate origin, it
is convenient to consider a stationary droplet in a mov-
ing ambient gas whose velocity tendstou asr —» .
The ambient gasis characterized by the average viscos-
ity Nee density pg., temperature T, and relative com-
ponent concentrations Cy,, and Cy,.. The droplet is
characterized by the average viscosity ng;, density pg;,
temperature Ty, and relative mass concentrations Cy;
and Cgyg of its components. The droplet is assumed to
retain its spherical geometry in the moving gas. This
assumption is valid when the force due to the surface
tension at the droplet—gas phase boundary is much
stronger than the viscous drag forces that tend to distort
the spherical shape[1]:

o> r]Oe|uD|1 (7)

where o is the surface tension and up, is the diffusio-
phoresis velocity for the droplet, whose estimated mag-
nitudeis (see[2-4])

lu| = [KPDE(OCL).|. )

In(8), K isthe diffusive-slip coefficient and D
is the binary diffusivity of the gaseous mixture. Com-

bining (7) with (8), we obtain the following constraint
for [(OCye):

(¢}
|(|:|Cle)oo| < (e)] " (9)

(e)
NoeD12 |Ksl

1063-7842/00/4505-0549%$20.00 © 2000 MAIK “Nauka/Interperiodica’
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Substituting o = 101 N m™, Ng.=2x 10° N sm,

DY =5x105m2s?, and |KL? =0.3], which are char-
acteristic of liquid droplets in gaseous mixtures, we
obtain

(0Cye).| <3x10°m™. (10)

This estimate holds a fortiori, because the gradient
of arelative concentration cannot exceed 10°-10* m
inrea systems.

It was shown in [1] that, when the condition

(11)

is satisfied, the veIOC|ty, pressure, temperature, and
concentration distributions inside and outside an indi-
vidual droplet obey the following set of linear differen-
tial equations:

Need*V® = 0p'®, (12)
divv® =0, (13)
0°T, = 0, (14)
na0°v® = 0p®, (15)
divv® = o, (16)
0°T, = 0, (17)
0°C,. = 0, (18)
0°cy = 0. (19)

In(12), (13), (15), (16), and (19), V@ and VO are the
mass-average velocities outside and inside the droplet,
respectively; p© and p() are the corresponding pres-
sures; and

myNy;
Pi

The relative mass concentrations of the solvent and
solute, C;; and C5 = myng;, are related by the equation

Cu+Cy =1, (21)

because p; = ny;m; + nym, is the average droplet den-
sity. The boundary conditions far from the surface and
on the surface that allow for the effects due to the exist-
ence of a Knudsen layer were formulated in [1] in the
case of thermophoresis of a large droplet of a concen-
trated solution. Similar conditionswere used in the the-
ory of diffusiophoresis of such a droplet proposed in
[5], but the boundary conditions and the resulting
velocity were presented for C,. < C,.. Inthis paper, we
use boundary conditions consistent with those used in
[1] to derive the diffusiophoresis velocity in a more
general form than in [5].

Cy = (20)

YALAMOV, TEREKHINA

Since the mathematical form of the boundary condi-
tions is too cumbersome to be written out here, we
restrict ourselves to describing their physical meaning
asfollows. Theisothermal and diffusive dlip conditions
are set, with surface-curvature and Barnett effects taken
into account by introducing corrections that are linear
in the Knudsen number. Theradial and tangential com-
ponents of the viscous stress are continuous across the
droplet surface. The concentration of the volatile gas-
€ous-mixture component is continuous across the drop-
let surface while an impermeability condition is set for
the concentration of the other gaseous-mixture compo-
nent. The droplet surface is assumed to be impermeable
for the solute. The distributions of temperature and rel-
ative concentration of the volatile component of the
gaseous mixture have jumps across the Knudsen layer.

Henceforth, our calculation of the diffusiophoresis
velocity follows that described in [1, 2, 5]. As aresult,
we analytically express the diffusiophoresis velocity
for a large droplet of a concentrated binary solution
characterized by a high thermal conductivity and sus-
pended in a binary gaseous mixture,

Up = —2Kpg D13 W(OC,,)... (22)
Here,
W= Wog+tW+W, +W . (23)
In (23),
B-(D) (D) (D)
Whs = DI- + LEQl + ‘—92 R — Ys, (24)
1 R odo
LPO = ( )3 aC g4’ (25)
KDS|D Noi L Cyi =Coyj
2
Noem; U 2n0e Poe
WY, = + +6— , (26
KpsiPoeNoze[l  Noi Poi [Qz (26)
c®”o 2 6C:0
l'IJp = Kl |: I\:}Q D]- nOe R |:|
DS 0 Noi O
27
+ CE)D) nOeml + 2n Oe 2p09 C*%
94,
R PoeNoze] Noi Poi R O
k( )
0 = o SOy (28)
(D)
% = o AS/ oS0 (29)
(n) (D)
_ 171 Ky 2Cp '
O3 = Oc A|:D_ R %kl-'-%‘-'- R D:|1 (30)
TECHNICAL PHYSICS Vol. 45 No.5 2000
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y_ (31)

g4 = GcmA

2 ()
NozeNozePoi D13

Y= 2 (e 0D ' (32)
n0epmeposiD1256I o —c
_ 2K, ctg
A = %H 2 5&,+2§1_?D (33)
O 2N, 2Cy0
ac, = Ql+z— O 34
Cm 0 3Noi R O (39

The following notation is used in (22)—34): Kpg is
the diffusive-dlip coefficient for a binary gaseous mix-
ture[l, 2]; D Y;) isthe binary diffusivity of the gaseous
mixture; o is the surface tension at the droplet—gas
phase boundary; C¥ BSD) ,BY, BY, kY, P,
and C,(DD) are coefficients characterizing a two-compo-
nent gaseous mixture with arbitrary component masses
and concentrations, for which analytical expressions
and methods of calculation weredescribedin[1, 6-21];
@ is an empirical function introduced to allow for the
dependence of the saturating relative concentration of

the solvent vapor in the gaseous mixture on the relative
solvent concentration C,; in the droplet.

L et us compare the contributions of W, W, and ¥,
to the velocity given by (22) with that of the diffusive-
dip term Wpg.

To clarify our analysis, we consider the case of a
very large droplet, when the Knudsen number K, = A /R

tendsto zero. Here, A denotesthe mean free path of gas
molecules in the binary gaseous mixture. It is obvious
that the kinetic coefficients that involve the factor /R

in (24)—(31), (33), and (34) are proportional to A.
Accordingly, as A /K — 0, (24)—(31), (33), and (34)

551
yield
1
DS — GOAO’ (35)
1 R do Y
Wy = — , 36
° KDS|D$)n°eacli clizcmiaOAO (%9
ne.m 2n Poe[] Y
LPV - Oe 1 + Oe+_0_e , 37
2KDS|f30en02e%L Noi  Poibiehg 37)
W, =0, D, =2+y, = 1+§”—°9. (39)
Noi
Now, we consider the following ratios:
0o
R
¥ aCli Cyi = Coy
E21 = 1] = = (e) ’ (39)
bs 3NoiKps D1z
Wy ne.m Y n Poe[]
E., = A Oe "1 +_O€‘+_Oe 40
o Wos 2K psiNozePoe Noi Pl (40)
Wp
Ey = — = (41)
41 Woq

As an example, we present numerical estimates
based on (39) and (40) for a droplet of the aqueous
solution of glyceral in awater-vapor—air mixture at the
temperature T, = 239 K and atmospheric pressure. Our
calculationswere performed for the following values of
quantities contained in (32) and (39)—41): ng;e = 3.0 X
102 M3 N = 2.7 X 105 M3, Nge = 2.7 x 10 M3, my =
18 x 1.7 x 1027 kg; m, = 29 x 1.7 x 102" kg; my = 92 x
1.7 x107?7kg; poe=1.3kg N3, Nge=1.8x10°kgm=s?;
Koy = 0.3, and DY = 2.5 x 105 m? s, The values
depending on the concentration Cyy; are shown in Table 1.

We used the average value of 00/0Cy;|c - ¢ = equal

to 7 x 102 N m. Using the fact that ng./ne < 1 and
Poe/Poi <€ 1, we obtained the values of E,; and Ey
shown in Table 2.

Table1
Coii 1 0.8 05 0.1 0
(o)
:T 9.75x 1073 23x10° 18.3x 1073 389x10°° 51.2x 1073
1i
No kgmts? 1x10°3 1.7x10°3 6x 1073 23x107 1.48
Poi kg m3 1x10° 1.06 x 103 1.18 x 10° 1.24 x 103 1.26 x 10°
DY) m? st D) 4.1x1070 3.9x 100 3x 10710 0
ng M= 3.4x10% 2.8 x10%® 2.1x10%® 9.9 x 10%" 8.5 x 107
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Table2
COli E21 E31
0 0 0
0.1 1.3x 10°R -0.93
0.5 1.3x 10°R -25
0.8 6.3 x 10°R -3.46
1 [00] —00
Table3
Cosi Uf)l) m2 st U|(32) m2 st U|(33) m2 st U(S) m2st
0 | -75x10° 0 0 0
01| 51x10%|-6.6x10°R| 4.7 x10° 0
05| -3.3x10°|-43x101R| 83x10°° 0
0.8 |-2.75x10°|-1.7 xR 95x 10 0
1 0 —-46xR 1.6x10° 0

Table 2 demonstrates that an increase in the relative
mass concentration Cg,; of the volatile solvent in the
droplet enhances the effects associated with the depen-
dence of surface tension on Cy,; and the reactive trans-
port due to the surface nonuniformity of the phase tran-
sition.

When Cy;; =0, (36) and (37) yildW,=0and W,=0
(since y = 0). Then, substituting (35) into (22), we
obtain

( 0 Cle)oo

0

(nonvol atile) _ (e)

(42)

When C,;; = 1, the dropl et does not contain any non-
volatile solute, so that y tends to be infinitely large. In
this case, (39) and (40) yield infinitely large E,; and
Es;, and the velocity is expressed as

U (volatlle) R 60'

0Cye
3n0I OaClI ( l)

C1i - COll

2
nOemlDlZ 2Noe , Poe
+ + + 24 0C,,)...
H pm% o)

PoeNo2elo Noi

(43)

The limit formulas (42) and (43) obtained for non-
volatile and purely volatile droplets, respectively, agree
with the corresponding results presented in [1, 3, 5].
L et us represent the velocity U, given by (22) as
+Up + Up)(OCse),

Up = (Ug’+Ug’ (44)

When A /R=0,

Kpg D1y

u$ (1 _ _p—bs 12
OAO

(45)

YALAMOV, TEREKHINA

@ _ 2Ry 0ag
Uy = 46
3n 0i voa Ciilc,=cy (46)
n myy 2['] Oe pOeI]
u® = 0e''1 + 47
P PoeNozel 0o %L Noi Oi “7)
ud = o, (48)

Table 3 showsthe numerical values of the quantities
given by (45)—48) for adroplet of agueous solution of
glycerol in a water-vapor—air gaseous mixture. These
values were calculated for Cgyy; and varied from 0 to 1,
with the gaseous-mixture and droplet parameters used
in compiling Tables 1 and 2. The droplet radius R in
Table 3 is measured in meters.

As the concentration Cy; of the volatile component

(water) in the droplet isincreased and the concentration
Cog Of the nonvolatile component (glycerol) decreases

correspondingly, the velocity U(l) associated with the
diffusive dlip proportional to Kpg tends to vanish.

Simultaneously, the terms U(z) and U(?’) representing
the contributions of variable surface tension (cf.
00/0Cy|c, - ¢, ) and phase transition (evaporation or

condensation) increase with Cg;;.

REFERENCES

1. Yu.l.Yalamov and V. S. Galoyan, Droplet Dynamicsin
Inhomogeneous Viscous Media (L uis, Yerevan, 1985).

2. Yu.l.Yalamov, Doctoral Dissertation, Moscow (1968).

3. Yu. |. Yalamov and B. A. Obukhov, Zh. Tekh. Fiz. 42,
1064 (1972) [Sov. Phys. Tech. Phys. 17, 844 (1972)].

4. Yu. I. Yalamov, B. A. Obukhov, and B. V. Deryagin,
Dokl. Akad. Nauk SSSR 207, 824 (1972) [Sov. Phys.
Dokl. 17, 1168 (1972)].

5. N.Ya UshakovaandYu. |. Yalamov, Thermo- and Diffu-
siophoretic Transport of Dropletsin Binary Solutions[in
Russian], Available from VINITI, no. 5958-B89 (Mos-
cow, 1989).

6. S.A.Savkov,A.A.Yushkanov, andYu. |. Yalamov, Phys-
ical Kinetics and Fluid Mechanics of Disperse Systems,
Available from VINITI, no. 5321-B86 (M oscow, 1986),
pp. 110-127.

7. Yu.l.Yaamov, A.A.Yushkanov, and S. A. Savkov, Dokl.
Akad. Nauk SSSR 296, 1107 (1987) [Sov. Phys. Dokl.
32, 837 (1987)].

8. Yu.l.Yaamov, A.A.Yushkanov, and S. A. Savkov, Dokl.
Akad. Nauk SSSR 301, 1111 (1988) [Sov. Phys. Dokl.
33, 615 (1988)].

9. J R. Brock, J. Catal. 2, 248 (1963).

10. M. N. Gaidukov, I. N. Ivchenko, andYu. |. Yalamov, | zv.
Akad. Nauk SSSR, Ser. Mekh. Zhidk. Gaza, No. 2, 199
(1972).

11. E. V. Metelkin and Yu. |. Yalamov, Izv. Akad. Nauk
SSSR, Ser. Mekh. Zhidk. Gaza, No. 4, 142 (1973).

12. Y. Sone and I. Onishi, J. Phys. Soc. Jpn. 2 (3), 248
(2973).

TECHNICAL PHYSICS Voal. 45

No. 5 2000



13.

14.

15.

16.

17.

THE THEORY OF DROPLET DIFFUSIOPHORESIS

Yu. I. Yalamov and M. N. Gaidukov, in Physics of Air
Suspensions and Physical Kinetics (Kainin, 1973),
pp. 49-57.

Yu. I. Yalamov, E. R. Shchukin, and E. I. Alekhin, Topi-
cal Problems in Physics and Mechanics of Air Suspen-
sions, Available from VINITI, no. 580-B89 (Moscow,
1989), pp. 43-77.

E. I. Alekhin and Yu. I. Yalamov, Selected Topics in
Aerosol Physics, Available from VINITI, no. 862-B89
(Moscow, 1989), pp. 3-9.

Yu. |. Yaamov, E. R. Shchukin, and E. |. Alekhin,
Teplofiz. Vys. Temp. 28, 256 (1990).

E. I. Alekhin and Yu. I. Yalamov, Kinetic Effects at the
Phase Boundary between a Liquid and a Multicompo-
nent Gaseous Mixture, Available from VINITI,
no. 4119-B90 (Moscow, 1990).

TECHNICAL PHYSICS Vol. 45 No.5 2000

18.

19.

20.

21.

553

E. I. Alekhin and Yu. I. Yalamov, Mathematical Founda-
tions of Solution of Boundary Value Problems in the
Kinetic Theory of Multicomponent Gases in the Vicinity
of the Condensed Sate (Mosk. Obl. Inst. im. N.K. Krup-
skoi, Moscow, 1991).

Yu. |.Yalamov and A. A. Yushkanov, Physics of Air Sus-
pensions and Physical Kinetics, Available from VINITI,
no. 3014-79 (Moscow, 1979), pp. 149-174.

Yu. I. Yalamov, M. N. Gaidukov, V. S. Galoyan, and
M.A. Melkumyan, Physics of Air Suspensions and
Physical Kinetics, vol. 5, Available from VINITI,
no. 3865-81 (Moscow, 1981), pp. 7-78.

Yu. l. Yaamov, M. A. Melkumyan, and M. N. Gaidukov,
Dokl. Akad. Nauk SSSR 250, 1384 (1983) [Sov. Phys.
Dokl. 28, 499 (1983)].

Trandated by A. S. Betev



Technical Physics, Vol. 45, No. 5, 2000, pp. 554-562. Translated from Zhurnal Tekhnicheskor Fiziki, Vol. 70, No. 5, 2000, pp. 32-39.

Original Russian Text Copyright © 2000 by Zaika.

GASES AND LIQUIDS

Parametric | dentification of a Model for Hydrogen Transfer
through Double-Layer Membranes

Yu. V. Zaika

Petrozavodsk Sate University, pr. Lenina 33, Petrozavodsk, Karelia, 185640 Russia
Received February 16, 1999

Abstract—A nonlinear inverse problem of determining the hydrogen permeability of double-layer membranes
from experimental datais considered. The model includes both diffusion and adsorption/desorption processes.
An identification algorithm is suggested. © 2000 MAIK “ Nauka/Interperiodica” .

INTRODUCTION

The interaction of hydrogen and its isotopes with
materials is of great interest in power engineering,
chemical machine building, rocket manufacturing, and
vacuum technology [1-7]. Considerable attention is
given to the role of various alloys, oxide films, protec-
tive coatings, and multilayer composite materias. In
what follows, we will be oriented to the capabilities of
the setup described in [8]. A certain difficulty is posed
by the fact that strong membranes are impossible to
prepare from some materials to be tested. In [6, 7], the
hydrogen permeability of semiconductors and beryl-
lium was examined asfollows: A substrate from awell-
studied metal (e.g., nickel) was coated by a materia
under test, and its interaction with hydrogen was
judged from achangein the hydrogen permeability. For
composite materials, where direct measurements at the
interfaces are impossible, the problem becomes much
more involved.

In this work, we adopted the model that includes
both diffusion in the bulk and physicochemical pro-
cesses on the surface ([3, pp. 177-206]). The applica-
bility limits of the model will not be discussed. We will
demonstrate the basic possibility of parameter determi-
nation from experimental data and suggest a computa-
tiona identification algorithm. Mathematical difficul-
ties in solving such nonlinear inverse problems of
mathematical physics are well known. In [9], a refer-
ence list of related numerical methods is available. In
the general case, however, the application of, for exam-
ple, gradient techniques at each iteration step implies
numerical integration of partial differentia equations
on condition that approximated values of parameters to
be evauated are defined. Our algorithm, taking into
account the specific of a model, uses only quadrature
formulas to take several integrals. M easurements taken
during hydrogen desorption from the outer surface of a
double-layer membrane appear only under the integral
sign, which makes the algorithm to a certain extent
noise-immune. Its implementation does not require
dedicated software.

The mathematical groundsfor the adopted diffusion
model with dynamic boundary conditions including
surface-related processes have been given in [10]. The
idea of using conjugate equations was borrowed from
[11].

MATHEMATICAL MODEL

Let us consider a double-layer membrane. Let the
first (input) layer be made of a well-studied metal.
Parameters to be found are those of the interface and
the second (output) layer. According to the experimen-
tal method of permesability, the hydrogen pressure in
the gas phase on the input side of the membrane (the
partition of avacuum chamber) predehydrogenated and

preheated to a fixed temperature T(t) = T is sharply
raised and then kept constant: p(t) = p. On the output
side, the gas is continuously pumped off with a vacuum
system. In experiments, we determine the output flux
density of the desorbed hydrogen. For definiteness, we
will refer to the capabilities of the setup described in [8].

The mathematical model for the first layer looks as

% - pm2e (LxoEOxO),

ot X
c(0,x) = ¢(x), x0OI0,1], 2
Golt) = c(t,0) = g(T)al(t) €
La(t) = us(T)p(t) ~b(T)e’(t) + D(T) 3, 0), (4)
9(T(0))a(0) = cy(0) = (0). ©

Here, c(t, X) is the concentration of the diffusing
(atomic) hydrogen, q(t) is the hydrogen concentration
at the input surface (x = 0), D(T) isthe diffusion coeffi-
cient, g(T) is the coefficient matching the concentra-
tions on the surface and in the near-surface volume of
the membrane, | is the kinetic constant, s(T) is the
adherence of the hydrogen falling on the surface from

1063-7842/00/4505-0554%$20.00 © 2000 MAIK “Nauka/Interperiodica’
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the gas phase, and b(T) is the desorption coefficient. If
the membrane is dehydrogenated at the initial time
instant t = O, then ¢(x) = 0. Differential equation (4) is
the flux balance equation. The higher p(t), the more
hydrogen atoms strike unit area per unit time. The flow
rate of the hydrogen desorbed from the surface back-
ward to the chamber is approximated by a quadratic
dependence. For other gases, the dependence may dif-
fer. Its form is of minor importance, as will be seen
below. Thelast termin (4) describes the hydrogen flow
to or from the surface due to volume diffusion in the
membrane. Initial and boundary conditions are
matched via (5).

For the second layer (we will use two reference
points),

oC: - D*(T)azc*, (tX) 0(0,t)x(0,14), (6)
ot ax°
C.(0,X) = ¢.(x), xO[O0, L], ()
Cer, () = Cu(t, i) = 9x(T) (1), )

0.0 = usc(Mp. () ~b (M ()
+D, (M%), ©

9 (T(0) 0+ (0) = ¢x1,(0) = du(l). (10)

The output surface of the second layer is given by
x =13 On evacuation, usp= 0 in (9), since a high-

capacity pump provides a very low hydrogen pressure
p{t) at the output. Hence, the probability that the des-

orbed hydrogen will return to the surface is negligibly
small.

Assume the following matching conditions at the
interfaces:

oML = D.ME=LY, (@

KM - ke (Tewg(® = DM IS 1),

a®) = ot 1), Colt) = ci(t,0),

Condition (11) (the continuity equation for the dif-
fusion flux at the interface) meansthat hydrogen during
diffusion is not accumulated between the layers of the
membrane. The layers exchange hydrogen atoms. The
rates of these oppositely directed fluxes are propor-
tional to related concentrations, and a difference in the
rates is a diffusion flux. We arrive at the second condi-
tion in (12) [the second-order form for equations (1)
and (6)]. Hereafter, by fluxes, we mean flux densities,
or fluxes per unit area (surface areas can be taken as
unit without loss in generdity).
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Suppose that the parameters DHT), 9{T), s{T),
bAT), k(T), and kAT), involved in the expression for
the output desorption flux density

) = by(T)gz (t) = bu(Ma(T)ce ., (1),

T =T(), tO[0t],

must be found for a particular material of the second
layer. Let D, g, b, and s for the first layer be known.
Otherwise, they can be determined by the method that
follows. For subsequent calculations, it is sufficient to
know D, s, and the product gb="2.

The experiment was considered to be completed
(the time t) when the flux became steady-state: J(t) =

(13)

J =congt, t>t(to<t*, p(t) = p = const). To hydrogen,
the Arrhenius law is usualy applied:

D = D,oexp(-Ep /[RT(®)]), ..., b
= by o&xp(-E, /[RT(®)]), -...

Other dependences of the coefficients on tempera-
ture T(t) are also possible. Below is an algorithm for

finding Dy gy S b ks and kat T(t) = (T) = const.
This fundamental problem is an inverse problem of
mathematical physics. If temperature variations of D
a3 Sn bD k, and kD are known, one can also find the

parameters in the dependences DHT), ..., k{T) (or
D Ep, s -y b Ep, , ... intheArrhenius case). Note
that, although formally, s does not appear in model
(1)—12) at usp= 0, it is specified by other parame-
ters (see (14)).

IDENTIFICATION ALGORITHM

From physical considerations, it is clear the param-
etersto be evaluated are not independent of each other.
The rate constants k and kp for transfer through the

interface must be closely related to the coefficients g, b,
S, 9 b and s which govern the dynamics of surface

processes. With associated rel ationships, the dimension
of the evaluation problem will be reduced.

First, let us place a double-layer sample (other than
apartition as above) into avacuum chamber and heat it
to enhance hydrogen absorption. For example, the
nickel substrate can be heated by passing a current

through it. If the hydrogen pressure p and temperature
T are constant, steady-state equilibrium concentrations
C and ¢, will set in the layers after atime. From (3)
and (4) (al the derivatives are zero), we obtain ¢ =

v+/P,y=g.us/J/b.Sinceg, b, and sare asyet consid-



556

ered to be known, the coefficient of equilibrium solubil-
ity y is aso known. Hence, we know €. Now sharply
cool the sample (the current is off). The room-tempera-
ture rates of hydrogen adsorption/desorption are very
small. Pump off the gas from the chamber. In this case,
the adsorbed hydrogen is nearly totally left in the sam-
ple. Degasify the sample by heating it to a high temper-
ature on evacuation. Knowing the total amount of the
adsorbed hydrogen, the concentration ¢, and the sam-
ple geometry, one can easily calculate ¢, . From (12),

kc = k€ ; hence, A = kik= ¢, /T isaknown number
at atemperature T . Within the adopted transfer model,

Ce = VD Vs = Ox u&/ﬁ,

(1
A = KklKe = Vi/Y = Ox [UScb/(g /usby).

Remark 1. The coefficients of equilibrium solubil-
ity y and yfor each of the materials are readily derived

from experiments under conditions when the equilib-
rium concentrations are proportional to the square root
of the gaseous hydrogen pressure. Therefore, they are
thought of as given. For the subsequent discussion, the
fact that theratio A = k/kjisknown and that it isrelated

(within our model) to the surface parameters g, g b,
b s, and sthrough (14) will suffice. Thus, the posed

multiparameter identification problem is, in essence,
reduced to the four-dimensional subproblem, namely,

finding D g3 by and kfor fixed temperatures T .

4)

Make the experiment more complicated: turn back
to the above method of permeability. The sample is a
degassed double-layer partition in a vacuum chamber.
Basically, complete degassing is not imperative (seethe
remark below). On the input side, the pressure is
sharply raised and then kept constant (p = const). The

temperature T is fixed. On the output side, the system
is evacuated and measurements are made according to
(13).

First, we are interested in information that can be
gained from the steady-state regime of permeability.

Steady-state conditions are set in atime t J(t) = J=
const, t > t The time derivatives in model (1)—(12)
vanish. From (3) and (4), co(t) = ¢, = const at t = tjand

¢o = gb™(usp-3)"*. (15)
Infact, from (9) (at g, =0and usp=0) and (13),

we have J = -D({[, t 2t The diffusion and desorp-

tion fluxes equal each other in magnitude. Since ¢, =
¢ =0in (1) and (6), the distribution of the concentra-

tions over thethicknessislinear; i.e., the gradients of c,
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and cry are constant. From (11), D¢, =—J, t =t Sub-
dtituting Dc, into (4) in view of g = 0 and (3) yields
(15). Note that ¢, < ¢ because of the subtrahend J.

The physical meaning of (15) (3 = psp — bg2c))
is the following. As soon as the input concentration
reaches the saturation value ¢,, corresponding to p,
dynamic equilibrium setsin the system: the penetrating
flux isequal to adifference between the flux incident on
the surface, psp, and the desorption flux backward to

the chamber. This qualitative reasoning was verified in
numerical experiments; hence, the model is physically
adequate.

Remark 2. Let D for thefirst layer be known but the
surface parameters g, b, and s not. In this case, ¢, can-
not be calculated from (15). However, by increasing |,
|; and p and appropriately selecting the substrate, the
condition pusp > J can be met. The incident flux far
exceeds the permeability of the sample. Then, from
(15), ¢, = gb™Y2(usp)Y2. Thisvalue coincides with the

equilibrium concentration ¢ = y./p, where y can be

obtained experimentally. Then, ¢ = y./p should be
used instead of C, in al of the formulas. If sis aso

known, then ¢, =[(usp — J)/(us)]Y?y.

Now it is easy to derive analytic expressions for the
steady-state concentrations at the edges of the layers:

(6 -Cy)/l =¢, =-D'J—¢ = ¢c,—IDJ,

- _ _12=12
J = b*q,f = b*g*2@*|* - C*|* = g*b*HZJ )
(C*I _C*O)/I* = Cux
= D*J—c, =c, +1,DJ]

Att>tq (12) hasthe form k&, — k£« = J. Sub-
stituting the found values of ¢, and ¢, , multiplying the
equation by | and designating

1/2

X, = 12/Ds, %o = Guly, X5 = D32, X4 = le/Ky,

we come to

(X, + %) T+ X% = LA (C—1DT).  (16)

This equation allows us to uniquely determine 3 =
X, + X, and M = x,%; from p, and p, and corresponding

values of J; and J,. The unique determination of x,,
X, X3, @nd X, needs at least two equations more. This
stage is the most complicated, since it involves tran-
sient analysis.
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Let us perform auxiliary transformations. By virtue
of (1) and (6) and aso the formula for integration by
parts, the equality

te |

0= {‘!w(t, x)(c, — Dc,,)dxdt

tels

+ 0'!'-(])'% (t, X)(Cx, — Ds Cyi ) dxat

= J'{ W(ts, X)C(ts, X) —W(0, X)c(0, x)} dx
0

—I{ Y(t, N Dcy(t, I) —Y(t, 0)Dc,(t, 0)} dt
° (17)

t

+J'{ D, (t, 1)c(t, 1) = DW(t, 0)c(t, 0)} dt
0

+ Gj'{ Wi (L, ) (tis X) = Wi (0, X)C (0, X)} dx
0

ty

—GJ'{ Wi (6, L) Dy C (L, 1) — Wi (t, O) Dy Ci (L, 0)} dt

t

+ GJ'{ Dy Wa ot L) Ca (t, 1) — Dy Wy (L, O)Ci (t, 0)} dt
0

isvalid for smooth functions Y(t, x) and Y, x). Here,

we omit two double integral's; however, they go to zero
if the functions Y(t, x) and Yt, x) obey the conjugate

equations

W _ W oy
ot axz’ ot

2
= —D*a—”’;. (18)
oXx

The terms associated with surface processes, i.e.,
those involved in (13), are left. The further strategy
consists in expressing all the terms through the model
parameters to obtain an algebraic equation of type
f(Xq, ...y Xa) = 0.

The membraneis predehydrogenated, and the terms
with ¢(0, x) and c{0, X) in (17) are zero. The steady-
state concentrations c(t; X) and c{t X) are easy to
calculate:

C*(t*,X) = C*O_XD;lj, kC|_k*C*O = \],
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¢ = C,—IDJ,

gb ™ 2(usp=3)"2 0 cu(ty, X)

(@l
<]
I

(19)

ACo— (AID ™ + /K, +xD3")J,

Cty, X) = Co—xDJ.

Experimental data for the fluxes at the interfaces
(x=1and x = 0 for the first and the second layers,
respectively) are unknown. To exclude the related
terms, we add to (18) matching conditions similar to
(12) and (12):

_ _ oy _n O
0 = kJk = U\, D) = D.Z(1,0), (20)

kW -k, 0) = -DSEL D). (21)

Eventually, (17) takes the form

| t

0= [t et dx+ [i(t, 0)De,(, O)ck
0 0

ty [
~ [DU,(t, O)c(t, O)ct + A [t et
0 0 (22)

t

—A_lj'lp*(t, |,) D Ca (1, 1)t
0

t

+)\_1J'D*UJ*X(t, L) Ca (1, 1) dlt.
0

Here, dl theterms are calculableif the functions  and
Psatisfy (18), (20), and (21). Itisessential that (18) is

not subjected to initial and boundary conditions. There
are an infinitely large number of appropriate functions
W and Y and it is convenient to separate the variables:

P =BH)r(x) and Yo= BAt)r{x). We will find specific
formsof (22), trying to obtain the simplest equations of
type f(xy, ..., Xs) = 0.

Variant 1. Let ¢ = const. Since (22) is homoge-
neous with respect to Y and Y5 we put = 1. Then, by

virtue of matching condition (21), y7=A. Calculate the
integralsin (22):
| |
I, = J’c(t*, X)dx = J’(co— xD ' J)dx = ¢l =D II%/2,
0 0
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t t

l,= J'Dcx(t, O)dt = J’(q—psp +bg’)dt=g 'ty — It
0 0

|*
L= [oulte, Yk = Aol (AL ID ™ + 1,7k )3
0

-1,2

—Dy 15372,

ty ty
_12 =1

5=~ DaCut 1) = [(6 + Dat =63+ s
0 0

Comments. In calculating the integralsincluding the
fluxes Dc, and D€, We, hereafter, use dynamic equa-

tions (4) and (9) and expression (13) for the desorption

flux J(). Inls, g{0) = 0 (§{¥) = 0), I = bz (tg U

a{ty) = by23"” . Designate the integral of J(t) as S
(tO[0, t); 1;= 1= 0.

Particular attention should be given to approxi-
mately calculating the integral |,, more precisely, the

integral of bo?(t) = bg2c; (t) (the rest of the terms pose
no difficulties: q(t) = g™ce(ty) = g7 Co, USP = const).
At theinput, only the pressure p isknown, i.e., only the
term in theright of differential equation (4). Therefore,
both the concentration cy(t) = c(t, 0) and the flux Dc,(t, 0)
remain unclear. One could experimentally determine
the input flux from the hydrogen flux rate. Then,
numerically integrating (4) with zero input data, we
would obtain cy(t) [g(t) = g™cy(t)]. However, the high
input pressure p isa serious handicap to this. The con-
centration cy(t) [q(t)] is also problematic to measure.

The way out is to measure J(t) on evacuation. There-
fore, we will proceed as follows: by virtue of (4), the

flux Dc,(t, 0) isreplaced by q —psp + bg—zcg, and the
integrals where the concentration cy(t) appears are cal-
culated approximately. This is not a mathematical
drawback. To identify a “black box” correctly, one
should know both output and input data. Input mea-
surements would significantly improve the correctness
of the identification problem.

To take the cy(t)-containing integrals, we should
bear in mind that the rates of the surface processes on
the input and output surfaces of a double-layer mem-
brane markedly differ when a pressure drop is very
large (7 to 9 orders of magnitude). At the output, the
surface is hydrogen-depleted due to evacuation and its
accumulation is a rate-limiting process [see dynamic

equation (9)]. At theinput (p > pp), the surfaceisrap-
idly saturated to @, corresponding to p, with slow dif-
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fusate backflow into the chamber. Thetransitiontimeis
negligiblein comparison with thetime tjtaken to attain

the steady-state level J. In experiments, a concentra-
tion jump can be simulated with afairly good accuracy
by increasing p and especialy | and I as well as by

properly selecting the substrate. Thus, when calculat-
ing the integrals with cy(t) within along time interval

[0, t], onecan put cy(t) = €, [see(15)]. Thisqualitative
reasoning has been confirmed by numerical simulation.
Eventually, in terms of the variables x, = |5 /D %, =

g0l % = by, and x, = I {kp; equation (22) at y = 1
and Y= A takesthe form

— — -12
A = Col =D 1232+ g'Co— Ity + AColx — Al 1D 71T,

Excluding x, = £ — x;, we obtain the linear equation
with respect to x; and Xs.

Variant 2. Let Y = x/I, wherel isanormalizing fac-
tor. Then, for linear Y= ax + B in (20) and (21), we

arrive at

W, = DD/ + (Kl + D)/(Ky1).

In the integral |5, we replace the flux -D¢(t, 1)
by g, +J.Inaddition, I, =0, I3 =-C,Dtl, q{tn =

=12 .
X3J , and the expression

-1/2 J1/2

Calt, %) = G20 (t) = by "377(1)
= %320/, = NI,

is substituted into I .

Eventually, after excluding x, = Z —X,, equation (22)
iswritten in the form

f, = ale +a,X; +agxg+a, = 0, (24)
where the coefficients g; are given by

a, = DI/B3AI, 1), a, = DIZI(I,1)—c,DI(2I) + 7,

a, = (DI, +1)3",
a, = Cyl/l2—D " J1%13—¢,Dt, /I —DIZ/(Al, 1)
+5(CoD/I = 23) + AColx —AD 1,13

+(DZ/(Al, 1) + 1)S+ DMS,,/(AL 1),
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and

t t

E o
S—'!’Jdt, suz_{J dt.

Variant 3. For ¢ = (x=1)/I, we have

We = DDIX/ + D/(Kql),

l,=—g'Co+ Ite, l3=—DCotyll.

As compared with variant 2, in an equation f; = 0
[like (24)], the coefficient a, remains unchanged, J/2
replaces J in a,, a; loses the unity, and

a, = —Col/2+ D 12316 — DGyt /l —g Ty + It
+5(D&y/l = J) = DIZZ/(Al, 1) + DESI(AL 1)

+ DIS,,/(AlLL D).

Variant 4. For more complex representations like
Y = B(t)sin(wx), B(t)cos(wx), or B(t)exp(wx), associ-
ated analytical expressions are very cumbersome. Any
linear combination of the above pairs Y and Y (for

example, f, —f; = f;) would be appropriate.

Remark 3. The physical meaning of selecting vari-
ous Y’'s and Y s (“trial functions’) is as follows. In
variant 1, (22) does not contain terms with the bound-
ary concentrations co(t), and c,, (t). Variant 2 does not

involvetheflux Dc,(t, 0), because i(t, 0) =0, and inthe
integrals, the steady-state concentrations c(t; x) and

C{t X) are assigned different weights across the mem-

brane. In other words, one can choose parameters that
have a decisive effect on deriving the equationsf = 0.
Remark 4. There are many equations to determine
X1, ..., Xq. EqQuation (24) is however quadratic with
respect to x,. From physical considerations, we are
interested in positive solutions. Their existence follows
from the construction of the equations, but their
uniqueness is open to question. At large X3's (small
brs), the roots will have the different signsas a; < 0

and a; > 0. We take a positive x;,. The parameter b

should be small, sinceit stands before the concentration
squared. Asit increases, hydrogen ceasesto accumulate
on the surface. Within a physically reasonable range of
the parameters, the selection of the root x; poses no
problems. Subsequently, however, we can do without
equation (24).

Two values, J; and J;, that correspond to pressures

p, and p,, respectively, are needed for identification.
In addition, because of experimental errors, it is desir-
able that the number of the equations f(x,, ..., X,) =0
exceed the least theoretical number. To perform two
No. 5
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independent experiments (to degas the sample again,
etc.) seems unreasonable. Therefore, we will modify
the method of permeability in the following way.

The first stage of the experiment remains the same.
Let theinitial gas pressure be p, . After the steady-state

value J; isestablished at atime instant tm, we sharply

raise the pressure to p, > p, and measure the output
desorption flux density J(t), t =ty + trp, until a new

steady-state value J, at atimeinstant t 0 [0, ty + tr3]
is attained.

If, at the second stage, the time reference point is
transferred to tn, we will come to equations of the

same form as (23) and (24). One correction only is
needed: the system “starts’ not from ¢ = ¢ 7= 0, but

from values equa to the steady-state concentration dis-
tributions for the pressure p, :

(25)
(9 = Cu—xDJ1, Ty = gb ™ Husp,-3) ",
B (X) = Cy(tys, X) = Aoy — (AID ™+ 1/k, + xD;")Js.
For the second stage, we have, instead of (23),
fo= f2 10 0 _gle, —xd1
The superscript (i) meansthat ¢, and J arereplaced
by T, and J;. Thetwo last termsare dueto the fact that
q(0) = gty inl,and g{0) = xsjil2 in 5. After rear-
rangements and the replacement x, = ~ — x;, we obtain
fo = x(Jo=J)2+xT5 —J1)+52+B = 0,
B = I(Co—Cor) — D 1°(J32— 31)/2 + g (Coo — Con)
L 1, = - - (2
+ M (Cop—Cor) =M 1D (32— 31) = (3. - J0)
_jzt*z + 8(2).

By S2, we designate the result of the (numerical)
integration of J(t) intheinterval [0, t] ([t to +tl)-

Similarly, for variant 2, we can obtain

~12

fo= F2-1P P _alPx,3; =0, (27

where; aretheintegralsin (22) (§ and yfor variant 2):

1D = ¢y l/2-D341%/3,
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1 = —x,DI/(BA, 1) + X,(Coy D/(21) = Jn)
—XiDJI/(Al 1) + X,(Co, DI = 239)

— %, X,DI/(A L 1) + ACqyl e —AD 1,134,

X4 = Z - Xl'
On rearrangements, equation (27) takes the form
(24). In &, the term —C, Dt| should be replaced by
—Cop Dt [integra I5in (22)]. Inall of the other expres-

sions for a;, the parameters ¢, — Ty, J2 — Ji1, and

357 = 3, should be substituted for ¢, 3. and 3°-. S,

and S, are the integrals of J(t) and JY2(t) in the time
interval of [0, t3] ([ty, ty + trpl)-

In the brief form, the identification algorithm looks
asfollows:

(1) Let D, gb™?, y, and y be known (J/ps =
y/(gh™)). Experimental conditions t=00 ¢ =¢=0,
p=p, T=T;t=tg 0 J=J1,p= P, > Pr.ty—O,
¢ and pparegiven by (25); t =t (t =t +tp) O
J= jz.

(2) From equations (16) for ¢y, Ji, and Ty, Joz,
we find

S o= X+ X, = 12/Dy + /Ky,
M = XX = g*l*b;ﬂz.

The equations are linear with respect to > and 1.
The concentrations €, are determined from (15) or,
more roughly, as &, = Y./p; (then there is no need to
know gb2 and s).

(3) x; and x5 are determined from linear equations

23) (f{Y =0) and (26). Equations (24) and (27) are
suitable for checking or when the | east-squares method
is applied (in the case of great experimenta errors).
Four integrals of J(t), J“2(t) in the intervals [0, t] and

[0, t3] ([t thy + t]) must be numerically taken in
advance.

(4) Find D= ;15 , bg= %5, ko= X4 1g= (= -
)5 9= X/lg= M%), k = Ak Finally, from

(14), s= bA?y%/(gs 1.
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(5) Knowing D5 95 b s k, and kpat different
T's, we obtain al the twelve parameters Dy, Ep_, ..,
Ko Ex, -

A great body of experimental data must be collected
to minimize an experimental error (hence, alarge num-
ber of experiments). However, a large set of bulk and
surface parameters related to hydrogen permeability
can eventually be determined.

SIMPLIFICATIONS AND CONCLUDING
REMARKS

It was assumed that the hydrogen permeability of
the first-layer material had carefully been examined. In
general, we may think that both layersareto be studied.
Then, with equations (16) and (23)—(27) for different
P ‘s, the solution to the starting inverse problem,
involving the differential equations, can be reduced to
analysis of a set of algebraic equations. This analysis
can be carried out numerically. It is the author’s opin-
ion, however, that the unique determination of the ten
parameters at T = const by the method of permeability
is unrealistic. It is appropriate to characterize the sub-
strate material in advance.

Consider briefly the case of a single-layer metal
membrane. This problem can be considered as a pre-
liminary stage. Expressions (1)—(5) are supplemented
by (8) and (9), where the subscript * is omitted (except
for gpp); ¢(0) = ¢(1). The steady-state distribution of
the concentration is given by

c(ty, x) = (I—=x)D -3 + gb™¥23"",

Putting x = 0, we obtain, by virtue of (15), the equa-
tion
_a2=12

gbusp-3)"% = gb™23 +IDI. (28)

From two pairs ;, Ji, one can find s and the prod-
uct Dgb2. Similarly to (23) and (26), we obtain from
(17)(0=0,P=1,¢ct) =Cp, t2e <1t

f = Xa(XE; — 3u/2) + x5, + 31 ) + SV = Jityy = 0,
& = (USpi—ji)m,
X = Dgb™%/l = X; X,Xs,
fi = X(X(E,— &) —(I2—I1)/2)
Fxo8s+do —E =01 )+ 2oy, = 0.

For Y = /I [instead of ¢, from (15)], one can also
use the right of (28) to obtain

—1/2

x, = I°/D, %3 = b

f, = x(Ju/6+ XT1 12) + %51+ A, = O,
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fo = %((Jo=30)/6+ X3 = 312)
12 _1
+x5(J2 —d1 )+ A, = 0,

Ai = S(i)+X (i)z—jit*i—inllzt*i.

These equations are linear with respect to x; and Xs.
Their number exceeds that of the variables. If experi-
mental errors are large, it is appropriate to apply the
least-squares method. Knowing x; and x;, we find x,

from X. If usp > J and ¢, = y/p (y=g./us//b), the
parameters X, Dy = IX./us, and, hence, s are derived
from two steady-state values of y./p in the left of (28).

From x, and X3, one obtains x, and y. If y is known, the
parameters D, gb~'2, and s are found from (28). Having
determined x; from f, = O, we calculate g. Thus, al the
parameters D, g, b, and s are determined uniquely by
the method of permesability.

L et the solubility coefficient y be known and ynot.
Then A [see (14)] is considered as an additional vari-
able. From (16), ,, we find S =3/Nand M =T/\.
Equations (23) and (26) are linear with respect to X, , X3,
and A. Having expressed x, through A, we obtain equa-
tion (24) for A (Z=ZA, M =MA). InSand S, time
instants t should be as short as possible (obeying the

conditionJ= J,t= tH), so that information provided by
transients will not be shadowed by steady-state pro-
Cesses upon integration.

There is no need to faithfully copy the experiments
for different T's, for example, degasify the sample
again. At T= T, , we apply the admission pressure p,
and wait until gases, other than hydrogen, leave the
membrane. Once the steady-state value J, is estab-
lished, we sharply raise the pressuretwice: to p; > Py,
waiting for the steady-state value J; , and then to p, >

P, , waiting for J,. Theoretically, one pressure rise is
sufficient. Equations (26) and (27) are then employed
for identification. After the membrane is heated to a
new temperature T = T, and the steady-state conditions
are set, the pressure is raised again (before the heating,
it could be decreased), the parameters at T = T, are
found, etc. Here, however, we have to choose the root
of the quadratic equation for x,. If the pressure p is
raised twice at each step, two linear equations like (26)
will suffice to determine x; and X;.

Let us reverse the positions of the layers. The pres-
sure p isnow applied on the side of the material under

test. If, when taking the integrals from 0 and 1. , one a
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priori assumes for the material under test that c(t) =

Cxo, t2 € < 1., the parameters D g by s and kg

inall of the equationsf = 0 should formally be replaced
by the associated asterisked quantities. For example,
the equation similar to (23) will now be linear with

respect to Dy, g;l, and K, . However, the application
of the “impact” p to the substrate and taking measure-

ments on the side of amaterial being tested seemsto be
more reasonable and correct.

Consider the case when the hydrogen is free to
evolve from the second layer into the chamber. Instead
of (8)—(10), the flux balance model is used:

0cC,

i (T) P (t) = bu (T)Ci (t, 1) — D M5, G L) =0

The hydrogen desorbs from the volume immedi-
ately without accumulating on the surface. As before,

J(T) = bk (t, 1) isto be measured. D by sy k, and
kare the desired parameters. Formally, this situation
corresponds to g= 1 and g, =0in(8) and (9). Upon
evacuation, we put us-p= 0. The identification algo-
rithm is greatly simplified. From (16), wefind Z = x; +
Xgand M = Ixg = IEp;]JZ. The terms containing X5 in
(23)—(27) will be absent (they appeared after the inte-
gration of g, between O andtp). Thevalue of D(x, =

If /D) can be found from one of equations (23)—27).
Then, kg= (Z — %) k= Ak and sj= bA3?/.

Let yo= /ps*/f [c in (15) or T, = y./p] be
unknown (v, D, andgare known). From (16), ,, wefind
= (X, + X)/A and n = I3/ (90— 1)- Represent in
(23)x4asZ)\—x1 (theterm with x5 isabsent). Similarly,

in (26) without X5, we substitute Z = A Eventually,
we arrive at two linear equations with respect to x;, and
A. Nonlinear equations (24) and (27) are also applica-
ble. From % and I, wefind x, and x; and then k = Ak

Y= Ay, and sp= yf bl
The identification algorithm will be computation-
aly stable if the terms with x;, X,, X3, and X, in equa-

tions (16) and (23)—(27) are comparable in order. This
depends on the choice of the materials, |, and | 3 In par-

ticular, the orders of 14/D and If /Dmust not be too far
different from each other; otherwise, the set of the equa-
tion will beill-conditioned. In our computational exper-
iments, the reference values were the following: p =
0.1torr, | = 0.02 cm, I7=0.0002 cm, D = 106 cm?/s,
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D=10°cm?/s, g=10% g7= 10°cm™, b= 107, by=
108 cm?/s, s= 104, S= 102 k=107, ko= 108 cm/s,

and g = 1.46 x 10%* mol/cm? s Torr. Because of the
smallness of b and b(the coefficients before the con-

centrations squared), it is useful to use the variable
X3 = X3 X 1078 instead of Xs.
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Abstract—The effect is treated of the space charge field and of the crystallite size on the properties of ferroce-
ramics of different compositions. The established qualitative correlation between the structure and el ectrophys-
ical parameters, the crystallite size, and the space charge field may be useful in designing ferropiezoceramic
materials for different applications and devices involving such materials. © 2000 MAIK “ Nauka/ I nterperiod-

ica” .

INTRODUCTION

The properties of ferroelectrics and, in particular,
ferropiezoceramic materias are largely defined by the
formation of space chargesin such materials. In view of
this, the study of the correlation between the fields of
space charges and microstructures and other parame-
ters of ferropiezoceramic materials is an important
problem associated with the development of materials
for different applications. We investigated ferropiezo-
ceramic solid solutions of systems involving lead zir-
conate-titanate and akali metal niobates. Two methods
were used for measuring the space charge field E,
namely, (1) the oscillographic method of determining
the internal field and (2) the method of polarization
reversal by pulsed fields of variable amplitude.

EXPERIMENTAL METHODS
AND RESULTS

The effect of the space charge field on the singul ar-
ities of a hysteresis loop obtained by the former of the
above-identified methods wastreated in [1, 2] for some
models of space charge formation. In newly prepared
ferroceramic samples or in those regenerated by elec-
trothermal treatment, the hysteresis loop P(E) has a
standard symmetric form, and the current loop I(E)
exhibits two symmetrically arranged current maxima
for ascending and descending branches of the hystere-
sis loop. By the position of each of these maxima, one
can estimate the coercive field E; if the field amplitude
E,,> 3E.. In aged, extremely polarized samples, asym-
metric loops of P(E) and | (E) are observed as aresult of
formation of the space charge field. The current max-
ima correspond to the fields E,; = E. — E; and E, =
—-E.— E;, where E; isthe internal field which is further
treated as the space charge field Eg,. Hence it follows

that

Eep = (Ea+Ew)2, E; = (Eq—Ep)2. (1)

The variation of the space charge field when the
external field is switched on prevents one from cor-
rectly estimating its magnitude under normal condi-
tions of observation of dielectric hysteresis. We used
the method of short-term (710 x 107 s) time-relay
switching on of ameasuring field of preassigned ampli-
tude to measure Eg,.

The other method is described in sufficient detail in
[3] in application to studies into ferropiezoceramics. It
was also used in [4]. According to this method, the
curves of polarization reversal by a series of variable-
amplitude pulses are used to determine the critical
fields E; and E,, recorded by the amplitude of pulses
corresponding to zero piezoactivity (Kp = 0). The space
charge field and coercive field are calculated by formu-
las (1). The shape, duration, and manner of variation of
repolarizing pulses are selected from the condition of
minimum degree of regeneration, i.e., the least destruc-
tion of the internal field by measuring pulses. The
dependence of intensity of space charge field Eg, for
one and the same composition prepared under different
conditions (case A) was investigated using the method
2, and that for different compositions of solid solutions
with varying concentration of the components (case B),
by the methods 1 and 2. In both cases (A and B), the
space charge field proves to depend inversely on the

crystallite size d (Figs. 1 and 2 illustrate the cases A
and B, respectively). It follows from Fig. 1 (according
to the data of Rogach et al. [4]) that the space charge
field in one of the compositions of solid solutions of
the Ple 03_PbZrO3_PbN b2/3M n1/303—PbN bz/BZn_U303

system decreases with increasing mean size of the crys-
tallites, which may be attributed to the decrease of the
surface layer of the space charge.

1063-7842/00/4505-0563%20.00 © 2000 MAIK “Nauka/Interperiodica’
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Fig. 1. The space charge field asafunction of the crystallite
size for one composition of the PhTiOz—PbZrOs—
PbNb,/3Mny ,305-PbNb,,3Zn4 /303 system, prepared under
different conditions [4].
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Fig. 2. The dependence of (1) the space charge field and (2)
the crystallite size on the PbTiO5 content in one of the rays of
the PoTi O3—sz r03—PbN b2 3Mng /303—PbW1 oMoy, /203
system: |, morphotropic region; 11, rombohedral phase; 11,
tetragonal phase.
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Fig. 3. The uniform deformation parameter & as a function
of the crystallite size for one composition of the PbTiOz—
PbZr03—PbN b2/3M n1/303—PbNb2/3Zn1,303 Wstefn, pre-
pared under different conditions [4].

Figure 2 gives two parameters Eg, (1) and d (2) as
functions of the PbTiO5 content in one of the rays of the
PbTiO;—PbZrO;—PbNb,;sMn, 50,-PbW, ,Mg;/,04
system. The results of measurements by the method 1
areindicated by the solid line, and those by the method 2,
by the broken line. A considerable difference is

DANTSIGER et al.

observed between the values of space charge field
intensity measured by the first and second methods in
the case of rombohedral (I1) compositions, and their
convergence for a tetragonal (I11) composition. The
data of Fig. 2 indicate that an increase of the PbTiO;
concentration has opposite effects on the variation of
the space charge field and on that of the mean crystallite
size. A qualitative agreement is observed with the
behavior of the dependence of the space chargefield on
the mean crystallite size in the case A.

Also determined isthe correlation between the crys-

tallite size d and the uniform parameter & of spontane-
ous deformation of crystal cell [5]. This correlation
proves to be different for the cases A and B being

treated. In the former case, these parameters (d and d)
depend directly on one another, and in the latter case,
inversely. This is demonstrated in Fig. 3 (case A) and
Fig. 4 (case B). The direct dependence of the quantity &

on d inthe case A may be attributed to the fact that, as
the crystallite size decreases, internal stresses arise in
one and the same composition, which suppress sponta-
neous deformation. The concentration dependences of

dand d givenin Fig. 4 for the binary (1 —x)NaNbO5—
XPbTiO; system were analyzed in detail in [6]. We will
only note here the opposite behavior of their variation
with increasing x. The above-mentioned inverse corre-
lation between the quantities being treated in the case B
is attributed to the increase, with an increase of sponta-
neous deformation (upon variation of the composition),
of internal stressesimpeding the crystallite growth dur-
ing sintering. It would seem that the size of crystallites
forming at high temperatures during the sintering of
ferroceramic cannot be affected by the degree of spon-
taneous deformation arising at a much lower tempera-
ture of ferroelectric phase transition. However, it must
be taken into account that this transition occurs twice:
during the heating of synthesized powder and during
the cooling of sintered ceramic. Even during heating,
spontaneous deformation occurs in the ferroelectric
case, which later disappears, but develops interna
stresses the memory of which persists at high tempera-
tures as well, i.e, during the crystallite formation.
Therefore, it appears that in the case A the crystallite

size d is primary, which defines the uniform deforma-
tion parameter 3, and in the case B spontaneous defor-
mation is primary, which defines the mean crystal size.

We will briefly dwell on the correlation between the

above-described parameters Eg, 8, and d and other
parameters of ferropiezoceramic in the simpler case A,
when spontaneous deformation increases with the
mean crystallite size (Fig. 3). At the beginning, the vari-
ation of another structure parameter n (Fig. 5) repre-
senting the degree of domain reorientations in the pro-
cess of polarization is the same [7], because the
increase of the crystalite size and, consequently, the
decrease of the space charge field facilitate the rear-
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Fig. 4. The dependence of (1) the uniform deformation
parameter & and (2) the crystallite size d on the PbTiO3
content in the (1 —x)NaNbOz—xPbTiO3 system (I, morpho-
tropic region; 1V and V, monoclinic and pseudotetragonal
phases, respectively) [6].
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Fig. 5. The degreen of domain reorientationsin the process
of polarization as a function of the crystallite size for one
composition of the PbTiOz—PbZrOz—PbNbysMny;305—
PONDb,/3Zny /303 system [4].

rangement of the domain structure as aresult of exter-
nal effects. However, the degree of domain reorienta
tions increases only up to a certain level of increasing
d and decreasing Eg, after whichit starts decreasing to
form a maximum. This decrease of N may be attributed
to a deceleration of the drop of the space charge field
and of the effect made in this case on n by increasing
spontaneous deformation (Figs. 1, 3, 5). Three general-
ized parameters Eg,, n, and d being treated help explain
the dependence of other electrophysical characteristics

on the crystallite size. The dielectric permittivity 8;3 /g
decreases with increasing d and, consequently, 8, as a
result of the existing inverse correlation between 5;3 /g
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and . As to the remanent reorientation polarization P,
and the dependent piezoelectric parameters g, Kj;, and
d;, they are affected mostly by the value of n and pass
through a maximum when the crystallite size corre-
sponds to the maximum value of . Thiscrystallite size
defines the piezoel ectric parameters which are optimal
for numerous applications.

CONCLUSIONS

The effect of the space charge field and of the crys-
tallite size on the properties of ferropiezoceramic solid
solutions is investigated for two cases, namely, case A
for one and the same composition prepared under dif-
ferent conditions, and case B for different compositions
of solid solutions with varying concentration of the
components. It is demonstrated that in the case A, the
crystallite size which defines spontaneous deformation
is primary, and in the case B, spontaneous deformation
which defines the mean crystallite sizeis primary.

The correlation is found between the structure and
electrophysical parameters, the space charge field, and
the crystallite size, which may be useful in designing
ferropiezoceramic materias for different applications
and devices involving such materials.
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Abstract—The motion of magnetic flux quanta (fluxons) in long Josephson junctions (LJJ) under action of
direct and random currents is under investigation. The velocity distribution function of fluxons is calculated
which, even in the absence of the direct current component, is non-Gaussian. As a consequence, the current—
voltage characteristic of anoise junction differs from that for aregular one. The dependence of the voltage dif-
ference on the current for junctions, both with and without the noisy current component, is shown to be non-
monotonic. There is a good agreement between the calculation data and the numerical simulation results.
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In recent years, the dynamics of the magnetic flux
guanta (fluxons) in long Josephson junctions (LJJ) has
been actively studied (for example, [1-3]). This is
explained by both the possibility of verifying predic-
tions of nonlinear waves theory and the prospects for
developing novel electronic devices. In a recent study
[4], in addition, it was shown that there was a Joseph-
son coupling between layers of a crystal in high tem-
perature superconductors. Therefore, the results of LJJ
investigations may be useful in analyzing the properties
of new superconductors as well.

In this paper, the influence of a random current on
fluxon parametersis under investigation. This problem
is closely related to that of the behavior of fluxons
placed in athermostat. A number of studies [5-7] was
devoted to consideration of this issue. In particular, it
has been shown that the average kinetic energy of a

fluxon is equal to %kBT and the single phonon mode

energy corresponds to k;T, where Kz is the Boltzmann
constant and T is the temperature of a system. In exper-
iments, the effect of fluctuations may be observed by
the radiation spectrum at the end of a Josephson junc-
tion. For an ideal junction, the radiation frequency is
determined by the ratio u/(2L), where u is the fluxon
velocity, and L is the length of a junction. The occur-
rence of noises leads to arandom addition to the veloc-
ity and, asaresult, to the spectrum line broadening. The
spectral characteristics were calculated in [5, 6]. Note
that in the studies mentioned above, the case of small
fluxon velocities was mainly considered. It was
revealed in the experiments [8] that the resonance-line
broadening of the order of several tens of kilohertz at a
frequency of 10 GHz agreed with the calculation
results. An investigation of the fluctuation effect on the
dynamics of the bound states of fluxonsin multilayered

LJJwas performed in [9]. The distribution function for
fluxon-pair parameters was found.

We calculated the distribution function (DF) for
arbitrary velocities (Ju| < 1) which was, in general, non-
Gaussian. This fact is significant, since its neglecting
leads to misinterpretation and disagreement of the the-
oretical results and (numerical) experiments by an
order of magnitude and more (see, e.g., [10]). On the
basis of the DF, we cal culated the current—voltage char-
acteristic (CVC) of ajunction. The given dependency is
compared with the CVC of a noise-free junction. The
dependence of the voltage difference on the current is
shown to have anonmonotonic character. In the case of
small noise intensities, the position of the maximum is
independent of parameters of the random current com-
ponent. A comparison of these dependencies with the
results of the numerical investigations provides satis-
factory agreement. The numerical calculation aso
shows that, when the fluxon velocity approaches the
Swihart velocity, new excitations (breathers, fluxon—
antifluxon pairs) are generated, resulting in a signifi-
cantly modified dynamics of a system [1, chapter 15].

The dynamics of fluxons in LJJs, in most experi-

mental cases, is well described by the sine-Gordon
(SG) equation [1],

Pu—Ouxt NG = —ad + Py —y(t), (D)

where ¢ isthe phase difference of the wave functions of
superconducting layers, a and (3 are the dissipation
coefficients, and y is the bias current density.

The spatial variable x is directed along the junction
and normalized to the Josephson penetration depth A;.

Timet is measured in units of wgl [1], where w, isthe

plasma frequency of the junction. The current is nor-
malized to the value of the critical current in the junc-

1063-7842/00/4505-0566%$20.00 © 2000 MAIK “Nauka/Interperiodica’
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tion. In what follows, the parameters a, 3, and y are
regarded to be small.

In an unperturbed system (a =3 =y=0), afluxonis
described by the kink solution of the SG equation,

¢ = 4arctan[exp((x—ut)/A/l—u2)], 2

where u is the fluxon velocity.

To analyze the fluxon motion under the action of
dissipation and bias currents, we use the adiabatic per-
turbation theory for the SG equation [11]. Then the
velocity obeys an equation of the form

du _ 20 B, Ty(t) 2,372
ot au(l-ud) 3u+ 7 (1-u) . (©)]

Since the perturbation associated with a random
force does not vanish at infinity in (1), it is necessary to
perform renormalization in order to satisfy this condi-
tion [12]. Physically, this fact means that the noise
influences a fluxon via induced oscillations of the
homogeneous state. Here, a change of fluxon parame-
ters, due to emission of linear waves, is neglected as
well. Aswill be shown below, however, for small noise
intensities, the approach used in the paper is in good
agreement with the numerical calculation results. The
bias current will be assumed to consist of the direct and
random current components,

y(1) = yo+ (). 4)

The random function f(t) is assumed to be the delta-
correlated Gaussian noise with the following character-
istics:

OF()0= 0, CF()f(t)0= 20.8(t—t).  (5)

Note that arandom forceisinvolved in equation (3)
multiplicatively, but transformation to momentum vari-

ables (u = p/A/1+ p°) makes it possible to derive an
equation with the additive noise,

d
T = -ap-Bp(l+ PB4, (6)
which describes the Langevin model at 3 = 0.

By using stochastic equation (6), it is easy to obtain
the Fokker—Planck equation for the DF. Applying well-
known methods for solving this equation (e.g., [13]),
we find the DF fluxons in momentum:

_ Uiy a2 B, 2. a0
F(p) = Cexp%;—z[ 7 P3P —5(2p +p )}%(7)

where g2 = (Tr/4)20$ , and the constant C is determined
from the normalization condition:

00

J'F(p)dp =1
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It is seen that the allowance for the dissipation [3
caused by the quasi-particle current in superconducting
electrodes |eads to the situation when both the momen-
tum and velocity DFs become non-Gaussian. It follows
that the average and the most probable values of the
fluxon momentum do not coincide, and statistical
moments of the second or higher order are not zero.

Let us now analyze various interesting physical sit-
uations. For simplicity, we suggest the parameter 3 = 0.
Then the momentum DF takes the form (—co < p < )

F(p) = Jalmexp[-a(p-b)?], 8)

where the parameters a and b are expressed by the for-
mulas a = a/(20?) and b = Tty/(4a), respectively.

The quantities a™V? and b can be considered as the
characteristic momentum values associated with the
random and direct current components, correspond-
ingly.

By using equation (8), one can determine the aver-

age fluxon velocity of W= [p/y/1 + p2 Ll Let uswrite
the asymptotic dependenciesfor small noiseintensities,

i.e,aa>1, and for Jab < 1 corresponding to an
intense noise or small direct current values,

b[l_ 3

J1+b2E  da(1+D0d)

o= /&Wbexp(—abz)[mg(a/z)

+a(Ky(a/2) —K,(al2))]
a .Jab<1,

where K;(1) and K,(u) denote the modified Hankel
functions.

Normalized voltage U across a Josephson junction
isproportional to the average fluxon velocity U = [¢,[F
2nttlL, where the brackets [..denote the average
over time and coordinate, and L is the junction length.
Since the characteristic time of the system is w, ~
10 s1, the voltage determined in an experiment corre-
spondsto the value averaged over alargetime interval.
Therefore, equations (9) and (10) can be considered as
the voltage—current characteristics of the junction. For
small noise intensities, which is the case in our consid-
eration, the CV Cs of the noise and noise-free junctions
do not differ qualitatively. In both cases, a monotonic
voltage rise takes place as the current v, increases.
However, asis seen from (9), thereisan interesting fea-
tureat a> 1. It is known that the fluxon velocity (nor-
malized voltage) in LJJ with the noise-free direct cur-
rent is defined by the relationship uy = b/(1 + b?)V2
Consider the velocity difference Au = uy — L] Then
from (9), we derive that the dependence Au on current
Yo has amaximum, the position of which isindependent

=

2} a as>1, (9

(10)



568

- 1000

x, arb. units

Fig. 1. The dependence ¢4(x, t) for o, = 0.1, g = Y =
0.0318.

of the parameters of the random current and defined by
the condition |b,,| = /2 or |y,,| = 20/1T At thisvalue, the

maximal difference is Au(y,) = 12./5/(125a). We
emphasize that this distinction of CVC is not obvious.
Indeed, it follows from (8) that the average momentum
and fluxon momentum in a regular system are equal
(p= py = b. Because of the nonlinear dependence of
u(p), however, the DF for u is no longer Gaussian,
resulting in amodified CVC.

To verify the results obtained, we performed the
numerical simulation of stochastic equations (1) and
(6). A conventional method of transformation of the
uniform distribution was used for the generation of
white noise. For equation (1), we employed a 3-layer

F(u), arb. units

2.0+ M
7T
1.5F B x
Z n

1.0F _ /]
05t )

0 lev‘fﬂ';rf .

-1.0 -0.5 0 0.5 1.0

u, arb. units

Fig. 2. The velocity distribution function. The parameters
arethe sameasin Fig. 1; the curve and the histogram are the
theoretical (8) and numerical calculations, respectively.
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and 5-point scheme with the spatial Ax = 0.05 and tem-
poral At = 0.02 steps. For integrating equation (6), we
used the Runge—K uttamethod of the 7th order. The cal-
culation was performed for two values of the variance
o, = 0.05 and 0.1, and the parameters a and B were
equal to 0.05 and O, respectively. The reduced current y
varied within the range from 0 to 0.5. Fig. 1 shows the
evolution of afluxon under the noise action. The ampli-
tude of radiated linear wavesis seen to be small ascom-
pared with the fluxon amplitude. It is also important
that thereisasinglefluxon in the system at each instant
of time. Thus, the adiabatic approach used in the paper
iscorrect in the given range of the parameters. InFig. 2,
the DF derived from the simulation (6) is compared
with the analytical function that is found from (8) and
the relationship F(u) = F(p)|dp/du]. Asis seen, the DF
for u, which is constructed over 1000 realizations, has
a pronounced asymmetric character. Fig. 3 shows the
dependence of the voltage difference on the direct cur-
rent. When numerically calculating equation (6), we
measured the instantaneous velocity which was aver-
aged over 1000 realizations. When integrating the
equation SG (1), we determined the mean velocity in
theinterval T = 1000, which was then averaged over 20
realizations. Note that noticeable fluctuations of the
voltage difference for each realization were observed.
From this fact, it follows that the measurement time
must be long enough for obtaining such a dependence
in an actual experiment. Fig. 3 aso presents analyti-
cally calculated and numerically simulated CVCs. We
see that the numerical results for (1) and (6) are, as a
whole, in qualitative agreement. They arein agreement
with the calculated dependencies (9) and (10) as well.
It is seen that the positions of maxima in the function
Au(y) isapproximately the same and independent of the

Au, arb. units

0.08 O arb. units
Y 1.0
Y 0.5
0.04 |

0.1 0.2
Y, arb. units

T

0.2 vy au

Fig. 3. The dependence Au on y. The analyticaly and
numerically calculated CV Cs are shown in the insert. Solid
lines are the theory and the filled and hollow signs are the
numerical calculations obtained from (1) and (6), respec-
tively; o, (O0) 0.1 and (V) 0.05.
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noise intensity. At asmall direct current, the dominant
roleinfluxon dynamicsis played by the random current
component, which explains noticeable fluctuations in
the givenrange. Notethat at higher noises(e.g., 0,> 0.1
for a = 0.05), other nonlinear modes are excited in the
system and the adiabatic approach becomesinvalid. In
numerical calculations, the emergence of new modes
was detected by both achange in the ¢ (x, t) profile and
asharp increase in the voltage across a junction.

Now, consider the case when the direct current is
absent, y, = 0. In this case, the average fluxon velocity
and, consequently, the voltage are zero. In the experi-
ments, however, it is quite possible to measure the
absolute voltage value or the squared voltage. In this
case, the dynamics is completely determined by the
random current and the noise characteristics, in partic-
ular a,, can be found immediately. The velocity distri-
bution function has the form (y, = 0),

) = Jam(l-uv®) Pexp[-av/(1-u?)]. (12)

Using DF (11), we obtain the following expression
for the mean square vel ocity of afluxon:

0= 1-Jmaexp(a)erfc(J/a) = 1 - J/malu/d (12)
where erfc(x) isthe additional error function.

We see that in the limit of strong fluctuations, for-
mula (12) givesfinite values of [WL]whereasthe classi-
cal consideration leads to an infinite rise of the mean
square velocity. In Fig. 4, the analytical and numerical
dependencies of [Ju|(on o, are presented, which were
calculated by using expressions (12) and (6), respec-
tively. The comparison of these dependencies shows
their good agreement. This curve can be considered as
the noisy CVC, which enables one to determine the
parameters of the random current. The curve corre-
sponds to the dependence with the use of the Gaussian

distribution function ®y(u) = ./a/Ttexp[—au?, whichis
valid only at small velocities. In Fig. 5, the DF obtained
numerically is compared with the dependencie (11) and
@, (u). We see that the DF is non-Gaussian, which is
similar tothe case of y# 0. Thisisespecially noticeable
a large velocities. Note that ®(u) corresponding to a
strong noise in theinterval 0 < a < 3/2 has two maxima
positioned symmetrically relative to the origin of coor-
dinates, whereas at a > 3/2, there is a single maximum
at u = 0. The quantity a = 3/2 can be considered as the
threshold value separating strong and small fluctua-
tions.

Thus, in the present paper, we have found the
momentum fluxon distribution function. On its basis,
the CV C of the noisy junction is cal culated. Nonmono-
tonic character of the dependence of the voltage differ-
ence on direct current is shown. The possibility of
determining the noise signal parameters by measuring
the absolute value or the square of voltage is demon-
strated. The results of this study can also be used in the
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Fig. 4. The dependence of the absolute fluxon velocity on
oy: (m) the numerical calculation using equation (6); the
solid line is the analytical calculation using equation (12);
and the dotted line is the absolute velocity [l |Cobtained
from the Gaussian DF.

F(u), arb. units

-0.5 0 0.5 1.0
u, arb. units

Fig. 5. The velocity distribution function ®(u) for o, = 0.1
and yg = 0. The solid line is the theory (11), the dotted line
is ®g(u), and the histogram is the numerical calculation
using (6).

case of multimode laser excitation rather than arandom
perturbation.
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Abstract—Differential conductivity under the transverse runaway of hot electronsisinvestigated. Quasi-elas-
tic scattering and €lectronic-temperature approximations are considered for equilibrium and heated phonon
subsystem. In both approximations, the differential conductivity is shown to tend to infinity, keeping the sign.
Phonon heating retards transverse runaway. © 2000 MAIK “ Nauka/Interperiodica” .

1. In the case of runaway hot electrons, the problem
arises of how to keep such a state stationary. The behav-
ior of differential conductivity may unambiguously
tackle the question. However, as far as we know, the
general relation between the transverse runaway of hot
electrons and differential conductivity has not been
found. We believe that there is no such a parameter that
fully characterizes the differential conductivity, on the
one hand, and the behavior of runaway hot electrons on
the other. We mean the following. For example, accord-
ing to [1], different runaway modes in the quasi-elastic
scattering approximation are defined by the asymptotic
behavior of the heating function (the function deter-
mining the degree of electron heating), but the differen-
tial conductivity does not depend on thisfunction. If the
runaway is related to the overheating mechanism of
scattering [2], the differential conductivity depends on
the electronic temperature, but the latter cannot be
uniquely determined under runaway. It is known only
that, under the runaway, the electronic temperature
(corresponding to the distribution function) becomes
too large and cannot provide the finiteness of some
macroparameters of the system (for example, average
energy). However, the “too large” increase of the elec-
tronic temperature is*“ sensed” by various macroparam-
eters in quite a different way due to different energy
dependences of values to be averaged.

The effect of transverse runaway (TR) of hot elec-
trons seems to be the exception in this sense. In fact, by
definition, TR is an effect taking place under open-cir-
cuit conditions (open Hall contacts) for a certain com-
bination of momentum and energy scattering mecha
nisms. Itissignificant that TR isobserved only at aspe-
cific threshold value of an applied electric (or
magnetic) field when the inner (heating) field, or elec-
tron temperature, tends to infinity [3-5]. Thisalows us
to investigate the differential conductivity at TR of hot
electrons and, thus, gain an idea of the nonlinearity of
the current—voltage characteristic (CVC), i.e., to find
necessary conditionsfor the CVCto be S- or N-shaped.

It will be shown below that the differential conductivity
in this case depends on the inner field, or electronic
temperature. In this paper, we report the results of such
an investigation. The influence of phonon heating on
the differential conductivity is also discussed.

2. Consider arectangular piece of a semiconductor.
Let electric field E, and current j, be paralel to the x-
axis and magnetic field H, to the z-axis. Under the
open-circuit conditions, the Hall field is determined
from the equality j, = 0. Then, using the energy equa-
tion to exclude dZ,/dE, from the expression for differ-
ential conductivity g4, one comes to the well known
expression [6]

din(Po)
dz,

(D

O4=0
din

3]

dz,
Inthis case, o isgiven by

0
o= 00“_1 1+ % ()]
HoDl
Here, u; and p, are the transverse and longitudinal
mobilities, Z, = E is the inner field in the quasi-elastic
scattering approximation, Z, = © =T.J/T (T,and T are

the electronic and lattice temperatures, respectively) is
that in the electronic temperature approximation, and

M _ (@32 L Ha _ (32 flz 3)

Ho T((t+5)/2)1, p, T(t+502)
where
t+3
Daqu X
J’D x4 g dx, (4)

1063-7842/00/4505-0571$20.00 © 2000 MAIK “Nauka/ Interperiodica’



572

2t+3
DOMDXZ
ID aXEH_+nx

00

= J’x”zfodx; (6)

0, and |, are the conductivity and mobility in a weak
electric field, I'(t) is the gamma-function, and f; is a
nonequilibrium distribution function.

We assume that the energy dependences of the free
paths for momentum, |, and energy, | , can be expressed
as

1+t 1+s

= o~ o~
I =1x ", | =lgx

(7)

The values of t and sfor all known scattering mech-
anisms are presented in [7]; also,

H
n‘%_'g. Ho=

Here, e and m are the charge and effective mass of an
electron and kyT is the thermal energy. In formula (1),
P isthe power transported by hot electronsto the lattice

[6]:

(2mc koT)
el,

gD(El—l

P= PO(T) EeD ’ (8)
where Py(T) = nk, T, nisthefree-electron concentration,
x = €/(kyT) isthe dimensionless energy, T, isthe energy
relaxation time, and the symbol [..Omeans averaging
over the nonequilibrium distribution function.

3. Consider the quasi-€lastic hot-electron scattering
approximation. Since analytical expressions can be
derived only for strong and weak fields under strong
heating, the corresponding nonequilibrium distribution
functions can be written in the compact form

X
fo(x) = Nex D—”—gg £2£0, ©)
where N is anormalizing factor,
g oS
and { = 0in the weak magnetic field n(XOr < 1,
t—s
& = Ez—l"'T
and = 1 in the strong magnetic field n(XOt > 1, and
— DEDZ E "/ékOT
= . E, = 0
LED elglo)

KACHLISHVILI et al.

A similar consideration of the weak and strong mag-
netic fields in (4) and (5) results in the expressions for
[, and I,

_ lmmafo Bi .
Ii = _Z D_W dX,
N+

i = 1,2 (10)

Ati=1,B3;=(t+3)/2and { =0intheweak magnetic
field and 3, = (3—-1t)/2 and ¢ = 1 in the strong magnetic
field.

Ati=2,B,=(2t +3)/2and { = 0in the weak mag-
netic field and 3, = 3/2 and { = 1 in the strong magnetic
field.

The calculation of |, and 1, in view of (9) and (10)
and also X[and @ [gives for conductivity (2) and
transmitted power (8)

3_2[31—22Z 2p,-3
o 2 %
o, = %N a
FZE%+1E 2(B,~By)  &+24(B,—By) (11)
(e T C
2[P1, 1O
r E+1D
EB lj3 2B, +28-3
1 2
_r@%ff+l%
R Y
nghﬁﬂ
) (12)
208050 O30
E=3 0 go - fpeld
Po 5
L [RER - [5+30
°0¢0 " 02t 0

Taking into account (11) and (12), one obtains the
explicit dependence of o4 on E. It is too cumbersome
and is omitted.

At TR, the inner field was noted to tend to infinity.
Hence, proceeding to the limit E — o and taking into
account that always B, — B, =t/2and t > 0 [3-5], we
have for differential conductivity

1+t+§2m—3—9
== T . (13)
° 1-t-35(2B,-3+9)
In the weak magnetic field, 23, =t + 3and
Oq _ 2+3t—s_ (14)

o 2-3t-s
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Asfollows from thisexpresson, oy=c a 3t + s= 2,
which corresponds to TR in the weak magnetic field
[4]. The numerator isother than zero, for t > Ounder TR
[3,4].

In the strong magnetic field, 23, =3 —t and

Oy _ 2+t-s

o 2-t-s
Here, 04= o at t + s= 2 and the numerator is also non-
zero. As is known [3, 4], this is the second possible
combination of scattering mechanismsfor which TRin
astrong electric field is observed.
4. Consider now the electronic-temperature approx-
imation. In this case, the nonequilibrium distribution
function can be changed to

(15

_X
fo = Ne ®. (16)

Calculating |;, XC] and @ ,Owith (16), we have for
the conductivity and transmitted power

=

oy _B:i+ Do T“ r2(82+1)@z<az-al>} an
O i+50 nf (@, +1)
02 0O
and
P(©@) = PO'(O-1), (18)

wherey = —9/2) and P' = Py(T) in the presence of equi-
librium phononsand y=a and P' = Py(T) under phonon
heating.

It should be noted that the nonequilibrium distribu-
tion functionsfor hot electrons and phonons are derived
by solving a set of Boltzmann kinetic equations for
electrons and phonons. However [8], this problem is
greatly ssimplified if distribution functions for electron
and phonon subsystems are approximated by the Max-
well and Planck functions, respectively, with the same
effective temperature equal to the electronic tempera-
ture @. Inthis case, we arrive at asingle equation for ©
instead of a set of energy equations. Thus, heated elec-
trons and long-wavelength phonons have the same tem-
perature. The latter, in turn, transfer the energy taken
from the electrons either to short-wavelength phonons
acting as athermal “tank” or to the crystal boundaries.
Inthefirst case, P' = P; and a = 2, while in the second
case, P'=P; and a = 3/2. Inview of (17) and (18), one
has for differential conductivity under TR conditions
(© — )

1

oy _ y_Bl+2[32_§
—

o V+Bl—282+§

(D) In the case of equilibrium phonons, y = (5/2).
Knowing the values of 3, and 3, in the weak and strong

(19)
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magnetic fields, it is easy to check that we come to
expressions (14) and (15), respectively, for differentia
conductivity.

(2) Under phonon heating, y = a. In the presence of
the thermal tank o = 2; hence,

Oy _ 2+t

o 2-t (20)
and in the weak magnetic field, and

Oy 6+t

42" 21

o ©6-t @D
in the strong magnetic field.

If the energy istransferred to the crystal boundaries,
o = 3/2. Then,

Oy _ 5+3t
o 5-3t’ (22)

in the weak magnetic field, and

Oy _ 5+t

o 5-t

in the strong magnetic field.
Expressions (20)—23) imply that the differential
conductivity does not pass through infinity under

phonon heating, since appropriate scattering mecha-
nisms do not exist.

Thus, for the equilibrium phonon subsystem, the
differential conductivity of runaway hot electrons
passes through infinity in both approximations, sug-
gesting that an Sshaped CVC may occur. Under
phonon heating, the differential conductivity also
passes through infinity, but actual scattering mecha-
nisms behind this effect are absent.

(23)
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Abstract—Recent experimental and theoretical studies have shown that an atomically close contact between
two crystalline solids can be freefrom friction of rest in the event that their lattice constants areincommensurate
and theinteraction at their interface does not exceed a certain threshold value. In this case, the sole mechanisms
of friction are the phonon emission and the excitation of conduction electrons. Theoretical estimations of both
phonon and electron contributions to the frictional force have been carried out (the latter contribution has been
considered both in the normal and superconducting states of metal). © 2000 MAIK “ Nauka/Interperiodica” .

INTRODUCTION

New possibilities for experimental study of friction
at an atomic level (first of all, using atomic force
microscopy and quartz-crystal microbalances [1]), as
well asthe increased computer speeds that made possi-
ble large-scale simulations with the use of molecular
dynamics methods, have led to rapid progress in the
understanding of basic processes of friction[1, 2]. Asa
result of recent experimental [1-3] and theoretical
[4, 5] studies, a remarkable conclusion has been made
that the “atomically close” contact between two crys-
talline solids can be free from friction of rest if the lat-
tice constants of the contacting solids are incommensu-
rate. An additional condition is that there are no so-
caled “elagtic instabilities’ at the contact of the two
solids [6-8]. Under these conditions, interaction of the
solids is characterized by a viscous force, typical of
macroscopic systems with lubrication. The reason for
the absence of the friction of rest is that surface atoms
of the contacting incommensurate | attices are necessar-
ily found in various (high and low) energy positionsrel-
ative to each other. The relative motion of the solids
results, therefore, only in a changing pattern of atoms
in low- and high-energy positions without causing
changes in the macroscopic energy of the solids. For
this reason, even an infinitesmal force can cause the
relative motion of the solids. These argumentsfail if the
contacting bodies form a multistable system (that is, in
general, if several equilibrium states of the system cor-
respond to the specified set of boundary conditions). In
this case, atoms cannot proceed in a continuous quasi-
static manner adiabatically, but, from time to time,
experience transitions into new equilibrium positions.
In these transitions, some finite energy is dissipated per
unit displacement, which is the physical cause of finite
guasi-static frictional force. The picture outlined above

correspondsto the widely used intuitive concept of bro-
ken bonds between atoms as a cause of the friction of
rest. The breaking of bonds and formation of new
bondsis essentially amanifestation of the system meta-
stability. As long as the contact remains monostable,
there is no static frictional force between contacting
bodies with incommensurate lattice constants [6, 7].
The argumentation based upon broken bondsisinappli-
cablein that case. The picture to be considered is rather
a continuous (adiabatic) movement of atoms of one
solid in the potential field created by atoms of the other
solid.

At weak enough interaction of surfaces, the condi-
tion of contact monostability isawaysfulfilled, and the
friction of rest is zero. This situation is typical of, for
example, solid layers of inert gases adsorbed on gold
and silver surfaces [4]. But the absence of the static
friction was also confirmed experimentally for a tung-
sten-silicon contact [3]. The latter example is in the
category of metal—covalent crystal tribologic contacts
and shows that zero friction of rest between crystalline
materialswith incommensurate | attices can occur in the
systems of practical importance.

Below, the contact with zero friction of rest is
assumed. This, however, does not imply that the fric-
tiona force is completely lacking. Interaction of the
surface atoms results, in general, in a generation of
phonons, and excitation of the electronic subsystem
manifested in a viscous frictional force, which is pro-
portional to the relative velocity of the bodies.

The above picture is based on the classic concepts
about the origin of excitations in a crystal. Previoudly,
it has been shown [9, 10] that the quantum-mechanical
nature of the elementary excitations in a crystal makes
the phonon generation impossible if the velocity of
motion is much less than a minimum velocity of sound

1063-7842/00/4505-0574%$20.00 © 2000 MAIK “Nauka/ Interperiodica’
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inthe solid. For thisreason, similar to the situation with
superfluid helium, a solid is found to consist of the
“superdippery” and “normal” components. The latter
is composed of the gas of elementary excitations: elec-
trons and phonons. Asnotedin [9, 10], the fundamental
difference between a solid and a superfluid liquid isthe
occurrence of afinite interaction between superdlippery
and normal components in the former due to umklapp
processes as well as to electron and phonon scattering
by lattice inhomogeneities. However, because of the
impossibility of phonon generation, friction is only
possible due to interaction of bodies via their normal
components.

In this paper, theoretical estimations of both the
phonon and electron contributions to the frictional
force (thelatter both in the normal and superconducting
state of the metal) have been carried out. The proposed
model gives anatural explanation of the abrupt change
of thefriction strain between an atomically flat metallic
surface and adielectric layer adsorbed on it, which was
observed experimentally at the metal—superconductor
trangition state [11].

1. PHONON EXCITATION
AT LOW TEMPERATURES

First of al, we explain the physical reasons for the
impossibility of phonon generation in the relative
motion of two solids. We will be using L.D. Landau’s
arguments for superfluidity [12]. First, we consider the
friction process at absol ute zero temperature when both
solids arein their ground, unexcited state. Consider the
motion of body 2 relative to body 1 with a constant
velocity v. The occurrence of friction would have been
manifested as dissipation of the kinetic energy of the
body and gradual slowing down of its motion. Such a
processin aquantum system can proceed either by gen-
eration of elementary excitations in the body or by
direct transfer of energy and momentum to the body as
awhole (as in the case of M6sbauer effect). Observa-
tion of the direct momentum transfer to the body as a
whole would have meant the existence of afinite quasi-
static frictional force. Since we suppose that such a
force is absent at the contact considered, the only
remaining way for the transfer of energy and momen-
tum from one body to the other will be the generation
of elementary excitations.

The appearance of a single elementary excitation
with momentum p and energy £(p) (measured in mov-
ing body two-axes system) will change the energy of
body 2 by an amount

OE = ¢+ pv (D)

(inaframeof reference at rest, that isthe one associated
with body 1). The expression (1) is a simple conse-
quence of Galilean transformation for energy. The
change of energy (1) should be negative, since the
energy of the moving body isdecreasing € + pv < 0. At
agiven absolute value of p, the left side of thisinequal-
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ity has aminimum when p and v are antiparallel. Thus,
the condition € — pv < 0 should always be fulfilled or

€
V>[—). (2)

Theonly type of low-energy elementary lattice exci-
tations with low momentum p in crystalline dielectrics
are acoustic phonons with alinear dispersion law

€ = cp, (©)]

where c is the velocity of sound and € is the phonon
energy. Sincetheratio €/p = cis nonzero, at velocities
less then c, the excitations in the layer cannot emerge.
This means that the layer cannot slow down. In other
words, the superdlipperiness should set in (by analogy
with the superfluidity).

Landau’s argumentation above shows that the exte-
rior friction at zero absol ute temperature should be zero
in all cases where the friction of rest is absent and the
spectrum of low energy excitations with small wave
vectors contains only acoustical phonon branches.
Whereas in a Bose liquid such a shape of the phonon
spectrum is a nontrivia fact stemming from the quan-
tum mechanical indistinguishability of particles of the
liquid and from the particular permutation symmetry of
Bose particles for such a solid shape of the spectrum at
temperatures lower than the melting point istrivial.

2. NORMAL AND SUPERSLIPPERY
COMPONENTS OF A SOLID

L et us consider now the same bodies at afinite tem-
perature. As before, the motion of one body relative to
the other cannot result in the generation of new
phonons if the condition v < c is fulfilled. Already
available phonons are the cause of the observed macro-
scopic friction. At a finite temperature, the medium
contains elementary excitations or a “gas of quasi-par-
ticles’ and its motion is accompanied by the transfer of
energy and momentum, so that an effective mass can be
attributed to this gas. For alinear phonon spectrum, the
mass density of the phonon gas associated with a par-
ticular acoustic phonon branch can be determined as
[12, p. 116]

_ 218(kT)?
pn - 3 5 !
45%°c
where c isthe velocity of sound corresponding to a par-
ticular branch of the phonon spectrum; k is Boltzmann

constant, 7 is Planck’s constant, and T is the absolute
temperature of the body.

As one body moves along the other, nothing stands
in the way of the interaction or momentum exchange
between quasi-particles and the contacting body. As a
result, the motion of the gas of elementary excitation
will be slowed down. It means that, same asin the the-
ory of superfluidity, at afinite temperature, the part of
the crystalline body characterized by density (4) will

(4)
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behave as anormal viscous liquid which isentrained at
the boundary by the motion of the second body. The
rest of the body mass will behave as an idea elastic
body without viscosity and friction of rest at the contact
surface.

There is aso a fundamental difference between the
motion of the superfluid helium and the above-men-
tioned slipperiness at absolute zero temperature related
to the possibility in a crystalline solid of the umklapp
processes accompanying phonon—phonon collisions,
which result in aquasi-momentum change by the recip-
rocal lattice vector. Due to umklapp processes, interac-
tion of the phonon gaswith the crystal lattice asawhole
occurs [13], and afinite friction between superdippery
and normal components arises. At low temperatures
(much lower than Debye temperature), when only
phonons with small quasi-momenta are excited, the
probability of the umklapp processes and the frictional
force between superslippery and normal components
decrease exponentialy.

It should be noted that in the classic limit # — O,
the normal component density (4) would have become
infinite. The absurdity of this result shows that, in real-
ity, the characteristic temperature, at which the density
of the normal component is of the same order of mag-
nitude asthetotal density of the medium, becomes zero
and the solid behaves in a classic manner at any non-
zero temperature. In real solids, the characteristic tem-
perature of the transition from quantum-mechanical to
classic behavior is around room temperature or higher
(see Section 7). This circumstance implies, in particu-
lar, that at low temperatures, the classic methods,
including the classic molecular dynamics, are inappli-
cable for anaysis of friction processes involving
phonon excitation.

Below, we conduct an assessment of the frictional
force resulting both from the interaction of the phonon
gases of two bodies and from the interaction of their
electronic subsystems.

3. INTERACTION OF THE PHONON
SUBSYSTEMS

With the provision that the phonon free path | for
the normal scattering processes (with quasi-momentum
conservation) is small compared with the free path |,
for the processes violating the quasi-momentum con-
servation law (processes of umklapp and scattering by
|attice inhomogeneities), it is possible to write a system
of hydrodynamic equations for the phonon gas in a
dielectric, which, in the case of asteady-state flow, have
the form [13],

PV,

V
mAVl—T P2V

=0, nAV,- -

U1 u,2

=0, (9

where n isadynamic viscosity of the phonon gas; Vis
its hydrodynamic velocity; p is a mass density associ-
ated with the motion of the phonon gas; 1 is aphonon

POPOV

mean free time for processes violating the quasi-
momentum conservation law; and the indices 1 and 2
refer to quantities associated with the first and the sec-
ond body, respectively.

At low temperatures, the mass density associated
with the phonon gas is defined by the expressions

_2r(kT)'g 1 L2 0
=
451° Hep)® (co™
(kD' 1, 2 g
3 D( 5 5[]
451 Ci2) (Ch2)

which are the direct generalization of (4); herec,and c;
are the velocities of longitudinal and transverse sound
waves in the solid.!

Despite the fact that direct momentum transfer
between the bordering atoms (by phonons emission)
turns out to be impossible, no obstacles exist for the
interaction of the gases of elementary excitations of the
two bodies. Their interaction at the boundary deceler-
ates surface layers of the phonon gas in the moving
body and entrains the phonon gas in the body (Fig. 1).

Let the x-axis be in the direction of the relative
motion of the bodies, and the y-axis a norm to the fric-
tion surface. For definiteness, assume that the domain
occupied by body 2 corresponds to positive values of
the y coordinate and body 2 moves relative to body 1
along the positive direction of the x-axis.

In the described geometry, the velocity of the
phonon gasinside each body has only the x-component.
The equation of hydrodynamics of the phonon gas for
thefirst body can be written in this geometry asfollows:

(6)

P =

9V, PV
1
ay2
where V, is the x-component of the velocity and 1 isa

phonon mean free time for the processes violating the
guasi-momentum conservation law.

A similar equation can bewritten for the phonon gas
in the second body by simply replacing index 1 by 2 for
each quantity in the equation (7). The solutions of the
equations, which tend to zero and to V@ inside the first
and the second body, respectively, have the form (at
y — )

=0, ()

Tu,1

Vi(y) = Vi(0)exp(y/l,) €S)
in the first body and

Vy(y) = VO (v —v,(0))exp(-yil)  (9)

1 Since many of the calculations in this paper represent rough esti-
mates, calculations at this point are limited to the case of an iso-
tropic solid. Taking into account the specific shape of the phonon
spectrum would have been unwarranted regarding the accuracy of
the present calculations.
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in for the second body, where,

- Mlua — r]zru,zl
o P e

Suppose that the phonon gases in the first and the
second body have equal velocities at the friction bound-
ary,

(10)

V,(0) = Vi(0). (11)

Thisis ausual boundary condition at the boundary
between two viscous gases or liquids. For the phonon
gasin asolid, this condition isin no way self-evident,
since the phonon gas in a solid can interact with its
boundary. At the sametime, in our special case of atom-
ically flat surfaces and low temperatures (and, accord-
ingly, longer wavelengths), the interaction of phonons
with unperturbed surfaces of solids can be neglected.
The interaction proceeds only as a result of the long-
wavelength distortions of the contact surface by the
phonons available in both bodies, and this means direct
interaction of the phonon gases in disregard, so to
speak, of the interface. Similar reasoning leads to a
requirement that the o, component of the viscous
strains at the boundary be continuous,

v, (0 aV,(0
1 61)(/): 2 (-,2;/) (12)
From (11) and (12), we find
I
V4(0) = V,(0) = vO—12L 13
(0) = Vo(0) = VOB (1)

Equations (8) and (9) show that friction in the sur-
face layers of both the contacting conductors creates
velocity gradients of the phonon gases. Due to viscos-
ity, these gradients cause mechanic energy losses, and
their power per unit area of the surface can bewritten as

_ _ PVarf [PVarf
w = onyaydy Inlmaymdy Inzma d3(/14)
2 (0)2
_ n.V1(0) + nsz(O) _ NN,V
21, 21, 2(N,ly +n4ly)

For macroscopically detectablefriction strain o, the
corresponding expression is

w NiN 2V(0)

0= — = L2
v©@  2(n,ly+nyly)

Using asimple gas-dynamics estimation for the vis-
cosity [13],

(15

n = pcly, (16)

where ¢ is an average velocity of sound; |y is the
phonon free path for the normal processes, it is easy to
TECHNICAL PHYSICS Vol. 45
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Fig. 1. Dependence of the velocity of phonon gas on the
coordinate in the direction normal to the surface of friction
of contacting bodies. The phonon density deep inside the
body at rest has a zero velocity, whilein the body in motion,
its velocity is equal to the velocity Vg of its macroscopic
movement. In the interfacial region, the velocity gradually
increases from zero to V, due to interaction of the normal
components of the bodies.

show, using (10), that

i = Vvl 1= Jinalu,2 (17)
Using these relations, expression (15) can be rewrit-
tenintheform
12, ,(0
_1 P1P2C1Co(In. 1y, 2) v
12 12
ZpZCZ(IN,2IU,1) +P1C1(In 1lu,2)

In the case of two bodies with phonon gases having
identical properties, this expression can be substan-
tially simplified,

(18)

_ 1 0 fdng?
= 4pV CDUD . (19
If the properties of the phonon systems of two bod-
ies are essentially different (for definiteness we assume
that p.Cy(In 2, 1y, Y2 < p1Ci(ly, 2lu, 2Y?), then the fric-
tion is determined solely by the properties of the
phonon system of the body with minimal value of the
specified parameter (in our case of the second body),

© . O, zD”
cZEI

For estimation of the friction strain and its depen-
dence on the material parameters in expression (6) for
the phonon gas density, we ignore the term that con-
tains ¢, (introducing an error of 1-2% for the mgjority
of real solids) and substitute the obtained value of p
into (19),

1
= 3PV (20)

NDUZ

_ yO_T(KD) “(kT)*
4513(cMy*H

It is seen that in the considered approximation, the
friction depends almost exclusively on the transverse
sound wave velocity and on the ratio of the phonon free
paths for the normal scattering processes and the pro-

(21)
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cesses violating the guasi-momentum conservation
law.

4. INTERACTION OF THE ELECTRONIC
SUBSYSTEMS

Let usanalyze now therole of electronic excitations
in friction. The spectrum of electronic excitations does
not obey the Landau condition for superfluidity. The
electron gas represents, therefore, the norma compo-
nent of a solid. In the case of the electronic subsystem,
all the eguations above remain valid if the following
substitutions are made,

p— NM, C— Vg (22)

and |y and |, are assumed to denote the electron free
paths for the normal processes (with conservation of
guasi-momentum) and for the umklapp processes,
respectively. Here, nisthe carrier density, m, isthe car-
rier effective mass at the Fermi surface, and v is the
velocity of electrons at the Fermi surface. The equation
of the electron gas hydrodynamics for a steady-state
flow in the described geometry is as follows:

0V _pV _
oy’ Tu

whereV = V(y) isthe x component of the hydrodynamic
velocity of the electron gas, ) is the viscosity of the
electron gas, p isits mass density, and T, isthe charac-
teristic mean free time for the processes violating the
guasi-momentum conservation law.

Using coefficients of equation (23), the characteris-
tic length can be written as

0, (23)

| = (ntu/p)™. (24)

Note that equation (24) is applicable in the case that
the mean free path | is much less than the size of the
body. Since we assumethat I, > I, then | = (Il\)Y? >
Iy (see (17)). Therefore, equation (1) is applicable at
less distances than the characteristic length | as well.

Interaction of the massive bodies. Suppose that
the thickness of the contacting bodies is much larger
than the characteristic length (24), so that their dimen-
sion in the transverse direction can be assumed infi-
nitely large. For the friction strain in that case, we can
write without making additional calculations (by anal-
ogy with (18)),

(6)
172 ,(0)
_1_ MeaMMeoMVe Ve a(lnaln2) "V (25)
17 7
2me,2n2VF,2(|N,2|u,2) +Mg 1N Ve 1(In 1]y, 2)

In the case of two metals with the electron gases
having identical properties, the equation for the fric-
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tional forceis again essentially simplified:

_ meV(O)VFnd N
- 4 0O,

i

(26)

A comparison of (21) and (26) shows that, at low
temperatures, the electron contribution to thefrictionis
dominating. It becomes equal to the phonon contribu-
tion if

2 4
TC (KT
m.NVv e = pc D%. (27)
4547 (cp)
This occurs at atemperature
w5mony 40
c menv
To= 2———10 . (28)
kg # O

For estimation, using the relation between the car-
rier density and the Fermi velocity in anideal Fermi gas
expression,

mev;
ey 9
we find
KT, =0.6m.CVE. (30)

Despite intensive theoretical studies of the phonon
[14, 15] and electron [16, 17] contributions to the vis-
cous frictional force described above, their magnitudes
and relationships are till the subject of discussions.
Apparently, the most direct way to isolate the electronic
contribution would have been the measurement of the
frictional force in the region of the superconducting
transition. Measurements of the frictional force
between alead layer and the layer of solid N, adsorbed
on it gave unexpected results, which could not be inter-
preted in the framework of existing theoretical models
[11]. Namely, these measurements have reveadled the
occurrence of asudden change of the frictional force at
the superconducting transition [11]. In addition, the
fraction of the electrons forming the superconducting
condensate gradually increased from zero up to temper-
atures below T.. The remaining normal electrons con-
tinued to be excited by the adsorbed layer. So, agradual
decrease in the friction strain at temperatures below T,
could be expected. Below, it will be shown that the
model proposed above gives a ssimple explanation of
the sudden change of the friction strain at the supercon-
ducting transition.

2000
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5. CONTRIBUTION OF THE REVERSE CURRENT
TO THE ENERGY DISSIPATION AT FRICTION.
THE SUDDEN CHANGE
OF THE FRICTIONAL FORCE AT THE
METAL-SUPERCONDUCTOR TRANSITION

In accordance with the conditions of the experiment
carried out in[11], consider a metal samplein theform
of a paralelepiped of thickness d with one of the sur-
faces coated with a monolayer of adsorbed crystalline
dielectric. The concept of phonon gasisinapplicableto
a monoatomic layer because of its small thickness. In
this case, it can be considered that electrons in the
metallic sample are excited directly by the motion of
the layer (rather than the phonon gas in it). Therefore,
for analysis of hydrodynamics of the electron gasin the
metallic sample, equation (23) can be applied with the
boundary condition V(0) = V9, where V© isthe veloc-
ity of the adsorbed layer.

Equation (23) does not take into account, however,
one important circumstance. The described entrain-
ment of the electron gas and related surface current will
create an electric field (in ametal in normal state) and
a bulk current flowing in opposite directions. In the
presence of an electric field, equation (23) should be
changed in the following way,

2
0_\; _Bv +enE = 0,
ay- T

(31)

where e isthe elementary charge, nisthe electron den-
sity and E is the éectric field. The latter, in turn, is
determined from the condition of total zero current in
the sample. The reverse current will result in an addi-
tional energy dissipation and increase in the friction
strain.

Let us consider, separately, the limiting cases of
thick (d > 1) and thin (d < I) metallic layers.

(1) d>1.

The solution of equation (31), with aboundary deep
inside the sample (at y — ) and satisfying the con-
dition of zero total current in the sample,

d

j V(y)dy = 0, (32)
0
has the form
_ o 1/d o 1
V(y) = =V l—I/d+V 1_I/dexp(—y/I). (33)

As only the mechanism of friction by momentum
transfer to the crystalline solid via the electron gas is
considered, the friction strain can be determined as a
viscous strain inthe electron gasat y = 0,

V(

0)
lcn|=n‘g—\y’ =n@-ld? (@)

y=0
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It is seen that the correction for the reverse current
is of the order of I/d and can be neglected in massive
samples (at d > 1).

2 d<l.

The influence of the electric field turns out to be
essential for thin layers. This is just the case corre-
sponding to the experimental conditionsin [11] where
lead electrodes of thickness 1500 A evaporated onto
guartz crystal were used.

(a) Metal in normal state. The solution of equation
(31) with the boundary conditions V(0) = V©, V(d) =0,
which satisfies condition (32), has the form

V(y) = V(1 -4y/d +3(y/d)). (35)
For the friction strain, we obtain
(0)
_ AoV _ 4V
g, = n|= n (36)
l l ‘ay y=0 d

(b) Metal in superconducting state. In this case, the
reverse current is produced by the flow of supercon-
ducting electrons at E = 0. Accordingly, the flow of
electron gas in the sample is given by equation (23)
with the same boundary conditions as above. Its solu-
tion has the form

V(y) = V(1 -yrd). (37)
For the friction strain, we have
(0)
_ nlov Y
Oy = N|— =nN—. (38)
1o ‘ay y=0 d

A comparison of equations (36) and (38) showsthat,
at the superconducting transition, the friction strain,
which is caused by the conduction electrons, changes
abruptly; in thin samples (d < 1), the friction strain, at
the transition of the metal to the superconducting state,
drops by afactor of four.

In the general case of a metallic layer of arbitrary
thickness, the solution of equation (31), with additional
condition (32) for the metal in the normal state and with
equation (23) for the metal in the superconducting
state, results in the following expressions for the fric-
tion stress:

in the superconducting state,

0y _dfl —d/l

_nVvV'e +e
|05| T dii il (39)

e -—-e

and the normal state,
(0) —d/I d/l
_nv (1+d/l)e " —(1-d/l)e

|0n| - d/l —d/I d/l —d/l\ (40)

L g2 +e ¥y + (@) -

Curves of g, 0,,, and 0,/0, as functions of the layer
thickness measured in units of | are presented in Fig. 2.
The experimentally observed ratio o,/0, = 2 [11] is
achieved at d/l = 2.2. Hence, the characteristic length of
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dfl

Fig. 2. Friction strain in the normal o, and the supercon-
ducting o5 phases and their ratio as a function of the layer
thickness d.

the electron gas disturbance in lead at the temperature of
superconducting transition is estimated as| = 650 A. Con-
Sideration of the phonon contribution to the friction does
not changethisresult, since, according to (30), the phonon
contribution to the friction at the temperature of supercon-
ducting transition of lead (7.2 K) is much less than the
el ectronic one (see aso estimates in the next section).

Thus, we have shown that the physical reason for the
abrupt change of friction at the superconducting transi-
tion is that the energy dissipation results from both the
current, due to entrainment of eectrons at the friction
surface, and the reverse current maintaining the sample
electroneitrality. At the transition to superconducting
state, the latter contribution turns zero, since the reverse
current is carried by superconducting el ectrons without
dissipation. Correspondence of thisresult with the exper-
iment is an indirect confirmation of the proposed theory.

6. ACOUSTIC EMISSION IN THE CASE
OF COMPARABLE LATTICE CONSTANTS

In the case where the periods (lattice constants) of
contacting bodies are comparabl e, the interaction energy
of the surfaces depends on their relative positions at the
contact plane. The potential energy of interaction per
unit area is a periodic function of coordinates (X, 2).
Assume that the vectors of Bravais lattice at the contact
plane are directed along x and z axes and the correspond-
ing periods are a, and a,. Surface density of the potential
energy can be represented as a Fourier series,

U 2 = ZUn,mexp[i %Z%xﬂ%j%nz} (41)

Accordingly, for nonzero components of the
mechanic strain at the boundary, we obtai n

_ou
yX (X Z) z Un mDa

X exp[i Eza—:%qx +i %Z[Hﬂz},

o
(42)
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Ox =

aug;, 2 _ ZiUn,m%:[%n
x exp[i %:%XH%%E%"Z]

For mation in the contact plane with high enough
velocity v = (v,, V) (the criterion of “enough” is given
below), it can be considered within zeroth-order pertur-
bation theory that the strains (42) and (43) are periodic
functions of time,

(43)

w(n,m v, vt

yx(t) = zlun m[b e ’

) w(n,m v, v,)t
sz(t) = ZIUn,mEZa %“e ,
Z
n,m

where

_ g 2 O
n,m, v,, = <t 2 46
w(n, m, vy, v,) ED THW Da:[Hﬂv % (46)

The strains (44) and (45) will result in excitation of
elastic vibrations inside the contacting bodies and cor-
responding energy losses. Determine, now, the flux of
energy from the surface induced by the periodic strains
(44) and (45). At velocities v < ¢, the frequency of
strains (44) and (45) islow and calculations can be car-
ried out in the approximation of an elastic solid, which,
for simplicity, would be considered isotropic. Strains
(44) and (45) excite only transverse vibrations. The
equation of motion of the latter vibrations can be writ-
ten as

(44)

(45)

pl = pAu, (47)
where p is the density of the medium, u is the shear
modulus.

The boundary condition for equation (47) has the
form

ouDY 4 040 (48)

ik|y=0'

where 0|, - o is defined by equations (44), (45)

The solution of equation (47) will be sought in the
form.

uy,t) = 5 tnmexplioAn,m, vy, v)(t-y/co)]. (49)

To determine Fourier coefficients in this expansion,
the boundary conditions (48) will be used. The
obtained result is,

4Tic
Ha,(n, m, v, V)

ux; nm —

(50)

nmv
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411,
Ha,w(n, m, vy, vz)mU”'”"

uz; nm —

(51)

The density of the energy wave E, which is double
the density of kinetic energy, can be defined as

E=p0’ = [[Ugnnl +[Uznal JoXn M vy v)°
n,m

(52)

_ 161 n° . m 2
T {_2““—2 [YUnm"
n,m

X Z

For the energy flux, we have

. 16112 n2 mz} 2
j = Ecp = =— —+= |Unul" (53)
) Jupz{ai a;

The total energy flux entering both contacting bod-
ies is obtained by inserting in equation (53) indices 1
and 2 for the first and second body, respectively, and
then taking their sum,

n,m

1+1}

AH1P1 A H2P2
n2 m2 2
x Z[_z + ;}|Un,m| .

n, mL%x 2

Jtor = J1+i2 = 167'[2[
(54)

Note that the energy losses in the considered
approximation are dependent neither on the value, nor
on the direction of the relative motion velocity of the
two bodies. It means that the friction strength is
decreased in inverse proportion to the absol ute val ue of
the relative velocity,

=

O-fr v

(55)
The condition for validity of the above calculations
is that the variable component of the surface velocity

ov should be much less than the average velocity v of
the relative movement:

ov <€ v, (56)
where
2 2 2
sv?=E =100 {”—2+ﬂ2}|un,m|2. (57)
p up Sla a,

In the simplest case of harmonic interaction poten-
tial with equal periodsain both directionsinthe diding
plane, we can limit all Fourier expansions by terms
withn=m= 1. The coefficients U, , in this case, with-
out any loss of generality, can be assumed real. Ampli-
tude of the potential variations is 2U; ;. The strain of
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the friction of rest can be found as the amplitude value
of strains (42), (53),

Oga = Eul,l' (58)
The dynamic friction strain (55) becomes
205 _ -
0 = =F[(mp) + ()] (59)
and the condition (56) iswritten as
2
Ogy |— << V. 60
w2 ®

Itiseasy to seethat it can bewritten also intheform
(61)

Thus, after overcoming the static limit of strain, the
friction decreases as the relative velocity of the bodies
is further increased. At higher velocities, contributions
(21) and (26), which are linear in velocity, come into
play, and arises from interaction of the electron and
phonon subsystems, respectively, of the two bodies, so
that after achievement of the minimal value, the strain
will increase again. The value and position of the min-
imum are dependent on the temperature and the prop-
erties of both static and dynamic contribution to the
frictional force (including properties of electron and
phonon subsystems of the solids).

0 < Ogy.

7. NUMERICAL ESTIMATIONS

As the temperature rises, an increasingly greater
part of the medium becomes normal and at some tem-
perature T*, the superdlipperiness should completely
disappear. Let us estimate the characteristic tempera-
ture T* valuesfor some materials. In Table 1, the longi-
tudinal ¢, and transverse ¢, sound wave velocitiesin the
crystalline materials are presented as well astheir den-
sity p and the critical temperature T*, at which the total
density of the normal component (6) related to all three
acoustical phonon branches becomes equal to the total
density of the medium.

We see that at room temperature, all listed materials
except Al,O;, Sn, and Pb should be in the state of
superdlipperinessif, of course, equation (4) is till valid
up to the temperatures given. In reality, expression (4)
isinapplicable at such high temperatures, if for no other
reason than the fact that the linear dispersion assumed
in the calculations occurs only at phonon momentum
values much lower than the Debye's value, and, there-
fore, expression (4) can be used only at temperatures
much lower than the Debye temperature. For this rea
son, the given values of the characteristic temperature
T*, calculated from (6), are only rough estimates. Their
purpose is to illustrate the fact that the elastic solids,
even at fairly high temperatures, are essentially quan-
tum mechanical objects (with regard to excitation of
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Table 1. Parameters of the materials and the estimated values
of characteristic temperature for some crystalline materials

Crystal cym/s | c,mis | p kgm?| T* K
Diamond 18000 12000 3510 2342
S 8000 3900 2550 540
Ge 4900 2500 5350 372
SO, 6400 2700 2650 344
Al,O5 3500 1400 3900 200
ZrO,Y,04(8%)| 8500 | 2300 | 5490 340
Al 6260 3080 2700 406
Fe 5850 3230 7880 562
Cu 4700 2260 8930 372
Ni 5630 2960 8900 521
Sn 3320 1670 7290 242
Pb 3600 1590 | 11350 255
W 5200 2000 19300 390

Table 2. Estimated values of the normalized friction strain
o/VO, kPas/m, at 300 and 80 K

Material 300 K 80K
Diamond 0.9 0.004
S 80 0.4
Ge 450 2
S0, 300 15
Al,O, 5000 20
Al 20 1
Fe 150 1
Cu 700 3
Ni 200 1
Sn 2000 10
Pb 100 05
W 25 0.1

Note: Thevaluesgiven represent the friction strain measured in Pa
units at a relative movement velocity V(@ = 1 ms,

their internal motion). A more important reason to con-
sider temperatures listed in Table 1, as indicative of a
gradual transition from the gquantum mechanical to
classic behavior rather than of aphase transition, isthat
in a solid, as already mentioned, at any temperature,
there exists, in contrast to a superfluid liquid, the inter-
action between the normal and the superdlippery com-
ponents, which strengthens with temperature, so that at
the temperature T*, no qualitative changes of the prop-
erties of asolid take place at all.

L et us estimate the temperature at which the phonon
and electron contribution to the frictional force become
equal. Substituting m, = 9.1 x 103! kg, k = 1.38 x
102 JK and the values of vg and c; typica of good

POPOV

metals—v = 10 m/sand ¢ = 3 x 10° m/s—gives T, =
120 K. This estimate shows that in good metals, the
phonon contribution dominates at room temperature
and the electronic contribution at |ow temperatures. For
metals with a small density of conduction electrons,
these temperatures are lower.

In crystals of dielectrics, strain (21), whichisdueto
interaction of the phonon systems, isthe only contribu-
tion to the frictional force. This contribution drops
steeply as the temperature is decreased. The character
of the decrease depends on the density of defectsin the
crystal. In“dirty” materials, the free path for scattering
by impurities should be used as | ;. I depends on the

temperature as T°, while |, as T* [13, Secs. 69, 70].
The dependence of the frictional force on temperature
is, therefore, proportional to T#°.

In pure materias, the only mechanism of the
momentum exchange between the phonon gas and the
lattice is the umklapp processes. Their praobability
decreases exponentially (Je®T, where © is Debye
temperature) with decreasing temperature. Accord-
ingly, the dependence of the frictional force (order-of-
magnitude estimate) on temperature is given by the
expression T“e©2T. At room temperature, the equation
(21) is, strictly speaking, inapplicable, but can be used
for order-of-magnitude estimations. The estimated val-
ues of the normalized friction strain (a/V(©@) at 300 and
80 K for some crystalline solids are presented in
Table 2.

CONCLUSIONS

In this paper, two different effects are considered.
The first consists in the absence of the static frictional
force at the contact of two crystalline solids in the case
that theinteraction force between them does not exceed
some critical value and the periods of their lattices are
incommensurate. In the system with zero static fric-
tional force, there is only viscouslike dynamic friction
related to the excitation of phonons and conduction
electrons. In dielectric crystals, the phonon contribu-
tion to the frictional forceisthe only one.

The second effect consists in the disappearance of
the phonon contribution as the absolute zero tempera-
tureis approached. At finite temperatures, the frictional
force is a finite quantity, but rapidly decreases with
decreasing temperature. In ideal (defect-free) crystals,
this decrease has an exponential character, which
makes possible the dip effect with anomalously low
friction in the case of two crystals with incommensu-
rate | attice constants, one of which isadielectric. Both
the effect of zero static friction (superlubricity) and the
described above effect of zero dynamic friction (super-
dlipperiness) can be of great practical importance for
tribologic systems such as micromechanical devices,
further miniaturization of which is hampered by the
occurrence of the frictional forces.
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Abstract—The spectral density of intensity fluctuations of quasi-single-mode heterolaser radiation under pseu-
dorandom pulsed modulation of the pumping current has been studied for the first time by numerical methods.
In the limit of the second-order dispersion theory, the effect of the chromatic dispersion of an optical fiber on
the noise characteristics of laser radiation (spectral density of fluctuations and signal-to-noise ratio in the oper-
ating range of the photodetector) was investigated. The effect of the laser parameters and modulation on the
transformation of the intensity fluctuations in a fiber-optic communication line was studied. © 2000 MAIK

“ Nauka/Interperiodica” .

INTRODUCTION

The semiconductor heterolaser (HL) is presently
considered as practically the only source of optica
radiation in digital systems of data transmission
through a fiber-optic communication line. As a conse-
guence, since the early 1980s and up to the present
time, intensive studies focused both on making more
sophisticated HLs [1-5] and studying the processes of
radiation and signal propagation through an optical
fiber [6-10], were carried out. In particular, it has been
found that the chromatic dispersion, which results in
temporal displacement of the spectral components of
the pulse and, therefore, in the destruction of autocor-
relation of the fluctuationsin radiation modes of an HL,
isthe cause of the mode-partition-noise aswell as of the
noise due to intrapulse frequency modulation (chirp).
Among the physical factors to be dealt with in the
improvement of communication line characteristics,
these noise sources are the foremost [11]. The applied
character of the considered phenomenawas manifested
in a one-sided approach to the study of fluctuations of
the HL radiation in the pulsed regime and in their trans-
formation in a dispersive delay line, namely, nearly all
investigations dealt with tempora characteristics; that
is, only the dependence on time of the dtatistic
moments of radiation intensity in HL modes was stud-
ied [6-11].

Analysis in the frequency domain can supplement
and elucidate known results and make the physical pic-
ture of the transformations of intensity fluctuations of
the entire HL radiation easier to visualize.

This paper presents, for thefirst time, numerical cal-
culations of the spectral density of fluctuations of HL
radiation intensity at the output of a dispersive trans-

mission line with modulation of the injection current by
a quasi-random pulse sequence. Measurements of the
noise power integrated over a specified photodetector
frequency range and its dependence on the conditions
of transmission through optical fiber for individual
modes, aswell asfor thewhole HL radiation, have been
done, for example, in [6, 10]. The results of our simu-
lations are consistent with the basic conclusions drawn
from the experiments. Earlier, studies of the intensity
noise at the output of an HL operated under regular
pulsed modulation of the pumping current were carried
out by numerical methods[12, 13].

BASIC EQUATIONS

To describe the radiation dynamics of a quasi-sin-
gle-mode heterolaser, taking into account the effect of
spontaneous density fluctuations of carriers and pho-
tons, the following system of stochastic rate equations
isroutinely used:

V= C(T) —(Sy+S)IL-&(S+SY] + X1,
S = n{lv-eS+S)S+BN +X 2 ()
S = n{[(v-2)—&S+ SIS, + BNy +X 3,

where v = (n — ny)gT,, is the normalized deviation of
carriers density n from the threshold density ny,, § ; =
S, 10T, is a dimensionless photon density in the main
(with “0" subscript) and side (with “1" subscript)
modes; g isaconstant, which determinesthe linear part
of the gain of the active medium and 1, and 1, are the
lifetimes of the carriers and photons in the main mode,
respectively.

1063-7842/00/4505-0584%$20.00 © 2000 MAIK “Nauka/Interperiodica’
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The excess of the instantaneous value of the pump-
ing current j(T) over the threshold value jth is deter-
mined by the quantity C(T) = ((T) — Ji)9TnT/ed,
where e is the elementary charge, and d is a thickness
of thelaser activelayer. The fraction of the spontaneous
radiation in both laser modes is assumed constant and
equa to B; Ny = nNydTpe N = T,/To. The effect of the
random process of carrier generation—recombination ,
and of spontaneous photon emission @y, ; is taken into
account by the introduction of &-correlated sources

2 .. .

X1 = 9TnTpo® and X, 3 = 9T, @, 1. The partition into the
main and side modes is due to different photon life-
times attributed to these modes and determined by a
parameter A = (T, — T1)/Tp < 1. Differentiation in (1)
iscarried out with respect to thedimensionlesstime T =
t/t,. Numerical analysis shows that under modulation
of theinjection current of an HL by aregular sequence
of short pulses over an ultrahigh frequency range, when
the radiation pulse is too short for relaxational oscilla-
tionsto arise, the effect of optical gain saturation onthe
dynamics and fluctuations can be ignored [12-14]. In
the case of current modulation by a pseudorandom
sequence of pulsesin the non-return-to-zero (NRZ) for-
mat and realization of several binary units in succes
sion, the current pulse duration can prove sufficient for
the relaxational oscillationsto devel op and the effect of
gain saturation will be significant. In the present paper,
this effect is accounted for by the introduction of anor-
malized gain saturation coefficient € = g,/gt,,. The con-
dition of carrier density stabilization at the threshold
level, v < 1, was used in derivation of (1).

The pumping current j(T) wastaken in the form of a
pseudorandom succession of pulses superimposed on a
constant current component j, i.e.,

i) = o+ H ad(T-KTy).
k=0

Here, {a}, isthe pseudorandom succession of binary
zeros and units appearing with equal probability; T, =
(BR)™ with (BR) the bit-rate; the current pulse shape
j(T) is defined as follows:

(D, T<O,
j~(T):EjmtanhpT, 0<sT<T,,
Hinl1-tanhp(T-T], T>T,,

where the parameter p characterizes the build-up
(decay) rate of apulse and j,, its amplitude.

According to Dub’s theorem [15], a multidimen-
sional random process with coordinates (v, S, S)
related by equations (1) can be approximated as a
Markovian one. Using an approach described in [12—
14], the following system of ordinary differential equa-
tions for the statistical moments of the distribution of
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guantitiesv, §,, S; can be obtained instead of stochastic
equations (1):

y1 = C(T)-y,—ys + Ey,
Yo = N(Y1Y,+ 15BNy, + Y5),

ys = N[(Y;=A)y;+ L5BNy, + Yg],

Ya = Du—2(y; +Ye) + E4,
Y5 = Dz +2n(Y1ys+ Y7Ys), @)
Y6 = Dag+2n[(Y1—A)Ys + Yays],
Y7 = D= (¥s+Yo) + N(Y1y7 + Yay,) + By,
Yo = Dis—(Ys+Yo) + N[(Y1—D)Yg+ Ysys] + Eg,

Yo = Dos+N[Ygy,+ Y7y + (2Y, —A)ye].
Here, y; = Ny, = [§)and y; = [§,Care the first-order
moments; y, = B20- B3 = 02, ys = Gszo ,and yg = 0521
are the variances; y; = NS§0- NI yg = NS 0-
N5 0y, = [§S,0- [R5, Care the covariances of car-
rier and photon densities; and, in addition,

E; = €[(y.+ Y3)2 + Y5+ Yo+ 2Yg],

Es = 4e(y,+Ys) (Y7 + Ya),

E; = 2e(y, +Ys)(Ys + o),

Es = 2e(Y.+Y3) (Yo + Yo)s
Y = yi—&(Ya*Ya), Ya = Ya—€(YrtVYe),
Y7 = ¥r—e(Ys+Yo), Ys = Yg—€(Yst Vo).

The mean values of the diffusion coefficients D;;
were determined asin [§],

D11 = V(2N + C) + 2B(y, + y3)Nw/n,
D2 = 2BNY,;Ny,  Dag = 2BNY3Ng,
D1, = —2BY,Ny,  Dyz = =2By3Ny, Dy =0,

wherey = gt,/V < 1 and V is the volume of the laser
active region.

The system (2) can be used to describe the dynamic
behavior of HL taking into account spontaneous fluctu-
ations of carriers and photons, and requires up to two
orders of magnitude less time for solving, compared
with theinitial system (1).

The energy spectrum of the radiation intensity of a
quasi-single mode HL in the pulsed regime can be pre-
sented as in earlier works [12, 13] as the sum of a con-
tinuous component F"(w) and a discrete component
F(e)

F(w) = F'(w) + FY(w).
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It can be shown that the discrete component exists
only at zero frequency if modulation of the pumping
current by the pseudorandom succession of pulses in
NRZ format is used, and in the instance of the basic
mode it can be presented as follows:

T T-U

F(0) = Tlifnw%é(O) Jo’du J; YU)y,U +D)t. (3)

According to Wiener—K hinchin theorem, in nonsta-
tionary processes, the continuous component of the
energy spectrum F"(w) can be defined by the correla-
tion function Z(T, 1) of the photon density at moments
of time shifted by t

T T-U

F'(w) = Tlifnm_?_J’dU [ 20U eoswrar. (@
0 0

Thus, to calculate the spectral density of the inten-
sity fluctuationsin the main and the side modes, aswell
as of the total radiation, the following correlation func-
tions will be needed: Zy(T, 1) = H(T)SH(T + )U-
Y2ADYAT + 1) = RS- VoYor; Zu(T, T) = [5S,H-YaYar
Z(T, 1) = S + SY(Sor + Si) - (Yo + Ya) (Yor + Yao)-

The system of ordinary differential equations to
determine the correlation function Zy(T, t) of the pho-

ton density in the main mode derived asin[12, 13] has
the form

Z.OO(T, 1) = N(Y1Zoo + YorZoz + En),
201(T, 1) = N[(Yir—DB)Zoy + Y3 Zo + Ea],  (5)
ZoT, 1) = {(Zoo + Zgy + 2(Egg + Ey)],

where Zy; = (%S, [F YaYar, Zoz = [Hvi - Yoy are the
cross-correlation functions; Eyy = —€Yy(Zog + Zoy); @nd

Eq1 = —€Ya(Zoo + Zoy). Theinitial conditionsfor solving
system (5) are determined by first solving the system of
equations (2)

Zoo(T,0) = ys(T), Zu(T,0) = yo(T),
Zoo(T,0) = yAT).

The correlation function for the photon density in
the side mode Z,4(T, 1) can be obtained by solving the
following system of equations:

Z1o(T, 1) = N(YZso+ YarZio + Epp),
Zu(T, 1) = N[(Yie—B)Zyy + Ya:Ziy+ Eyg],  (6)
Z1o(T, 1) = {Zyg+ Zyy + 2(Eg + Eyy)]
with theinitial conditions
Zio(T,0) = Yo(T);  Zu(T,0) = ye(T);
Z,,(T,0) = yg(T).

MOROZOV

In (6), the designations Z,; = [$,Sy.[ YaYor, Z1p =
(5. YaYir, Eao = —€Yar(Zyo + Z11), Eny = —€Ya(Zyo +
Z,,) areintroduced. The correlation function Z(T, 1) of
thetotal intensity of laser radiation can be expressed in
terms of the known quantities

Log = ZLogt+ Zyy+Zoy+ Zyo. (7)

SPECTRAL DENSITY OF THE INTENSITY
FLUCTUATIONS OF RADIATION PASSED
THROUGH A SINGLE-MODE OPTICAL FIBER

Since the frequency interval between HL modes is
typically 100-300 GHz, i.e, much wider than the
intensity fluctuation spectrum of a separate mode
(~10 GHZz) [12, 13], it can be assumed that all spectral
components of a mode are delayed by time 1, relative
to another mode. That is, in this model for each mode
taken separately, the first-order dispersion theory is
valid, while the second-order theory should be applied
tothetotal radiation [16]. In this paper, only lasers with
a not-too-high side-mode suppression ratio (SVISR) of
the order of 5-15 dB are considered. In that case, the
mode partition noise dominates over the noise caused
by chirp, and the latter can be ignored. In the frame-
work of the suppositions made, the correlation func-
tions Zy(T, 1) and Z;;(T, 1) and, consequently, the
intensity spectraof the separate modes do not change as
a result of their passage through a fiber-optic line.
Transformation of the spectral density of intensity fluc-
tuations of the total radiation in their passage through
the optical fiber isrelated to the variation of the cross-
correlation functions Zy (T, 1) and Z,y(T, 1). For the
sake of definiteness, the side mode is assumed to be
delayed relative to the main one. Then, according to (4)
and (7), the continuous component of the total radiation

spectrum F (w) at the fiber output can be written in
the form

Fes(09) = Foo(0) + F1y() + (Foy(w) + Fo(w)) coswty

(8)

+ (P 10(w) — Py (w)) SiNWT,
where

T T-U

Fo(0) = Tlifnm_%fdu J’ Zx(U, 1) coswrtdr,
0 0

T T-U

Flo(w) = TIiinm_f'rfdu J’ Z,(U, 1) coswtdt
0 0

determine the even part of the mutual energy spectrum,
and

T T-U

O () = Tli[nm%[du [ ZoU, Dsinerer,
0 0

TECHNICAL PHYSICS Vol. 45 No.5 2000
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T T-U

dl(w) = Tlifnm%[du J’ Zo(U, ) sinwtdt
0 0

determine its odd part; Fg (w) and F1; (w) are the
spectra of the main and the side modes, respectively.
At 1y =0, that is, at the output of the laser

Fe(w) = Foo(0d) + Fry(0) + Foy(w) + Fo(w),

and, asshownin[6, 10, 12, 13], at comparablelevels of
intensity fluctuations in the modes, these fluctuations

cancel out in the total radiation FZ (w) < Foo (W) +

F1; (0). The canceling is most pronounced at frequen-

ciesthat are low compared with the frequency of relax-
ationa oscillations; in this range, the random intensity
fluctuations in the laser modes are essentially of oppo-
site phases. As the relaxation frequency is approached,
the phase shift between fluctuations in the modes
becomes increasingly different from 1, while the spec-
tral density of the total radiation intensity noise rises
and attains its maximum value at that frequency.

From (8), it can be seen that the influence of delay
between the modes on the spectral density of the inten-
sity fluctuations shows up at frequencies such that the
phase w1y is of the order of unity and can be neglected
a w = 0. In other words, mutual suppression of the
intensity fluctuations of the total laser radiation on
account of anticorrelation of the fluctuations in the
modesisdisrupted due to chromatic dispersion only for
spectral components of high enough frequencies. It
should be noted that in the actual experiments [6, 10],
the pseudorandom succession of the radiation pulses
emerging from asingle-mode optical fiber is processed
in a photodetector and then a low-pass filter (LPF),
which has a cutoff frequency at alevel of 3 dB numer-
icaly equal to BR/2. That is, not the total power of the
intensity fluctuationsis of importance, but only its por-
tion found within the LPF pass-band. Therefore, as
regards the laser noise, the parameter of prime impor-
tance for operation of communication systems is the
signal-to-noise ratio (S\R), which is defined as the
ratio of the discrete component power to the total noise
power in the LPF band, that is

SR, = - 21 (0) |

IFSS(w)le(w)lzdw

where G(w) isthe L PF frequency response and i ;‘ Q) is
the power of a discrete component of the total laser
radiation.

Taking the LPF cutoff frequency as the maximum
frequency in the intensity spectrum, an evaluation of
TECHNICAL PHYSICS Vol 45
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therelativedelay 1, = 1,4/T,,= T4BR can be obtained for
which the influence of the dispersion is high,

21t 0Ty = Ty =1,

that is, T, = /Tt Results of experiments and calcula-
tions based on ather approaches [6] give approximately

the same result (14 = 0.3-0.5).

As a measure for the relative level of the spectral
density of intensity fluctuations, the following expres-
sion can again be used [12, 13]:

RINJw) = 10Iog%,

S

where ij (w) is the noise power in a 1-Hz frequency
band near the angular frequency .

RESULTS OF NUMERICAL CALCULATIONS

All calculationsin this paper were performed for the
following values of the laser parameters: 1,=2 x 107° s,
T =10"s,g=10°cm¥s,d=2x10°cm, V= 0.45 x
10%cmd, ny,=2x 108 cm3, B =104 and g, = 2 x
1071 cm3. The direct bias current j, and the time of
pulse buildup to the value 0.9;,,~0.1(BR)* were always
assumed equad to j,, and 0.1(BR)2, respectively. It was
also assumed that the frequency characteristic of the
LPF has the following form [6]:

0 22 . 1 s
G(F) = OL—-zF +] —=F /0
575 15

where F = f/(0.57fy), and the limiting frequency is f, =
BR/2.

Fig. 1 shows a part of a pseudorandom succession
(2) of the radiation pulses of HL under modulation of
the pumping current (0) in NRZ format at the rate of
2.5 Ghit/s (&= (y, + y3)/ht,,). Maximum deviation of
the current from the threshold val ue, owing to the mod-
ulation, wasj,, = 0.5j,. For comparison, curve 2 in this
figure shows the results of a calculation neglecting the
coefficient of the optical gain saturation (i.e. at € = Q).
From these plots, it follows that the role of the gain sat-
uration is most pronounced in the transmission of sev-
era binary units in succession, and it should be taken
into account in simulations of the dynamics of an HL
emitting a pseudorandom pul se succession.

It is known that the main factor which determines
the suppression of the average level of radiation in the
side mode compared with the main mode, is the differ-
ence between the photon lifetimes (total optical |0sses)
in these modes. Thisdifference, whichismainly caused
by selectivity of the laser resonator, is represented in
this paper by aparameter A. Because of its effect onthe
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Fig. 1. Variation with time of the injection current (0), and
of the average photon density, taking into account (curve 1)
and neglecting (curve 2) the coefficient of gain saturation €.

side mode intensity, the parameter A is very important
in forming the spectral density of intensity fluctuations
of the total radiation at the output of an optical fiber
(Fig. 2). As adready mentioned, from the viewpoint of
HL applications in pulsed-modulation communication
systems, the intensity noise characteristics in the LPF
band, that is, in the range of ~0-f,, are of major impor-
tance. To make this clearly seen, the f, frequency posi-
tion is shown by a dashed line. Also of interest is the
fact that the relative level of the noise spectral density
of noise at the output of lasers with different values of
the parameter A is practically the same (curves 1), but
differs radically in the radiation exiting the fiber
(curves2). At the moderate side-mode suppression
ratio of SVISR = 5.0 dB, corresponding to the laser and
modulation parameters given in Fig. 2a, the relative
delay of modes resultsin adrastic increase of the spec-
tral density of noise of thetotal radiation intensity inthe
LPF band and, therefore, in lower signal-to-noise ratio
(SNR; = 28 dB at the laser output, and 15.8 dB at the

output of a fiber with a relative delay of modes 1), =

0.5). As A is increased, and, thus, both the average
power and the power of fluctuations in the side mode
are reduced compared with the corresponding charac-
teristics of the main mode, the effect of dispersion on
the fluctuations of the total radiation intensity becomes

less. Thus, in Fig. 2b, the curves for 1y =0 and Ty =
0.5 nearly coincide. The signal-to-noise ratios are aso

approximately the same: SNR(1y = 0) = 26.7 dB and

MOROZOV

R/N,, dB/Hz
-100-

(a)

—-120

1

_140‘ Lol Lol
R/N,, dB/Hz
~100r-

(b)

-120+

q
-140
103 1072 107! 100 10!
f, GHz

Fig. 2. Effect of the parameter A on the frequency depen-
dence of the relative spectral density of intensity fluctua-
tions at the outputs of thelaser (1), and the optical fiber with
T:j = 0.5 (2) under current modulation with an amplitude

jm= 0.5y, a BR = 2.5 Ghit/s, A = () 0.01, (b) 0.03.

S\NR(14 = 0.5) = 25.8 dB. The side-mode suppression
ratio for Fig. 2bisequal to 13.9 dB.

Fig. 3illustrates the effect of the current modulation
amplitude on the noise characteristics of laser radiation
and their transformation in the optical fiber. Here, the
variation with frequency of the spectral density of
intensity fluctuations at the output of the laser, in which
the current is modulated with amplitudes,, = 0.5}, and
jm = L.5j, is shown by dashed lines 1 and 2, respec-
tively. Anincreaseinthe amplitudej,, resultsin areduc-
tion in the RIN level and a shift of the relaxation peak
of the relative spectral density of fluctuations to higher
frequencies. Because of higher frequencies of the
relaxation oscillations, the intensity fluctuations in the
laser modes are found in better anticorrelation at higher
current modulations; i.e. they maintain an approximate
phase opposition in the LPF band. Therefore, the sig-
nal-to-noise ratio rises (SNR; values for curves 1 and 2
are27.5and 37.9 dB, respectively). An extraphase shift
No. 5
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R/N,, dB/Hz
-100}

-150 !

102

L | | i
107! 100 10!
f, GHz

1073

Fig. 3. Effect of the modulation amplitude ], of theinjection
current on the relative spectral density of the intensity fluctu-
aions at the outputs of the laser (1, 2), and the optica fiber

with T; =0.5(1, 2) atabitrate BR=2.5 Ghit/sand A =0.02.

between the spectral components of the intensity fluc-
tuationsin the modes caused by chromatic dispersionis
manifested as an increase in the noise of the total radi-
ation intensity. To a greater extent, this applies to the
laser radiation with larger modulation amplitude. The
result is that the noise characteristics of the laser radia-
tion at the output of an optical fiber are essentially inde-
pendent of the modulation amplitude (SNR; values for
parameters of curves 1' and 2' are 23.0 and 23.4 dB,
respectively).

The effect of the bit rate BR on frequency depen-
dence of the spectral density of intensity fluctuations of
the radiation at the output of an optical fiber with the

relative delay of modes 14 = 0.5 is shown in Fig. 4.

Current modulation at a higher rate resultsin deteriora-
tion of the noise characteristics: SNR(BR = 2.5 Ghit/s) =
23.0 dB and SNR(BR = 5 Gbit/s) = 15.5 dB. Thisis
mainly associated with the broadening of the L PF band
required for the transmission of ahigher rate communi-
cation (the f, frequency valuesfor different bit rates BR
are shown by the dashed linesin Fig. 4).

CONCLUSIONS

Numerical simulations of the dynamics and calcula-
tion of the spectral density of the intensity fluctuations
were performed for the quasi-single-mode HL under
modulation of the pumping current by a pseudorandom
succession of pulsesin NRZ format. In afirst approxi-
mation of the dispersion theory for each mode and in
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-100}
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Fig. 4. Effect of the bit rate BR on the transformation of
RINg in an optical fiber for a laser with A = 0.02 under
pumping current modulation with an amplitude j,, = 0.5jg,.
BR, Ghit/s: (1) 2.5; (2) 5.

second-order approximation for the total radiation cal-
culations of the transformation of the spectral density
of intensity, fluctuations of HL in an optical fiber were
carried out. The effect of the laser parameters and mod-
ulation on the noise, because of the mode partition due
to chromatic dispersion, was studied. The results are as
follows.

Therelative spectral density of intensity fluctuations
at the laser output is practically unaffected by the
parameter A, which determines the side-mode suppres-
sion ratio. However, the relative delay of modes in the
optical fiber results in a considerable increase in the
noise power of thetotal radiation in the LPF band of the
detector for lasers with A < 0.03 (G4 = 4-5 cm™).

An increase in the modulation amplitude of the cur-
rent pulses does not result in a significant improvement
of the noise characteristics of the radiation at the output
of the fiber-optic delay line. In this case, the signal-to-
noise ratio is considerably higher.

With anincreasing bit rate (BR), deterioration of the
signal-to-noise ratio is observed. However, this occurs
mainly because of the need to have a wider detector
bandwidth.
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ELECTRON AND ION BEAMS, ACCELERATORS
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Electron Beam Propagating in a Conducting Waveguide
under the Ohmic and I on-Focused Regimes
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Abstract—The force of interaction between arelativistic electron beam deflected by resistive hose instability
and the eddy current induced in a tubular plasma channel of finite conductivity is computed. Dependences of
the force on channel ohmic conductivity and current rise time in a beam pulse are studied. For a beam propa
gating through a perfectly conducting waveguide under theion-focused regime, theinteraction of the beam with
theion-channel electrostatic image on the waveguidewall is studied for the case when the beam and the channel
are deflected from the waveguide axis as a result of ion hose instability. The dependence of the force on both
deflection amplitudesis ascertained for the nonlinear phase of instability. It is demonstrated that the force under
study may become comparabl e to the beam—channel interaction forceif the deflections are large. © 2000 MAIK

“Nauka/Interperiodica” .

Novel applications of relativistic electron beams
call for further investigation into their transport in gas—
plasmamedia[1-4]. Of special interest inthisfieldisa
stability analysis of the transport over an ohmic plasma
channel. The stahilizing action of the channel on beam
propagation was addressed in [6—14]. In particular, the
authors of [8-12] concentrated on the channels where
the major portion of a plasmareturn current is outside
the beam. This situation inhibits resistive hose instabil -
ity (RHI) in the presence of lateral beam deflections.
Recall that RHI is the most dangerous instability upon
beam transporting.

RHI can be suppressed by using a perfectly con-
ducting waveguide to propagate the beam, as demon-
strated in [2]. Alternatively, the effect can be achieved
with a laser-induced tubular plasma channel of finite
conductivity, as follows from experiments [7] and the-
oretical studies[8, 11, 12].

This paper presents a numerical analysis of the
tracking force experienced by a reativistic electron
beam from the preformed plasma channel. We obtained
dependences of the force on the distance between a
deflected beam and the channel wall, aswell as on cur-
rent rise time of a beam pulse and conductivity of the
channel. The case of a perfectly conducting waveguide
was considered as well. We computed the tracking
force from the electrostatic image of a deflected ion
channel under the ion-focused regime (IFR). As is
known, the IFR may occur in gas—plasmamedia at low
pressures (P < 1 torr) if the plasma-channel density per
unit length, Ny, is less than the beam density, N, [15—
19]. When the beam enters a preformed plasma chan-
nel, background electrons are expelled by the electric

field of the beam head and the remaining ions focusthe
beam, preventing its transverse dispersion.

It has been demonstrated theoretically and experi-
mentally that transport of a relativistic electron beam
over aplasma channel under the IFR may be accompa-
nied by various types of instability, ion hose instability
(IHI) being the most dangerous [15-21]. With lateral
deflections of the beam, the ion channel lags behind the
center-of-mass axis of the beam, due to inertia. This
excites oscillations in the beam, which may lead to its
breakup.

Here we employed the rigid-beam model, where the
traverse of beam current density is assumed to be
immune to beam deflection [1, 2]. For a perfectly con-
ducting waveguide, we studied the dependence of the
tracking force on the deflection of theion-channel axis,
D, and on the deflection of the center-of-mass axis of
the beam, Y. Also, we compare the tracking force with
the beam—channel interaction force F,.

First, let us look at the case of an ohmic plasma
channel. Consider an axialy symmetric paraxia
monoenergetic beam propagating in a plasmawith uni-
form scalar conductivity o.. The propagation medium
is contained in a tubular plasma channel of finite con-
ductivity o, (0 > 0.). The thickness and inner radius
of the channel are denoted as S and R, respectively.
Assume g, to be so large that 4tg.R,/c > 1, where R,
is the beam radius and c is the velocity of light. The
space charge of the beam is thus fully neutralized. Fur-
thermore, assume that the channel isthin, S< Ry, and
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that the skin effect is weak:

C

S<VyY = ————
(21Tchu))”2

)

where W is the thickness of the skin layer for an alter-
nating electromagnetic field of frequency .

Theanalysisiscarried out in cylindrical coordinates
(r, 9, 2) with the z-axis aligned with the axis of the
beam—channel system. Note once again that we use the
rigid-beam model, which agrees well with more rigor-
ous ones at low frequencies[3].

Instead of t, we will usethe shiftedtimet=t-2/v,,
where v, is the longitudinal component of the beam-
electron velocity, thus switching from independent
variables (t, 2) to (z, 1). According to [1], the linear
phase of RHI dynamicsis described by

aZ_Y = C_T[d_bDwd
07’ IE EIAD0

A, Juo d
i d 52+ 2L A [ @

where Y is the amplitude of hose oscillation; I, and 1,
are the net beam current and limiting Alfven current,
respectively; J,, and Jy; are the equilibrium and per-
turbed portions of beam current density, respectively;
and A, and A, are the equilibrium and perturbed por-
tions of the z-component of the vector field potential,
respectively.

Since the beam is assumed to be quasi-stationary,
A, can be found from

19 6Azom 4Tt
‘]101

ror0ar 07 "¢ )

where J,, is the equilibrium value of the z-component
of net current density in the beam—plasma system.

Note that the terms of the sum under the integral in
(2) represent the effect of magnetic field on the respec-
tive portions of beam current density: the first term
refers to the stabilizing action of an equilibrium mag-
netic field on J,;, whereas the second one refers to the
destabilizing action of the magnetic field of channel
eddy current (resulting from beam deflection) on J,.

In the context of the rigid-beam model [1], we have
for the perturbed component

Jp1 _YW 4
If the perturbation of o, isnegligible, then A,; meets
the equation

010
orror

0 4Tt0paAZl _ _4n
A21|:| 02 ot c J21, (5)
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where

o) = o 5N ®)

[pw, RySr<Ry+S,

and J,; isthe perturbed val ue of the z-component of net
current density in the plasma—beam system.

The boundary conditionsfor A, and A, are, respec-

tively,
aAZO — 19 aAzO _
5 =0 ixdarn 0 O
and
10
Axli=o = 0, F&(rAzl)h:w:O- (8

Inview of (3)—(5) and (7)—(8), equation (2) isrecast
to

6Y

oy
- 2E|b drlb(r)[

SEal @

where I,(r) is the beam current through a cylinder of
radiusr.

Since the beam is paraxial and its charge is fully
neutralized, the charge conservation law implies:

a‘]20_{_‘]20 — ‘]__bO

and
03, Ja _ Y0
ot T, T, or (11)
where,
2 R
1,(1) = Mm&v (12)
c Ry

isthe skin time.

For the sake of simplicity, assume that J,, is inde-
pendent of 1. It then follows from (9)—<(11) that

aY

= Fyw+Fy, (13)
07
where,
N bD
= 21— R [I (14
and
o= —KY(1= )+ K2 J’dEexpG(T E)Y(Z &) (15
(&)
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are, respectively, the force acting on the beam from the
channel eddy current and the force from the equilib-
rium and dipole eddy currents in the plasma (r < Ry).
In (14) and (15),

Ry+S

J’ drJ,(r, 1) (26)

is the channel eddy current per unit length, f,, is the
magnetic neutralization fraction,

k> = 4r’H-H derJbO(r)EF

EI D 0 a7)
is the hose wavenumber, and
G(1.8) = L e (18)

Owingto S< Ry, wecanregard |, asasurface eddy
current. With (1), we then have

aAzl _aAzl = £[| 19
or |g, Or |r, C w =
and
1aAzl
lw = = 520uSlg,, (20)

Solving the Ampere equation for A, and A,; under
corresponding boundary conditions with the help of
(20), (11), (26), (19), and (20), we arrive at the follow-
ing equation for Iy

ol I
W W
0T Ty

(21)
o[Y(z &)1(8)]

0¢ ’

where 1, = 2niSR,,/c? is the skin time for channel eddy
currents.

L et us concentrate on the tracking force F; Dueto
(14) and (21),

8]

2 T

k
Fw = IdEexpB1E 10 %E)

: (22)

a[Y(z,
« [eneplot, n L E D)

on '
2 2
where kyy = 2l,/(IaRy ).
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Consider the case where the current in a beam pulse
rises as

1,(T) = Ibotanh%l% (23)

where T, isthe characteristic current rise time.
For smplicity, we assumethat Y(z, 1) isindependent
of 1. Then, from (22) and (23),

c_ _RRyrlen Ys
w = O O, TE,Q

L el EE |
W

3

x Id)\[exp(QE) — exp(QA)] (24)

A ZAD 4
X exp
o [en@e]”

where Q = (&, — Ew)/(Eméw), Y1 = Y/R,,

: 2n0 RbI RwO £, = 210, SRy
m c 0RO WT TR,

(25)

Here, &, and &,y are the dimensionless skin lengths for
the plasma and waveguide, respectively.

Figure 1 depicts the dependence of F, = —F/Fo
(Fo=102[V/cm]) on 0, = oy, /0, (0, = 10*? 1/s) for S=
0.05 Ry/R,=15 R,=1cm, I, =10kA,y=10 (E=
5MeV),Y;=05,&, =&/R,=50,§,,=¢&,/R,=15,0, =
0./0, = 1. Notice that Fyy, is very sensitive to channel
conductivity.

Figure 2 displaysthe dependence of ) = |R,/F4,| on
0, = oy /0, a f,, = 0.5, the other parameters being the

Fyy
10+

0 2 4 6 8

1
10 Oy

Fig. 1. Tracking force Fyy4 vs. normalized waveguide con-
ductivity.
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R
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0 2 4 6 8 10 120,

Fig. 2. Ratio of the tracking force Fy to the force Fg, vs.
normalized waveguide conductivity.

1
0 5 10 15 20 25¢&,

Fig. 3. Tracking force Fyy, vs. beam-current risetimeat n =
(1) 2,(2) 3,and (3) 4.

Fig. 4. Normalized force of interaction between the ion
plasma channel and the beam vs. the normalized displace-
ment Y; of the beam axisat D, = (1) 0.5, (2) 1, and (3) 2.

sameasinFig. 1. Here, Fg, = fmk§ Yisthetracking force

experienced by the perturbed portion of the beam from
the unperturbed component of the magnetic field in the
plasma—beam system. Noticethat F,,, becomes compa
rableto Fq, at thegiven Y, if 0, > 2.

Figure 3 showsthe dependence of F,y; on the current
rise time of the beam pulse, &,; = &,/R,, for different
valuesof n =R, /R,at 6, =10% l,,=10kA,y=10,R, =
0.5cm,S=0.1, &, =20,and o, = 1. It isseenthat F;
is very sensitive to ] and the characteristic current rise
time of the beam pulse&,.

Now, let us proceed to the case of a perfectly con-
ducting waveguide with a relativistic electron beam
propagating under the IFR. Recall that we are dealing
with the rigid-beam model (the radial beam profile is
assumed to remain undistorted). We will study the
tracking force as afunction of D and Y and compare it
with Fg.

The IFR means that the pressure in a background
gas—plasmamedium islow so as to suppress additional
ionization of the background plasma by the electrons
that leave the beam region of the preformed plasma
channel under the action of the transverse component
of the beam-head electric field. Theionization is negli-
gibleif

A >R, (26)
where A, is the characteristic buildup length of ava

lanche ionization and R, is the characteristic beam
radius [15, 23, 24].

Asdemonstrated in [23, 24], constraint (26) is satis-
fied if

E keV
Py > 1 [cm torr}’ (27)

where E is the transverse component of the beam-head
electric field and P, is the pressure of the background
gas.

For nitrogen, we have [24]

E kev
P, 30 [cm torr] (28)

The above condition is met if

_1ghp
Pg<Pgl = E'J[E)D (29)

where 1, is the net beam current, kA; R, is the beam
radius, cm; and Py is the critical pressure of the back-
ground gas, torr.

If I, =10 kA and R, = 1 cm, then IFR condition (4)
becomes

Py <1 [torr]. (30)

TECHNICAL PHYSICS Vol. 45 No.5 2000
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Consider an axialy symmetric paraxial monoener-
getic beam propagating in alow-density gas contained
in apreformed plasmachannel. Assume that the system
is confined to agrounded cylindrical perfectly conduct-
ing waveguide of radius Ry Initialy, the waveguide is
coaxial with the beam—channel system. Take acylindri-
cal coordinate system (r, 8, 2) with the z-axis aligned
with the waveguide axis. The background gas pressure
is supposed to be such that (26) and (27) are met. Also,
assume that

N;

f, N, <1,
where f, is the charge neutralization fraction (due to
plasmaions) and N; and N, are the concentrations of
channel ions and beam electrons per unit length,
respectively.

Let the beam be ultrarelativistic so that the Lorentz
factor y is much larger than unity, y > 1. In the context
of the rigid-beam model, the radial concentration pro-
files for beam electrons and channel ions are Gaussian
with characteristic radii R, and R, respectively.

In a perfectly conducting and grounded waveguide,
adisplaced ion channel induces a charge on itswall as
IHI develops, which is equivalent to the creation of the

electrostatic image at the distance R\ZNID from the
waveguide axis. According to [15-21, 25], neglecting

the mixing of phase trajectories for beam electrons
allows usto write

(31)

9%y
¢ X = Fy+Fy, (32)

0z

where
For = 2RokeQ(R, R, Y, D), (33)
Fy = 2RkeQ(R, R, L, Y), (34)
__1 D|A—B|2D}

Q(, 1, A B) = 1-expp- - (3
€1 A B =g 1-eeF 52 (39

Equation (32) describes the dynamics of IHI. In
(35), &, 1, A, and B are the arguments of thefunction Q.

In (33) and (34), L = R3 /D is the distance from the
waveguide axis to the image of the displaced ion chan-
nel, Y and D are, respectively, the displacement of the
center-of-mass axis of the beam and that of the channel

axis, ksze = (1,f)/( ARé) is the squared betatron wave-
number of beam electrons; I, and |, are, respectively,
the beam current and the limiting Alfven current; and f,,
is the charge neutralization fraction. In the right-hand
side of (32), F4, isthe force of interaction between the
beam and the ion channel when their centers of mass
are displaced from the waveguide axis and F;, is the
tracking force dueto theinteraction of the beam and the
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Fig. 5. Normalized tracking force Ft*r vs. Y aD;=(1)0.5,
(21, (3) 2, and (4) 3.
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Fig. 6. Forceratio W = F/Fy, vs. Y for D, values the same
asinFig. 5.

electrostatic image of the ion channel. The latter force
always plays a stahilizing role.

Note that formulas (33)—(35) are valid for arbitrary
displacements of the beam and the channel. Thus, they
also apply to the nonlinear phase of IHI, when Y, =
Y/R,=2 1 and D, = D/R, = 1. Furthermore, we can
neglect the images of the charge and current of the
beam itself, since the beam is ultrarelativistic.
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Figure 4 depicts the dependence of F}, = —F4/F,
(Fo=102cm™?) onY; = Y/R, at different values of D, =
D/R,. The other parametersaren = Ry/R, =6, f, = 0.5,
R,=05cm, I,=10kA,y=10(E=5MeV),andR;; =
R;R, = 0.5. Note that Fig. 1 isdrawn at Y; < 5, since
n==6.

Figure 5 displays the dependence of the tracking
force F; = —F,/F,(F,=102%cm?) onY, = Y/R, and
D, = D/R, for the nonlinear phase of IHI (whenY; = 1).
Thevalueof F; risesto become comparableto F, as
D, increases.

Figure 6 presents the dependence of W = F/F, on
Y, and D, for the nonlinear phase of IHI (Y; 2 1). The
two forces are comparable to each other for large
deflections (D, = 3). Figures 5 and 6 are obtained with
parameter values similar to those for Fig. 4.
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Abstract—In plasma-emitting structures based on glow-discharge, the potential difference between the ion-
emitting plasma and the screening electrode of an ion-optic system depends on particular features of the elec-
trode system of glow discharge and can vary in arange 0-1 kV. Results are presented of an experimental study
and computer simulation of the formation of ion beams with ion energy 0-1 keV and current density
1-10 mA/cm? in ion sources based on such structures. © 2000 MAIK “ Nauka/Interperiodica” .

INTRODUCTION

Basic requirementsfor ion beams of large cross sec-
tion used for modifying surfaces of materials are high
current density j and its uniform distribution j(r) over
the beam cross section. These parameters of beams
formed by multiaperture electrostatic ion-optics sys-
tems depend not only on the density and spatial unifor-
mity of the emitting plasma, but also on the beam angu-
lar divergence and drift region length. Considerable
angular divergence, besides reducing the average cur-
rent density, transforms a uniform beam into one with a
gaussian profile [1]. Therefore, the divergence angle of
the flows formed in elementary cells of ion optics
should be a minimum. On the other hand, these flows
should still have some angular spread so that their over-
lap could make j(r) distribution uniform over a speci-
fied cross section. Thus, one of the main problems in
forming wide uniform beams with the use of multi-
aperture electrostatic ion optics is the provision of an
optimum angular beam divergence, which would elim-
inate both small-scale undulations of j(r), revealing the
discrete structure of the optics when the divergence
angleistoo small, and the large-scal e nonuniformity of
j(r) arising from beam current redistribution at large
divergence angles. The main problem in systems with
low-energy beams is to reduce the divergence angle,
whereas in high-energy beams with rather low purvey-
ance, both of these nonuniformity types may occur
when the beam parameters are varied in wide limits.

Alongside such characteristics of the beam and the
ion optics as the normalized beam purveyance per hole
(NPH) [2], theratio of the accelerating gap length to the
optics hole radius [3], and the ratio R of the potential
difference determining the ultimate ion energy to the
total voltage across the accelerating gap [4], plasma-
emission structures using glow discharge have a dis-
tinctive feature: beam forming is significantly affected

by the potentia difference Ag between the plasma and
the screening el ectrode of the optics, which may vary in
wide limits. The ion-emitting plasma can be produced
either in anode or in cathode cavities, depending on the
type of glow-discharge electrode system used [5].
Because the optics forming a wide beam have a large-
area screening electrode in contact with the plasma, the
potential of this electrode has a considerable effect on
the discharge characteristics and cannot be chosen arbi-
trarily. In the discharge with a hollow cathode, high
potential of the elements of the el ectrode system in con-
tact with plasma is the cause of higher rates of loss of
fast electrons making it necessary to raise of the arc
voltage and gas pressure [6]. In plasma-emission struc-
tures of thistype [7, 8], between the plasma generated
in the cathode cavity and the screening electrode held
under cathode potential, there exists a space-charge
layer; the drop of potential over this layer A@ amounts
to hundreds of volts, depending on the arc voltage, and
its thickness can vary from fractions of a millimeter to
afew millimeters.

In structures where ions are swept out from the
plasma in the anode cavity of the glow-discharge elec-
trode system through holes in the screening electrode
held at afloating potential, there also forms anear-elec-
trode layer with considerable potential drop across it.
Because of the presence in the glow-discharge plasma
of primary electrons emitted by the cathode and having
an average energy which depends on the extent of their
energy relaxation and can be much higher than the ther-
mal energy, the floating potential of the screening elec-
trode proves to be considerably lower (by 100200 V)
than the plasma potential .

The presence of alayer with large potential drop and
of considerable thickness influences the shape of the
emitting surface and conditions of ion extraction from
plasma and of beam forming.

1063-7842/00/4505-0597$20.00 © 2000 MAIK “Nauka/Interperiodica’
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This work presents the results of an experimental
study and computer simulation of the formation of
argon ion beams with ion energy 0-50 keV and current
density 1-10 mA/cm? in systems with plasmaion emit-
ter based on glow discharge.

EXPERIMENTAL RESULTS

Theformation of argon ion beams was studied exper-
imentaly in two energy ranges, 1-3 and 30-50 keV.
Three-electrode accelerating—decelerating ion-optics
systems were used with holes of the same diameter din
all electrodes equal to 3 mm in low-energy optics and
10 mm in high-energy optics. Theratio R of the voltage
U,, determining the ultimate ion energy at the exit of
the forming system to the overall accelerating voltage
U, for the high-energy optics, was determined from the
reflection condition for the reverse electron flow and
was closeto unity. In forming low-energy beams, Rwas
varied in the range 0.25-1 in order to find out condi-
tions for obtaining the minimum beam divergence
angle w for a specified ultimate energy of ions and
emission current density. Dimensions of the optics ele-
mentary cell, the accel erating voltage, and theion emis-
sion current density were chosen in such a way as to
ensure the possibility, in both energy ranges, of varying
the value of normalized purveyance per hole in some
interval around the values 1-3 x 10-° A/V¥2. The max-
imum value of NPH is given by the formula[2]

(11U (1.d)? = Tey/9(2g/M) ™2, (1)

and for argonitis6.79 x 10° A/V¥2 Here, | isthebeam
current; g, M are the charge and mass of an ion, respec-
tively; |, = (12 + d%4)Y2 is the effective length of the
accelerating gap; and |, d are the length of the acceler-
ating gap and diameter of the optics apertures. Accord-
ing to [2], in forming argon ion beams with minimum
divergence angles, NPH values smaller by a factor of
2-3 than the limiting value should be used. However,
one has to bear in mind that the presence of a layer
wheretheions acquiretheinitial energy, whichisasig-
nificant fraction of the total energy of ionsin the accel-
erating gap, makes the use of expression (1) for esti-
mating NPH incorrect. Under these conditions, the
value of Ris defined as the ratio of the supply voltage
determining the ultimate ion energy to the output volt-
age of the source connected between the glow-dis-
charge anode and the accelerating electrode, which
gives an estimate of the ion deceleration rate, but is at
variance with the definition of U, in[2] asthetotal volt-
age across the accel erating gap.

Different electrode systems of glow discharge were
used with generation of the ion emitting plasmaboth in
the cathode and anode cavities. The ion-optics screen-
ing el ectrode potential was measured relativeto thedis-
charge system anode and was equal to 500-700V for
an electrode connected to the cathode and 150-180 V
for an isolated electrode. Discharge regimes were used
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with the plasma potential close to the anode potential.
According to results of mass-spectrometric study of
plasma composition in the anode cavity of a glow-dis-
charge [5, 7, 8], the content of doubly charged argon
ions did not exceed 10% and the content of metal ions
in plasma could reach afew percent. A moveable probe
was used in the experiments for measuring radial cur-
rent density profiles in the wide beam and the beam
formed by the optics elementary cell, as well as the
beam current and currents in the circuits of the ion-
optics electrodes. The measurement results were used
for estimating the efficiency of ion extraction from the
plasma, losses of the current of accelerated ions, and
the beam angular divergence.

(a) Formation of low-energy beams. For this exper-
iment, a glow-discharge electrode system with hollow
anode and hollow cathode under applied magnetic field
was designed, which was capabl e of producing an emit-
ting plasmaof higher homogeneity. lonswere extracted
from plasma generated inside the anode cavity of the
discharge system, and the screening electrode potential
could therefore be varied from the floating to the cath-
ode potential without significantly changing the
discharge characteristics. An additional factor in reduc-
ing the differences between conditions for discharge
and the plasma density generated in the two regimes
was the use of multiaperture optics. Thelargetotal area
of the apertures made the accelerating field an effective
means of controlling the discharge conditions. The
nonuniformity of the radial distribution of the emitting
plasma density did not exceed 5% in acircle 80 mmin
diameter, which corresponded to the optics diameter.
Anion emission current density of j, ~ 1 mA/cm? was
achieved with adischarge current of 0.7 A and arc volt-
age of 670 V. The gas flow leaked into the discharge
system was kept constant at 10 cm® x atm/min; the
pressure in the vacuum chamber was 102 Pa. The
diameter of the optics apertures was 3 mm, the acceler-
ating gap length was variable in the range 24 mm, the
decelerating gap of 2 mm was kept constant, and
the electrode thickness was 1.2 mm. The total area of
the optics holes was 25 cm?. The source operated in a
self-compensation regime of the beam space charge.

Plots illustrating the effect of R on forming condi-
tionsfor an ion beam of energy eU,, = 1 keV with optics
having an accelerating gap length of | = 4 mm with the
screening electrode at the cathode and floating poten-
tidsareshownin Figs. 1 and 2, respectively. The max-
imum beam current, closeto the current of ion emission
from plasma, is achieved at minimum R values. In the
system with the screening electrode at the cathode
potential (Fig. 1), an increase in R leads to a drastic
drop in the beam current, but the ion emission current
from plasma measured in the voltage source circuit U,
changed insignificantly. With the screening el ectrode at
the floating potentia (Fig. 2), the beam current
decreases continuously with increasing R and its value
differsinsignificantly from the ion emission current.
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Beam profile measurements were carried out with
the use of atrandating Faraday cylinder at a negative
potential of 100V encased in agrounded housing. The
entrance hole had a diameter of 1.5 mm. The overall
beam divergence angle was estimated by the measured
beam profile dataat 2w = 1/2(Iy 9 —144)/L, wherely, log
are beam width values at the 0.1 and 0.9 levels of the
current amplitude, respectively, and L is the length of
the beam drift region. The factor 1/2 takes into account
the fact that the beam, spreading because of angular
divergence, resultsin both broadening of the beam pro-
file at the bottom and narrowing of the plateau at the
profiletop [1]. The minimum angle w~ 5° inthe system
with floating potential was observed for R ~ 0.5. The
value of R at the cathode potential was around 0.4, but
the beam current was about half as great on account of
ion loss at the optics electrodes. Reduction of the accel-
erating gap length to 2 mm improved the beam forma-
tion in the system with a cathode layer at small R, but
caused higher loss of beam current in the system with
floating potential at large R values.

(b) Formation of high-energy beams. Beam forma:
tion in the optics elementary cell was studied in an ion
source based on discharge with a hollow cathode in a
magnetic field [ 7], in which single-aperture optics with
holes 10 mm in diameter were substituted for multiap-
erture optics and the accelerating gap length was vari-
able within 10-15 mm. The optics electrodes had a
thickness of 1.5 mm. The emitting plasma was pro-
duced in the cathode cavity and the optics screening
electrode also had the cathode potential. The pulsed arc
voltage at a current of 5-15 A was 400-500 V. The
emission current density of argon ions varied in the
range 3-10 mA/cm?. The ion beam profile was mea-
sured at a distance of 300 mm from the optics using a
probe in the form of a tungsten wire 0.5 mm in diame-
ter, which was translated along a dlit of 2-mm width. In
Fig. 3, beam profiles obtained at an ion emission cur-
rent density of 10 mA/cm? and different values of the
accelerating voltage are presented. In Fig. 4, plots of
the total divergence angle as a function of accelerating
voltage are given for different values of the emission
current density. The divergence angle was estimated
from the ratio of the beam profile full width at half
height to the beam drift region length. Asseenin Fig. 4,
the minimum angle of divergence is close to 0.02 rad
and the NPH values, corresponding to the minima of
curves 1 and 2, are 1.5 x 10° and 2 x 10° A/V3?2,
respectively. With decreasing current density and
increasing layer width, the normalized purveyance
becomes lower.

Smulation Results

The BEAM-CAD program developed by Yu. A. Ko-
valenko (All-Russia Electrotechnical Institute, Mos-
cow) was used in simulations of the conditions of ion
beam formation with single-aperture three-electrode
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Fig. 1. Variations with the voltage ratio R of the (1) current
of argonions at the entrance to the optics, (2) ion beam cur-
rent, (3) current flowing to the accelerating electrode, and
(4) current flowing to the decelerating electrode. The
screening electrode is at the cathode potential.
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Fig. 2. Same as in Fig. 1, with the screening electrode at
floating potential (A¢ = 160 V).

accelerating—decelerating optics in two ion energy
ranges, 0.5-3 and 20-50 keV. The ion emitter was
an argon plasma with a density of singly charged ions
n ~ 3 x 10%°-3 x 10'* cm~3 and an electron temperature
of 5-10 eV. The calculations were performed with a
view to elucidating the effect of the layer on the ion
extraction and initial beam forming processes; there-
fore, for the sake of simplicity, the influence of the
beam plasma was neglected. The presence in the glow-
discharge plasma of fast electrons was aso not taken
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Fig. 3. Density profiles of the beams formed at different
voltages across the accelerating gap (in kV, indicated by
numbers at the curves). The discharge current is 15 A, and
voltage is500 V.
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Fig. 4. Dependence of thefull beam divergence angleonthe
accelerating voltage at different current density values

je MA/cm?: (1) 6.7, (2) 10; | =d = 10 mm.

into account in the model. Therefore, estimates of the
floating potentials and ion emission current densities
were approximate. Because of the adopted approxima-
tions and assumptions, the derived relationships are for
the most part qualitative. The program uses the usual
calculation algorithm, which specifies the geometry
and potential distribution of the optics electrodes, as
well astheinitial position of the plasma surface and its
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ion-emitting properties. Then the solution of the
Laplace equation for specified boundaries is obtained
and the ion trajectories calculated. The next step is the
calculation of theion space-charge density and solution
of the Poisson equation. After a number of iterations,
the plasma boundary is displaced in such a way as to
have a zero electric field strength at the plasma surface.
Cadlculations are continued until a self-consistent solu-
tion is obtained. Beam formation conditions for mini-
mum loss at the optics el ectrodes are determined; and a
half-angle w of the beam divergence and distribution of
the current density j(r) in agiven cross section is calcu-
lated, aswell as the relationship between the current of
ions lost to the screening electrode and the beam cur-
rent. The screening electrode potential was taken as
A@=0.150 and 500 V, which corresponded to the float-
ing and cathode potentials at the screening el ectrode.

Figure 5 shows calculation results of the optics
dimensions and R values required for obtaining mini-
mum angular divergence of abeam of 1 keV argonions
a the ion emission current density from the plasma
equal to 2 mA/cm? in the absence of the layer (Ap= 0).
The calculation was carried out for three optical system
designs with identical hole diameters d = 4 mm and
decelerating gap lengths |, = 2 mm. The length | of the
accelerating gap and the voltage U, for the three designs
were different and chosen such asto have NPH equal to
one-half of its maximum value. It follows from the
obtained results that at R > 0.3 and Ag = 0, values of w
are minimum for the system with the largest gap length
I. Considerably lower values of w at small R for curves
2 and 3 are explained by the focusing action of the elec-
trostatic lens in the aperture of the decelerating elec-
trode. The change of sign of wisdueto thefact that the
divergence angle is determined at a distance of 5 mm
from the optics, whereas at considerable distances from
the optics and low R, the beam is highly divergent. For
small | (curve 1), nofocusing isabtained; at R< 0.3, the
current flowing to the decelerating electrode was much
higher.

The calculation resultsfor the beam-forming system
with ultimate ion energy 1 keV and the screening elec-
trode at the cathode potential (A@ = 500 V) are shown
in Fig. 6. In the calculation, the ion emission current
density is 1 mA/cm?. The diameter of the holes is
3 mm, the decelerating gap length is 2 mm, and the accel-
erating gap length is varied in an interval of 24 mm.
As Risreduced, the beam divergence angle decreases,
both the beam current 1, and the current I, of ions
extracted from plasma through a hole in the screening
electrode increase. The ratio of the currents also rises,
owing to lower losses at the accel erating and decel erat-
ing electrodes of the optics. Losses also decrease with
diminishing accelerating gap length. The relatively
small beam divergence angle at the opticsexit at R> 0.5
isdueto thelossto the decel erating electrode of periph-
eral ions having trajectories at large angles to the axis.
A beam without losses at around R= 0.5 isformed only
2000
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at a minimum gap length of | = 2 mm. At R< 0.5, the
beam convergence at the optics exit rises sharply.

Results obtained for the screening electrode at a
floating potential (Ag = 150 V) are given in Fig. 7.
At R= 0.5-0.8 the beam passes the optics without
losses for all values of the accelerating gap length (I =
2-4 mm). At small gap lengths, the beam diverges
abruptly as Risreduced. Considerable field nonunifor-
mity in the screening electrode hole increases aberra-
tions, with the beam crossover failing to form. The
deviation angle is highest for peripheral ion trajecto-
ries. The ion current at the system entrance and the
beam current rise with areduction of the gap length and
an increase in the total accelerating voltage.

Estimates of the ionic layer thickness by the three-
halves power law gave a value of ~1.5 mm for the
screening electrode at a floating potential and ~3.5 mm
at the cathode potential. Because of considerable layer
thickness, the plasma meniscus near the optics aperture
at low field strengths in the accel erating gap is concave,
making the ion beam extracted from the plasma diver-
gent. This reduces the average current density in the
beam compared with the saturation density of ion cur-
rent from the plasma. Theinitial convergence of theion
beam in the accelerating gap is created by the radial
field component in the screening electrode hole. To
increase the beam current and convergencein the accel-
erating gap, a higher accelerating voltage or smaller
gap length had to be adopted in the calculations.

Some simulation results for the high-voltage optics
at U, =30-50kV andj = 1-30 mA/cn? are presented in
Fig. 8. The divergence angle w and the average beam
current density j as afunction of plasma density n have
been calculated for the optics with aperture diameter
d = 10 mm, accelerating gap length | = 15 mm, elec-
trode thickness 1.5 mm, and decelerating gap length
5 mm. The w(n) functions (curves 1, 2) are nonmono-
tonic, and the beam divergence angle in the minima of
the curves is about 0.02 rad. From the j(n) plots
(curves 3, 4), it followsthat the efficiency of ion extrac-
tion from the plasmais largely dependent on the accel-
erating voltage U, and the density n and is variable in
very wide limits. But using the left branches of w(n)
functions (curves 1, 2), an optimum combination of U,
and n values can be obtained yielding beam current
density values close to the emission current density
(dashed curve); and at the beam divergence angles w >
0.05 rad, the wide beam will be uniform over its cross
section 0.2-0.3 m away.

At low plasma density, the average beam current
density turns out to be higher than the ion emission cur-
rent density as a result of the formation of a convex
plasma interface focusing ions coming from the sur-
face, which is larger by severafold than the hole area.
It is the higher plasma density that causes the shift of
the plasma boundary towards the accelerating gap and
the change in its curvature and shape. The drop of the
current in the beam is due to redistribution of ions emit-
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Fig. 5. Dependence of the beam divergence angle on voltage
ratio R. 1—U; = 1.5 kV, | = 3.75 mm; 2—U; = 2 kV,
| =4.75 mm; 3—U; = 3kV, | = 6.5 mm; jo = 2 mA/cm?.
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Fig. 6. Plots of the divergence angle (1, 2) and voltage ratio
at the optics entrance and exit (3, 4) on R. Ultimate energy
of argonions1keV; | =2(1, 3) and 4 mm (2, 4).

ted by plasma at the periphery of aperture; there are no
beam current lossesto the accel erating and decel erating
electrodes. The decrease in the beam angular diver-
gence w(n) with increasing n is aso due to the escape
to the screening electrode of the peripheral ions which
make the largest contribution to the beam divergence.
With a further increase in n, the emitting plasma sur-
face becomes less curved and w rises.

Thus, results of the experiments and calculations
indicate that for reducing the divergence and increasing
the intensity of the low-energy ion beams in systems
with the cathode layer, the intensity of the accelerating
electricfield should beraised. In systemsforming high-
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Fig. 7. Plots of the divergence angle (1, 2) and the current at
the optics entrance (3, 4) versus voltage ratio R at
AP =150V, jo=1 mA/cm?; ultimate energy of argon ions
1keV;1=2(1,3)and 4 mm (2, 4).

j, mA/cm?

30

20

10

nx1071 cm™3

Fig. 8. Plots of the beam divergence angle (1, 2) and the
beam current (3, 4) versus plasmadensity at the accelerating
voltages 30 (1, 4) and 50 kV (2, 3). Dashed lineis the satu-
ration current due to plasmaions.

energy beams, the presence of a space-charge layer
with a voltage drop of a few hundred volts is not an
obstacle to producing beams with low angular diver-
gence, but can substantially interfere with the effi-
ciency of ion extraction out of the glow-discharge
plasma.

DISCUSSION

Whereasthe plasmaboundary positionin the central
part of the optics hole is determined by the potential
difference between the plasma and the accelerating
electrode and by the saturation current density due to
plasma ions, nearer the hole periphery the plasma
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boundary position is influenced by the space-charge
layer between the screening electrode and plasma. At
significant layer thicknesses, the emitting plasma sur-
face becomes convex, which affects the current of ions
extracted from the plasma as well as the initial beam
convergence.

Analysis of a ssimple ion optics model, not taking
into account the effect of theionic layer, isgivenin[3].
The model is based on an assumption that the resultant
beam divergence angle depends on two effects: conver-
gence of the beam of ions emitted by the spherica
plasma surface and propagating in the field of a spheri-
cal diode and the divergence produced by the field of
electrostatic lens in the hole of the accelerating elec-
trode. The analysis has shown that the minimum beam
divergence can be achieved by the right choice of the
operating purveyance of the beam. The expression
derived in [3] for the half-angle subtended by the beam
has the form

w = 0.29d/21(1-2.14P/Py), )

where P is the beam operating purveyance determined
by values of the current and accel erating voltage and P,
is the maximum purveyance of a planar diode deter-
mined by its geometry and dimensions. The ratio of
these quantities determines the value of NPH. Our cal-
culations also confirm the conclusion that for obtaining
minimum beam divergence in two-electrode systems,
NPH values close to one-haf of its maximum values
should be used. In three-electrode accelerating—decel-
erating systemswith prescribed ultimateion energy, the
reduction of the beam divergence can be achieved by
increasing the I/d ratio and the total voltage across the
accelerating gap, i.e., using small but finite values of R.
This result corresponds to that obtained earlier in [4].
Thus, our calculation model gives an adequate descrip-
tion of the processesinvolved in beam formation.

The effect of arc voltage, (i.e., the potential differ-
ence between the screening electrode at cathode poten-
tial and plasma at a potential close to that of the anode)
on the angular divergence of the beam of ions extracted
from the low-voltage discharge with thermionic cath-
odewas studied in [4]. Asthe arc voltage wasincreased
from 32 to 50V, the beam divergence angle decreased
by 2-3 degrees, and the NPH value corresponding to
the best beam focusing a so decreased. The influence of
the arc voltage depended on the ultimate beam energy
and became less at higher arc voltages. In the emission
systems of this study, the arc voltage and the floating
potential of the screening electrode are considerably
higher than those of [4]; the ionic layer thickness is
larger as well. Under such conditions, the curvature of
the emitting plasma surface is negligible and the pri-
mary ion focusing is done by the electrostatic lens in
the hole of the screening electrode. lons exiting towards
the lens have a considerable axial velocity component
determined by the voltage drop across the ionic layer.
Thefocal length for a diaphragm with acircular holeis
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determined by the screening electrode potential relative
to the plasma and by the difference of the values of the
electricfield in the layer Ey and thefield E, in the accel-

erating gap [9]:
f = 4AQ/(E; - Ey). 3

With increasing voltage drop across the layer, in
order to keep the initial beam convergence, it is neces-
sary in accordance with (3) to increasethefield strength
in the accelerating gap. To define the conditions for
forming abeam with minimum angular divergence, one
has, by analogy with [10], to consider the entire system
of an electrostatic |ens containing focusing diaphragms
with holes in the screening and decelerating electrodes
and a scattering diaphragm in the accelerating elec-
trode. Qualitative estimates made in a paraxial approx-
imation and neglecting the space charge have shown
that raising the total voltage across the accelerating gap
or reducing the decelerating gap length improves the
beam focusing at the optics exit, in agreement with the
calculations and experimental results. Instead of calcu-
lating the beam focal length from the plasma curvature
radius as in [10], expression (3) was used for this pur-
pose.

The layer between the plasma and the screening
electrode seriously affects the efficiency of ion extrac-
tion from the plasma. When the layer thicknessis con-
siderable, the form of the plasma boundary is such that
the flow of ions from the plasma becomes divergent;
therefore, even in the absence of current leaks to the
optics electrodes, there can be realized an extraction
regime for which the beam currents differ by as much
as severa-fold. In this case, the conditions for maxi-
mum beam current do not coincide with those for form-
ing a beam having minimum angular divergence. The
maximum current is obtained in a divergent beam,
whose diameter in the hole of the decelerating elec-
trode is close the hole diameter. The thickness of the
screening el ectrode has about the same effect on theion
extraction conditions and beam forming as the ionic
layer thickness.

It is to be noted that the results of the study of the
details of forming the low-energy beam in systemswith
the cathode layer obtained for a prescribed current den-
sity arevalid in afairly wide range of j values, because
a variation of the ion current density influences the
cathode layer thickness and the accel erating gap length
required for minimum beam divergence in about the
same way, whereas a variation of the accelerating volt-
age changes the role of the ionic layer. The reason is
that forming a beam with low angular divergence
requires that some optimal NPH value be established
and maintained within anarrow range. Raising U, while
keeping the density j constant requires larger accel erat-
ing gap lengths | and, consequently, hole diameters d;
the relative thickness of the ionic layer will thus be
reduced and its effect limited to processes at the periph-
ery of the plasma meniscus.
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The calculations have shown that the most advanta-
geous conditions for ion extraction from plasma and
formation of high-energy beams of energy in the range
of tens of kiloelectronvolts and current density of afew
mA/cn? in systems with acathode layer are obtained with
ion optics having large aperture diameters (810 mm)
and relatively thin screening electrodes (1-1.5 mm).
These optics create a fairly efficient sagging of the
accelerating field into the hole, so that the emitting
plasma surface is found not inside the channel of the
hole, but beyond the screening electrode; and even in
the presence of theionic layer, this surface can havethe
convex shape needed for highly efficient ion extraction
from plasma and optimal angular beam divergence.

CONCLUSIONS

In plasma-emitting structures based on glow dis-
charge, the positive space-charge layer arising between
the ion-emitting plasma and the screening el ectrode of
the electrostatic ion-optic system exerts significant
influence on the position and shape of the emitting
plasma surface in the elementary cell of theion optics.

Theimportance of thislayer depends on the relation
between the layer thickness and the diameter of the
optics apertures. For comparable dimensions of the
layer and apertures, the beam divergence is at a mini-
mum if the ion-emitting plasma surface is only dightly
curved. In this case, the initial convergence of the ion
beam will be created by the focusing of the ions accel-
erated in the ionic layer by the field of the diaphragm
with a hole. Considerable axial component of the ion
velocity at the lens entrance degrades the beam focus-
ing, which then has to be improved by increasing the
electric field strength in the accelerating gap. There-
fore, maximum attainable beam densities in such sys-
tems are typically lower, being limited by the vacuum
breakdown voltage in the accelerating gap.

The layer parameters influence not only the beam
angular divergence, but also the efficiency of ion
extraction from the plasma. Divergence of the flow of
plasma-emitted ions at the entrance to the forming
system increases the current lost to the screening elec-
trode and the beam current. The influence of the layer
is greater for low ion energies; therefore, plasma-emit-
ting structures based on glow discharge in which
plasma is generated in the cathode cavity cannot be
efficient in generating low-energy (eU ~ 1 keV) beams
having small divergence and high beam current density.

At higher ion energies, therelative layer thicknessis
reduced because of the need to increase the accelerat-
ing gap length and the size of the apertures in order to
maintain conditions for small beam divergence. The
use of optics with large-diameter apertures (10 mm)
and relatively small screening electrode thickness
(1—-2 mm) for forming ion beams of energy around tens of
kiloelectronvolts and current densities of 1-10 mA/cn?
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Dynamic Characteristics of Solidsin Microvolumes. M odern
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Abstract—Several radically new independent in situ techniques for characterizing physicomechanical proper-
ties of materials in microvolumes are described. In particular, mechanisms behind the formation of an indent
and the surrounding deformation zone were studied at a microlevel. With ionic crystals, it was demonstrated
that indentation, followed by the formation of the deformation zone, passes the following stages:. purely elastic
deformation stage, the stage of monoatomic displacement of a material from under the indenter; and a number
of final stages where dislocation plasticity is essential. Kinetic, dissipative, and activation parameters of inden-
tation were determined, and basic mass transfer micromechanisms for each of the stages were elucidated.

© 2000 MAIK “ Nauka/Interperiodica” .

1. INTRODUCTION

Over the last two or three decades, avariety of mod-
ern techniques whereby solid surface and thin surface
layers are investigated have been developed. Yet the
microhardness method remains the most used, the eas-
iest, and the most rapid [1-8]. However, the true mean-
ing of the notion of “microhardness’ is still vague,
since an applied load-to-indent area ratio, the usua
measure of the microhardness H, is an effective value.
It cannot be uniquely related to a single physical pro-
cess where firmly established physical abjects (point
defects, dislocations, etc.) and micromechanisms are
involved. Neither can it be associated with particular
fundamental properties of solids, since it depends on
many parameters and external effects.

The major reason for this is the specific stressed
state under the indenter: the strain is strongly localized
(within the region comparable to the indent size), the
maximum stresses far (several hundred times) exceed
theyield stress even under quasi-static indentation, and
the structure and interatomic distances are highly dis-
torted. Under such conditions, the material behavior
gresatly differs from that under moderate uniaxial com-
pression or stretching. For example, the amorphization
of initially crystalline surface layers under the indenter
has been observed [8-11]. Also, such conditionsinduce
exotic elementary mass-transfer and plasticity mecha
nisms (including intergtitial and crowd mechanisms),
as directly evidenced by various independent tech-
niques [10-12]. The theoretical characterization of
these mechanisms has been givenin [13].

Another difficulty in studying the dynamic charac-
teristics of thin surface layers and small volumes
(~1 um?d) is that strain rates de/dt upon indentation are
usually very high. Moreover, indentation is accompa-
nied by many short-term processes. If, for example, an

indent, a contact spot, or a surface peak hasasize R ~
1 um and the lateral (over the surface) or vertical
(indentation) rate v is about 1 mm/s (which is much
below ultimate values), the local value of (de/dt) ~ vR
may attain 10° s

Thus, it is unjustified to think that the response of a
material under such severe conditions (a combination
of high stresses, high strains, and high strain rate) will
even vaguely resemble its behavior under quasi-static
uniaxial compression or stretching. Such a situation
occurs, in particular, during microhardness measure-
ments and, in general, at amomentary contact between
solids (the collision of particles with each other or with
vehicles, including space vehicles; microabrasive wear
due to dry friction between rough surfaces, of which a
read (write) head—magnetic carrier friction pair is an
example; abrasive grinding; etc.). Hence, an experi-
ment where, on one hand, a material would be sub-
jected to such conditions and, on the other hand, it
would be possible to record its time-dependent
response (spectrum of defects; their mobility, interac-
tion, and effect on macroproperties; etc.) seemsto be of
great practical value.

In this work, we describe several approaches to
studying dynamic properties of a solid material in
microvolumes under controllable pulse indentation and
report tentative results obtained with them.

1. INVESTIGATION TECHNIQUES

We used several techniques to study a set of physi-
comechanical properties and time-dependent parame-
ters of materials.

(1) Standard indentation. A hard indenter pene-
tratesinto the material, and the size of an indent and the
surrounding deformation zone is measured after the

1063-7842/00/4505-0605%$20.00 © 2000 MAIK “Nauka/Interperiodica’
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Fig. 1. Techniques and parameters to be determined. (a)
Conventional microindentation by a discretely varied load,
(b) dynamic microindentation with continuous recording of
the indentation depth and indenter velocity in the case of
sharp loading, and (c) nanoindentation by a load pulse of
controllable width 1. W5, rebound energy of the indenter
after unloading; F, indentation force; h, indent depth; t,
time; and H, hardness. The subscripts e and d refer to equi-
librium and dynamic values, respectively.
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Fig. 2. Experimental setup. 1, piezosensor; 2, specimen; 3,
indenter; 4, rod; 5, suspension; 6, capacitive displacement
sensor; 7, fixed coil; 8, mobile coil; 9, signal processing unit
of capacitive sensor; 10, current pulse generator; 11, ADC

with signal switch; 12, computer; and 13, printer.

indenter is lifted up (Fig. 1a). The deformation zone
was delineated by selective chemical etching. The sizes
of theindent and deformation zone were measured with
the optical part of a ITIMT-3 microhardness meter or
with an optical microscope. In our work, standard
indentation was applied for calibration.

(2) Indentation by a momentary pulse load
(Fig. 1b). In generd, the load duration may vary within
six orders of magnitude (from 1 msto 10%s). Theindent
plus deformation zone size was measured after load
removal. Short pulse loading makes it possible to
examine elementary processes taking place at each
stage of indentation, thereby visualizing the formation
of an indent and the surrounding zone.

(3) Dynamicindentation. It is known that dynamic
properties of a system are best and most easily under-
stood by analyzing its response to astep disturbance. In
our experiments, a constant step test load was applied
to theindenter, and the kinetics of itsinsertion was con-
tinuously recorded with an appropriate time resolution
(Fig. 1c). We thus were able to in situ trace the strain
rate as afunction of instantaneous contact stresses, sep-
arate process stages, and analyze them by thermal acti-
vation methods to judge underlying micromechanisms
in the near-indent region.

(4) Direct measurements of time-dependent dis-
sipative properties of a material during contact.
Here, we measure the energy imparted to arod with an
indenter by a drive and the energy of rod rebound after
a load pulse is over. Their difference, measured as a
function of contact duration (Fig. 1b), isthe energy dis-
sipated during the formation of anindent and surround-
ing zone.

When combined, these techniques greatly extend
our investigative capabilities and provide an opportu-
nity to study a wide spectrum of dynamic properties.

2. EXPERIMENTAL

The test setup (Fig. 2) consists of a horizontal rod
suspended on wires that provide translatory motion
without friction. The net stiffness of such a suspension
is1 N/m. A standard indenter (aVickers diamond pyr-
amid) isattached at one end of therod. A capacitivedis-
placement sensor is located in the middle part of the
rod. Itsmovable el ectrode touchestherod, whileits sta-
tionary electrodes are rigidly fixed on the body of the
setup.

L oading was accomplished with an electrodynamic
drive, i.e., two interacting current coils. The movable
coil was fixed at the other end of the rod, and the sta-
tionary one was mounted on the body. Momentum was
generated by passing current through both coils. Vary-
ing the amplitude, duration, and shape of current
pulses, we could vary those of the pulse loads applied
to the indenter.

The setup allows indentation with the zero and non-
zero velacity of the indenter. In the former case, the
TECHNICAL PHYSICS Vol. 45
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specimen is gently brought into contact with the
indenter by means of a microscrew and then is pulse-
loaded.

The touch instant and the penetration depth h(t) vs.
time were recorded with the capacitive displacement
sensor. Also, the touch instant and the indentation |oad
F can be determined with a piezosensor situated imme-
diately under the specimen. The sensitivity of theforce-
measuring path is~2 x 10° N.

Signals from both sensors were applied to an ana-
log-to-digital converter and then processed using a spe-
cial computer program. This provides synchronous
recording of sensor signals (with an accuracy of 25 ps).

The displacement sensitivity of the path was 20 nm,
and the time resol ution was 50 ps.

The setup and the adopted measuring method made
it possible to trace micro- and nanoindentation at loads
from several millinewtons to 2N within an indentation
time range of 0.1 ms-1000 s. Rapid application of the
load to the indenter was provided by a sharp risein the
coil current (the pulseleading edge duration is 100 ps).

Calibration experiments showed that, in the absence
of the specimen, theindenter executed uniformly accel-
erated motion (Figs. 3a, 3b). This meansthat a constant
force does act in the indenter—rod system; hence, an
experimental time dependence of the penetration depth
h(t) (Figs. 4, 5a) reflects the dynamics of physical pro-
cesses in the deformation zone and can be used to deter-
mine failure micromechanisms under the indenter.

In a number of experiments, a rising h(t) curve
exhibited damped oscillations of asignal from the dis-
placement sensor (Fig. 4d). The oscillationswere found
to appear only when hard materials (MgO, Si at room
temperature, LiFat T< 200K, and NaCl and KCl at T <
100 K) were subjected to short-rise-time (t; £ 2 ms)
load pulses. The room-temperature indentation of KCI,
NaCl, LiF, Pb, and Al did not cause the oscillations. As
follows from preliminary analysis, they arise in the
rod—deformation zone system and are not related to
self-oscillations of parts of the setup. A dynamic model
of an oscillating system in Fig. 6 includes the mass m
of the movable parts of aloader, the stiffness of a sus-
pension C,, the stiffness of arod C,, the stiffness of a
specimen in the contact region C, and damping proper-
ties of these elastic parts (damping coefficients D4, D5,
and D). The most complex and, at the same time, most
important parameter hereis C = kg, AY2[3, 5], where k
is a proportionality factor which depends on the
indenter shape; E, = [(1-V)EL+ (1-V)E ‘]tisthe
reduced Young's modulus; E and v are Young's modu-
lus and Poisson’sratio of the specimen, respectively; E;
and v; are the same parameters of the indenter; A =
13.2h? is the Vickers indent area projected onto the
specimen surface; and k = 1.15 [3]. The angular fre-

guency w of natural damped oscillations is related to
these parameters through the obvious relationship w =
TECHNICAL PHYSICS Vol 45
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Fig. 3. (a) Displacement of the rod with theindenter intime
and (b) associated dependences h(t), a(t) = 2h/t2, and F(t)in
the absence of the specimen. Forcepulseis0.11 N, T=293K.

{[(C+ C;' )1+ CJm—D?¥2. In our setup, the con-
ditionsC, > C,C, < C,and D, <D, D, <D aresatis-
fied (namely, C, =50 MN/m, C, = 1 kN/m, D, < 1s7%,
D, <0.1 s, and D = 30 s%; the measured values of C
were between 3 and 5 MN/m). Therefore, to a first
approximation, indentation conditions and an oscilla-
tion mode were defined only by the material properties
in the contact zone, i.e., by C and D. Since C growsin
proportion to h, the condition Cn1! > D? is set starting
from some critical value h,, after which the aperiodic
regime is changed to the oscillatory regime. Inthe crys-
tals studied (KCI, NaCl, LiF, and MgO), the latter was
observed at h, = 3-14 um for aload of several newtons.
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Fig. 4. Indentation kinetics at the early stages for ionic crystals. (a, b, d) LiF; (c) KCl : Ba(C = 10 mol %). T = (a, b) 293 and

(c, d) 77K.

The eigenfrequency of oscillations of the suspended
rodis w, < w, and the eigenfrequency of oscillations of
individual rod partsis w > w; hence, the latter does not
influence the measurement results.

When the material under the indenter does not fail,
theYoung's moduli E, derived from the eigenfrequency
values coincide with reference values E. with an accu-
racy of better than 10%. For example, in the absence of
damage around the indent, we obtained E; = 50 GPa,
E. =49 GPafor NaCl and E = 125 GPa, E; = 114 GPa
for LiF. On the other hand, in the case of MgO crystals,
for which indentation is accompanied by extensivefail-
ure, E; = 41 GPaand E, = 286 GPa. The coincidence of
the calculated and reference data for the LiF and NaCl
crystals is not accidental, despite the fact that E; is an
effective parameter (since it reflects the properties of a
material in the highly and nonuniformly deformed
region near the contact). If indentation causes cracking,
E. < E,, which seemsto be quite natural, since the com-
pliance of the crystal latticeisaugmented by that dueto
crack nucleation and crack opening displacement.

Thus, the amplitude, frequency, and damping decre-
ment of the oscillations bear information on the
mechanical properties of the material in the contact
region. If the specimen is made from a material not
proneto brittle fracture, the parameters of natural oscil-
lationsin the indenter—specimen system can be used for
estimating Young's modulus in volumes from 1 to
10% um?3. In the case of brittle materials, this technique

is appropriate for detecting crack nucleation in the
puncture zone (by aloss of Young's modulus).

Our setup and the described techniques allowed us
to measure a set of time-variable material parameters
(dynamic microhardness, deformation zone size, dissi-
pated energy, effective modulus of elasticity, etc.).

3. RESULTS

Experiments were carried out with ionic crystals of
a different composition at T = 77-300 K. Data for no
less than ten indents obtained under identical experi-
mental conditions were processed. Despite the fact that
the mechanical properties of the crystals being tested
greatly differed (by more than one order of magnitude
for Young's modulus and by almost two orders of mag-
nitude for the hardness), the indentation kinetics were
qualitatively similar (Fig. 4).

Within the first 10 or 15 ms of motion, the penetra-
tion depth of the indenter h attained 70-90% of itsfinal
value. The stationary (or close-to-stationary) values of
h are established within tens or hundreds of seconds,
depending of the crystal type, temperature, and |oad.

By continuoudly recording the penetration depth vs.
time, we could determine the instantaneous vel ocity of
the indenter v(t) = dh/dt, the force exerted on the mate-
rial by the moving indenter F(t) = Fy(t) —m(d?h/dt?), the
indent-area-averaged contact stresses under the
indenter o(t) = F(t)/S(t), and the dynamic hardness
Hq(t) = kF(t)/h2(t). Here, Fy(t) is the force applied to
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therod on the side of the drive, misthe mass of the rod
with theindenter, J(t) = k;h(t) isthe current indent area
projected onto the material surface, and k; and k, are
coefficients taking into account the indenter geometry
(for a Vickers indenter, k; = 24.5 and k, = 0.03784).
Typical dynamic curves v(t), F(t), and Hy(t) for NaCl
crystals are shown in Figs. 5and 9.

Plotted in the semilogarithmic coordinates, the
kinetic curves In(dh/dt) = f(t) (Fig. 7) exhibit severa
straight portions which can be associated with stages of
indent formation. This means that indentation on ionic
crystals should be thought of as proceeding in as many
as five stages rather than in two (fast and low), asis
usually believed. The near-linear fal of the velocity
logarithm at each of the stages (starting from the sec-
ond) indicates the exponential character of relaxation.
The exponents at the different stages diverge by four
and the preexponentials by five orders of magnitude.
Under constant applied loads (Figs. 3b, 5b) and con-
stant contact stresses (starting from 10-15 ms), such
behavior of dh/dt = f(t) is obviously an indication of
mass transfer mechanism changeover in the contact
zone.

The first stage of h(t) growth implies that the
indenter moves with a positive acceleration. At the sec-
ond stage (starting from 5 + 2 ms, Fig. 7a), the acceler-
ation is negative but always less than 0.3 m/s* in mag-
nitude. From the third stage on, the curves h(t) and
H(t) saturate within several milliseconds (Figs. 5b, 9).

Figure 8 shows the evolution of the deformation
zone on the LiF and KCl surfaces. The size of the zone
was determined by the technique described in Section
1.2. The indentation process was interrupted at each of
the loading stages; then the load was removed, the
specimen was chemically etched, and the deformation
zone was measured with an optical microscope. The
length of the rays of a dislocation rosette was taken for
ameasure of thezone size. It isseen from Fig. 8 that the
time dependences of the indent diagonal d = f(t) and
those of theray length | =f(t) have fast and slow phases.
During the former (lasting from 2 to 10 + 2 ms, depend-
ing on the crystal type, applied load, and temperature),
both parameters attain 70-80% of their steady-state
values. The ultimate (steady-state) values are estab-
lished in the following several seconds or several tens
of seconds.

The dynamics of indent and rosette formation
(Fig. 8) indicates that the times of fast risein d and |
under pulse loading (indentation) correlate with the
durations of the fast stages in indent formation that
were obtained from the analysis of continuous indenta-
tion.

Data for the energy W, = W, — W, absorbed (dissi-
pated) by the NaCl crystals upon indentation are given
in Fig. 9. Here, W, is the energy supplied by the drive
and W, is the kinetic rebound energy of the rod—
indenter system. We measured the value W, as the sum
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Fig. 5. (a) Kinetics of the active stage of indentation for the
(001) face of NaCl and (b) dependences h(t), v(t), F(t), and
a(t)). T=293 K, indentation forceis 0.11 N.

of W, and W, (where W, = m(v,)?/2 isthe kinetic energy
supplied to the rod-indenter system by the drive when
the indenter does not touch the specimen, v, is the rod
velocity at the touch instant, and W; = Fh is the drive
energy that causes the indenter to penetrate into the
specimen to a depth h). W, = m(v,)%2, where v, isthe
velocity of the rod-indenter system at the instant of
contact breaking. Asis seen, for T = 50 ms, W, drops
30- to 40-fold, approaching zero (Fig. 9).

4. DISCUSSION

Knowing the indentation dynamics, one can gain a
better insight into the sequence and nature of processes
under the indenter. For example, the indenter force
(Figs. 3, 5) remains practically constant throughput the
indentation process (variations are within 10-20%).
However, the values of h(t), and hence the area of an
indent S(t) early in its formation, are very small. This
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means that the dynamic hardness Hy may be compara:
ble to the theoretically estimated value. For example,
within the first milliseconds, the peak value of Hy
for the NaCl crystalswas~1.6 + 0.8 GPa. In thefollow-

GOLOVIN et al.

ing 810 ms, Hy(t) drops to values close to the steady-
state microhardness of the material.

At the second and following stages of indentation, o
and dh/dt drop and h dlightly varies; therefore, these
stages can be treated in terms of conventiona
approaches. A force dependence of the indentation rate
plotted in the semilogarithmic coordinates In(dh/dt) =
f(o) has nearly linear portions (Fig. 7b). By extrapola-
tion to o, = 0, one can then find the initial indentation
rate dhy/dt at various temperatures. The dependence
In(dhy/dt) = f(L/T) also has almost linear portions
(Fig. 7b). This alows us to argue that the flow is of
thermally activated character, at least within some
ranges of o and T, and to determine the activation
parameters. At the second stage of loading, the activa
tion volumes y obtained from the dSopes of the
In(dh/dt) = f(o) dependences are very small for al of
the ionic crystals: y =102° m3 (Fig. 10). The energies
of activation are about 0.1 eV. Clearly, such low values
of U and y are due to the high values of ¢ at this stage,
where elastic strains alone may be as high as severa
percent.

The fact that activation volumes account for only
several tenths of that occupied by a cation in the lattice
under normal pressure is direct evidence that deforma-
tion is due to the movement of individual atoms
[10-13]. In experiments where the diffusion rate was
studied as a function of omnidirectional pressure, the
values of y have also been estimated at 0.6-0.7 of the
cation volume in the lattice [14]. Reliable independent
data for the activation parameters of the formation and
motion of interstitials and vacancies under high pres-
sure (~0.1-1 Mbar) are lacking; therefore, it isimpos-
sible to decide with certainty between interstitial and
vacancy mechanisms, although interstitial (crowd)
mechanisms become more plausible as the pressure
grows.

As the indenter penetrates farther (from the third
stage on), Hy(t) approaches the static microhardness
value (t = 10-12 ms), U grows to 0.2-0.3 eV, and y
increases to 1028 m? (Fig. 10). Thus, y becomes equal
to ~10b? by order of magnitude, where b isthe Burgers
vector of glide dislocations. Thisis consistent with data
in[15, 16] and impliesthat dislocation flow isdominant
under the indenter late in indentation. Since instabili-
ties of externa stresses and the effect of internal ones
were ignored in the calculations, the error in determin-
ing y in the above experimentsisrelatively high, ~50%.
Yet, even such alarge error isindicative of the prevail-
ing effect of structure defects responsible for mass
transfer at each of the stages, since taking into account
the above and other factors cannot change the order of v.
Note that y's for monoatomic and dislocation mecha-
nisms differ by two or three orders of magnitude [13].

The deformation zone evolution observed in the
experiments shows (Fig. 8) that its size | is specified
solely by the indent size d. The correlation between d
and | is explained, in our opinion, either by the small
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Fig. 8. Indent diagonal d and the length of rays of the dislo-
cation rosette | vs. indentation time. (1) d and (2) | for KCl;
(3)dand (4) | for LiF.

relaxation time (<1 ms) of the dislocation structure or
by its rearrangement during unloading and subsequent
chemical etching. The former reason appears to be less
probable. Chemical etching is a sluggish process and
gives no chance to answer the question as to whether
the dislocation rosette forms during indentation and
keeping the indenter in the material or material relax-
ation during unloading and subsequent etching are
largely responsiblefor itsformation. From general con-
siderations, it is clear that the shorter the loading time,
the more probabl e stress relaxation is during unloading
and etching.

That the dislocation structure may reconfigure also
follows from achangein the photoel asticity rosette pic-
ture [17] and in the eectric dipole moment [18-22];
both effectswere observed inionic crystals upon inden-
tation and unloading.

Thus, the results obtained suggest a correlation
between the size of an indent and the length of the rays
of a relaxed dislocation rosette for the wide range of
indentation times (from 1 msto 30 s).

The interruption of loading early in indentation
allows us to find dependences of the dynamic micro-
hardness H, and the rebound energy of the indenter W,
on indentation time 1. For example, for pure NaCl crys-
tals subjected to a rectangular force pulse F = 0.2 N of
width T from 4 ms to 10 s at room temperature, the
dependence W, = f(1) turned out to be even stronger
than Hy = (1) in Fig. 9. From thisfigure, it also follows
that, at 1= 1 s, Hy equals ~200 MPa, which is common
for NaCl; at shorter T's, it steeply rises (to ~450 MPa
for t=10ms). Att =4 ms, W, is45 nJ (Fig. 8); and at
T = 10° ms, W, becomes comparable to mechanical
fluctuations of the rod with the indenter (~1 nJ). Thus,
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absorbed energy normalized by the indent volume W, upon
dynamic indentation for NaCl crystals.

the time-dependent part of the reduced absorbed energy
W,(T) = (W; = Wp)/V (V is the indent volume) varies
several tens of timesin the interval from severa milli-
seconds to several tens of milliseconds (Fig. 9). This
suggests that Hy, W;, and W, are independent charac-
teristics of a material and describe its time-variable
elastoplastic and dissipative properties in the contact
zone with a volume of ~1 pum?3. The sharp increase in

t,s
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T

' 340
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6 8 10 12

Fig. 10. Room-temperature variation of the activation vol-
umey: (1) KCI : Ba, (2) NaCl, (3) LiF, and (4) MgO.
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the dissipation energy between 10 and 20 ms, as dem-
onstrated by the W,(t) dependence, confirms the con-
clusion based on thermal activation analysis that the
leading mass transfer mechanism changes at this stage
of indentation. The characteristic times of change of Hy
and W, are obviously defined by the dynamics of plas-
tic flow in the contact zone due to a momentarily
applied constant force. Also, they bear information on
the origination and dynamics of structure defects,
which are elementary “ carriers’ of thisflow, under high
local stresses and at high strain rates. In fact, even at
T = 10 ms, the mean values of contact stresses g = Hy
exceed the yield stress of the same NaCl crystals under
guasi-static uniaxial compression almost 1000-fold (or
morewhen Hy = H,,.., = 1.6 GPa). In spite of the not too
high absolute value of the indenter velocity dh/dt (its
maximum < 1 mm/s), the strain rate (de/dt) = (dh/dt)/h
for h < 1 um reaches ~10° s%, which is typical of the
collision of macrobodies moving with high velocities.

CONCLUSION

(1) We proposed anumber of radically new indepen-
dent techniques for determining dynamic physicome-
chanic properties of materials in micro- and submicro-
volumes and elucidating the mechanisms of formation
of an indent and the surrounding deformation zone. The
first one makes it possible to study the indentation
kinetics when the indenter is first brought close to the
surface (without contact) and then sharply loaded by a
constant force. This technique and the associated setup
enable us to in situ investigate the evolution of the
deformed material under such conditions (with a time
resolution of 50 ps) and gain information on the
dynamic microhardness Hy and mass transfer micro-
mechanisms at all stages of local loading. The second
technique (the indenter is subjected to a force pulse of
controllable duration) gives agood idea of intermediate
states of the structure under the indenter and the spe-
cific energy absorbed at one or another indentation
stage.

(2) Indentation with ahard indenter was found to be
a multistage process in al of the crystals studied. Its
basic, including activation, parameters were deter-
mined; and prevailing mass transfer mechanisms for
each of the stages were revealed. It was shown that an
indent is formed in several steps: purely elastic defor-
mation of the material, monoatomic displacement of
the material from under the indenter, and final steps
where dislocation plasticity plays a decisive role.

(3) It was found that the dynamic microhardness of
ionic crystals approaches its static value at indentation
times T = 1 s and that the energy is absorbed most
intensely at the dislocation stages of indent formation.
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Abstract—High-resolution X-ray diffractometry was used to study alterations of the structure of single-crystal
silicon taking place in the process of nonequilibrium solid-state diffusion of aluminum atoms occurring under
heating of the near-surface layer by radiation of a CO, laser with pulse durations 1, 2, and 3 s. Crystal lattice
deformation profiles, diffusion lengths, and densities of dislocation loops have been determined. © 2000 MAIK

“ Nauka/Interperiodica” .

INTRODUCTION

Diffusion of impurity atoms in semiconductor crys-
talsinvolves arange of problemsin solid-state physics.
Diffusion processes take place at amost all technolog-
ical stages in the production of semiconductor materi-
als, beginning with purification of the starting material
al the way up to the creation of pn junctions. At
present, along with widely used isothermal diffusion
[1], much attention is being paid to nonequilibrium
solid-state diffusion taking place under pulsed laser
heating of acrystal surface coated with impurity [2-5].

pn junctions can be formed [3] by way of laser dif-
fusion of aluminum into silicon. In [4], electrical char-
acteristics of p-type near-surface layers in silicon
doped with aluminum have been determined. Second-
ary-ion mass spectrometry was used to derive impurity
distribution profiles [5]. But much less attention was
paid to the crystalline structure of these layers,
although it determines most of the electrical and phys-
ical properties of semiconductor materials in the near-
surface region.

Analysis of X-ray scattering patternsis an effective
method of investigating alterations of a crystalline
structure in near-surface layers caused by the introduc-
tion of impurity by both isothermal diffusion [6-8] and
ion implantation [9-12]. In [13], using X-ray diffracto-
metry data, deformation and amorphization profiles in
thin silicon layers were monitored in the course of laser
diffusion of boron.

In this work, double- and triple-crystal X-ray dif-
fractometry studies have been carried out of the
changesin the crystalline structure of thin near-surface
layers of single-crystal silicon formed as a result of
nonequilibrium solid-state laser-induced diffusion of
aluminum for different CO, laser pulse durations.

EXPERIMENTAL TECHNIQUE

On the surface of a single-crystal silicon wafer,
coinciding with the (111) face, a layer of amorphous
aluminum of thickness 0.1 um was deposited by ther-
mal sputtering. The processwas performed in avacuum
inaVUP-4 apparatus. The wafer thicknesswas 500 pum.

The samples prepared in this way were irradiated
with aCO, laser (A = 10.6 um). The laser radiation was
incident on the sample side, opposite the side sputtered
with aluminum at right angles. The irradiation power
density was 350 W/cm?. One group of crystalswasirra-
diated for atimet = 1's, the other for 2 s, and the third
for 3 s. After irradiation, the remaining aluminum was
removed with alkali (KOH) solution.

The near-surface layer of the starting crystals and
crystals with an aluminum coating subjected to laser
diffusion were investigated using an automatic X-ray
diffractometer based on a DRON-UM1 apparatus with
double- and triple-crystal diffraction schemesin disper-
sionless geometries (n, —n) and (n, —n, n), respectively.
CuK,, radiation was used. Highly perfect silicon crys-
tals with a single symmetric (111) reflection were used
as monochromator and analyzer. Double-crystal rock-
ing curves (RC) and curves of triple-crystal X-ray dif-
fractometry (TC-XRD) were measured.

EXPERIMENTAL RESULTS
AND DISCUSSION

Silicon is practically transparent to CO, laser radia-
tion; therefore, diffusion of impurity into the near-sur-
face region of the silicon wafers can be carried out by
irradiation from the substrate side. The laser radiation
isabsorbed in askin layer of the aluminum film, whose
thickness does not exceed 10 nm. Absorption of the
laser radiation raises the temperature in the vicinity of
the film/substrate interface, enhancing the diffusion of
aluminum into the silicon wafer. It is worth noting that

1063-7842/00/4505-0613%20.00 © 2000 MAIK “Nauka/Interperiodica’
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Fig. 1. Dependence of thediffractionin Si(111) reflection of
CuK4-radiation on the laser diffusion time of aluminum
7,5 (1)1 (22 and(@3) 3.

an auminum film serving as a source of diffusing
impurity at the same time inhibits its evaporation.

It is known that mechanical strains arise in crystals
in the process of nonequilibrium solid-state diffusion;
but their magnitude is minimal, since the laser irradia-
tion lasts only seconds [2].

Shown in Fig. 1 are rocking curves for the (111)
reflection measured as afunction of the samplerotation
anglea = © — Oz inadouble-crystal diffractometer and
normalized to the incident X-ray intensity |,, where ©g
is the Bragg angle. Rocking curves of crystals irradi-
ated with 1-s pulses closely followed corresponding
curves for the initial substrates. Raising the irradiation
time to 2 s caused a dight asymmetric intensity
enhancement of the rocking curvesin the region of neg-
ative angles a. At the irradiation time of 3 s, the inten-
sity of the curves in the region of negative angles o
increased still further, and some enhancement of the
rocking curves in the region of a > 0 was observed
(Fig. 1, curve 3). Note that the values of full width at
half maximum Aag of the rocking curves were 9.6,
9.95, and 11.1 arc-seconds at T = 1, 2, and 3 s, respec-
tively, which is only dightly higher than the value of
Aog = 9.4 arc-seconds calculated for an ideal crystal
taking into account convolution from the monochroma-
tor and both polarization states.

Figure 2 shows the normalized intensity functions
[14] P(a) = Alye02, where |y is the intensity of the
main peak in TC-XRD curves measured at various
fixed sample position angles a in the scanning mode of
the analyzer. The main peak intensity is highest for the
analyzer angle A© = 2a. The normalization factor A is
obtained from the condition that P(a) = 1 for the start-
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Fig. 2. Reduced intensity functions of the main peaksin the
triple-crystal X-ray diffractometry of crystals studied. (1-3)
sameasin Fig. 1.

ing substrates in the investigated range of a. In distinc-
tion from double-crystal rocking curves, the main peak
intensity lyp(20) is determined exclusively by coherent
scattering from an “average” crystal lattice. No contri-
bution to the reflection intensity comes from diffuse
scattering by defects of the structure.

All P(a) functionsdisplay peaksin the range of neg-
ative angles, which tend to shift to higher (absolute)
values of a as the laser irradiation time is increased.
Longer irradiation times also cause a noticeable inten-
sity increase in these peaks. In the range of a > 0, a
weak peak is observed, but only for T =1 s. Astheirra-
diation timeisincreased, this peak disappears.

The change in the rocking curve shapes in the pro-
cess of laser diffusion can be caused by both lattice
deformation and diffuse scattering by generated
defects. The peaksin the normalized intensity functions
appearing at negative angles indicate the presence of a
near-surface crystal layer with a positive lattice defor-
mation. Thisis explained by the fact that diffusing alu-
minum atoms occupy positions at the lattice sites; and
because they have a larger covalent radius of r, =
0.126 nmthan that of silicon, r4 =0.117 nm, the crystal
|attice expands. Average magnitudes of the deformation
estimated from the relation Ad/d = —aycot®g, where
0, is an angular position of the peak of function P(a),
amount to 2.3 x 103, 2.8 x 103, and 3.0 x 103 for irra
diationtimest =1, 2, and 3 s, respectively.

The weak feature in the P(a) function in the range
of anglesa >0at 1 = 1 sisevidenceof athin crystalline
layer having negative deformation Ad/d = -0.8 x 103,
The dlight compressive deformation is apparently
caused by replacement of silicon atoms with oxygen,
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which is present in small concentrations in the starting
crystalsand hasaradiusry = 0.066 nm < rg. At longer
irradiation times 1, the dominant role is played by alu-
minum, because of its higher concentration.

It is quite reasonable to suppose that the deforma-
tion profile Ad(2)/d has a shape similar to the impurity
concentration profile observed after thermal diffusion

[7]
Ad(2)/d = goexp[~(Z/L)"], )

where g, = Ad(0)/d is the deformation at the surface, L
is the diffusion length, and mis a factor varying in the
rangefromm=1tom=2.

For the case of isothermal diffusion from athin sur-
facelayer, m=2[7].

Figure 3 shows positive deformation profiles
Ad(2)/d, which were first sketched from the shapes and
magnitudes of measured rocking curves and then cor-
rected for angular intensity dependence of the main
peaks. Calculation of the coherent scattering compo-
nent was performed using the Takagi—Topen equation
[15] with the deformation profilein theform of (1). The
best fit of theoreticad and experimental curves is
obtained for m = 1.7 £ 0.1. The diffusion length L is
equal to 28, 32, and 48 nmfor 1 =1, 2, and 3 s, respec-
tively. It is seen in Fig. 3 that the magnitude of defor-
mation and the thickness of a deformed layer increase
with irradiation time.

For the (111) reflection, the deformation isrelated to
the concentration of impurity C atoms by Ad(2)/d =
1.44BC [6], where 3 = (rp —rg)/Nrg = 1.54 x 107 cm?®
isthe deformation factor and N = 5.0 x 10?2 cm 2 is the
density of silicon atoms. Now, the concentration of alu-
minum atoms near the surface can be easily obtained:
C=11x10%14%x10%,and1.5x 102 cm3at1=1,
2, and 3 s, respectively. It is nearly two orders of mag-
nitude higher than the equilibrium solubility limit of
aluminum at the temperature to which the silicon wafer
isheated by laser radiation [1]. The high level of alumi-
num concentration devel ops because of the nonequilib-
rium character of diffusion occurring at pulsed laser
irradiation as observed in laser diffusion of other impu-
rities[3. 13].

In the case considered, the temperature increase can
be estimated from the relationship

AT = 2(W/x)(at)™, )

where W is the radiation power density, a = 0.5 cm?/s
isthethermal diffusivity, x = 0.8 W/(cm K) isthe ther-
mal conductivity, and T istheirradiation time [3].
Theirradiation was carried out at room temperature;
therefore, the near-surface layer should have been
heated to temperatures 640, 900, and 1100 °C for laser
irradiation times T = 1, 2, and 3 s, respectively. Larger
deformations for longer laser pulses seen in Fig. 3 are
related to the increase with temperature of the solubil-
ity of aluminum in silicon.
TECHNICAL PHYSICS Vol 45
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Fig. 3. Deformation profilesin silicon crystals subjected to
laser diffusion of aluminum. (1-3) same asin Fig. 1.

The difference in impurity concentration is not the
only distinction between laser and isothermal diffusion.
One more distinction is the extremely high coefficient
of solid-state laser diffusion D. Its value can be
estimated from theformulaL = (Dt)Y2. Using the above
values of the diffusion length L, weget D = (7 £ 1) x
1012 cm?/s. Let us compare this value with diffusion
coefficients given by an Arrhenius equation, which is
valid for isothermal diffusion [16],

Dy = Doexp(-Q/KT), ©)

where D, = 8 cm?/s is a coefficient, which is almost
independent of temperature, and Q = 3.47 eV isthe dif-
fusion activation energy of an impurity atom [1].

The calculations by (3) showed that for T =1 s, the
laser diffusion coefficient is seven orders of magnitude
higher than the coefficient of isothermal diffusion (D =
6 x 102° cm?/s); and for T = 3 s, the value of D isnearly
six timesaslarge (D;= 1.2 x 10712 cm?/s) asin the case
of isothermal diffusion. Such a great difference
between the laser and isothermal diffusion parameters
has been corroborated in other studies[3].

Triple-crystal diffractometry curves of irradiated
crystals differ from the curves of starting crystals not
only in intensities of the main peaks, but aso in the
emergence of broad diffuse peaks in the interval of
crystal-analyzer angles A® = 2a sin“Og. These peaksin
the TC-XRD curves are due to diffuse X-ray scattering
by defects induced in the structure by laser diffusion.
The intensity of diffuse scattering I, for negative sam-
ple rotation angles a is higher than for positive angles,
indicating the presence of vacancy defects [17], which
could form as aresult of condensation of excess vacan-
cies on heterogeneous nucleation centers.
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Fig. 4. Intensity of the symmetrical part of diffuse X-ray
scattering as a function of the separation q between the
reciprocal (111) lattice site and the Ewald’s sphere. (1-3)
sameasinFig. 1.

Figure 4 isalog-og plot of the symmetrical part of
the intensity of diffuse peaks integrated over the exit
angle A® as a function of the separation g between the
reciprocal (111) lattice site and the Ewald's sphere
Iq) = [Ip(q) + 15(—=09)]/2, where g = ahcos®g, h =
(417A)sin©g isthe reciprocal lattice vector and A isthe
X-radiation wavel ength.

It is seen from Fig. 4 that the diffuse scattering
intensity increases with increasing irradiation time. In
addition, the experimental points are amenable to
approximation with sections of straight lines having
different slopes relative to the q axis in the regions of
small and large g values. This implies that the diffuse
scattering intensity decay obeys a power law |5 ~ 1/g".
Measured exponents n are equal to 1.2, 1.04, and 1.01
in the range of small g; and n= 2.9, 2.6, and 2.5in the
range of large g for curves 1-3, respectively.

Slopes of the straight linesin Fig. 4 are indicative of
defects of the dislocation-loop type for which the abso-
lute value of the slope angle tangent isn = 1 in the
Xuang region (q < I/R) and n = 3in the Stocks-Willson
region (g > UR), where R is the average radius of a
defect [17].

Theradii of dislocation |oops can be estimated from
the relation R = [gy(Tthb)Y?] [17], where ¢, are the
coordinates of the intersection points of the sections of
straight lines of different slopesand b isthe modulus of
the Burgers vector (in this particular case, b =
(1/2)[110F= 0.384 nm). Finally, we get that R= 14, 30,
and 11 nm for samples irradiated for 1, 2, and 3 s,
respectively.

Theincreasein diffuse scattering intensity withirra-
diation time indicates the growing number of defectsin

BUSHUEV, PETRAKOV

the near-surface layer. To take account of the diffuse
scattering, which reduces the intensity of the main
peaksin TC-XRD curves, the static Debye-Waller fac-
tor f = exp(—w) wasintroduced in the rocking curve cal-
culations. The amorphization profile w(z) was assumed
in the form of (1). Also taken into account was the fact
that the diffuse scattering intensities in Fig. 4 are pro-
portional to the product wL. From these calculations,
average values of w have been derived: w= 0.7 £ 0.02,
0.16 £ 0.03, and 0.29 + 0.05 for irradiation times T = 1,
2, and 3 s, respectively. For dislocation loops, w =
(1/2)c R¥(hb)32 [18]; hence, their concentration g, equals
approximately 2.5 x 10%, 5 x 104, and 2 x 106 cmr= for
1=1, 2, and 3 s, respectively.

Formation of the defects can be accounted for by
both the temperature gradient and introduction of
impurities. In [11, 13, 19], it has been shown that the
temperature gradient produced by a millisecond expo-
sureto laser radiation causes generation of dislocations
in silicon. Therefore, in our case, the formation of dis-
location loops depends significantly on the nonequilib-
rium diffusion of impurities. Thisis also confirmed by
the generation of dislocation loops during thermal pro-
cessing of silicon crystals doped by ion implantation
[20].

CONCLUSIONS

The following conclusions can be made from the
performed investigations. Irradiation of single-crystal
silicon with a CO, laser for 1-3 s on the substrate side
induces nonequilibrium solid-state diffusion of alumi-
num from the surface layer to a depth of 50-100 nm.
The aluminum concentration achieved in this way is
much higher than inisothermal diffusion. The laser dif-
fusion produces in the near-surface layer of silicon
crystal a positive deformation of the lattice €, ~ 2.4—

3.4 x 1072 and generates dislocation loops of diameter
R ~ 10-30 nm of density from 5 x 10** cm2 for irradi-
ationtimet=2sto2x 10" cm=fort=3s.
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Abstract—An efficient and high-speed complex for visualization, reading, and processing of reflected high-
energy electron diffraction patternsis described. The block diagrams and technical data of the complex, aswell
as its interface with devices controlling molecular-beam epitaxy of semiconductor structures, are presented.
Dedicated software for processing high-energy electron diffraction patterns, including in real time, is sug-
gested. The complex was used for studying heteroepitaxial growth and the formation of InAs nanostructures on
the GaAsand Si surfaces. © 2000 MAIK “ Nauka/Interperiodica” .

INTRODUCTION

Reflected  high-energy  electron  diffraction
(RHEED) is an efficient in situ method for examining
solid surface morphology and is widely used in fabri-
cating semiconductor structures, particularly by molec-
ular-beam epitaxy (MBE). RHEED information is
visualized on a fluorescent screen as aresult of the dif-
fraction of 5- to 25-keV electrons impinging on a solid
surface under grazing angles[1].

Analysis of static diffraction patterns allows one to
gain insight into the crystal structure of surface layers
and quantitatively characterize the surface (misorienta-
tion, density of monatomic steps, and distribution of
two-dimensional nuclei) [2]. Variations of the intensi-
ties of RHEED reflections and their shapes, as well as
nonsynchronous changes in the intensities of different
reflections during MBE, provide valuable information
on fundamental surface processes. Moreover, with such
data, one can accurately estimate the growth rate. Gen-
erally, the time of growth of a monolayer correlates
with the period in the oscillating time dependence of
the intensity of a certain reflection [3].

The complete utilization of the potentialities of the
RHEED method necessitates recording and quantita-
tive analysis of the entire diffraction pattern or its part.
The intensity measurement time should be much less
than the time of growth of a monolayer.

In this paper, we describe a modified computerized
complex for rea-time RHEED pattern optical record-
ing, measurement, and analysis. An earlier version was
reported elsewhere [4].

HARDWARE OF THE COMPLEX

The block diagram of the complex is presented in
Fig. 1. It includes avideo camera (VC), a TV monitor,
and avideo tape recorder (VTR), al incorporated into

IBM PCs with standard monitors; a video input; and a
record/playback VTR synchronizer. The complex is
controlled by dedicated software.

A Chiper CRT-8260 camerawith a conventiona TV
signal at the output was used. It was fixed on the flange
of the MBE growth module in such a way as to keep
direct light from entering the objective lens and to dis-
play a desired area of the RHEED pattern on the fluo-
rescent screen of a D31202 fast-electron diffractome-
ter, which is used in EP-type MBE equipment.

RHEED patterns observed on the fluorescent screen
are recorded by the video camera. A video signal from
the camera enters the VTR,; and then concurrently, in
the “stop” or “record” mode of the VTR, comes to the
videoinput and TV monitor. The latter provides a con-
tinuous observation of RHEED patterns during experi-
ments. In the “playback” mode of the VTR, the prere-
corded signal is automatically applied to the video
input and TV monitor.

The video input isintended for the conversion of an
analog video signal to the digital form (256 intensity
levels, 512 x 512 pixels) and for storing a TV framein
a RAM with arefresh rate of 50 Hz. Also, it provides
software-controlled entry of stored data into a com-
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Fig. 1. Block diagram of the complex for computer process-
ing of RHEED patterns.
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puter. The video input card is inserted into a free ISA
slot of computer 1 (any IBM-compatible computer like
alBM PCAT 386SX or ahigher version with amonitor
resolution no less than 800 x 600 pixels). The block
diagram of the video input is presented in Fig. 2.

The record/playback synchronizer creates marks on
the sound track of the tape upon recording. In addition,
upon processing recorded data, it synchronously emu-
lates the growth program used upon recording in order
to correlate RHEED patterns being processed with
growth conditions (the position of shutters and open-
ing/closing time). The synchronizer card is inserted
into a free ISA dot of computer 2, which controls the
shutters of molecular sources. The block diagram of the
synchronizer isshown in Fig. 3. It consists of two inde-
pendent channels for mark writing on and reading out
of the tape. The write channel is intended for creating
marks on instructions from the shutter control program
and consists of an address selector (AS) and a con-
trolled generator (CntrdG). Theread channel comprises
a comparator (Cm) and an interrupt query generator
(1Q). This channel reads out recorded marks.

SOFTWARE

The program package allowed the control of the
complex hardware, as well as the real-time collection
and processing of datafor thereflection intensities. The
programs were written in the C language for the MS
DOS operating system (version 5.0 or higher).

The programs make it possible to read the reflection
intensities as the video intensities from the video input.
The data are refreshed at a rate of 50 Hz. A readout
static RHEED pattern (an image from the video camera
or VTR 512 x 512 pixels, 256 levels of signal intensity)
can be displayed on the PC monitor and filed on the
hard disk in the Windows Bitmap format. The file can
be further processed by conventional packagesfor pro-
cessing and printing graphic images.

One can receive information both on the whole
frame (512 x 512 pixels) and on its separate segments.
The programs for reading and processing data on the
reflection intensity are available in two versions: one-
window and linear. In the former case, an area (win-
dow) that contains the most informative reflections is
selected. Inthe latter case, windows along acertain line
are selected. The number of windows (to 16) is preset.
In both cases, the window size (to 50 x 50 pixels) and
the time of observation are specified. During thistime,
the signal intensities from areas of interest are read out
and averaged and the time dependence of the intensity
is also displayed. In the linear (multiwindow) version,
measurements taken in a preset reference window are
displayed.

After the programisfully executed or interrupted by
an operator, the information is saved. A user can then
display the time dependence for any of the windows;
measure, with the help of special markers, time inter-
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Fig. 2. Block diagram of the video input: VsA, video signal
amplifier; ADC, analog-to-digital converter; CG, clock gen-
erator; BS, buffer storage; RgX and RgY, BS address regis-
ters, StX and StY, binary counters for BS addressing; BD,
bus drivers; RAM, random-access memory; AS, address
switch; SS, sync pulse selector.
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Fig. 3. Block diagram of the synchronizer: AS, address
selector; CntrdG, controlled generator; |Q, interrupt query
generator; Cm, comparator.

vals and growth rates; and display the intensity distri-
bution along a diffraction reflection. Data obtained in
the linear regime may also be used for the analysis of
diffraction profiles by comparing the RHEED intensi-
ties between two arbitrary points within any field of the
diffraction pattern at a given timeinstant. The informa-
tion on signal intensity variations in all the windows
can be saved for further processing. It isrecorded on a
disk in the text file format compatible with conven-
tiona plotters. Subsequent analysis can be performed
with secondary processing programs, also available in
the two versions. A negative image obtained in the lin-
ear mode of the secondary processing program is pre-
sented in Fig. 4. The basic principles and algorithmsfor
constructing the programs were detailed earlier [4].

The growth control program loaded into computer 2
automatically executes the given sequence of instruc-
tions (written asatext file with a specialized language).
It also sends labeling instructions that mark the start of
the growth program to the record/playback synchro-
nizer. If the computers are directly connected, the
growth control and RHEED processing programs can
be started simultaneously. All the programs are trans-
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Fig. 4. Negative image on the PC monitor obtained in the linear mode of the secondary-processing program.

lated into English and have a user-friendly menu with
the necessary explanations. Both keyboard and mouse
controls are available.

Fig. 5. RHEED pattern in the [011] direction after the dep-
osition if two InAs monolayers on the Si surface at 380°C.

EXPERIMENTAL RESULTS

The application of silicon in light-emitting elec-
tronic devices has not yet become common, although
dislocation-free large-diameter silicon wafers are
cheap. Silicon is an indirect-gap material, where radia-
tive recombination without participation of an extra
particle is impossible. However, it has been supposed
[5] that, by analogy with 111-V compounds, the cre-
ation of narrow-gap semiconductor (for example, INAS)
guantum dots in the silicon matrix is appropriate for
fabricating good light-emitting devices. The fundamen-
tal possibility of forming InAs quantum-size structures
directly on the silicon surface by MBE has been exper-
imentally confirmed in [6]. Using our complex, we
have found [7] that both The Volmer—Weber (purely
island) and Stransky—Krastanov mixed growth mecha-
nisms may take place in this heteroepitaxial system.
The latter is characterized by the simultaneous forma-
tion of a wetting layer and three-dimensional islands.
The RHEED pattern taken at angles of incidence and
reflection of 1° and 1.5°, respectively, in the direction
[011] from two InAs monolayers is shown in Fig. 5.
They were deposited at arate of 0.1 monolayer/sfor an
As;-to-In flux rate ratio of 10 and a substrate tempera-
ture of 380°C. The pattern indicates that the Volmer—
Weber mechanism occurs under such conditions. It is
seen that diffraction lines from the Si substrate and
spots, typica of three-dimensional growth and corre-
sponding to InAs dots, superpose. The growth time
dependences of the diffraction intensity for points 1
(InAs) and 2 (Si) in Fig. 5 are shown in Fig. 6. They
were obtained with the RHEED processing program in
the linear regime. As follows from the intensity varia-
2000
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Fig. 6. Time dependences of the diffraction intensity during
epitaxial growth by the Volmer—Weber mechanism:
(2) InAsand (2) Si.

(a)

Fig. 7. Intensity profiles of the (01) reflection during SMSE
after the deposition of (1) 1.3 and (2) two InAs monolayers
on (@) the starting GaAs surface and (b) InAs quantum dots
covered by 20 GaAs monolayers.

tion at point 1, the transition from two-dimensional to
three-dimensional growth (the appearance of the spots)
takes place at an InAs thickness of about 0.7 mono-

layer.

Recently, atechnique for creating multilayer epitax-
ial structures with quantum dots has been offered [8]. It
has been shown that, with increasing number of layers,
the lateral sizes of the dots increase and their density
decreases. The use of so-called “ stacked” quantum dots
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as the active area of semiconductor lasers has substan-
tially improved their performance [9]. We studied
changes in the RHEED patterns during self-organiza-
tion of quantum dotsin INAS/GaAs multilayered struc-
tures obtained by submonolayer migration-stimulated
epitaxy (SMSE) [10]. The profiles of the (01) reflection
intensity for (1) 1.3 and (2) two monolayers of InAs
SM SE-growth on the starting GaAs surface are shown
in Fig. 7a. Figure 7b gives the same profiles when the
InAs dots are covered by 20 GaAs monolayers. The
presented results obvioudly indicate that, at the second
and subsequent stages of INAS/GaAs growth by SMSE,
the transition from two-dimensiona to three-dimen-
sional growth (breakdown of the pseudomorphic layer)
is aready observed at 1.0-1.1 monolayers. At the first
stage, three-dimensional islandsform after the evapora-
tion of 1.7 monolayers[11]. This effect can be associ-
ated with stress buildup caused by three-dimensional
islands present in the underlying layers and contribut-
ing to the stress state of a multilayer structure.

CONCLUSION

The described complex is a help in observing and
analyzing RHEED patterns during MBE. It was used
for the sophisticated treatment of the formation kinetics
of quantum dotsin INAS/GaAsand INAS/Si systems. Its
application has allowed us to discover a periodic split
of diffraction profiles during GaAs (100) growth [4], a
shift in time dependences of the diffraction intensity at
different points [11], and the appearance of reflections
making an angle of 45° with the basic ones[12].

The complex can be integrated into a closed-loop
MBE control system to provide reproducible growth of
quantum-size structures. The thickness of the layers
can be program-controlled to within fractions of a
monolayer in any MBE equipment equipped with tools
for RHEED analysis.

The complex can be used for processing optical
images with minor hardware and software modifica
tions.
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Abstract—The method of point laser heating of asampleis used to perform experimental investigations of the
electrical conductivity of Y Ba,CuzO5 _, ceramicin thevicinity of itscritical state. Itisfound that, inthevicinity
of transition to the superconducting state, the electrical conductivity of the ceramic exhibits a clusterlike behav-
ior substantially nonuniform over the sample cross section. The topology of a superconducting cluster isinves-
tigated, aswell asits spatial localization in the sample. A model of the formation of a superconducting cluster
in a ceramic superconductor is suggested. © 2000 MAIK “ Nauka/Interperiodica” .

In a model representation, high-temperature super-
conducting (HTSC) ceramicsin the subcritical temper-
ature region are often treated as aplurality of supercon-
ducting granules, i.e., crystallites interconnected by
Josephson contacts (“weak couplings’) [1]. Such a
model is used to advantage to describe the electrical
conductivity of an HTSC ceramic in the vicinity of its
critical state. In so doing, it is assumed that, in the
immediate vicinity of superconducting transition, all of
the macrocurrent J flowing in the ceramic is concen-
trated in an infinite cluster (IC) which incorporates
superconducting regions combined by a random net-
work of weak couplings. This random network is some
cellular structure characterized by a correlation radius
L, with the topology and properties of this cellular
structure defining the current-carrying capacity of the
HTSC ceramic.

The conductivity of the weak coupling network is
usually studied with the aid of computer simulation.
However, depending on the selected model and calcu-
lation algorithm, the obtained results often differ appre-
ciably and sometimes contradict one another (see, for
example, [2, 3]). Therefore, in order to verify and spec-
ify the existing model concepts, experimental investi-
gations of superconducting IC inYBa,Cu;0,_, ceram-
ics were performed, the results of which are given
below.

MEASURING PROCEDURE
AND SAMPLES

The IC investigations involved the use of the so-
called procedure of laser testing for spatial nonunifor-
mity of the electrical conductivity of a superconductor
[4, 5], which essentially consists in the following.
A current J < J. is passed through a sample at atemper-
ature T < T, (T, and J, denote the critical temperature
and critical current of the sample, respectively); the
sample is simultaneously affected by the focused radi-
ation of alaser serving the function of a source of con-

centrated heat. Under conditions of fairly local heating
of the sample, a disintegration of the IC occurs; i.e.,
some region of the sample at the point of heating
changesto aresistive state (a part of the weak couplings
changesto anormal state; in so doing, the ceramic crys-
tallites remain superconducting).

Discontinuities in the IC lead to a voltage drop
across the sample,

U (] () BT (x),

where j(X) is the local density of the transport current
and dR(x)/dT and AT(x) denote local changes of resis-
tance and temperature of the sample at the point of
heating, respectively.

The expression for U(x) may have asimpler form if
the nonuniformity of the IC isignored (assuming that
the network of weak couplings has a regular periodic
structure), and if it is assumed that the correlation
between the voltage drop on a weak coupling and the
current flowing through it in a normal state is defined
by Ohm's law (this is justified by the fact that the
behavior of Josephson contacts in the vicinity of T, is
well described by the resistive model of [1]). In this
case, the voltage drop across the sample may be
expressed as

U(x) = Jp(l)/s, )

where Jisthe current through the sample, p isthe sam-
ple resistivity in aresistive state, | is the width of dis-
continuity of the IC, and sis the IC section in a plane
perpendicular to the direction of the current J.

Therefore, by measuring the variations of the volt-
age drop U(x), which arise during the scanning of the
sample surface by afocused laser beam, one can inves-
tigate the parameters of the | C and determine its spatial
localization in the sample.

The investigations were performed with samples of
Y Ba,Cu;0,_, ceramic prepared by the conventional
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Fig. 1. The current-voltage characteristics of the investi-
gated sample: (1) without illumination; (2 and 3) with local
heating of the periphery and central part of the sample (the
time of current sweep, ~5 s); (@, 2, 3) positions of the light
spot on the sample surface, shown in the top drawing. The
inset gives the temperature dependence of the critical cur-
rent density of the investigated ceramic.

technology of sintering powders of BaCOs, Y05, and
CuO inthe solid phase. Aswas revealed by X-ray anal-
ysis, the synthesized samples were uniform and single-
phase in composition. The samples were characterized
by adensity of =4.7 g/cm?; aresistivity at room temper-
aturep =1.5x 102 Q cm; and acritical current density
jo(T=78K) =10 A/cm?, with the characteristic crystal-
lite size of about 10 um. The critical temperature of the
samples, determined by the minimum detected voltage
drop (see below), was approximately 92 K. The sam-
ples being investigated were processed to plates sized
~(6 x 4 x 0.2) mm and, to avoid breakage, glued (with
€epoxy resin) to a sapphire substrate approximately
0.5 mm thick.

All investigations were performed with a 330 Hz
aternating current using the standard four-point probe
method and the technique of synchronous detection of
useful signal. The minimum detected voltage drop
amounted to ~10-°V (with the integration time constant
of about 0.1 s). In order to ensure the optimum electric
contact, alayer of conducting In-Ga paste was applied
to the sample surface at points of contact with the elec-
trodes. Thelocal heating of asample was accomplished
by radiation of a He-Ne laser (A = 0.63 ym) with a
power of about 15 mW, which was focused by a micro-
scope to apoint ~15 pm in diameter on the sample sur-
face. The sample was placed on the refrigerant line of
an optical cryostat capable of automatic XY-displace-
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ment in the focal plane of the microscope at a rate of
~2 mm/min. With liquid nitrogen used as the refriger-
ant, the cryostat design enabled one to perform mea-
surementsat T =84 K.

EXPERIMENTAL RESULTS

Five similar samples were investigated with similar
results. At the same time, the electrical characteristics
of the same sample varied markedly depending on the
number of cooling-warming to room temperature—
cooling cycles, which may be associated with the emer-
gence of microcracks between crystallites, because, as
arule, the sample cracked after eight to ten such cycles.
The results given below were obtained in one of the
investigated samples after itsfirst coolingto T = 84 K.

Figure 1 gives the current—voltage characteristics of
an investigated sample measured without (curve 1) and
with (curves 2, 3) illumination of its surface by a
focused laser beam. One can well see that the local
heating considerably affects the value of the critical
current: in the case without illumination of the sample,
J. = 24 mA, with this value decreasing to =14.5 mA
when the light spot hits the sample center (Fig. 1).

The obtained values of J, enable one to estimate the
“effective” value of local heating AT. We use the data
on the temperature dependence of the critical current
density j. (seetheinset in Fig. 1, where the values of |,
are given as functions of (T, — T)?, which is character-
istic of YB&a,Cu;0;_, ceramic [1]) to find that, in the
central zone of the temperature field of the concen-
trated heat source, AT ~ 3 K. The observed hysteresis of
the current—voltage characteristic is apparently associ-
ate with heating due to released heat of microregions
between the crystallites of the ceramic, i.e., weak cou-
plings, during their transition to a normal state.

The variations of the signal of voltage drop U(X)
observed at different distances from the current con-
tacts when the sample surface is scanned by a laser
beam perpendicular to the direction of current at J = J,
are given in Fig. 2. It follows from the obtained U(x)
curves that the zone sensitive to point heating is local-
ized in afairly narrow region of the sample; i.e,, in the
vicinity of the critical state, the electrical conductivity
of the sample is substantially nonuniform throughout
its volume. It is within this region, through which
amost all of the macrocurrent J is transported, that the
superconducting cluster is confined. Consequently, the
IC is acurrent filament of little-varying cross section,
extending from one current contact to another.

Figure 3 gives the results of measurement, for dif-
ferent values of current, of the variations of voltage
drop U(X) in the region of the peak of the signal shown
at 1in Fig. 2. The absence of a signa indicates that,
with a current J = 14 mA, the local heating does not
result in disintegration of the IC. With the subsequent
value of current J=15mA, asignal U = 0.5 uV appears
on the sample, when the focusiis at a distance of about
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1.5 mm from the sample edge. The emergence of the
signal indicates that the maximum of the temperature
of local heating coincides with a superconducting 1C
which, in so doing, suffers a discontinuity. A further
increase in the current leads to an extension of the sen-
sitive zone. This occurs as a result of the IC approach-
ing its critical state (or, using the nomenclature of the
percolation theory, as Jincreases, the fraction of unbro-
ken weak couplings approaches the percolation thresh-
old P, [6]); because of this, alower heating temperature
is sufficient for the IC discontinuity. This means that
the I C discontinuity is not caused by the central part of
the region of local heating where AT is maximum, but
israther caused by its periphery, thereby increasing the
observed width of the cluster. The emergence of a sec-
ond plateau on the first plateau of the U(x) curve and,
with afurther increasein current, of athird one, implies
that the IC suffers second and third discontinuities,
respectively (for J > 15.3 mA, the stepped structure of
variation of the U(x) signal almost ceases to be
observed). Note that a qualitatively similar behavior of
the U(X) signal was observed in superconducting
BaPb, _,Bi,O; ceramicin [4].

DISCUSSION OF THE RESULTS

Thetransition of a Josephson contact to a supercon-
ducting state (or from superconducting to normal) in a
real HTSC ceramic with a preassigned value of J is
defined by three main factors, namely, its critical cur-
rent, the local current density, and the intrinsic mag-
netic field of current at the location of the contact. Pro-
ceeding from this, we will analyze the foregoing exper-
imental results.

It isremarkablethat, for low currents, the | C discon-
tinuities under conditions of local heating are discrete
(Fig. 3). Thismeansthat the breaking of one weak cou-
pling (or of asmall number of such couplings) leads to
an increase in the local current density to its critica
value, as a result of which all weak couplings of this
portion of the IC that are parallel to the broken one
change to anormal state. The latter fact indicates that,
in the vicinity of the critical state, the network of weak
couplings forms Josephson contacts characterized by a
slight scatter of their critical currents.

The height of steps on the U(x) curves (Fig. 3)
enables one to determine the width of the elementary
discontinuity of the IC, which may be naturally identi-
fied with the cell size of the network of weak couplings
(with acorrelation radiusL). We use the value of resistiv-
ity of the samplein aresistive state p =1.5° Q cm found
from the linear portions of the current—voltage charac-
teristic (Fig. 1), as well as the values of U and J given
in Fig. 3, to derive, from equation (1), L = 40 ym. In
view of the fact that the characteristic crystallite size of
the investigated ceramic is ~10 um, one can conclude
that an IC forms (or disintegrates) when the fraction of
superconducting weak couplings amounts to ~0.25 of

TECHNICAL PHYSICS Vol 45

No. 5 2000

625

Fig. 2. Variations of the voltage drop, observed when the
sample surfaceis scanned by alaser beam (J=23 mA, T =
84 K).

X, mm

Fig. 3. Variations of the voltage drop across the sample
observed when the sample surface is illuminated in the
region of apeak of signal 1 at (1) J=14.0, (2) 15.0, (3) 15.1,
(4) 15.2 mA.

their total number. This figure proves to be much less
than the predicted (within the percolation theory) val-
ues of the percolation threshold of a three-dimensional
lattice of identical Josephson contacts P, = 0.37[7] and
of the percolation threshold of an infinite cubic lattice
P.=0.31[6].

Itisknown (see, for example, [8]) that a decreasein
P. compared to its value following from the classical
percolation theory impliesthat, in the process of IC for-
mation, the current-carrying couplings are arranged in
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Fig. 4. The spatial distribution of transport current in the
sample (broken lines) during formation of a single finite
superconducting cluster in this sample (cross-hatched
region). The solid lines are the lines of force of magnetic
field H of the transport current. The inset gives the voltage
drop across a Josephson contact as a function of flowing
current; J; and J, respectively denotethecritical currents of
acontact during its transition from normal to superconduct-
ing and from superconducting to normal states.

the lattice in a correlated manner. Consequently, in our
case, the transition of a weak coupling to a supercon-
ducting state depends on whether another supercon-
ducting weak coupling isavailablein thevicinity of the
former weak coupling. This correlation may be
explained if we take into consideration the fact that,
during transition to a superconducting state, the tem-
perature and, as a consequence, the resistance of a
Josephson contact decrease (see the inset in Fig. 4,
which gives the presumed current—voltaaI:;e characteris-
tic of an individual Josephson contact).™ This, in turn,
brings about a redistribution of the currents flowing
through adjacent Josephson contacts, with adecreasein
the currents in the nearest parallel contacts and their
increasein the nearest sequence contacts. In view of the
above-identified slight scatter of the critical currents of
Josephson contacts which form an IC in the vicinity of
its critical state, such a redistribution of currents will
result in a higher probability of superconducting weak
couplings emerging in paralel to one another than in
series with one another. Hence, one can conclude that,
in the vicinity of transition to a superconducting state,
finite superconducting clusters exist in ceramics which
are shaped like bands extending perpendicular to the

1 The fact that the heating (cooling) of Josephson contacts during
their transition to anormal (superconducting) state has a substan-
tial effect on the electrical conductivity of an HTSC ceramic fol-
lows directly from the hysteresis of the current-voltage character-
isticsshownin Fig. 1.

DZHURAEV, SOKOLOV

direction of transport current, with an IC formed at the
confluence of those bands.

Asisknown [9], it isthe intrinsic magnetic field of
the current that restricts the value of the critical current
density in YBa,CuzO,_, ceramic (which, in the fina
analysis, is due to a strong magnetic-field dependence
of Josephson current); therefore, it is obviously the
same factor that will define the transverse dimensions
of the IC. In order to illustrate the above-described
behavior of the electrical conductivity of an HTSC
ceramicin thevicinity of the critical state, Fig. 4 shows
diagrammatically the distribution of transport current
in the sample during formation of a single finite super-
conducting cluster in this sample.

Note in conclusion that the model of formation of a
superconducting | C treated above islargely qualitative.
Obviously, more unambiguous and rigorous conclu-
sions would require additional detailed investigations
directed primarily toward studying the correlation
between the electrical conductivity of an HTSC
ceramic and elements of its structure (size of granules,
presence of texture, properties of intergranular layers,
etc.). Nevertheless, we believe that the obtained results
may serve as a basis both for further experimental
investigations and for theoretical models describing
more adequately the electromagnetic properties of
ceramic superconductors.
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Abstract—The explosive acceleration of PMDA—-ODA film etching in the oxygen plasma generated by a high-
frequency inductive discharge at alow pressure (P = 0.2 Pa) is described. The peak in the etch rate is shown to
depend on the energy of bombarding ions and film thickness. The explosive kinetics of PMDA—-ODA film etch-
ing is controlled by the cyclodehydration reaction transforming it into a polyimide film. The imidization is
accelerated by the exothermic effect of oxidation reactions that take place on the film surface. As aresult, the
two reactions form a positive feedback loop, which promotes the ion-induced chain process of PMDA—ODA
film etching and imidization. © 2000 MAIK “ Nauka/Interperiodica” .

The etching of organic polymer filmsin the oxygen
plasmas generated by radio-frequency and microwave
discharges are widely applied in microel ectronics tech-
nologies [1, 2]. To perform etching in the anisotropic
mode, the process is conducted at a low pressure
(P < 1 Pa) with intense ion bombardment. Under these
conditions, the ions initiate an interaction between
adsorbed oxygen molecules and polymer molecules.
The rate of ion-induced etching is constant in time and
is independent of the specimen temperature and gas
pressure [2, 3]. However, pyromellitic-dianhydride—
oxydianiline (PMDA—ODA) film etching was found to
be an unsteady process [4]. The rate of film etching
sharply increased at an initial stage and then decreased
to acertain steady-state value. The magnitude and half-
width of the peak in the etch rate depended on the
energy and/or energy flux carried by theionsimpinging
on the surface. These dynamic characteristics of film
etching were attributed to the cyclodehydration reac-
tion simultaneoudly taking place inside the film and
resulting in its transformation into a polyimide (Pl)
film. At the final stage of film etching, when the etch
rate has a constant value, the process was interpreted as
the etching of the newly formed polyimide layer [4].
However, the mechanism of accelerated PMDA—-ODA
film etching still remained obscure. In this paper, it is
shown that the film etching kinetics are determined by
the film thickness. The peak rate of PMDA—ODA film
etching is ailmost 100 times higher than the rate of Pl
film etching. The explosive film etching is explained by
a positive feedback loop formed by the oxidation and
cyclodehydration reactions, which promotes the ion-
induced chain process of PMDA-ODA film etching
and imidization.

Experiments were conducted in a reactor of the
design described in detail in [4, 5]. It consisted of two
vertical cylindrical chambers: a discharge chamber and
a reactor. RF inductive discharge was ignited in the

guartz discharge chamber (10 cm in diameter and 15
cmlong) by means of an RF generator (f = 40.68 MHZz).
The discharge chamber was placed in a nonuniform
magnetic field generated by two solenoids. At its cen-
ter, the peak magnetic induction reached 102 T. The
chamber was filled with oxygen and argon. The gener-
ated plasma diffused into the metal reactor (30 cm in
diameter and 35 cm long), which contained a water-
cooled aluminum electrode (15 cm in diameter), where
the specimensto be tested were placed on an aluminum
holder plate (16 cm in diameter and 3 mm thick). The
distance between the bottom edge of the discharge
chamber and the electrode was 30 cm. The required
inductive wattage was supplied to the electrode by a
separate RF generator (f = 13.56 MHz). By applying
the RF bias, a constant negative self-bias potential was
set at the electrode to control the energy E; of impinging
ions. It was determined as E; = e(Us — U), where e is
the electron charge, Uy is the surface potential, and U,
is the plasma potential. Probe measurements showed
that U, = 30V relative to the grounded reactor walls.

The tested specimens were 3.8-, 6.0-, 9.6-, and
15-um-thick PMDA—-ODA pyromellitic-dianhydride—
diaminodiphenyl-oxide-based (AD-9103 lacquer) films
deposited by a centrifugal method on 400-pum-thick sil-
icon wafers. The specimen area was 1 cm?. The etch
rate was measured by means of laser interferometry
with the use of a 633-nm He-Ne laser and a MULTI-
SEM 440 diagnostic system. After a certain time inter-
val the film thickness was measured by a TALY STEP
profilometer.

The experiments were conducted at oxygen pres-
sure 0.2 Pa, RF discharge power 500 W, gas flow rate
30 sccm, and RF wattage put in the wafer holder (W)
up to 50 W.

The etching kinetics of the 15-um-thick PMDA—-
ODA film substantially varied as the self-bias potential
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Fig. 1. Etch rate versus time for a PMDA—-ODA film (h =
15.0 ym) in an oxygen plasma for various bias potentials:
(1) Ug=U;, Wg=0W,; (2) Ug=-60V, Wg=20W; (3) Ug=
—105V, W5 =30W; P =0.2 Pg; Q = 30 sccm: W= 500 W.

was increased (Fig. 1). Without any RF wattage put in
the wafer (when the surface potential was equal to the
floating potentia U;), a slight increase in the etch rate
with time was observed. When the bias potential was —
60V (W, =20W), the etch rate sharply increased with
time. When the energy of bombarding ions was
increased at t; (Us=-160V, W, =50 W), another explo-
sive increase in the etch rate was observed (curve 1 in
Fig. 1), abeit the peak etch rate was lower than that
observed for U= —105 V. When the bias potential was
=160V (W, = 50 W), the peak PMDA-ODA etch rate
was higher than 600 nm/s, which is almost 100 times
higher than the initial etch rate. Note that the film etch-
ing would continue for ~30 s after the plasma genera-
tion was disrupted when this peak etch rate was
attained.

The dependence of PMDA—-ODA etching kinetics
on the bias potential (Fig. 1) was much stronger as
compared to that observed in [4]. Thisdisparity isobvi-
ously due to a difference in film thickness. In [4], the
film was 6.0 um thick. An analysis of PMDA-ODA
film etching kineticsin an oxygen plasmadepending on
the film thickness showed that the magnitude and half-
width of the etching-rate peak increases with film
thickness (Fig. 2). Note that when relatively thick
PMDA-ODA films were etched (h = 9.6, 15, and
22 um), the etching interferograms exhibited an initial
stage of slow increase in the etch rate. This induction
period, which may be aslong as 60 s, is hot shown in
the figures. Thus, the plots presented here suggest that
the PMDA—-ODA film etching kinetics depends on the
energy of theimpinging ions and film thickness.

The explosive character of PMDA—ODA film etch-
ing is attributed to the accelerating cyclodehydration
reaction taking place inside the film. The mechanism of

10!

200 300 400 500

| |
0 100 600 ¢t s

Fig. 2. Etch rate versus time for a PMDA-ODA filmin an
oxygen plasmafor various film thicknesses at Ug=-105V
(Ws=30W): (1) 3.8, (2) 6.0, (3) 9.6, and (4) 15.0 um; P =
0.2 Pa; Q = 30 sccm: W =500 W.

the influence of the cyclodehydration reaction on poly-
mer-film oxidation reactions is obscure. Since water is
produced in the reaction, one may conjecture that when
the water forming in the bulk of the film reachesits sur-
face, the surface is brought into a state similar to that
induced by ion bombardment. The transient PMDA—
ODA film etching observed after the discharge was
switched off at the moment when a high imidization
rate was reached indicates that the film imidization ini-
tiates oxidation reactions. The acceleration of the
cyclodehydration reaction is explained by the fast
growth of film temperature caused by exothermic reac-
tions on the film surface (the activation energy of the
cyclodehydration reaction is 23-30 kcal/mol [6]). The
temperature of a 10-um-thick polymer film, estimated
with the heat of reaction (5 kJ/g [2]) taken into account,
can be as high as 600 K, whereas the temperature of a
specimen without a film in a plasma environment did
not exceed 450 K [4].

The results shown in Fig. 1 suggest that explosive
etching develops only when a certain ion energy flux is
reached. When the energy of impinging ions is low
(i.e., etching is conducted at the floating potential), the
etch rate is constant in time for films of thickness less
than 9.6 um. The oxygen ion bombardment of the sur-
face appearsto initiate not only oxidation reactions, but
also imidization. In experiments on film etching in a
low-oxygen O, + Ar (20 : 80) plasma, the etch rate did
not exhibit explosive behavior, even though the speci-
men was heated to a high temperature. Thus, the cyclo-
dehydration and oxidation reactions form a positive
feedback |oop, which promotes achain process of etch-
ing and imidization.
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Abstract—The results of determination of the supercooling dependence at the interphase boundary on the rate
of growth from melt of the monocrystal Bi,Ge;0,, inthe [211] direction are presented. Determination of super-
cooling was based on optical pyrometer measurements of the intensity of heat emission from the interphase
boundary through the growing crystal. The crystal was grown by the AHF method (axial heat flux near the front
of crystallization) by cooling the AHF heater at a specified rate. The growth rate corresponding to the measured
supercooling value was determined by cal culations. The study has shown that the supercooling is high and var-
ies nonlinearly with the growth rate. © 2000 MAIK “ Nauka/Interperiodica” .

INTRODUCTION

To determine the features of interphase kinetics in
thelayer-by-layer growth mode data on supercooling at
the facet as a function of growth rate, impurity species,
their concentrations, and crystallographic direction are
needed. However, up till now, descriptions of the pro-
cesses of interphase kinetics in the growth of monoc-
rystals of dielectrics from high-temperature melts were
based upon indirect estimations of supercooling
obtained from data on the temperature gradient and size
of the facet, whereas direct measurements have not yet
been carried out.

In[1], the method and the setup for measuring inter-
phase boundary supercooling during the growth of
Bi,Ge;0;, (BGO) are described. The method is based
on the peculiar optical properties of BGO. The optical
absorption coefficient of the BGO monocrystal is
small, while that of BGO melt is high [2]. Therefore, it
can be assumed that in the wavel ength range 0.65-4 um,
the crystal is transparent and the melt is not. Such opti-
cal properties alow for the measurement of the heat
radiation of the interphase boundary proper through the
growing crystal. The setup for supercooling measure-
mentsis made on the basis of the setup for monocrystal
growth under conditions of axial heat flux near the
crystallization front (AHF growth method) [3]. Tests of
the method for supercooling measurements have shown
that the influence of extraneous radiation is weak and
does not contribute to the error of the supercooling
measurement [4].

The schematic of the method of measurement is pre-
sented in Fig. la. The temperature of the interphase
boundary is measured during the growth run by an opti-

cal pyrometer LOP-72. Its sensitivity is £0.3°C. The
areaviewed by the pyrometer (08 mm) wasin the cen-
tral part of the sample. The samplewas 25 mm in diam-
eter and 50 mm in height. In the present study, the
object chosen for investigation wasaBGO monocrystal
grown by the low-gradient Czochralski method [5]
after double recrystallization. The crystal was melted
by the AHF heater and grown using the same AHF
heater by lowering the temperature at point T, at aspec-
ified rate a,. In the experiment, temperature values at
points T,—T5 and readings of the optical pyrometer were
recorded simultaneously.

Supercooling was determined asthe difference AT =
U, — U,, where U, is the pyrometer reading corre-
sponding to the melting temperature and U; is the
pyrometer reading in the course of the growth. Oncethe
crystallization stage was finished, the sample was
melted again until the initial temperature conditions
and the initial melt thickness of 4 mm were achieved.
After that a new crystallization cycle with a new cool-
ing rate at point T, was carried out, and the variation
with time of the supercooling was measured. In Fig. 1b,
the obtained temporal dependences of supercooling for
different cooling rates a; are shown.

In the last experiment of this series, after part of the
molten layer had crystallized at the specified rate, crys-
tallization was discontinued for some time and then the
setup was switched off. In this way, the molten layer
thickness at the moment of switching off the setup
could be determined. From the recorded temperatures
T,—T5 and the melt layer thickness, the temperature gra-
dient in the melt was determined. Using these data, the
parameters were determined for the therma model
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DETERMINATION OF THE SUPERCOOLING DEPENDENCE

used for calculating the temporal dependence of the
growth rate at different cooling rates. By comparing the
temporal dependence of supercooling (Fig. 1b) approx-
imated by a polynomial with the calculated temporal
dependence of the growth rate for specified values of
a,, the dependence of the supercooling on the growth
rate was determined.

Crystallization of the BGO melt was calculated
using a one-dimensional approximation. The melt was
treated as opaque, and the crystal as semitransparent.
The heat transfer in the crystal by heat conductivity was
ignored. On calculating the heat flux radiated from the
crystallization front, the crysta temperature was
assumed to be constant and equal to some effective
temperature, which was determined from the heat bal-
ance conditions. The length of the crystal was also con-
sidered constant, since it was much larger than the ini-
tial molten layer thickness. The above assumptions
allowed for the obtaining of an analytical expression
for the resulting radiation flux from the crystallization
front and thereby reduced the problem to the calcula-
tion of the temperature distribution in the melt. Accord-
ing to experimental conditions, the hot boundary of the
melt contacted the air gap, which separated the melt
from the heater. The distribution of the temperature in
the melt was described by the equation

oT _ ,0°T
cpgy = )\azz’ D

where A, p, and ¢ are the heat-transfer coefficient, den-
sity, and thermal capacity of the melt, respectively.

Initial and boundary conditions for equation (1)
were set in the following way: at zero time (t = 0) the
temperature distribution in the melt was assumed to be
linear:

Teo—T
T= TBO—%}Z, 0<z<h,, 2

wherehyistheinitial melt thicknessand T, isthe melt-
ing temperature.

At the hot boundary of themelt at z=0,

T,-T
A== +&ro(T1-T), (3

oT _
_)\5_2 =
where T, is the temperature of the heater; d is the air
gap thickness; A, is the thermal conductivity of air;
and

eff _ €1&m
81 - = -
€ + Em—E€1&n

where €, and €, are the emissivity factors of the heater
and the melt, respectively.
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Fig. 1. Experimental layout (a) and measured curves (b) of
the dependence of interphase boundary supercooling on the
coolingrate (a): 1—AHF heater; 2—melt; 3—platinum cru-
cible; 4—melt—crystal boundary; 5—thermocouples; 6—
crystal; 7—platinum tube; 8—pyrometer; 9—mirror. (b):
1—heater cooling rate 40; 2—30; 3—20 K/h.

At the crystallization front at z = h(t),

AT+ = el -y, @
T=Tuw—AT,
where
e = & . . - _(1-n&
1+(1-0)p" 72 1-r(1-¢)
_ €3 _ 0 2kl o

= O = eXpe
n?(1+ 2E.kI) POT+
where Q is the heat of phase transition; AT, is the
supercooling at the crystallization front; r isan average
mirror reflection coefficient at the air—crystal boundary;
&, isthe effective emissivity factor of the tube receiving
radiation from the crystal; T, is the temperature of the
tube; n and k are the refraction and absorption coeffi-
cients of the crystal; | isthe crystal length; and |, isthe
cosine of the angle of total internal reflection of the
crystal,

00

Es(X) = J'exp(—xt)t_sdt.

In solving the system (1)—(4), the temperatures T,
T,, and AT, were assumed to be known functions of
time, and the temperature distribution in the melt, mol-
ten layer thickness, and the crystalization rate were
calculated. Inthiscalculation, the variation with time of
supercooling at the crystallization front was taken from
the experiment, while the corresponding expressions
for the heater and tube temperatures were taken in the
form T, =T g —ayt and T, = T, ( — a,t, where the coef-
ficient a; determining the heater cooling rate was taken
from the experiment as well, and the values of T, o, &y,
and T, were determined from the best fit of calculation
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Fig. 2. The dependence of supercooling on the growth rate
(a) and the morphology of the interphase surface (b). (a):
1—cooling rate 40; 2—30; 3—20 K/h; solid lineisthe aver-
aged curve.

results to the experimental data. The temperature Tg,
defining the distribution (2) of the temperature at the
start of crystallization, as well as the initial melt thick-
ness, were calculated from the condition that distribu-
tion (2) satisfied boundary conditions (3), (4) where
dh/dt = 0.

In the calculations, the following values of the
parameters involved in the problem were used: T, =

1323 K, A = 0.001 W/cm K, Q = 991 Jcmd, A, =
0.0008 W/cm K, cp =2.727 Jcm3 K, g, = 0.5, r =0.15,
n=2.15 k=0.03cm?, | =4cm, and d = 0.05cm.

The obtained curves of supercooling as afunction of
the growth rate for three values of the cooling rate, as
well as the averaged curve plotted using data of these
three experiments, are shown in Fig. 2. It is seen that
the data for different cooling rates are close and fall
within the experimental error. Thus, the conclusion can
be drawn that the presented approach to determination
of the dependence of supercooling on the growth rate,
based upon the measurement of the temporal depen-
dence of supercooling at a specified cooling rate and
the calculation of the temporal dependence of the
growth rate, alows for the obtaining of a set of datain
the course of one experiment for a given cooling rate.
Such an approach results in a considerable saving of
time compared with the approach proposed in [4],

VASILIEV et al.

which reguires that a set of experiments with different
cooling rates be carried out.

Data presented in Fig. 2a cannot be approximated
by quadratic or exponential curves. Thisis presumably
due to the fact that the growth step formation is a com-
bination of two mechanisms. In Fig. 2b, the morphol-
ogy of the interphase surface is shown. It is seen that
the largest macrosteps occur in the form of spiral rib-
bons. This demonstrates the dislocation mechanism of
step generation having quadratic dependence on super-
cooling. On the other hand, at the surface of the rib-
bons, a system of macrosteps can be seen aligned along
the ribbons. This may be evidence of two-dimensional
nucleation of steps on the ribbons. This step generation
mechanism is characterized by an exponential depen-
dence of supercooling on the growth rate. The complex
character of the experimenta dependence of supercool-
ing on the growth rate can be explained by the fact that,
in the area of the interphase surface seen by the pyrom-
eter, both mechanisms of the step growth werein effect.
To verify the supposition of the simultaneous occur-
rence of the two mechanisms of step generation in the
course of BGO crystal growth from the melt in the
[211] direction, additional studies are required with a
substantially smaller pyrometer field of vision and a
possibility of studying the dependence of supercooling
at particular points at the growing interphase surface.

The study was supported by the Russian Foundation
for Basic Research (project no. 97-03-32980).
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Abstract—The dynamics of a quasiperiodic map is analyzed both in the presence and in the absence of weak
noise. It isshown that, in the presence of weak noise, a strange chaotic attractor with anegative Lyapunov expo-
nent and sensitive dependence of trajectories on the initial conditions can exist in the system. This means that
the types of motion of afluctuating system cannot be classified only by the sign of the leading Lyapunov expo-

nent. © 2000 MAIK “ Nauka/lnterperiodica” .

In recent years, scientists have been paying much
attention to the behavior of quasiperiodic oscillatory
systems which are excited by two harmonic signals
having frequencies with an irrational quotient. Thisis
explained by the fact that new dynamical effects have
been discovered in quasiperiodic systems, such as the
occurrence of a strange nonchaotic attractor (SNA)
[1, 2]. The SNA isusually observed as an intermediate
state between the regular quasi periodic attractor (torus)
and the chaotic attractor [3-5]. The diagnostics of the
attractor type (chaotic or nonchagtic) are performed by
analyzing the sensitivity of trgjectoriesto initial condi-
tions. Being equivalent to the existence or absence of an
exponential divergence of close trgjectories of the sys-
tem, this property isgenerally characterized by the sign
of the leading Lyapunov exponent (LLE) [6, 7]: a non-
chaotic attractor has anegative LLE, and itstrajectories
are insensitive to initial conditions; conversely, a cha-
otic attractor is characterized by a positive LLE and
sensitivity to initial conditions. However, we believe
that this property of trgjectories of quasiperiodic sys-
tems does not always correlate with the sign of the
LLE. We demonstrate this by analyzing a quasiperiodic
system without fluctuations and then the same system
subjected to weak noise.

We consider the following logistic map:

Xn+1 = G(1+ 8COS(pn)Xn(:I-_Xn) + '\/BEm

)
Gre1 = @+ pMod 2T,

wherex, [ [0, 1], p = 21w §,, represents white noise of
intensity D; and a, €, and w are parameters.

The map in (1) describes the dynamics of a quasi-
periodically excited flow system. Without the noise

term, itistheclassical model for studying the SNA. The
SNA of this map was analyzed in detail in [8]. Follow-

ing [8], weset € = 0.1 and w = (/5 — 1)/2 and treat o
as acontrol parameter.

First, we analyze the map dynamics without noise.
Figure lashowsthe LLE A asafunction of a by sym-
bols (o). According to [8], a torus is observed when
o < 3.2714. At a = 3.2714, the attractor goes through a
crisis: the torus-repeller comes in contact with the sta-
ble torus, which gives rise to a fractal structure

Vv
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(a)
a %Q}W

0.01
~0.01F A

-0.02

-0.03- @

| o ccocoiococncmsonossccd

0 | |
3270 3272 3274 3276 3278 3.280

o

Fig. 1. Dependence of (a) Lyapunov exponent and (b) max-
imum dispersion Sy, 0N parameter a in the presence (O)
and the absence (+) of noise in the system.
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Fig. 2. Evolution of trajectory dispersion for various values
of a and noise intensity D: (a, solid curve) a = 3.277 and
D=0;(b)a=3274and D =0; (c) a =3274 and D =
1.E-08. The dashed curve in () illustrates the evolution of
trajectories dispersion in the nonquasiperiodic regime (a =
3.7and e =0).

(“strangeness’). When a > 3.2714, the attractor is a
strange one. Figure 1a shows that the Lyapunov expo-
nent is negative when a < 3.2762 everywhere, with the
exception of asmall interval of a in the neighborhood
of a = 3.2750. Conclusions made in [6-8] and the
results shown in Fig. 1a suggest that (1) exponentially
divergent trajectories must not exist and therefore an
SNA must be observed when 3.2714 < a < 3.2762 and
(2) when a > 3.2762 and in the neighborhood of o =
3.2750, a strange chagotic attractor must be observed.

Let us check this inference by analyzing the sensi-
tivity to initial conditions. To do this, we consider the
time evolution of an ensemble of close initia trajecto-
ries[9, 10] of map (1): keeping the phase ., constant,

we take a set of points{ xin} uniformly filling an inter-

val of length e =0.0001 centered at apoint in the attrac-
tor and monitor the evolution of the points. If the points

KHOVANOV et al.

scatter about the attractor and, hence, the interva
length increases to the attractor dimensions, this will
manifest a sengitivity to initial conditions. Conversely,
if the interval length reduces to zero, there will be no
sensitivity.

To describe the evolution of an ensemble of trgjec-
tories, we consider the standard deviation §(n) of the
trajectories of pointsin theinterval, whichis calculated
as

1 N 12
_ |1 i =in?
S(n) - {thl(xn D(nDi| ’ (2)
| =
where N is the number of trgjectories in the ensemble
and [Mdenotes an ensemble average [9, 10]. The quan-
tity S(n) characterizes the length of the interval where
the ensembl e trgjectories gather. The sensitivity to ini-
tial conditions as a function of a is characterized, for
example, by the maximum standard deviation S, of

the tragjectories. It was calculated during 10 iteration
cycles after a relaxation period of the same duration.
Figure 1b shows the graph of S, asafunction of a. It
demonstrates that the maximum standard deviation is
not zero for a > 3.2762. Therefore, the system is sensi-
tive to initial conditions and the attractor is chaotic.
When a < 3.2762, thereis no sensitivity, because S, = 0.
Ananalysisof Fig. 1b and results presented in [8] show
that (1) an SNA exists when 3.2714 < a < 3.2762 and
in the neighborhood of a = 3.2750 and (2) the attractor
is astrange chaotic one when a > 3.2762.

Thus, behavior of the LLE and sensitivity to initial
conditions correlate in a quasiperiodic system without
noise: both manifest the existence of an SNA or a cha-
otic attractor in certain domains of a. The exception is
asmall domain in the neighborhood of a = 3.2750: the
LLE ispositive here, yet there is no sensitivity to initial
conditions.

Let us consider the evolution of an ensemble of tra-
jectories in more detail. We monitored the evolution of
the standard deviations of chaotic-attractor trajectories
(Fig. 28) and SNA trajectories (Fig. 2b). For the chaotic
attractor, dispersion S strongly fluctuates, demonstrat-
ing that the trajectories scatter about the entire attractor
and gather again within avery small interval. Thus, in
a quasiperiodically excited system, the divergence of
close chaotic-attractor trgjectories and their conver-
gence alternate. Note that this behavior differsfrom the
evolution of an ensemble of chaotic-attractor trajecto-
riesin nonquasiperiodic systems, for which Sincreases
from aninitial value to some maximum and then varies
with time within a small interval (dashed curve in
Fig. 2a) [11]. The behavior of the standard deviations
of SNA trajectories (Fig. 2b) demonstrates that, after a
certain relaxation period, when both scattering and
gathering of trajectoriesis observed (asin the case of a
chaotic attractor), the tragjectories converge and then
evolve in a similar manner. Indeed, it was shown in
[9,12] that both chaotic attractor and SNA contain

TECHNICAL PHYSICS Vol. 45
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domains of scattering and gathering trajectories. The
difference between these attractors is that domains of
theformer type dominate in achaotic attractor, whereas
domains of the latter type dominate in an SNA. This
explains why, after some relaxation time, the trajecto-
ries of an SNA begin to evolve as a single trgjectory
despite the existence of domains with divergence.
When perturbed after the relaxation time, the trajecto-
ries of the ensemble scatter again. Perturbation will
definitely occur in rea systems, which always fluctu-
ate. Thus, the scattering of trgjectories of noisy systems
(in other words, the sensitivity to initial conditions)
must be observed in the domains where strange attrac-
tors exist.

To validate this inference, let us analyze the evolu-
tion of an ensemble of trajectories and the behavior of
the LLE in the case of weak Gaussian noise of intensity
D = 1.e-08. Figure 1a (symbols +) demonstrates that
value of the LLE does not depend on whether or not the
map is perturbed by weak noise. The maximum disper-
sion (symbols+in Fig. 1b) of anoisy systemisnot zero
everywhere and is comparable to the attractor dimen-
sions when a > 3.2714. The latter property points to a
sensitive dependence of trgjectories on initial condi-
tions, i.e., a chaotic state of the attractor. Recall that, a
map without noisein thisdomain (a > 3.2714) exhibits
both an SNA (3.2714 < a < 3.2762) and a strange cha
otic attractor (a > 3.2762). The evolution of an ensem-
ble of trgjectories for 3.2714 < a < 3.2762 shown in
Fig. 2c does not qualitatively differ from that shownin
Fig. 2a.

Thus, without affecting the fractal state (“strange-
ness’) of an attractor, weak noise turns an SNA of a
quasiperiodic system into an attractor that is sensitive
to initial conditions (i.e., into a strange chaotic attrac-
tor) but is characterized by anegative LLE. This means
that in anoisy quasi periodic system classification of the
types of motion cannot be based on the LLE and other
characteristics must be used for that purpose. More-
over, one may conjecture that the transition from torus
to chaos in rea (fluctuating) quasiperiodic systems
does not involve any intermediate period, i.e., the
development of an SNA.

TECHNICAL PHYSICS Vol. 45 No.5 2000
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Similar results have been obtained for a flow sys-
tems, namely, a Duffing oscillator excited by quasiperi-
odic signal.
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Abstract—A lidar equation for Raman backscattering of semiconductor laser radiation by I, and H, molecules
is solved. The obtained results allow laser wavelength optimization for probing atmospheric I, and H, mole-
cules at a distance up to 2 km. © 2000 MAIK “ Nauka/Interperiodica” .

In this work, we extend our previous discussion
[1,2] and numericaly simulate a semiconductor
Raman lidar designed for the remote detection of
molecular iodine and hydrogen in the atmosphere. The
possibility of semiconductor lasers being used in
remote detection systems stems from their spectro-
scopic applications [3, 4], and the development of a
blue laser diode [5, 6] opens up a promising opportu-
nity in this field. The quasi-continuous-wave power of
the diode is 135 mW at a wavelength of 419 nm and a
pulse repetition rate of 20 kHz, and its pulse power is

5W for a pulse duration of 10 ns. Thus, 100-ns laser
pulses with a repetition rate to 200 kHz and peak pow-
ers of 5 and 10 W can be obtained at wavelengths of
419, 678, 780, and 820 nm. High pulse repetition rates
decrease the time of signal collection during the detec-
tion of lidar signals, with the detection distance at
which the effective power is at a reasonable level
remaining unchanged. According to [7], the effective
power is determined as PNY2,

The goal of this work was to numericaly solve a
lidar equation for Raman backscattering from I, and H,

Table 1. Raman scattering cross sections and wavel engths for molecular hydrogen, its isotopes, and molecular iodine cal cu-

lated for the wavel engths of semiconductor lasers

Molecule H, D, T, HD HT DT
v, o 4160 2051 2402 3604 3398 2686 Eg%g x 10, cm?/sr
A, nm Ar, NM
Laser 419 507.45 478.12 465.89 493.53 488.56 472.14 0.64068215
678 944.35 847.58 809.9 897.24 880.96 828.96 0.53103125
780 1154.7 1013.2 959.83 1085 1061.3 986.73 0.30315201
820 12445 1081.8 1021.1 1164 1136.7 1051.6 0.24818952
Experiment 337 391.95 374.22 366.68 383.59 380.58 370.54 8.7
Molecule 27, N,
v, cmt 213 2330
E@% x 10%, cm?/sr CH90, 0% e/
Ag, NM Ag, NM el Ag, M Laqll
Laser 419 422.77 8.09610017 464.33 1.46464224
678 687.93 1.18090018 805.2 0.21363326
780 793.18 0.64714537 953.24 0.1219577
820 834.58 0.55192054 1013.7 0.09984636
Experiment 337 365.72 35
514.4 584.45 0.43
546 552.42 17000
488 493.13 4.4

1063-7842/00/4505-0636%$20.00 © 2000 MAIK “Nauka/Interperiodica’
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molecules and their isotopes. The solution was sought
for semiconductor lasers with the above characteristics
in order to optimize alidar system. In accordance with
[8], alidar equation for Raman backscattering can be
written as

PO\, R) = PO(AO)KlARAzT(AO)T()\)ES—g%Na/RZ, (1)

where P(A, R) is the Raman scattered power at a wave-
length A coming to a photodetector from a distance R;
Po(A) is the laser power at its wavelength; K; is the
lidar constant; AR is the space step; A, is the receiver
aperture; T(Ag) and T(A) are the atmosphere transmit-
tances at the laser and backscattered wavelengths,
respectively; (do/dQ) is the Raman backscattering dif-
ferential cross section of amolecule; N, isthemolecule
concentration; and R is the distance to a scattering
object.

The Raman wavelengthsfor I, H,, D,, T,, HD, HT,
and DT molecules are calculated from the formula

1 ~
Apy = 1/%\—0“’% )

where v isthe eigenfrequency of the molecules. For |,
H,, and D,, these frequencies were taken from [9]; for
T,, HD, HT, and DT, they were calculated according to
the rule of sum of squares [10] (Table 1, second row).
The calculated Raman wavelengths are also listed in
Table 1.

The differential cross section for vibration Raman
backscattering of linearly polarized laser radiation
(both polarizations of scattered radiation are detected)
can be determined from the equation [8]

0 » o0

4, 2
=0 = 0 +-=¥;0 (3
QL ~ \*[1-exp(-hcAkT)]O | 45O

where b; isthe amplitude of zero-point vibrations of the
jth mode; g; isthe degree of its degeneracy; 3a; and y;
arethetrace and anisotropy of the tensor of the polariz-
ability derivative with respect to the normal coordinate
q;, respectively; Tisthe vibrational temperature of mol-
ecules; k isthe Boltzmann constant; h is Planck’s con-
stant; and c isthe velocity of light.

If all variablesbut A are omitted, equation (3) can be
recast as

(o0 - oyt (@)
fan = AN

where the constant A is determined from the known
cross section for a nitrogen laser with a wavelength

Ao=337.1nm (Eg—gg = 8.7 x 10°% cme/sr [8]; Table 1,
J

the last row). The constant A is equa to 1.122 x
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Table 2. Atmospheric attenuation, the relative spectral sen-
sitivity of the photocathodes, and the spectral brightness of
background solar radiation calculated for the wavelengths of
the semiconductor lasers and Raman backscattering from the
molecules under study

A, nm kg, kmt
419 0.217
678 0.145
780 0.1346
820 0.132
A, nm ko, km &, (V) |S, Wim?srnm
507.5 0.1685 0.89 151
944.4 0.1237 0.54 5
1154.7 0.1154 0.71 34
12445 0.1127 0.79 2.6
478.1 0.18 0.98 13.9
847.6 0.13 0.45 7.1
1013.2 0.1197 0.6 49
1081.8 0.1175 0.66 4.2
465.9 0.189 1 137
809.9 0.1327 0.42 8.8
959.8 0.1226 0.55 5
10211 0.1193 0.61 4.8
493.5 0.17 0.95 14.8
897.2 0.1269 0.5 52
1085.0 0.1175 0.66 41
1164.0 0.1151 0.72 34
488.6 0.1723 0.96 144
881.0 0.1279 0.48 8.1
1061.3 0.1182 0.64 4.4
1136.7 0.1159 0.7 35
472.1 0.1845 0.99 134
829.0 0.1314 0.44 7.3
986.7 0.1202 0.58 5
1051.6 0.1184 0.63 4.6
422.8 0.224 0.82 11.2
687.9 0.1419 0.25 11.7
793.2 0.1338 041 9.1
834.6 0.131 0.44 6.9
464.3 0.19 1 131
805.2 0.133 0.415 8.8
953.2 0.1231 0.55 5
1013.7 0.1196 0.6 4.8

10" cm?nm*/sr. The Raman backscattering cross sec-
tionsfor the selected laser wavelengths are given in the
last column of Table 1.
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Table 3. Calculated Raman backscattering power for four wavelengths of the 10-W semiconductor lasers in the range from
0.1to 2.0 km at amolecule concentration of 10° cm™=3

H, D, T, HD HT DT I N,

Rkm | Nynm | 1IE+19 | 1E+19 | 1E+19 | 1E+19 | 1E+19 | 1IE+19 | 1E+19 | 1E+19
Py, W 10 10 10 10 10 10 10 10

01 Aom | POR [ PAR | POLR) | PALR | POLR | POLR) [ POLR) | POLR)
’ pw pw pw pw pw pw pw pw

419 01852 | 02037 | 02077 | 01976 | 01997 | 02057 | 03773 | 0.0835

678 00166 | 00138 | 00129 | 00153 | 00147 | 00135 | 0017 | 00051

780 00125 | 00105 | 00097 | 00116 | 00112 | 00102 | 0016 | 0.039

820 00114 | 00095 | 00088 | 00104 | 00101 | 00091 | 00141 | 0.0035

05 Arm | PR | PR [ PR | PALR | POLR) | POALR) | POLR | POLR)
’ fw fw fw fw fw fw fw fw

419 63491 | 6951 | 7.061 | 6772 | 68354 | 7.0062 | 12652 | 2.8392

678 05957 | 04915 | 04612 | 05507 | 05284 | 04835 | 06077 | 0.1833

780 04513 | 03806 | 03484 | 04191 | 04062 | 03678 | 05743 | 0.1402

820 04122 | 03436 | 03172 | 03752 | 03647 | 03278 | 05059 | 0.1255

1 Arm | PR | PR [ PR | PALR | POLR) | POALR) | POLR) | POLR)
’ fw fw fw fw fw fw fw fw

419 1309 | 14249 | 14400 | 13951 | 14066 | 1433 | 25372 | 05791

678 01302 | 01078 | 01004 | 01202 | 01152 | 01053 | 0.1316 | 0.0399

780 0.0996 | 00838 | 00766 | 00924 | 00895 | 00809 | 01255 | 0.0308

820 0.0912 | 00758 | 00699 | 00829 | 00805 | 00723 | 01109 | 0.0277

) rrm | PAR | PR [ POLR | PALR | POLR) | PALR) | POLR) | POLR)
’ fw fw fw fw fw fw fw fw

419 02226 | 02395 | 024 02369 | 0.2383 | 02398 | 04081 | 0.0964

678 00249 | 00205 | 0019 | 00229 | 00219 | 002 0.0247 | 0.0076

780 0.0194 | 00162 | 00148 | 00179 | 00174 | 00157 | 0024 | 0.0059

820 00178 | 00148 | 00136 | 00162 | 00157 | 00141 | 00213 | 0.0054

The other parameters of equation (1) have the fol-
lowing values: AR = 15 m for a time of measurement
ty =100 ns; A, = 0.008 m?; K, = 0.495 for awavelength
of 532 nm [11]; peak powers of laser pulses P, = 1 and
10 W; probing distance R = 0.1, 0.5, 1.0, and 2.0 km;
and concentration of molecules 10*° and 10'® cm=3. The
spectral sensitivity of photocathodes of an FEU-79
photomultiplier and an LFD-1A avalanche photodiode
were taken from [12]. Their relative values are given in
the third column of Table 2. Asin [8], the atmosphere
transmittance was calculated from the values of the
attenuation coefficient k taken from [13] (see the sec-
ond column of Table 2).

The above parameters were substituted into equa-
tion (1) to determine the Raman scattered power for
two values of the concentration of the molecules and
the sel ected wavelengths and peak powers of the semi-
conductor lasers. The probing distance ranged from 0.1
to 2.0 km. This alowed us to determine optimum

parameters of the lidar system. The results of calcula-
tion for all of the molecules are given in Table 3. For
comparison, the last column of Table 3 contains the
results of calculation for N, molecules. It can be seen
that an increase in the laser power causes a proportional
increase in the Raman scattered power, whereas a
decrease in the concentration of the molecules causes a
proportional decreasein the Raman power. The spectral
dependences of the factors in equation (1) remain the
same. As the probing distance increases from 0.1 to
1 km, the Raman signal isreduced by two orders of mag-
nitude; as the distance increases from 1 to 2 km, it is
reduced till an order of magnitude more. It seems from
theseresultsthat a blue laser with awavelength of 419 nm
is best suited for detecting the molecules in our system.
Such alaser provides the maximum Raman power for all
of the moleculesin the range from 0.1 to 2.0 km.

However, these calculations are valid only in the
absence of background illumination, i.e., for night mea-

TECHNICAL PHYSICS Vol. 45 No.5 2000
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Table 4. Calculated minimum power detectable by thelidar for the wavel engths of Raman backscattering from the molecules

in the range from 0.1 to 2.0 km
R, k 0.1 05 1.0 2.0
Molecule
Ao, M Py, fW Py, fW Py, fW Py, fW
H, 507.5 41.86338 1565.391 359.7274 75.98623
944.4 8.448444 321.6235 75.58345 16.69723
1154.7 7.559807 288.7511 68.14043 15.17844
1244.5 6.434149 246.0215 58.13539 12.98481
D, 478.1 42.38466 1577.61 360.4566 75.26968
847.6 9.991029 379.3909 88.87871 19.511
1013.2 9.203097 350.9134 82.63185 18.32747
1081.8 8.679115 331.2254 78.08162 17.35638
T, 465.9 42.58901 1579.519 359.2726 74.35025
809.9 11.55458 438.2901 102.5383 22.44892
959.8 8.605843 327.7597 77.06787 17.0439
1021.1 9.1659 349.551 82.3275 18.26727
HD 4935 43.79126 1636.498 375.7859 79.25933
897.2 8.132935 309.2164 72.55153 15.97624
1085.0 8.472469 323.339 76.22253 16.94313
1164.0 7.666513 292.8619 69.12089 15.40146
HT 488.6 43.04632 1607.18 368.6294 77.57129
881.0 12.16065 462.1663 108.384 23.84289
1061.3 8.816261 336.3652 79.2655 17.60721
1136.7 7.672162 292.984 69.12204 15.38%4
DT 472.1 41.2584 1532.927 349.4603 72.6458
829.0 10.04278 381.1427 89.22661 19.55997
986.7 9.077431 346.0526 81.46686 18.06004
1051.6 9.072804 346.1253 81.55735 18.11268
[ 422.8 28.45043 1040.486 232.56 46.47219
687.9 9.135838 345.2692 80.4053 17.44208
793.2 11.66271 442.1973 103.3955 22.6117
834.6 9.492873 360.3302 84.37123 18.50298
N, 464.3 40.71973 1509.588 343.1947 70.95199
805.2 11.41668 433.0074 101.2872 22.16836
953.2 8.605413 327.6778 77.02935 17.02686
1013.7 9.015369 343.7691 80.95358 17.95703

surements. Background solar light has a significant
effect on the Raman power received by the lidar. To
take into account this effect, the background power
Py(A, R) at the photodetector input was calculated, and
the effect of background illumination on the lidar per-
formance was studied. Conditions of abright sunny day
were taken, for they are the most severe for lidar oper-
ation. Because of the uncertainty of the receiver axis
position relative to the direction to the sun, the spectral
distribution of the background radiation S,(A) (the last
column of Table 2) was determined with data presented

TECHNICAL PHYSICS Vol. 45 No.5 2000

in[14, 15]. The background power P,(A, R) for our case
was calculated by the equation

Py(A, R) = 1L5S,(A)T(A, RIKE,(A)AQ(RAA, (5)

where Q(R) is the solid field-of-vision angle of the
receiver and A\ is the spectral width of the receiver
[15]. The minimum permissible signal-to-noiseratio is
taken to be 1.5 [8]. The results of calculation are pre-
sented in Table 4. A comparison between these results
and data in Table 3 shows that the Raman power does
not exceed the background level at any of the wave-
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lengths or distances. Thus, useful information will be
gained only after accumulating 200 or 300 pulses. The
lidar detectivity can be further improved by increasing
the receiver aperture. However, thisresultsin a consid-
erable increase in the weight and overall dimensions of
the lidar system.

Thus, the results of this work suggest that the opti-
mization of the laser wavelength for atmospheric prob-
ing of the molecules of interest at agiven distanceisa
possibility.
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Abstract—The interaction of higher manganese silicide (MnSi; 714 75) with nickel and chromium was inves-
tigated. A chromium layer was shown to inhibit nickel diffusion into silicide more than four times. The use of
the chromium layer made it possible to improve the mechanical and el ectrical properties of silicide-nickel con-

tacts. © 2000 MAIK “ Nauka/Interperiodica” .

Higher chromium silicide MnSi; 7,35 (HMS) is
known as an anisotropic thermoelectric and can be
applied in conventional and anisotropic thermoelectric
devices [1]. The preparation of reliable electrical con-
tacts that retain their properties under temperature-gra-
dient conditions at high temperaturesis avital issuein
the development of thermoelectric generators. Nickel is
among material s best suited to such contacts and can be
used as the short-circuited branch of a thermoelectric
element [2].

Diffusion processes at the HMS—nickel interface
have been studied in [3]. It has been found that HM S
and nickel reactively diffuse into each other with ahigh
rate to form Mn-Ni-Si intermetallic interlayers [4];
their thickness grows exponentially with heat treatment
temperature and time. Moreover, pores and cracks
appear at the interface due to the different partial diffu-
sion coefficients of the components and interphase brit-
tleness. With this taken into account, the use of adiffu-
sion-inhibiting interlayer providing long-term effi-
ciency of HMS-Ni contacts seems to be imperative. In
this paper, we tested the antidiffusion properties of a
chromium layer placed between HM S and Ni.

EMPA results for HMS-Cr—Ni contacts after diffusion welding

The effect of chromium was studied with samples
prepared by in vacuo diffusion welding. Polycrystalline
HMS was coated first by a 5- to 10-pm-thick galvani-
cally deposited chromium layer and then anickel layer.
To the latter, a nickel plate was attached by diffusion
welding at 1123 K for 3 h [5]. The contacts featured
high mechanical strength and stable properties. At tem-
peratures up to 1000 K, the contact resistance increased
by about 10% for several hours and then remained unal -
tered for about 1000 h (<1 x 107 Q cm?).

After diffusion welding, HM S-Cr—Ni samples were
investigated by metallography and el ectron microprobe
analysis (EMPA). The chemical composition of the
phases was determined by an MS-46 Cameca electron
probe microanalyzer. The X-ray relative intensities
were converted into the Mn, Cr, Si, and Ni contents
with corrections taken from [6].

The examination of the microstructure revealed that
chromium almost entirely suppresses the formation of
poresin the near-contact areaof HM S, which correlates
well with datain[7]. Yet, in spite of the chromium spac-
ing, interdiffusion of the contacting materials took
place, resulting in the formation of interlayers. The

Concentration of elements, wt %
Layer Phase composition

Mn Ni Si Cr
1 HMS 52 - 48 —
2 MnSi—Ni—Si solid solution 57-50 10-20 33-30 -
3 Solid solution of Crin MnNiSi 38-40 40-37 22-20 0-2
4 Solid solution of Cr in MngNiqSi; 24-26 58-50 16-12 2-12
5 Solid solution of Ni in Cr 2-4 - 98-96
6 Solid solution of Cr in Ni 65—-100 - 35-0

1063-7842/00/4505-0641$20.00 © 2000 MAIK “Nauka/Interperiodica’
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Fig. 1. HMS-Cr—Ni-contact region after diffusion welding at 1123 K: (@) absorbed-electron image and images obtained with

(b) Ni KO(l and (c) Cr KO(l characteristic radiations.

scanned contact region of the HM S-Cr—Ni sample after
diffusion welding is presented in Fig. 1.

Figure 1la shows the presence of layers that differ
from the starting substances in composition. The distri-
bution of Ni and Cr at the interfaces suggests that the
former penetrates through the chromium layer into
HMS and the latter is present in the HM S and nickel that
are in contact with the chromium layer (Figs. 1b, 1c).

Discontinuities were observed in concentration
curves for manganese, nickel, and silicon taken from
the diffusion zone between HMS and chromium; this
pointsto the reactive character of diffusion. Both on the
side of HMS and on the side of nickel, the chromium
profiles are typical of solid solutions. The composi-
tion’s of the phasesin the diffusion zone were eval uated
with consideration for AZF correction [6] (see table).
As follows from the table, solid solutions between the
Ni and Cr layers formed due to interdiffusion; their

compositions are in agreement with [7]. The chromium
interlayer has anonzero nickel concentration: it fallsto
2 wt % at a depth of 1-3 pm and remains the same up
to the chromium—HMS interface. Nickel penetrates
through the chromium interlayer and interacts with
HMS to yield severa Mn—Ni—Si intermediates. We
observed these phasesin the diffusion zone of HM S—Ni
contacts after the samples had been heat treated in the
absence of chromium [3]. However, in our case, the
concentration of nickel in these phasesis lower.

The additional effect of chromium is that the inter-
metallic phases become much thinner. The thickness of
the total diffusion layer between HMS and chromium
varied in inverse proportion to the thickness of the
antidiffusion spacing. In this study, the total thickness
of the Mn—Ni-Si diffusion layer between HM S and the
6.1-um-thick chromium layer was 32 um. At the same
time, the diffusion layer including al the intermediates

TECHNICAL PHYSICS Vol. 45
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formed under heat treatment at 1123 K for 3 h near the
HMS-Ni contacts without chromium was found to be
asthick as83 um. A comparison of the growth rate con-
stants for the diffusion layers in the vicinity of the
HMS-Cr—Ni contacts shows that a 10-um-thick chro-
mium interlayer decreases the rate of nickel diffusion
into HM'S more than four times.

Thus, the application of a diffusion-inhibiting chro-
mium layer makesit possibleto producereliable HM S—
Ni contacts that offer high stability and small contact
resistance.
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Abstract—A changeover from purely resistive slag conditions to electric arc conditions for an electroslag pro-
cessisexplained. A process stability criterion Wd is introduced. © 2000 MAIK “ Nauka/Interperiodica” .

An electroslag process means electrothermic treat-
ment of amolten metal. When a current passes through
abath with ahighly resistive molten slag, the heat being
released is either spent on electrode melting and ther-
mal treatment of edges and welds or it heats an ingot
[1]. Inatypical electroslag process, asteady flow of the
slag melt is set. Under the electrode, the melt flows
down, and heat evolution is most extensive in a trun-
cated cone located between the electrode being spent
and the molten bath (see the figure). The electrode feed
is assumed to be constant (quasi-steady-state process),
and effects due to drop fall are not taken into consider-
ation (such a situation takes place, for example, during
electroslag heating). Consider the case when a power
source has a stiff characteristic (U = const = U, where
U, is the effective interelectrode voltage) [1]. The sta
bility of a process with such power sources has been
examined experimentally [2]. At the same time, even
simple theoretical considerations (see, e.g., [3]) allow
us to obtain fresh data for process stability.

Let heat P = Ué/R(T) evolve in the active cone of a
slag bath. Then, under quasi-steady-state conditions, it
must be removed from the lateral area F of the active
cone via heat exchange; i.e.,

P = UYR(T) Da(T-Ty)F, = Q. 1)

Here, R(T) OR[1—-y(T —T,)], Yisthetemperatureresis-
tance coefficient (for typical operating temperatures,
R(T) istaken to be alinear function), T, is some known
temperature from the operating range, and a is the
coefficient of heat exchange between the active region
and the slag environment. We assume for simplicity
that the active region is uniformly heated to atempera-
ture T and that the mean temperature of the surrounding
dag is T,. Note that the actual mechanism of heat
exchange is much more involved. Namely, heat-and-
masstransfer dueto el ectrohydrodynamic conditionsin
a slag bath takes place, the temperature field being
essentially nonuniform. However, filming and photo-
graphing of actual molten slags through a quartz win-
dow have revealed the presence of the active region [4],
which judtifies the simplifications adopted in our

model. Introducing the designation x = y(T — T,), we
rewrite (1) in the form

1 a0F,

T-x P, (X=Xo), 2

where F, = 21rh is the lateral area of the active region,

whose mean radiusisr; P, = U§/Rn; X =Y(To = T,);
and a(X) isthe heat transfer coefficient, which, accord-
ing to the known criteriarelationship [5, 6], is given by

_ Ay (¥ v
= ossaz o LU 3)

Here, A, v and a are the heat conductivity, kinematic
viscosity, and diffusivity of a molten slag, respectively,
and h isthe active-cone height.

Itisalso convenient to derive arelationship between
the slag flow velocity v, operating current |, and bath
radiusr. It readily follows from dimensional consider-
ations that

a(x)

v M IJ_O’ (4)
rap
where p and p, are the density and the magnetic perme-
ability of the molten dlag, respectively.
Written as

1
J1-X

expression (2) involves a criterion Wd, which charac-
terizes an electroslag process:

wi=2050 B B8 om @

= Wd(x—X,), 5)

Here, the physical constants are taken at the active-cone
temperature. As follows from (5), the stability of an
electroslag process depends on the dimensionless
parameter Wd, which is the ratio of the heat powers
released within and removed from the active region.
The graphic solution of thisequation isgivenin thefig-
ure.

1063-7842/00/4505-0644%$20.00 © 2000 MAIK “Nauka/Interperiodica’
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Consider equation (5) in detail. At Wd < 1/[2(1 —
X0)¥?] = Wd,,i, the line of removed heat does no longer
intersect the heat release hyperbola and the process is
unstable. Thismay indicate the transition to the arc pro-
cess or heat-removal mechanism changeover (for
example, radiative heat transfer is dominant at the arc
process). At Wd > Wd.,;,, the equation has two roots: x;
(stable equilibrium point) and x, (unstable equilibrium
point). Let us elucidate the meaning of the (x,, X,) inter-
val. The process is assumed to be steady, but the tem-
perature parameter is actually time-dependent and can
be represented as x(t) = x4 + &X. At dX > X, — X4, the pro-
cess becomes unstable (the active cone begins to heat
up unlimitedly). Thus, the more extended the tempera
tureinterval (x;, X,), the more stable the process. Obvi-
oudly, this interval extends with increasing Wd. The
extension is possible when the voltage (current)
decreases or the active-cone height—mean radius prod-
uct grows, as follows from (6).

Of interest is the effect of the power source charac-
teristic on the process stability. Assume that the charac-
teristic dlightly fals; i.e., U = Uy —al, whereaisacon-
stant such that a/R, < 1. Then,

_U_Up a. _ Yo

| R R RI ’ ! R+a’ 0
Hereagain, ROR,[1 —y(T —T,)]. With (7), we obtain
for the released heat

therefore,

Uory _2ap
R RU

Interms of theintroduced designations, equation (5)
for the case under consideration takes the form

1 [l_(Za/Rn)
e

It is seen that the heat release curve (P) moves
down, extending the stability interval (x;, X,). Con-
versely, for a dightly rising characteristic, the interval
will shrink (expression (8) will take the plussigninthe
brackets).

The above model allows an understanding of the
mechanism behind the transition, for example, from
purely resistive to resistive—arc process conditions. It
gualitatively and, to a first approximation, gquantita-
tively characterizes the electrodag process stability
dynamics when the power source has a stiff character-

P=1IU=

}DWd(x—xO). ©)
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P and Q stand for the heat release and heat removal curves,
respectively. 1, active cone of an electroslag bath (dark
background; arrows indicate the slag flow direction); 2,
electrode; and 3, slag bath zone outside the active cone.

istic. The stability depends on (1) the slag bath dimen-
sions (r and h), (2) slag physical parameters (tempera-
ture resistance coefficient vy, viscosity v, heat conduc-
tivity A, density p, and diffusivity a), and (3) process
conditions (voltage amplitude across the bath). Given
the process parameters, the length of the (x;, x,) inter-
val can be optimized. This is useful in choosing the
electrical regime and also the dag properties and
amount. The stability of an electroslag process is
defined by the criterion WA.
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Abstract—A theory of agyrotron that generates at frequencies that are multiples of the cyclotron frequency is
considered. In the steady-state regime, this radiation appears as a nonsinusoidal electromagnetic oscillation
whose waveform depends on the amplitudes of its harmonics. The theory is developed for the weakly relativ-
istic case and is based on known transverse momentum equations for electrons moving in an electromagnetic
field. Under optimal conditions, the single-harmonic emission of a multifrequency gyrotron is more efficient
than that of a single-frequency device. © 2000 MAIK “ Nauka/lInterperiodica” .

Millimeter-wave high-power sources usually pro-
duce monochromatic radiation. The best known of
them are gyrotrons, where electrons rotating in a static
magnetic field are used as an active medium. An impor-
tant component of a gyrotron is its cavity, whose spec-
trum has a mode with a close-to-cyclotron frequency.
The field structure and Q-factor of this mode provide
efficient generation of electromagnetic radiation.
Along with the operating-mode frequency, the gyrotron
spectrum contains low-level harmonics with frequen-
ciescloseto multiples of the cyclotron frequency. Thus,
a gyrotron can be used as a source of both monochro-
matic and multifrequency radiations. This property
occurs, because the active medium of agyrotron—elec-
tronsin amagnetic field—is capable of simultaneously
radiating several harmonics of the cyclotron frequency.
Therefore, gyrotrons can generate several harmonics
with frequencies that are multiples of the cyclotron fre-
guency. The resulting radiation appears as nonsiNUSOi-
dal electromagnetic oscillations whose waveform
depends on the amplitudes of its constituents.

To excite this mode, the cavity spectrum must con-
tain modes that have multiple cyclotron frequencies, as
well as an appropriate field structure and Q-factor. The
intensity of each of the harmonics will depend on the
efficiency of itsinteraction with the electron beam. All
the modes will be in phase. This paper theoreticaly
studies the simplest multifrequency gyrotron—a two-
frequency gyrotron with the lowest order harmonics
n=1and 2. Thetheory isdevel oped for the weakly rel-
ativistic case and is based on known transverse momen-
tum equations for electrons moving in an electromag-
neticfield[1, 2]. The space charge and el ectron vel ocity
spread are ignored.

Consider the interaction between a helical electron
beam typical of a gyrotron and the electromagnetic
field of the cavity. The electron beam travelsin the uni-
form magnetic field H,, which is directed along the

z-coordinate and is azimuthally symmetric about the
center of electron cyclotron orbits with aradius R, in
the cylindrical coordinate system (r, ¢, 2). The cavity is
asection of acircular waveguide with aslowly varying
diameter according to the theory of gyrotron cavities
[3]. We will also assume the surface of the cavity to be
such that the frequencies of two of its modes are suffi-
ciently close to those of the cyclotron harmonics. This
isachieved, for example, when the waveguide walls are
transversely corrugated with a period that is smaller
than the wavelength of the lower order harmonic but
dlightly larger than the half-wavelength of the higher
order one. Thefield structurein such acavity at theres-
onance frequencies is very similar to that at the cutoff
frequencies in the corresponding waveguide. The elec-
tron beam will efficiently interact only with the
H-waves which have the transverse electric field com-
ponent. The operation of such a multifrequency
gyrotron can be analyzed in terms of the theory devel-
opedin[1, 2] for asingle-frequency gyrotron.

Consider maode interaction when one mode has a
frequency w, at the first harmonic and depends on the
azimuth angle ¢ as ~exp(—imd), where m is the azi-
muth index. Let the other mode at the nth harmonic
have a frequency nw, and depend on the azimuth angle
as ~exp(—imng) with the index mn. Then, the ¢ depen-
dence of the transverse momentum of an electron p

can be described by only one harmonic and p ~
exp[—i(m — 1)¢]. Thereafter, we drop the azimuthal
dependences when describing fields and electron
motion. According to [1, 2], the normalized transverse
momentum obeys the equation

2
dp . . 2 4y *(n—
dZ + Ip(A + |p| 1) - nle ( 1)fn(Z)l (1)
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where
(P +ip,)exp[—iw,t]
| pD0|

P = myvy is the transverse momentum, m, is the rest
mass of an electron, v isits transverse velocity,

p:

2 W —Wyo

Béo 00
is the normalized frequency offset with respect to the

resonance frequency, w, is the frequency of the first
harmonic,

N =

eHo%L Buo B||oD

Wyo = ———

isthe electron cyclotron frequency at the entranceto the
interaction space, n isthe harmonic index, eisthe elec-
tron charge,

V1ol

[3||o = —,

c is the velocity of light, p is the amplitude of the
transverse momentum, v, and v, are the transverse
and longitudinal velocities at the entrance to the inter-
action space, and

_ Vool

Boo = —

2
B0 WnoZ
2 Vio

Z:

isthe normalized longitudinal coordinate.

The functions f.,(¢) are related to the field ampli-
tudes E,, in the interaction space as[2, 4]

n4|:|n

0o Ebnl

En(r,t) = Re[exp(iwyt)Fr(2)Eno(ro)l,

fn = |:|Jmn n(k Rb)Fn!

H
Eno = E‘[Dwnzo]v
n

l'I',n = Jmn(kan) exp(—l mnq))

Unlike the equations given in [2], (1) describes an
electron beam affected by the fields of two harmonics.
According to[2], thefieldsf, () satisfy the set of equa-
tions

2n

dzfn 2. _ .. 1 . on
dzz +y1fn - Ilnﬁ-!p deo: (2)
where
2 — %(wn_wcrn)
n ]
Béo n
TECHNICAL PHYSICS Vol.45 No.5 2000

647

Wy, are the cutoff frequencies of the modes interacting
with the electron beam,

BOBz(n son” o JZ_n(k.Ry)
: Brmib(k2R2 - m?) 32 (k,R,)

Ky = (wyn)/c, 1 isthe beam current, J,(x) is Bessel func-
tions, and 6, is the phase with which electrons enter the
interaction space.

Since the cavity walls are corrugated, the values of
R, are different. Suppose that the Q-factors Q, and Q,
of the modes are sufficiently high and the field struc-
tures of the modes are described by the same Gaussian
functions

2
fn = Anexp|:_(Z_Z20) :| = An(l)n
2L

with an extent L and amplitudes A,,; {, isthe position of
the cavity center. Consider steady-state generation. In
this case, the amplitudes A, are time-independent and
complex. Sincethe zero-time referenceis arbitrary, one
of them, say, A;, can betaken asreal. After substituting
the functions f,() into equations (1) and (2), they take
the form

dZ +ip(a+pl°~1) = zA p*Y9,(0), (3

d2¢ i,
dz nq)n - ZﬂAnIp deo (4)
0

Following [1], we multiply (4) by p*, add the prod-
uct to its complex conjugate, and integrate the result
over the longitudinal coordinate { and the phase 8, with
which electrons enter the interaction space. Eventually,
we obtain the equation for the efficiency np,

o 2n 2

| [ZHI S (A" A p”>deo}dz

on=1

= - ZnDnv
n=1

where {, isthe position where electrons stop interacting
with the electromagnetic field and

Ck 2n

= _J’[ZTJ(A b,p*"+ Ak o p")de }d( 5

characterize the relative powers lost by the electron
beam to the modes at the first and nth harmonics.
Clearly, the necessary condition for the two-frequency
regime to be stationary is that -, be positive.
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To find the conditions for the existence of the two-
frequency regime, following [2], we use egquations (5)
and (6) and also those for the cavity modes in the
absence of the electron beam:

d2
b y20, = 0 ©)
d(

The quantities y,fo are complex, their imaginary
parts being nonzero because the Q-factors of the modes
arefinite:

Wl 2v
2
Imypo = ——, | = ——1&. )
cQ, BooWho
Using equations (4) and (6), one can obtain the
No Na > Ne
1.2
A=05 A;=0.1275 a=-0.02
No
0.8
r Nn
0.4+
i N2
0 0.1 0.2 0.3 |A,|

Fig. 1. Efficiency of the two-frequency gyrotron against the
amplitude of the second harmonic at A = 0.5, L = 6, A; =
0.124, and o = -0.02.

No, Na > Ne
L2F A—05 4,=0.1275 a=-0.64
I No
0.8 /\
~_ M1 -\
04+
N
1 m 1 1
0 0.2 0.4 0.6 A,

Fig. 2. Same asin Fig. 1 at o =-0.64.

VLASOV

equalities characterizing the operation of a two-fre-
guency gyrotron:

Ve —Reyl

I ) I |:ka 1 2n nde EA* ¢* dzi| (8)
2 m p 0 nyn '
AN, { %{ 0

| Zkljl 21 0
Imy’, = ——2—Re p"dB, A b dg
" AN, L[%T-([ |
_ I'\Non
2 1
2|A|°N,

9)

where
L

_ 2
Nn - {|¢n| dZ

Equalities (8) yield the offset of oscillation frequen-
cies with respect to the cavity modes in the absence of
the electron beam. Equalities (9) complement equali-
ties (5): they relate the pump amplitude I, to the ampli-
tudes of steady-state oscillations. Using (7) and (9), we
rewrite offset formula (8) in the form that is more con-
venient for representing results of a simulation:

{ _2m

1.0 O
Im = *A_d6

A,

n On (10)

_ (Ya—Reyo)) QuBlo
8n2|3|2|0

It is known that the coordinate ¢, at which electrons
stop interacting with the electromagnetic field is of
great importance in designing gyrotrons [4, 5]. In order
to compare our resultswith the known ones, we assume
that, for both modes, the rf field is maximum at the cen-
ter of the cavity ({, = {,/2) and decreases by afactor of
exp(—3) = 1/20 toward its edges.

Operating conditions of a two-frequency gyrotron
are defined by frequency offset A, field extent L, and
pump intensity (dimensionless currents 1,). Upon
numerically simulating a two-frequency gyrotron, it is
useful to specify the amplitudes A,, and then calculate
the eigenfrequencies and Q-factors of the empty cavity
from equations (8)—(10) with regard for the amplitudes
of the dimensionless currents. Below, we present
results of the numerical analysis of a two-frequency
gyrotron operating in the steady-state regime.

Figures 1 and 2 plot the efficienciesng, Ny, and Ny
asafunction of |A,| for phasesa =-0.02 and -0.64. As
astarting device, we employed a single-frequency first-
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Fig. 3. Relative frequency offsets of the two-frequency
gyrotron modes against the amplitude of the second har-
monicat A=0.5, L =6, A; =0.124, and a = -0.02.

harmonic gyrotron operating with parameters provid-
ing the maximum efficiency [5] (A =05, L =6, A, =
0.124, and n;=0.71). The plotswere constructed in the
interval of |A,| where N, and ng, are positive. The fig-
ures show that there exist the optimal |A,| and a at
which the gyrotron efficiency attains the maximum.
The maximum efficiency of the total two-harmonic
radiation (n; ~ 0.87 at |A;] =0.35 and a = -0.64 in
Fig. 2) ishigher than that of the one-harmonic radiation
at a certain ratio of the harmonic intensities. At partic-
ular |A;| and a, the efficiency of the two-harmonic
device emitting the first harmonic aone can be higher
than the efficiency of the single-frequency gyrotron
(ng>0.79 a |A,| =0.08 and a =-0.02 in Fig. 1). The
higher efficiency of the two-frequency gyrotron means
that the second harmonic rather efficiently picks up
energy from the electrons bunched by the field of the
first harmonic; however, the field of the first harmonic
gtill remains higher. If the starting gyrotron has the
optimal parameters for the second harmonic [5] (A =
0.55,L =2.9, |A;| =0.124, and n; = 0.71), the addition
of the first harmonic does not improve the efficiency,
because the cavity is not sufficiently long.
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Fig. 4. Sameasin Fig. 3at o =-0.64.

Figures 3 and 4 plot normalized frequency offsets
A , vs. second-harmonic field for the same gyrotron
parameters. The presence of the interval of |A,| where
the difference between A; and A, varies not too rapidly
shows that, at fixed cavity parameters, the two-fre-
guency regime can exist in a certain range of the pump
amplitude.
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Abstract—Itisfor thefirst time that the possibility is demonstrated of preparing gallium arsenide with arsenic
clusters under conditions of annealing of its porous layers obtained by electrochemical etching. It isfound that
the clusters are concentrated in porous layer barriers, their size ranges from 1 to 10 nm, and the density reaches
4 x 10" cm3. Under conditions of annealing in the temperature range from 400 to 600°C, an improvement in
the structure quality of the porous layer is observed, and the | attice parameter (reduced for this layer) increases
to approach avalue characteristic of asingle crystal. When highly alloyed substrates of the n-type are used, the
inversion of thetype of conductivity is observed in the surface part of the porouslayer, which isdueto the emer-
gence of deep-lying acceptor centers. Thermal annealing leads to a narrowing of the inversion layer and to a
more uniform distribution of electrically active centers over the porous layer thickness. © 2000 MAIK

“ Nauka/Interperiodica” .

Owing to its unique electronic and optical proper-
ties, gallium arsenide containing arsenic clusters has
recently been attracting researchers’ attention [1]. This
material is characterized by a high resistivity and an
anomalously short lifetime of charge carriers. These
properties make the material promising from the stand-
point of developing buffer layersin manufacturing inte-
gral circuits and extrafast photodetectors. Up to now,
gallium arsenide with arsenic clusters has been pre-
pared by molecular-beam epitaxy at alow growth tem-
perature or by ion implantation with subsequent
annealing.

In this study, we have demonstrated for thefirst time
the possibility of preparing gallium arsenide with
arsenic clusters under conditions of thermal annealing
of porous gallium arsenide. Layers of porous gallium
arsenide with an excess of arsenic atoms (up to 10%)
were prepared by electrochemical etching on highly
alloyed substrates of n-type conductivity [2]. Then,
samples of porous gallium arsenide were placed “face
to face” on a single-crystal gallium arsenide substrate
in order to reduce the loss of arsenic from the layer sur-
face and annealed in a flow of helium in the tempera-
ture range from 400 to 700°C for aperiod of 3-30 min.
The samples thus treated were investigated using the
electron microscopy, X-ray diffractometry, electro-
chemical C-V profiling, and probe methods.

A study of angle laps of thermally treated samples
by transmission electron microscopy using a JEM-
2000 EX microscope has revealed that layers of porous
galium arsenide contain arsenic clusters (dark dotsin
Fig. 1) in column barriers. The average cluster size
ranges from 1 to 10 nm, and their density reaches a
value of 4 x 108 cm3,

Thelattice parameter and the structure perfection of
thelayersof porous gallium arsenide were estimated by
X-ray diffractometry using the scheme of a double-
crystal spectrometer with a (400) GaAs monochroma-
tor. Figure 2 gives the rocking curves taken for the ini-
tial samples and after annealing at different tempera-
tures. In addition to a sharp peak of GaAs, abroadened
peak of low intensity is present, which correspondsto a

Fig. 1. Arsenic clusters in a layer of porous gallium ars-
enide.
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porous layer. A shift of this peak isindicative of avari-
ation of the lattice parameter of the porous layer. The
initial layer has a reduced lattice parameter. The esti-
matesindicate that the variation of the | attice parameter
on anormal to the substrate surface is Aa/a, = —-2.5 x

10 It follows from the foregoing data that the addi-
tional maximum associated with the porous layer nar-
rows up to annealing at 600°C and approaches the peak
of (400) GaAs matrix. Then, the peak broadens again
and moves away from (400) GaAs. Thisresult indicates
that the structure quality of the porous layer improves
as aresult of annealing in the temperature range from
400 to 600°C, and the degree of compression on a nor-
mal to the surface decreases. It may be assumed that
one of the reasons for the reduced lattice parameter of
the initial samples of porous GaAs is the compression
of column barriers bounded by surfaces of high curva-
ture dueto the forces of surface tension. Thiseffect was
observed recently for poroussilicon[3]. Theincreasein
the lattice parameter of porous GaAs observed during
annealing may be associated with the transition of
excess As from the pore surface to tetrahedra inter-
sticeswhose sizein the case of GaAsislessthan thetet-
rahedral radius for arsenic.

The distribution of electrically active defects over
the layer thickness was studied using the method of
electrochemical C-V profiling. This method includes
aternate etching of the layer with the depth estimated
by Faraday’s law and C-V measurements of the deple-
tion layer of the semiconductor—electrolyte interface
with subsequent estimation of concentration by the
known formulas [4]. Figure 3 gives the results of such
profiling for layers of porous gallium arsenide on a
highly alloyed single-crystal substrate (n = 2 x 10 cnS).
The results of aformal calculation by the formulas of
the volt—farad method point to the presence on the sur-
face of alayer with a high concentration of acceptors
which, in al probability, are deep-lying, because a
strong frequency dispersion of capacitance is observed,
and the results of conductivity measurements fail to
prove the presence of a high concentration of charge
carriers. A change of the conductivity type occurs at
some depth; this apparently implies the arrival at the
substrate. However, the value of the concentration is
very overestimated, which may be also associated with
the extremely disturbed surface structure after etching
the layer of porous gallium arsenide. Thetrue thickness
of the layer of porous gallium arsenide must differ from
the calculated value as a result of a strong indetermi-
nacy of the true area of the electrolyte—semiconductor
contact because of the highly developed surface of
porous material. However, as revealed by comparison
with the results of measurements on a cleaved sample
in an electron microscope, these values may be used for
rough estimation. The temperature annealing in the
temperature range from 400 to 700°C leads to a nar-
rowing of the inversion layer up to its complete disap-
pearance and to aleveling of the concentration of elec-
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Fig. 2. X-ray diffraction rocking curvesin the neighborhood
of (400) GaAs, taken (1) intheinitial state and after anneal-
ing at (2) 400, (3) 500, (4) 600, and (5) 700°C.
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Fig. 3. The electrochemical C-V profile of layers of porous
gallium arsenide after high-temperature treatment: (a) iso-
choric annealing (annealing time, 15 min), (b) isothermal
annealing (numerals by the curves indicate the annealing
timein min).

trically active centers over the layer thickness (Fig. 3a).
Asthe time of annealing of the porous layer increases,
the uniformity of distribution of electrically active
defects over its thickness likewise increases (Fig. 3b).

The estimates made as a result of probe measure-
ments demonstrate that the resistivity of the material
increases strongly upon formation of porous gallium
arsenide and its subsequent thermal annealing. This
may be associated with the formation of depletion
regions at the boundaries of As clusters and the GaAs
matrix [5]. It is difficult to perform accurate measure-
ments of the resistivity of porous GaAs because of the
shunting substrate.
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Abstract—A method is described of preparing targets for sputtering, which involves the use of plasma depo-
sition of respective powders onto a cooled metal plate. It is demonstrated that the use of plasma technology
enables one to produce, in acontrolled atmosphere, intricately shaped ceramic targets characterized by ahighly
uniform composition and by reliable mechanical and thermal contact of the resultant coating with the holder
plate. Experiments are performed on the sputtering of targets to prepare polycrystalline ferrite filmsfor magne-
tooptical applications and epitaxia films of high-temperature superconductors. © 2000 MAIK “ Nauka/Inter-

periodica” .

The development of computer equipment, control
systems, and means of communication stimulated
investigations in the field of thin-film technologies
from the standpoint of both the development of relevant
equipment and improvements in the manufacturing
technology, aswell as of the practical utilization of thin
metal, dielectric, magnetic, and other film coatings.
Depending on the function and desired characteristics,
thin films may be deposited by a variety of systems,
including sputtering ones such as diode, triode, magne-
tron, and other dc systems or systemsinvolving the use
of RF discharge. Along with the choice of the type of
sputtering system, specia attention should be given to
the technology of manufacturing the cathode assembly,
in particular, the methods of preparing targets and the
methods of securing and cooling these targets. A great
variety of methods exist for preparing targets. The main
methods of preparing nonmetallic targets include
pressing with subsequent sintering or hot pressing. In
this case, however, one often fails to solve the problem
of joining atarget and a cooled holder plate.

This paper deals with an ingenious method of pre-
paring targets on a cooled holder plate, which we
believe to be promising and quite universal, namely, a
method involving the use of plasma deposition. In the
case of plasma deposition, a gas—powder mixture is
injected into a flow of low-temperature plasma where
the particles are accelerated, heated to a preassigned
mass-average temperature, melted, and subsequently
cooled on the surface being deposited. The use of
plasma technology enables one to produce, in a con-
trolled atmosphere, intricately shaped targets of both

metal and ceramic materials characterized by reliable
thermal contact of the coating with the holder plate.

The plasma deposition was accomplished using the
equipment developed by us[1]. Thefunctional diagram

10 11 12 13 14
I I I

! | |
15 - 16 17

Fig. 1. The functional block diagram of the facility: (1)
working gas delivery system, (2) transporting gas delivery
system, (3) powder feeder, (4) feeder control unit, (5) device
of generator mode of coating, (6) cooling system, (7) Vul-
kan-type plasma generator, (8) deposition chamber, (9) part
subjected to deposition, (10) electric supply system of the
plasma generator, (11) system for ignition of the plasma
generator arc, (12) plasma generator-positioning mecha-
nism, (13) exhaust and utilization system, (14) feed mecha-
nism, (15) parameter measurement system, (16) control sys-
tem of the facility, (17) system of control of relative posi-
tioning.
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(b)

—
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Fig. 2. (a) Exterior view of targets prepared by plasma dep-
osition and (b) the formation of the erosion zone of around
target for different operation timest (t; < t, < ty).

of thefacility isgivenin Fig. 1. The main component of
the facility is an electric-arc plasma generator with
coaxia feed of powder designed to develop a flow of
dispersed particles of preassigned density, temperature,
and velocity.

Figure 2aillustrates plane targets of magnetic mate-
rials prepared by plasma deposition. In spite of fairly
large dimensions (circular target diameter, 18 cm;
thickness, 4 mm), the deposited coating is uniform,
without visible cracks, spallation, or peeling off the
plate (plate material, copper).

The metalographic studies of the coatings have
revealed that their microstructure is typical of plasma
deposition, with a characteristic form anisotropy of

LEPESHEV et al.

pores, which are, asarule, oriented in parallel with the
surface being deposited and have adepth of ~3 um. The
porosity of the coating, as well as its other properties,
may be controlled by the process conditions of deposi-
tion, the optimum values of whose parameters for a
number of oxide targets are given in the table.

It is known that materials of high resistivity, in par-
ticular, ferrites (10°-10° Q m), are usually sputtered in
facilities with RF generators [2]. For sputtering of
dielectrics in dc facilities, which are more efficient
energetically, alloying additions are introduced into the
composition of atarget with aview to reducing its elec-
tric resistance (such additions may affect the quality of
thin-film coating) [3].

The plasma deposition of anumber of ferrite targets
may be accomplished without alloying additions. It is
known that the processing of ferrites in a reduction
medium leads to a variation of the ferrite composition,
loss of oxygen, an increase in the fraction of bivalent
iron, and, as a result of this, to an increase in the elec-
trical conductivity [4]. Analogous processes are
observed when sputtering ferritesin aflow of low-tem-
perature plasma. This makes possible the control of
electrical conductivity within afairly wide range owing
to the choice of deposition conditions.

Note an important fact which is associated with the
efficiency of utilization of the target material and
largely defines the design and process singularities of
manufacturing the cathode assembly. Because the
intensity of sputtering of amaterial on a surface isnon-
uniform and the rate of sputtering is maximum along
the axis of the discharge zone and decreases toward its
periphery, an erosion zoneisformed in the target in the
course of operation, with the shape of that zone repli-
cating the discharge shape (band, ring, ellipse, etc.,
Fig. 2b). As the erosion zone goes deeper, the angular
distribution of bombarding ions varies, as a result of
which the deposition rate decreases. The high effi-
ciency of utilization of resulting targets was attained in
our case by shaping their working surface, namely, by
varying the thickness of the material being deposited in
accordance with the profile of the erosion zone
(Fig. 2b). The use of shaped targets of this type makes
it possible to raise the utilization factor of the target
material to 50%.

Table
Dispersion | Sputtering Plasma-forming gas Transporting gas Powder
Material of the target | of powder, | distance, |Power, kW COMDOSi- . flow rate,
posi 3 composi gasflow
Hm mm tion G, m/h tion |rate, G, m¥h| Kg/h
(BiY)5(GaFe)s0;, 50-80 100 12-14 Ar 1.1 Ar+H, | 02+2 0.9
BiDy,Ga, ,Fe; 5055 50-80 100 14 Ar 11 Ar+H, 02+2 0.9
CoFe,0O, 50-80 100 14 Ar 11 Ar+H, 02+2 0.9
XCoFe,04(1 -x)P,05| 50-80 100 12 Ar 12 Ar+H, | 02+18 0.8
YBa,Cu;0; 50-80 100 12 Ar 11 Ar+H, 02+2 0.8
TECHNICAL PHYSICS Vol. 45 No.5 2000
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The above-described method was used to prepare
conducting targets of ferrites (BiY)y(GaFe)s0;,,
Bi17Y 13Al12F€;601,,  BiDy,Gay oFe; 501,  CoFe0,,
and xCoFe,O,(1 — x)P,0s, aswell as of a high-temper-
ature superconductor Y Ba,CuzO;. The materia of the
targets was synthesized by the ceramic technology.

The above-identified targets were used to prepare,
by sputtering, polycrystalline ferrite films and epitaxial
films of high-temperature superconductors. The sput-
tering of the target material was performed in a stan-
dard URMZ.279.050 provided with a dc sputtering
source (triode system), in an argon atmosphere onto
different substrates at a temperature of the latter of
~50°C and deposition rate of 2 A/s. The films thus pre-
pared were in an amorphous state. The crystallization
was effected by way of annealing the deposited filmsin
air for a period of 3 h at a temperature from 600 to
900°C depending on the film composition. According
to the data of X-ray spectral fluorescence analysis, the
chemical composition of the prepared filmsis close to
that of the targets used. The results of electron-micro-
scopic and Auger-spectroscopic studies have reveaed
that oxide films are characterized by auniform distribu-
tion of the componentsin the bulk of the film.

TECHNICAL PHYSICS Vol. 45 No.5 2000
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As was revedled by the results of studies of, for
example, the magnetic and magnetooptical properties
of ferrite films, the use of targets prepared by plasma
sputtering proved quite efficient in developing mag-
neto-optical storage media based on the use of poly-
crystalline ferrite films [5, 6].
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Abstract—Technological parameters and conditions providing control over the process of surface morphology
formation in the films of the various all otropic carbon phases are established. Using these conditions, it is pos-
sible to obtain carbon films with preset properties, in particular, the values of surface density and the size of
diamond-like or graphite nano- and microcrystallite. © 2000 MAIK “ Nauka/Interperiodica” .

Study of the conditions and mechanisms of the
chemical synthesis of thin nano- and microcrystalline
carbon films of various structural modifications at low
pressures and temperatures is important from practical
and scientific standpoints. The significance of the prob-
lem is connected to the active search for new ways of
creating stable low-voltage cold electron emitters for
flat-panel displays and SHF vacuum microelectronic
devices. It is known that topographic enhancement of
the electric field on the film surface plays an important
part in decreasing the electron emission threshold.
Relationships between the morphology of particles and
their growth mechanism and the surface topography,
conductivity, and field emission characteristics of the
films are extensively studied. In connection with this,
our aim was to tablish technological conditions for
obtaining diamond-like nano- and microcrystalline
films with devel oped surface morphology.

Carbon filmswere deposited onto glass substratesin
aplasmaof ethanol vapor in amicrowave gas discharge
with electron cyclotron resonance (ECR) using on
experimental setup described in [1]. The process tem-
perature in the steady-state regime was measured with
an accuracy of 5K by acalibrated thermoresi stor fixed
in the substrate holder. After deposition, the film thick-
nesses were determined using an ellipsometric laser
microscope. The film microtopography was studied in
detail using a scanning atomic force microscope
(SAFM), and the film structure was investigated by
X-ray diffraction analysis using a DRON-3.0 diffracto-
meter.

Figure 1 shows the plots of the film thickness, sur-
face density, and the size of microcrystallites formed
during deposition of carbon films on the flow rate of
ethanol vapor at a fixed pressure of 1 Pa, a substrate
holder temperature of 300°C, and an SHF power of
250 W supplied to the microwave plasma source. The
flow rate of ethanol vapor through the chamber is given
in the relative units V/V,,, where V,, is the flow rate of

ethanol vapor corresponding to the maximum deposi-
tion rate and the maximum microcrystallite number
density of the film (reaching the extremum values of
10-15 nm/min and 4-5 pm2, respectively). Apart from
the coinciding maxima and a general correlation
between the film thickness and microcrystallite density
as functions of the flow rate of ethanol vapor, special
attention in Fig. 1 must be given to the noncorrelated
nonlinear monotonic decrease in the crystallite sizes
from 100 nm to 10-15 nm with increasing vapor flow
rate. SAFM images showing the surface morphology of
carbon films obtained in the microwave discharge
plasmafor different flow rates of ethanol vapor are pre-
sented in Fig. 2.

H,um N, pm~2 d, pm
0.16- 61 40.32
0.12 : 0.28
0.08 : 0.24
0.04 : 0.20

| 0.16

Fig. 1. The plots of (1) surface density, (2) microcrystallite
size, and (3) thickness of adiamond-like film versusthe eth-
anol vapor flow rate in the plasma of microwave gas dis-
charge with ECR.
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Figure 3 shows dependences of the film thickness,
size, and surface number density of microcrystallites
on the value and sign of the accelerating potential
applied to the substrate holder during the film deposi-
tion. It was found that the most pronounced qualitative
changes in the structure, deposition rate, and film mor-
phology (for otherwise equal parameters of the deposi-
tion process) occurred upon changing the potential sign
on the substrate holder, which resulted in the reverse
run of some curves. For example, at negative potentials
the dependences of the surface density and the thick-
ness (deposition rate) of films exhibit the same trends
(as in Fig. 1), whereas amost opposite behavior is
observed on changing the value and sign of the acceler-
ating potential to positive. In the range from -300V to
0, the microcrystallite size was about 30 nm at concen-
trations of up to 3-5 um?, both values being almost
independent of the substrate potential. With a voltage
increase from 0 to + 300 V, the crystallite size drasti-
cally increases up to 220 nm and their concentration on
the surface decreasesto 0.1 um and bel ow. Asthe pos-
itive potential rises, a correlation between the deposi-
tion rate (film thickness) and the crystallite size is
observed, rather than between the rate and the crystal-
lite concentration.

At negative bias voltages on the substrate holder, as
well as under all the experimental conditions given in
Fig. 1, “light” diamond-like films with a transmission
coefficient >85% were deposited. X-ray analysis of
these films showed that they mainly contain diamond-
like carbon phases with a hexagonal |attice of three dif-
ferent structural modifications (lonsdaleite, C(20H),
etc.), include a cubic diamond phase with the lattice
orientation (111), and contain small inclusions of a
finely crystalline graphite phase (002). These films had
alow conductivity (or high resistivity up to 10’ Q m).

X-ray analysis of the films deposited on to the sub-
strate holder at positive potentials confirmed the pre-
dominant formation of a fine crystaline phase of
graphite with an interplanar distance of d = 3.36 A [2].
These films had a transmission coefficient from 60 to
75%, which decreased at higher positive potentials.
Specific resistances of these films did not exceed sev-
eral tensof Q m.

Anincrease in the flow rate of gasesthrough aplas-
matron leads, on the one hand, to increasing consump-
tion of a substance in the form of excited and neutral
particles (including those favorabl e for the formation of
adiamond-like phase of carbon) and, on the other hand,
to a decreasing ionization degree of the plasma and
lower adsorption of particles on the surface. At very
large flow rates, the latter circumstance hinders the
nucleation and growth of crystallites and film forma
tion. With the flow rate V/V,,, decreased from 1 to 0.32,
the ionization degree of the plasma increases and,
hence, the ion bombardment density of the surface
grows. Thisresultsfirstly in anonlinear increase in the
growth rate of microcrystallites, with their size reach-
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Fig. 2. SAFM images of adiamond-like carbon film surface
for the samples obtained at various values of the ethanol
vapor flow rate in the plasma of microwave gas discharge
with ECR: VIV,,= 0.32 (a), 1.0 (b), 1.64 (c). Scale: (a, b) X,
1pum;y, 1 um; z, 0.01 um; (€) X, 1 pm; y, 1 um; z, 0.001 pm.

ing 100 nm even under the conditions of decreasing
flow of the “building” material in the form of excited
and neutral carbon particles of certain types. At
VIV, — 1, the optimum relationships between the
flows of ionized and neutral particles for the formation
of adiamond-like phase and for the maximum film dep-
osition rates are realized.

Application of an electric field stimulates the crys-
tallite growth during deposition from the ionized gas
phase by intensifying the mass transfer and by activat-
ing processes on the growth surface [3]. The electric
field separates ions (positive and negative, depending
on the potential sign on the substrate holder) coming to
the substrate upon the dissociation and subsequent ion-
ization of ethanol molecules. Asisknown, an excess of
negative oxygen ions and a lack of positive hydrogen
ions are beneficial to the growth of a graphite phase. In
addition, the electric field produces polarization of
molecules of the gas phase and the chemisorbed layer,
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Fig. 3. The plots of (1) surface density, (2) microcrystallite
size, and (3) thickness of carbon films of the different phase
compositions versus the substrate bias potential.

which, in turn, stimulates processes of substance trans-
fer to the growing faces of microcrystals, aswell ason
their surface. Deformation of the adsorbed complexes
in the electric field during crystal growth by chemical
deposition from the gas phase may change the activa-
tion energy of their dissociation and thus intensify the
“building” process on the growing surface of the given
crystallographic structure.

From the reported resultsit followsthat the presence
of apositiveion component on the substrate is the most
critical factor determining the process of nucleation
and growth of nano- and microcrystallites, as well as
the deposition rate of a diamond-like film. Thus, the
dominating formation of diamond-like microcrystal-
lites at a negative voltage on the substrate holder may
be caused by the following two mechanisms: first, by
ion-chemical etching of the graphite phase by hydrogen
ionsin the absence of interaction between the growing
diamond-like phase and negative oxygen ions and, sec-
ond, by stimulation of chemisorption and crystaliza-
tion of excited and ionized carbon particles of certain
types responsible for the diamond-like crystal structure
formation.

Thus, the results of our surface morphology studies
and ellipsometric measurements of the thickness of car-
bon films obtained using different regimes of micro-
wave gas discharge generation with ECR lead to the
following conclusions.

GLADKII et al.

1. A correlation between the deposition rate (film
thickness) and the surface number density (nucleation
frequency) of diamond-like nano- and microcrystallites
takes place, rather than between the rate and the crys-
tallite sizes. The surface concentration and size of the
diamond-like crystalites are amost independent of the
applied negative potential.

2. Low supply rates of ethanol vapor to the chamber
at a negative potential on the substrate holder stimulate
mainly the process of diamond-like crystallite growth;
however, these conditions are not optimum for the max-
imum film growth rate. Increasing in the supply rate of
ethanol vapor above the optimum level results in a
decrease in the concentration and typical size of crys-
tallites, aswell asin the deposition rate of the diamond-
like carbon film. Only a definite relationship between
the flows of charged and neutral particles provides for
the optimum conditions favoring the formation of adia-
mond-like phase at a maximum film deposition rate.

3. A positive potential on the substrate holder leads
to preferential formation of a graphite phase in the car-
bon films. For graphite films, unlike the diamond-like
ones, a correlation between the deposition rate and the
microcrystallite size is typical. The microcrystallites
increase in size with increasing positive potential,
while the dependence of the surface concentration of
graphite microcrystallites on this parameter has a
reverse character.

4. The technological parameters and conditions that
control the processes of surface morphology formation
in films of alotropic carbon phases are established,
which makes it possible to obtain carbon films with
preset properties, in particular, the values of surface
density and the size of diamond-like and graphite nano-
or microcrystallites.
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Abstract—The thermal emf in samarium monosulfide was investigated at temperatures between 300 and
530 K. At T = 435455 K, an anomalous increase in the emf was found. This effect is explained by a noncoher-
ent change in the valency of samariumions. © 2000 MAIK “ Nauka/Interperiodica” .

In[1, 2], achangeinthe energy of activation of elec-
trical conductance in samarium monosulfide (SmS) at
T~ 450 K was discovered. It is believed that, at
T>450K, current carriers are activated from the 4f
levels of samariumions(E=0.23eV),andat T< 450K,
from some uncontrollable impurities. It has been
assumed [3] that these impurity levels (AE = 0.045 +
0.015 eV) areduetointerstitial Sm?* ionsrather than to
those occupying lattice sites (of NaCl type). It has aso
been shown [4] that the semiconductor-to-metal phase
transition under hydrostatic pressure takes place when
the conduction electron concentration in SmS reaches
ne = (8 £ 1) x 10" cm=. It is therefore tempting to
induce thistransition by thermally activating carriersto
the concentration n, and trace the phase modification
from changesin the electrical performance of the mate-
rial. Four-probe dc conductivity measurements proved
to be unreliable because of the instability of the output
signa in the temperature range of 400-500 K. It
appears that such difficulties were also encountered in
earlier works concerned with kinetic phenomena in
SmS. Such ajudgement follows from the fact that data
for conductivity and thermal emf in this temperature
interval are lacking [2, 5]. In connection with this, the
temperature dependence of thermal emf between 300
and 530 K has been given careful study.

Samples used were cleaved SmS(100) single crys-
tals measuring 8 x 2 x 2 mm. At T = 300 K, the carrier
concentration and the thermal emf were, respectively,
N, ~ 6 x 10'® cm and 300 uV/K. During heating and
cooling the samples in a vacuum, the temperature and
the thermal emf were continuously recorded with two
copper/constantan thermocouples. They were either in
direct contact with the samples or attached to evapo-
rated nickel contacts. The distance between them was
from 6 to 8 mm. To be certain that an effect does exist
and to avoid uncontrollable temperature gradients, a
series of experiments was performed by heating sam-
plesimmersed in VM-1 vacuum ail.

The measured temperature dependence of the ther-
mal emf isgivenin Fig. 1. The temperature dependence
of the differential thermal emf obtained from this curve
is presented in Fig. 2. The sharp peak of the emf at
T = 435455 K isnoteworthy. Its magnitude (more than
10 mV) exceeds the background value (0.2-0.4 mV) by
almost two orders and has the opposite sign. This sug-
geststhat an emf mechanism near the peak is other than
that in the rest of the temperature interval under study.

It is natural to relate this effect to the semiconduc-
tor-to-metal phase transition observed in SmS under
hydrostatic pressing [6]. The transition proceeds in two
stages: (1) a change in the electron subsystem and,
hence, achangein the samariumion vaency (Sm?* —
Sm3* + &) inthe defect system and (2) asimilar change
in the system of samarium ions occupying lattice sites
with a subsequent change in the lattice parameter. In
both cases, the valency changes because of screening of
the electrical potentia of the ions by conduction elec-
trons. Note that stage 1 provides conditions (supplies a
sufficient quantity of electrons to the conduction band)
for stage 2. In our case, stage 1 alone is likely to take
place. Without pressing, the 4f levels of Sm?* ions at
lattice sitesare 0.23 eV away from the conduction-band
bottom. For the phase transition under a hydrostatic
pressure P, = 650 MPa, the 4f levels shift 0.1 eV closer
to the conduction-band bottom (the baric shift of the 4f
levelsis~0.16 meV/MPa[3]). Inthiscase, electronsare
more weakly confined by the potential than at P = 0.
Thus, we can suppose that, without hydrostatic press-
ing, the screening effect of electrons that fall into the
conduction band after stage 1 isinsufficient for stage 2
to take place. In other words, SmS remains in the semi-
conducting state, as observed in [1, 2, 5]. However,
impurity samarium ions are distributed over the sample
nonuniformly and, in addition, may occupy nonequiva-
lent interstitial positions. Asaresult, we observe anon-
coherent change in the valency of these samarium ions
in time and space in response to a temperature varia-
tion. Extra electrons that result in the conduction band

1063-7842/00/4505-0659$20.00 © 2000 MAIK “Nauka/Interperiodica’
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Fig. 2. Temperature dependence of the (1) differential thermal emf and (2) conductivity a [5] for the SmS sample. Energy of acti-

vation is (1) 0.056 and (11) 0.18 eV.

produce a concentration gradient and the related emf
that are measured in experiments. Thus, the observed
anomalous emf is associated not with a temperature
gradient but rather with a conduction-electron concen-
tration gradient due to intrinsic processes occurring in
the sample. To put it otherwise, it is not an emf in the
conventiona meaning of thisterm. Thisconclusionwas

verified in the oil experiments, where an external tem-
perature gradient was absent but the emf was recorded.

Thethermal emf and the conductivity of SmSinthe
given temperature interval were also studied earlier.
Curve 2 in Fig. 2 was taken from the SmS sample sim-
ilar to ours in parameters (a = 315 pV/K and n =
7x10® cm=3 at T = 300 K) [5]. We were the first to
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observe the occurrence of emf due to a noncoherent
valency change. This has been made possible by the use
of continuous, rather than discrete, recording.

The reproducible features of the effect are as fol-
lows: (1) The occurrence of emf is accompanied by
spontaneous heating of the sample. (2) The emf peaks
can be as high as 50-80 mV. (3) The effect shows up at
temperatures between 400 and 500 K.

Consider the differential thermal emf in the rest of
the given temperature range (beyond the observed
anomaly). At T < 435 K, a drops with increasing T,
which is common in semiconductors. At T > 455 K, o
remains constant or even grows dightly with T. Such
behavior is inconsistent with an increase in o (Fig. 2)
observed in [5] if one adheres to the conventional band
theory of electrical conduction in SmS. If, however, it
is assumed that, at T = 435-455 K, Sm*" ions with a
concentration of ~10%° cm (which isthe concentration
of interstitial samarium ions[3]) appear in the sample,
which means that about 1% of the samarium ions
became trivalent, the hopping conduction mechanism
may come into play. Such a situation was observed in
SmS thin films [7]. Under these conditions, the behav-
ior of a is hard to predict and calls for further investi-
gation. Thermally activated hops might take place
between the 4f levels of Sm?* ions and holes on impu-
rity levels. The energy of activation of this process is
E; — AE ~ 0.185 £+ 0.015 eV. It isthis energy value that
is found from the conductivity data at T > 455 K

(Fig. 2).
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Abstract—Theoretical studies are performed on the interaction between microwave electromagnetic radiation
and a photoionized semiconductor plasmain atwo-layer waveguide. The interaction between the characteristic
wave types of oscillation and a photoexcited semiconductor plasma is investigated. The dependences of the
reflection coefficient and phase of the microwave-frequency wave on the optical radiation intensity are
obtained; the effect of the surface and of the geometric dimensions of semiconductor elements on these param-
etersisinvestigated. © 2000 MAIK “ Nauka/Interperiodica” .

The coefficient of reflection of microwave radiation
from an inhomogeneous semiconductor placed in a
waveguide system depends considerably on the el ectro-
magnetic field frequency and distribution of dielectric
permittivity (X, y, z, w) over the sample cross section.
In a conducting medium, the dielectric permittivity is
defined by the concentration of charge carriers at each
point, so that the variation of the conductivity of asemi-
conductor structure under the effect of optical radiation
in the region of plasma resonance of microwave oscil-
lation may be used to measure the intensity of a laser
beam with a short pulse duration.

The relatively small cross-sectional dimensions of
the channeling system of microwave radiation in the
millimeter wavelength range enable one to use semi-
conductor plateswith athickness of the order of the dif-
fusion length for measuring the reflection coefficient of
oscillation. In this case, the process of distribution of
concentration over the cross section is affected consid-
erably by the states of semiconductor surfaces.

The investigation of the interaction between micro-
wave radiation and an inhomogeneous photoionized
plasma is based on the following model. A semicon-
ductor plate is arranged along the narrow wall in a
waveguide whose geometry isgivenin Fig. 1. An elec-
tromagnetic wave of frequency w propagates along the
z-axis. Because the microwave-frequency techniques
involve the use of standard waveguides rated for the
wave of dominant mode Hy,, the wave in the irregular
part of the waveguide system |1 will be awave of the LE
type [1]. The photogeneration of charge carriers under
the effect of alaser beam occurs on the surfacey = d.

We will determine the distribution of electron and
hole concentration on the coordinate y in the supercon-
ductor plate | from the balance equation for charge car-
riers

divi,, = 7e(G-R, ), )

where G = G,e"v-9 isthe rate of carrier generation, o
isthe coefficient of light absorption in the crystal, G, =
na(ly/fiwy), N isthe quantum yield, wy, isthe light fre-
guency, |, isthe laser beam intensity, R, = (N — N)/T;eer
Ry = (P —Po)/Tree: N @Nd g respectively denote the equi-
librium concentration of electrons and holes, and T, iS
the recombination time.

Under conditions of high generation, the nonequi-
librium concentration n > n,, po, S0 that dh=n—ny =
Op = p — pg (the condition of quasineutrality isvalid at
every point of the sample). In order to determine the
density of electron and hole currents j, and j,, we use
the equation of motion in the diffusion approximation,

FeE-v, ,m, pvnyp—l%rgradn =0, 2

where v, , denotes the frequency of collisions of elec-
trons and holes with lattice points and m, , denotes the
effective mass of electrons and holes.

We substitute the valuesof j, , = Fenv,, , into equa-
tion (1) and, in view of the equality to zero of they pro-
jection of total current, derive the equation for deter-
mining the distribution of concentration on they axis,

2
pd O _ 8N, g git-9) = g ©)
dy Trec
where
D = p-nDn + p-pr
THESTS

is the coefficient of bipolar diffusion, u, and p,, denote
the electron and hole mobility, and D, and D, are diffu-
sion coefficients.

1063-7842/00/4505-0662%$20.00 © 2000 MAIK “Nauka/Interperiodica’



INTERACTION BETWEEN MICROWAVE OSCILLATION

We will write the general solution of equation (3) in
the form

d-y d-y
5n=Ae" +Be " +ce?Y, (4)

whereL = /DT, , and C = Gg,./(1 — a?L?).

We determine the integration constants A and B
from the boundary conditions

jn(y = 0) = edn(0)S,,
jnly =d) = —edn(d)S,,

where S, and S, denote the rate of surface recombina-
tion on thefacesy =0, d.

We introduce the notation
- _D_ -D_
=1 S 3 S,
b, = (Da-S)C, b, = (Da+S)C,

to derive the following expressions for the constants A
and B:

©®)

) bled“'—bo —ad b, ) bled/L+b0e—cxd
A= T TR B = d/IL_diL
ae” —e") % a e —e™)

We will represent the electromagnetic field before
the irregular portion of the waveguide system in the
form of a superposition of the incident wave Hy;, the
reflected wave of the same type, and waves Hy,, (M= 2)
of higher types whose amplitudes decrease away from
the superconductor layer on the z-axis. The respective
components of the electric and magnetic fields are
defined by the expressions

. . k12 —iK;2
Er = jkasin(k,y)(Ae ™~ —Age ™)
. - . jKymz
+j Z apsin(kyy)e ™,
m=2

E, =E =0, Hy=0,

k2 le _jkzlz
' T sin(k,.y) (A" + Age”™)
Z jkymz
Z sm(kymy)e ,
kz k —jkyz
HY = (suylcos(kyly)(AAe A
— Kk i
+ _zm 'ym zmZ
Z Am——— Wi, Cos(kyly)e ’
m=2
where kym + kZm = kO, Km=mrla, m=1, 2, .
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In order to determine the field in the region I, we
introduce the electric vector potential F(O, F, 0)
directed on the axisy (LE-wave) [2-4],

E = —curlF. (6)

The vector potential F satisfies the homogeneous
Helmholtz equation

AF +K°F = 0, 7

where kg = WEglp.

The solution of equation (7) with the boundary con-
ditions E,(y = d) = 0 defines the field structure in the
following form:

' zlz kzlz
= jksin(k(a-y)) (A - Ae ™),
E, =E; =0, Hy=0,
K2 ik ik

1 z . ' 12 v TIKnZ
H) = msin(ka-y) (e s e ™),
1_ kzky v kyz —jk;1Z
H? = <L cos((a-y)) (Aie" - Ae™™),

where ki + Kk = kg .

The equality of the tangential components at the
interface y = d enables one to derive from the Maxwell
equations the wave equation for determining the ampli-
tude of the electric component of the field inside the
semiconductor layer,

0°E,
dy’

where kf = WPEGHoE,, €, ISthe dielectric permittivity of
the lattice,

f—kZ - jop0)E, = 0, ®)

_ e (myv, + mv, + jo(m, + m))n
MyMy(Vi + j) (V) + )
is the coefficient of electrical conductivity of electrons
and holes a a frequency w, m, and m, respectively
denote the effective hole and electron mass, v, and v,
respectively denote the frequency of collisions of holes

and electrons with lattice points, and n isthe concentra-
tion of charge carriers per unit volume.

We introduce the notation

Kk jo
Eollow’
W) = w./eokof edy

and use the Wentzel-Kramers—Brillouin (WKB)
approximation method to derive the solution of equa-

E=E,— n s
P JWLg )
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Fig. 1. A waveguide along whose narrow wall a semicon-
ductor plate is arranged: (1) part of the waveguide system
with a semiconductor plate; (11) part of the waveguide sys-
tem without a semiconductor.
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Fig. 2. Thereal part of k, as afunction of the light intensity
I, with the surface recombination rate S= 10 m/s and with
d'= (1) 400, (2) 420, (3) 450, (4) 480, and (5) 500 pm.

tion (8) intheform

Ex

_cetrce

4/e

(Fsekzz - F4e_kzz).

(10)

On the wall of the y = 0 waveguide, the tangential
component of the field E,(0) = 0, which enables oneto
determine the correlation between the constants C; and
C,. The electromagnetic field in this case may be
expressed in the form

Ex - SIn(LIJ(Z}E_ qJ(y))(F3eijZ + F4 _jkzz)’
K. Sn(W(0) () e <z k2
y — Wi, ‘,‘\/;: (F3e - I:4e )
H o= L (eos(W(0) —w(d)yr
‘ wi,oH 4/e
s n(¢(3)8;4q)(d))s' % F3ej oz F4e—j kzz)’
where @' = dy/dy, €' = de/dy.

From the equation of the equality of impedances on
the sample boundary y = d,

(11)

E, _ EV
H, HO
z

follows the equation for determining the constant k,

tan[k (a—d)]
k
¢ (12)
- tan((0) — y(d)) _
P'(d) + tan(W(0) — W(d))/4e(d)e'(d)

We will equate the tangential components of the
fields on the boundaries z = 0, |, multiply the obtained
equalities by sin(tva)y, and then integrate for the vari-

able y going from O to a. The integration yields the
equations

JKa(Ay—As) = 2(P; + W)(A, - Ag),
Ka(As+ A = 2jk{W, + W)(A; + AL,

ikl K|

H _.kzl v z
szlA5eJ = 2P, + Pr)(Ase _ASeJ )

(13)

vkl

_j kzll H 1 _j kzl
KnAse = =2k + W)(Ae —Ase ),
where the notation

d

[EnOSOD 5 Ty -y,

4/e
d

ik.fsin(k(a~y)sntyiHy

W,

is introduced.
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Fig. 3. Thesameasin Fig. 2 for theimaginary part of k.

The set of algebraic equations (13) givesthe follow-
ing expression for the coefficient R of wave reflection
from an irregular layer:

R = él _ (kzl+kz)R1+kz_kzl

- A5 - (kzl_kz)R1+kz+kzl,

(14)

IR
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Fig. 4. The same as in Fig. 2 for the modulus |R| of the
reflection coefficient.
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where
iz‘l = R, = (kzl_ kz) —2k,|
A:r’ ! (kzl + kz)

is the coefficient of reflection of a microwave-fre-
guency wave from the boundary z= 1.

Solutions of equation (12) for the real, Rek,, and
imaginary, Imk,, parts of k, as functions of intensity |
aregivenin Figs. 2 and 3. Minimaof the function Rek,,
which become more pronounced as the sample thick-
nessd increases, arerealized inthelimitsof 0.48<d<
0.5 mm. The values of intensity at the minimum points
correspond to the conditions of plasma resonance
(w = wy). As the sample thickness increases, the effect
of the surface recombination rate decreases, and the
maximum of the concentration is observed inthevicin-
ity of the surface y = d. Analogous correlations are
observed in the case of Imk,.

Figure 4 gives the modulus of the reflection coeffi-
cient of a microwave-frequency wave as a function of
light intensity | for different values of the semiconduc-
tor plate thickness. The derived correlations are non-
monotonic, with the increase in d causing the minima
of |R] to shift toward higher values of intensity. Under
conditions of plasma resonance, the energy of micro-
wave oscillation is absorbed, as a result of which the
reflection from the layer increases.

The respective dependences of the phase @ of the
reflection coefficient on the intensity are given in
Fig. 5. Quantitative estimates for the dependences of
Rek,, Imk,, |R|, and ¢ are given for the electromagnetic

o, rad
0.35
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0.25
0.20
0.15
0.10
0.05

0

—-0.05 1 1 1 1
0

5 10 15 20 25 Iy, W/em?

Fig. 5. Thesameasin Fig. 2 for the phase ¢ of thereflection
coefficient.
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field frequency w = 9.42 x 10 Hz and the waveguide
system channel cross section of 0.8 x 1.6 mm. The
semiconductor insert was made of CdSe with the basic
parameters of p, = 0.01 m%(V s), u, = 0.005 m?/(V s),
Np=10°m3, S=10m/s, and T,,, = 106 s.

Asaresult of theoretical studies, the dependence of
the modulus and phase of the reflection coefficient on
the laser radiation intensity was determined. The fore-
going characteristics define the possibility of using the
effect of interaction between microwave radiation in
the millimeter range and photoionized plasmafor mea-
suring the basic parameters of laser pulsesin the infra
red and optical wavelength ranges.
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