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On the 70th Anniversary
of Academician Jaures |vanovich Alferov,
Vice-President of the Russian Academy of Sciences

Jaures Ivanovich Alferov turned 70 on March 15,
2000

The Editorial Board of Physics of the Solid Sate
heartily congratulate Academician Alferov on this
occasion. We apologize for the long delay, for which
thereisno good excuse. We are just late. When we met,
the stream of journal issues had already passed. Every-
thing should be done in due time, especially in such a
dynamic business as publishing periodicals.

We shall not list in this brief tribute al his ranks,
awards, prizes, high posts, and memberships of many
academies and scientific societies all over the world.
This was also avoided when outstanding physicists
such as Petr Leonidovich Kapitza or Lev Davidovich
Landau were congratulated because the made names
for themselves through their contribution to science,
not through a collection of titles or memberships.

The name of Jaures Alferov is familiar to a very
broad circle of scientistsdueto hisfamousworkson the
development of the first heterolasers on semiconduct-
ing crystals. The social and political activity of Acade-
mician Alferov, who isamember of the Russian parlia-
ment, has brought him recognition in still wider circles
of society.

In the 1960s, atremendous amount of foresight and
courage were required to leave the well-trodden route
of the physics of semiconducting homojunctionsto turn
to the unbeaten track of heterojunctions, on which
nothing remarkable had been discovered before Alfe-
rov’sinvestigations.

The first double-heterostructure laser, continuously
operating at room temperature, was designed by Alf-
erov and his young collaborators on the basis of the
well-known semiconducting couple GaAs-GaAlAs.
The discovery of this couple paved the way for the

development of ultrahigh technologies for obtaining
quantum-dimensional semiconducting structures. An
ensemble of quantum dots (quasi-atoms) is a material
“gpeck of dust” which is capable, however, of emitting
luminous flux having a power of tens of watts and even
higher. The amazing thing isthat, aswell asthefact that
in spite of all difficulties encountered in the evolution
of science in our country (especialy in recent years),
Alferov succeeded in establishing a supreme research
and technological base at the loffe Physicotechnical
Institute for developing heterolasers and continued
obtaining record-high results in this rapidly progress-
ing branch of optoelectronics, which opened immense
prospects for the application of various-range lasersin
diversified fields of technology from medical to mili-
tary engineering.

The personality of Jaures Alferov is extremely mul-
tifaceted. It is difficult to mention many things in a
short greeting communication, but we must mention
the creation of the Scientific and Educational Center at
the Physicotechnical Ingtitute. At this center, school-
age pupils become university students, and students are
converted into young scientists. The exuberant energy
and precise mind of Jaures Ivanovich have been mani-
fested most brilliantly during the construction of the
center. The scale of thisinstitution constructed in recent
yearsin a“blank space” by the efforts of alone scien-
tis—not an oil magnate—impresses our foreign
guests, town governors, and even businessmen.

We sincerely wish our colleague and outstanding
person Jaures lvanovich Alferov preservation good
spirits, health, and success for many years.

Editorial Board

1063-7834/00/4205-0787$20.00 © 2000 MAIK “Nauka/Interperiodica’
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Abstract—The current state of theoretical and experimental studies on the electronic structure of high-T,
superconductorsis analyzed. The agreement between the theory and experimental spectroscopic datais shown
to be rather poor in certain cases. The reason is that the X-ray and electronic spectrareveal strong electron cor-
relations. At the same time, no realistic model has been developed up to now in which both one-electron and
multielectron mechanisms of the formation of the spectra could be described in a unified way in compounds
containing transition and rare-earth elements. In this paper, particular attention is paid to a sudden-perturbation
model, by which it has been possible to describe or interpret some X-ray and electronic spectra, including both
one-electron and multielectron effects. © 2000 MAIK “ Nauka/Interperiodica” .

INTRODUCTION

It can now be confidently said that the discovery of
high-T, superconductivity (HTSC) has given vigorous
impetus to the development of many areas of both
experimental and theoretical physics. Particularly strik-
ing is the development of high-resolution electron
spectroscopy and the theory of strong electron correla-
tions. The first attempts to elucidate the features of the
electronic structure of high-T, superconductors and to
correlate them with the nature of the HTSC were made
amost immediately after the discovery of these com-
pounds [1]. It became clear that the spectral data
obtained by X-ray and electron spectroscopy methods
could not be unambiguously interpreted. The reason
was that the atomic and electronic band structures of
the HTSC materials were complicated and also that the
spectra showed the effects of strong electron correla
tions [2-4].

Detailed analysis of the literature concerned with
experimental and theoretical studies on high-T. super-
conductors shows that a great deal of information on
their electronic structure has been accumulated to date.
Thisinformation was obtained mainly by experimental
methods, namely, by X-ray electron and photoel ectron
spectroscopy, X-ray spectroscopy, X-ray emission
spectroscopy, X-ray absorption spectroscopy, and opti-
cal spectroscopy.

Photoel ectron spectroscopy of core electron states
alowed one to obtain some information about more
general characteristics of the electronic structure, such
asthe oxidation levels of copper and the occupancies of
multiel ectron configurations due to strong electron cor-

relations. The X-ray absorption spectra (XASs) aso
suggest that strong electron correlations affect the elec-
tronic structures of high-T. superconductors, in partic-
ular, the structure of unoccupied electronic states in
them.

Also, theoretical one-electron calculations of the
electronic structure of key objects were made, which
were not accompanied, as a rule, by the theoretical
modeling of relevant spectroscopic experiments. Only
some features of physical experiments, predominantly
of those on metallic phases, were adequately described
in terms of the theoretical one-electron models devel-
oped thusfar.

On the other hand, multielectron models of HTSC
(the Anderson model, several versions of the Hubbard
model, the t—=J model, etc.) undoubtedly gave some
insight into the role of strong electron correlations.
However, one-electron excitations of a system were not
theoretically treated in these models, which does not
allow oneto directly compare the theory with the great
bulk of the experimental data.

In fact, the view of the electronic structure of high-
T, superconductors has been fragmentary up to now;
some effects have been investigated only in one-elec-
tron models and others only in multielectron ones. No
realistic model was developed, in terms of which one
could interpret a great body of experimental data
revealing both one-electron and multielectron effects
(for example, X-ray absorption spectra and various
electronic spectra).
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EFFECTS OF STRONG ELECTRON CORRELATIONS

1. BASIC DATA ON THE ELECTRONIC
STRUCTURE OF HIGH-T, SUPERCONDUCTORS

1.1. Electronic Spectra of Superconductors

Analysis of the literature [3, 5-13] showsthat Cu2p
X-ray photoelectron spectra (Cu2p-XPSs) of copper
were investigated the most, because they can be exper-
imentally measured quite easily. From these spectra,
one can obtain some information about the valence and
charge states of copper in compounds. Figure 1 shows
typical Cu2p-XPSs of compounds CuO, La, _,Sr,CuO,
(x=0, 0.15), and Cu,0O [3, 5]. In the spectraof CuO and
La,_,Sr,CuQ,, in contrast to those of Cu,O, there are
two intense peaks, which the authors of [3, 5] associate
with transitions to 3d*° and 3d° states, respectively. The
3d° peak has a complex structure due to the Coulomb
interaction of 2p and 3d vacanciesin thefinal state; this
peak is nearly rectangular in shape for “good” samples
(fabricated under certain conditions). In the process of
physical degradation of the samples, the 3d° peak first
becomes asymmetric and then less intense.

The satellite structure of Cu2p-XPSs was widely
used to estimate the charge distribution in the ground
state [14, 15]. Most of the estimations, made in the
Anderson model (described in [16-22]) using experi-
mental data, show that, in CuO and La,_,Sr,CuO,
oxides, the weight of the 3d° configuration does not
exceed 50-60% and only a moderate contribution is
observed from the 3d® configuration.

There are a number of papers in which the Cu2p-
XPSs are misinterpreted. In most of the papers, it was
concluded that the Cu(+3) ions make a considerable
contribution to the chemical bond. Theoretically, we
believe that the spectra of the ionsin the NaCuO, com-
pound [23] (Fig. 2), inwhichthelocal structural param-
eters of the environment of the copper ion (CuQ, clus-
ter) are close to those in the HTSC compounds under
study, are of greatest interest. There are two fundamen-
tal ditinctions between the Cu2p-XPS of NaCuO, and
those of La,CuO, and CuO: a noticeable shift of the
principal peak and its satellite to shorter wavelengths
and the emergence of an additional long-wavelength
satellite at an energy of 937.5 eV.

The presence of a complex satellite structure in all
the X-ray electron spectramentioned aboveisan unam-
biguous manifestation of strong valence electron corre-
lations in high-T,_ superconductors.

1.2. X-ray Absorption Spectra of High-T,
Superconducting Compounds

The best understood X-ray absorption (XAFS)
spectraof HTSC compounds are CuK spectra. They are
observed when X-rays induce transitions of 1s elec-
trons of copper to unoccupied Cup orbitals. In copper
oxides, there are no vacant Cup states up to the ioniza-
tion threshold. For this reason, in this energy range,
there are no intense lines in all CuK spectra of HTSC
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Fig. 1. Cu2ps/, X-ray photoelectron spectra[3, 5] of com-
pounds (1) CuO, (2) Lag g5Srg15CuOy, (3) LayCuOy, and
(4) Cu,O.
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Fig. 2. Cu2ps, X-ray photoelectron spectra [23] of com-
pounds (a) CuO, (b) LaCuO, (c) YBa&yCuz0; and
(d) NaCuO,. The half-width of the spectra line '(eV) is
(a) 3.25, (b) 3.30, (c) 3.20, and (d) 1.60.

compounds and related oxides. Historically [1], the
CuK absorption spectrawere used, first of all, for deter-
mining the oxidation level of copper in high-T, super-
conductors. In fact, it was on the basis of these spectra
that the erroneous inference was first made that Cu(l 1)
ions are of considerable importance in forming the
electronic structure of La,CuQ,. Later, the nature of the
principal peaks of the near-range fine structure of X-ray
absorption spectra was elucidated on the basis of one-
electron calculations [24-27]. The features of the spec-
tra were identified that are associated with the scatter-
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Fig. 3. Experimental CuLz X-ray absorption spectra[31] of
the Y Ba,Cu30; _ 5 compound for different values of 6.

ing of photoel ectrons by the atoms of thefirst coordina-
tion shell [1, 24] and by more distant atoms [25-27].

Noteworthy is the paper by Li et al. [26], in which
the experimental spectrum was compared with theoret-
ical one-electron calculations of polarized CuK spectra
for an extended cluster and the conclusion was drawn
that the peak 7 eV higher than the principal peak in the
z-polarized spectrum has a multiel ectron nature. How-
ever, this hypothesis was not substantiated in [26], not
even qualitatively. The CuK spectra are well repro-
duced, and hence, their variations with composition
and under different conditions can be determined with
ahigh degree of accuracy. In the experimental work by
Kosugi et al. [28], owing to this property of CuK spec-
tra, the spectra of two-hole Cup states were first
obtained for doped La,_,Sr,CuO, and YBa,Cu;0O,
compounds. It should be emphasized that work was
very important, because only the method proposed in
[28] made it possible to separate the spectra corre-
sponding to the electronic states produced by doping.

Another experimentally well studied spectrum of
HTSC compounds is the CulL; spectrum. The Cul,
X-ray absorption spectra are associated with the transi-
tion of an electron, excited by an X-ray quantum, from
the 2p energy level of copper either to a d-type bound
state or to the s or d orbital in the positive-energy range
(after which the electron leaves the system).
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Up to now, the mechanism of the formation of Cul,
X-ray absorption spectra of high-T, superconductors
has been studied either by a method based on the one-
electron approximation and multiple-scattering theory
(see, e.g., [2, 27]) or by amultiel ectron treatment based
on the Anderson model [29]. The former approach
ignores the effects of strong electron correlations,
which are important in forming these spectra, whilethe
latter gives a very rough picture of X-ray absorption,
reducing the entire spectrum to a single white line and
not allowing one to describe the intricate part of the
spectrum above the ionization threshold. Nevertheless,
some interesting results were obtained using even this
much-simplified multielectron description of the for-
mation of CulL; X-ray absorption spectra. In [29], the
modeling of the white line (transitions to vacant Cud
bound states from the core Cu2p orbitals) of Cul,
absorption spectra was performed for both one-hole
and two-hole configurations of the CuO, cluster in
terms of the three-band p—d model. It was shown that
the z-polarized spectrum becomes noticeably more
intense after doping. A comparison between the results
obtained in [29] and [30] shows that the theory agrees
well with the experimental X-ray absorption data;
hence, the conclusion is substantiated that the density

of Cud . statesbecomessignificantly higher after dop-
ing.

Nowadays, there is a great body of experimental
data [29, 31] suggesting that, in copper-containing
HTSC oxides, the mechanisms of the formation of
CuL,, ; spectra are essentialy different from those
described by a one-electron, crystal-field model. First
of al, the experimental spectraindicate that there occur
electron transitions, known as nondiagrammatic, to the
states that cannot be described by this model. These
transitions are associated either with strong electron
correlations or with photoelectron scattering on possi-
ble potential barriers produced by surrounding atoms
and chemical bonds in the compounds under discus-
sion. The discrepancies were best demonstrated in [31]
in the CuL; spectrum of Y Ba,Cu;0; _5 (Fig. 3).

In [31], the fundamental peak A of the white line
was attributed to the transition Cu2p%3d® —
Cu2p®3d'° for any value of d, while the peak B for
0=0.07-0.30 was ascribed to the transition

Cu2p®3d°L — Cu2p°3d°L , accompanied by strong
electron-correl ation effects, which agrees with the the-
oretical results abtained in [32], where X-ray absorp-
tion due to transitions from the core 2p energy level of
copper was investigated in the YBa,Cu;O,_5 com-
pound using the Anderson model. When d is increased
(causing the electron vacancy concentration to
decrease), the intensity of the peak B fallsto zero and a
peak C appearsat adistance of 2.8 eV fromit. The peak
C was attributed in [31] (taking into account the posi-
tion of the fundamental peak in the CuL; spectrum of
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Cu,0 [33]) to copper ionswith the (+1) oxidation level.
Undoubtedly, thisinterpretation of the peak C deserves
attention, but the mechanism of the formation of the
CuL; spectrum of univalent copper was not discussed in
[31] and [33]. Moreover, the absolute values of the
absorption oscillator strengths for the 2p orbital of cop-
per in YBa,Cu;0;_5 and Cu,O were not presented in
[33], which does naot alow one to correctly analyze the
CuL; spectrum of the complex YBa,Cu;0,_5 system,
which is a combination of the spectra of copper ions
with +1, +2, and +3 oxidation levels. Thus, it looks as
if, even with alowances made for the multielectron
effects, one cannot explain all features of the Cul;
spectra of copper-containing HTSC materials.

According to [32], in the undoped system (with one
electron vacancy per formula unit), X-rays can induce

only transition 2p‘5diz_y2 —~ 2p3d'°, even though in

theinitial state there are two d° and two d'°L configu-
rations, due to the hybridization of the vacant states. In
doped systems (with more than one vacancy per for-
mula unit), there appear contributions from the Cud?,

Cud®L, and CuleH_ configurations and, hence, the

multielectron effects are much stronger. For this rea-
son, the Cul; spectra of dopant-produced electronic
states of doped compounds noticeably differ from the
spectra for undoped ones; in particular, there appear
shakeup satellites near the white line [2, 32, 33].

1.3. X-ray Spectra of Core Energy Levels

Nowadays, there is a great body of spectral data
available in the literature (see, e.g., [34, 35]) on CuK,
X-ray spectra (transitions from the Cu2p to the Culs
orbital ionized by an X-ray quantum). In most of the
papers dealing with the theoretica and experimental
investigation of these spectra, some spectra features
are explained in terms of the Anderson model or the
two-band Hubbard model. The mechanisms of the for-
mation of the spectra are commonly discussed for the
one-hole configuration, and no account is taken of the
contribution from the two-hole configuration, for
which the correlation effects are of fundamental impor-
tance.

The authors of papers [36, 37] considered the
energy shift of the principal peak in the CuK, spectra
that is caused by the phase transition from the nonsu-
perconducting to the superconducting state in HTSC
oxides, among them La,_,Sr,CuQ,. It was shown that
only in YBa,Cu;0;, the principal peak of the CuK,
spectrum is shifted by 0.35 eV, due to a change of the
leading configuration. Theoretically calculated spectra
of systems with a one-hole configuration were
described in detail in [36, 37]. A low-intensity satellite
was shown to exist which depends on the density of
states of the Cud® configurations and whose position is
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higher by 0.4 eV than that of the principal peak; the lat-

ter depends on the density of the Cud'°L stateinthe1s
and 2p hole configurations. It was shown in [37] that
the shift of the K, line of copper cannot be measured
without separating out the contributions of the satellite
structure. Hence, analysis of these spectra cannot be
performed without resorting to multiel ectron methods.

1.4. One-Electron Calculations
of the Electronic Sructure of Cuprates

Even the first attempts to describe the electronic
structure of copper-containing HTSC materials by non-
empirical, cluster, and band, one-electron methods
were accompanied, asarule, by comparing the calcula-
tions and experimental photoelectron and X-ray emis-
sion spectra of these compounds (see, e.g., [1-7, 38—
43]). These calculations gave practically the same pic-
ture of the electronic structure formed by the Cu3d and
O2p orbitals (see Fig. 4 and, e.g., [44, 49]).

However, it immediately became obvious that there
are fundamental limitations to such calculations when
applied to HTSC materials.

(1) First of al, the one-electron calculations give
zero magnetic moment for copper ions, whereas the
experiment shows that all undoped HTSC compounds
are antiferromagnets, with the copper ion magnetic
moment being equal to p ~ 0.5, and athough the
high-T, superconductors themselves possess no long-
range antiferromagnetic order, they show strong spin
fluctuations [46].

(2) The experimental photoelectron spectra are
shifted to lower energies by about 1-2 €V as compared

oy
3212

xy
A

Cu

Fig. 4. Schematic diagram of the electronic states of the
Cu3d and O2p orbitals of the CuO, plane in terms of
the crystal-field theory and its interpretation in terms of the
LCAO-LDA method [44, 45]. The hatching shows the
occupied states; ot*) and Tt designate (anti)bonding pdo
states.
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to the band calculations for both La,_,Sr,CuO, and
Y Ba,Cuz0; _s.

(3) The one-electron calculations predict a metallic
behavior for the ground state of undoped oxides such as
La,CuO, and YBa,Cu;O, whereas the experiment
shows that they are insulators.

(4) The one-electron models offer no explanation of
X-ray electron spectra and X-ray spectra of the core
energy levels of copper and oxygen, because they have
acomplex satellite structure.

(5) A comparison of the theory and the experiment
showed that a number of features of the X-ray absorp-
tion spectra of copper also cannot be explained in terms
of asimple one-electron model.

In more recent papers [47—-49], an attempt has been
made to improve the one-electron approach by intro-
ducing a vacant-state potential correction. In effect,
such a correction to the potential is analogous to the
introduction of the parameter U, in the Hubbard model,
which will be discussed below.

This improved approach alowed one to qualita-
tively explain the forbidden gap, the shift of the photo-
electron spectra to lower energies, and the magnetic
moment of copper atomsin the ground state of undoped
oxides, such as La,CuQ,, CaCu0O,, Sr,CuO.Cl,, and
Y Ba,Cu;0;. The nature of the electronic states of the
top of the valence band and the bottom of the conduc-
tion band was al so adequately described and the results
agreed with the most reliable experimental and theoret-
ical data. Unfortunately, in those papers, modeling of
the X-ray and photoel ectron spectrawas not conducted
and a comparison of the calculations and the experi-
mental data was made only indirectly, which does not
allow one to definitively judge the adequacy of this
approach.

1.5. Srong Electron Correlations

As mentioned above, the one-electron models can-
not describe the features of the electronic structure of
undoped cuprates and some of their physical and spec-
tral properties associated with strong electron correla-
tions. To take these correlations into account, two
methods were used in the literature. One of them is
based on models like the Hubbard or the Anderson
model, and the other is an ab initio approach, such as
the configuration interaction (Cl) method or the multi-
configuration self-consistent field (MC SCF) approxi-
mation.

Model calculations are the simplest and physically
most illustrative method for taking strong electron cor-
relationsinto account. The simplest of themisthetight-
binding model, which describes the electronic structure
of the CuO, plane and takes into account only the
atomic orbitals of the CuQ, cluster (two occupied p,

orbitals of oxygens and one half-filled Cudxz_yz
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orbital). The corresponding model Hamiltonian hasthe
form

Hgbd = Sdzdrcdic'i'epE p;rcpjc
i,o

j,o

+ Z tgd(drcpjc + H-C') + Z th]p( p]tcpjo + HC)
O, jo O, j'o
Here, the summation is carried out over atoms in the
cluster, [, jUmeans that the summation is performed
over its nearest neighbors, and o isa spinindex. In this
model, there are three bands containing five electrons.
In actual practice, however, this Hamiltonian is written
in the hole representation, in which the state
Cu3d202p° is taken as the vacuum state. In the case
of one vacancy, the electronic structure of the CuO,

planeis reduced to one Hubbard band Cu3d®202p%. As

iscustomary inthismodel, di, and pj, arethecreation
operators for holes at d and p orbitals, respectively, of
copper and oxygen atoms in the CuO, plane. The
charge-transfer gap A equalsthe difference between the
energies of the p and d states of oxygen and copper (A =
€, — &) and is positive in the hole representation. The

hopping integrals t.y and ti}, are parameters of the sys-
tem, determined either from the experimental data or
from some nonempirical calculations. The signs of

these parameters are dictated by the symmetry of the
system, and their absolute values are much less than A

(the, th < A).

This model ignores one of the main features of the
strongly localized d orbitals of copper, their strong
Coulomb interaction. The Emery model is not sub-

jected to this drawback. It is athree-band analog of the
one-band Hubbard model,

_ 0 d d
Hapg = Hsbd"'Udznnnu
i

P P d.p
+UpanTnjl +Updzni n,
j

G, o

where nf, = di;d,, and nf, = p/,p, are the densities
of Cu3d and O2p holes, respectively. The quantities Uy
and U, are the Hubbard interaction parameters at the
same orbitals for copper and oxygen, respectively, and
U,q Characterizes the copper—oxygen interaction. In the
hole representation, these quantities are positive and
correspond to repulsion. The quantity Uy isdominantin
the formation of the electronic structure and because of
this, the transition Cu3d® —» Cu3d® is suppressed.
The limit case where all three Hubbard interaction
parameters are zero (Uy = U, = U,y = 0) correspondsto
one-electron calculations. In this case, the upper o*
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band (Fig. 4) is twofold degenerate (in terms of this
model) and, hence, half-filled.

As the Hubbard repulsion parameter U, increases,
the degeneracy of the o* band islifted and there appear
the lower (LHB) filled and the upper (UHB) vacant
Hubbard bands[50]. When Uy < A, the el ectronic struc-
ture corresponds to a Mott—Hubbard insulator, with the
filled upper band being composed of the Cud-type
states. When U, > A, we have a charge-transfer insula-
tor. In the latter case, the lower Hubbard band is situ-
ated bel ow the oxygen subband, and aminimal electron
excitation energy is required for the electron charge
transfer to occur from the oxygen sublattice to copper
centers.

Magnetism of individual copper atoms in undoped
cuprates is smply and naturally explained in terms of
the three-band Hubbard model. Indeed, when the cop-
per d band is split into two Hubbard bands, correspond-
ing to the d® — d® and d® — d° excitations, the
number of the remaining electrons per formula unit is
even, which explains the insulating behavior of these
compounds. Since the d® configuration corresponds to
a magnetic ion, it is not surprising that magnetism
occurs [51, 52].

The long-range antiferromagnetic order in such
compounds is due to the spin superexchange between
copper centers having one vacancy. It can be described
by performing aunitary transformation that reducesthe
three-band model to the two-dimensional Heisenberg
model [53]

H=Jcy (S5~ U4n'n%),
G, jo
where Jc is the exchange coupling constant and S is
the spin operator of acopper center. We have

Joc = (Athg/A)(L/Ug+2/(2A + U )).

A lower experimental estimate of this constant is
Joc 00.15 V.

Another evident success of Hubbard-type modelsin
studying undoped high-T, superconductors is the fact
that, using this approach, it has been possible to quali-
tatively describe CuK, X-ray spectra and Cu2p X-ray
electron spectra (Cu2p-XPSs) of these compounds
[52, 54-57]. However, in most of those papers, only the
mechanisms of the formation of spectrafor a one-hole
configuration were discussed, ignoring the contribution
from two-hole configurations, for which electron corre-
lations are of fundamental importance.

For atwo-hol e configuration of the structural unit of
a high-T, superconductor, this problem was first solved
by Zhang and Rice [58]. One would think that, in a
charge-transfer insulator, an extra hole should be situ-
ated in the oxygen subband, which is just below the
upper Hubbard band. However, Zhang and Rice argued
againgt this point of view. They demonstrated that the
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covalent mixing of atomic states of copper and oxygen
(due to which, in the band theory, the 1t band is basi-
cally of an oxygen nature, see Fig. 4) leads to the for-
mation of atriplet and asinglet (Zhang—Ricesinglet) in
the Cu3d°02p° states through Hubbard splitting of
occupied states in the one-electron 11 band. According
to their calculations, the singlet is the highest of the
occupied states (in the electron representation) and it is
thefirst to be occupied by an extravacancy produced in
the process of doping.

In terms of the one-band Hubbard model, thismeans
that both the Zhang-Rice singlet and the Cu3d° vac-
uum state are nondegenerate and similar in behavior to
the upper and lower Hubbard bands. Hence, they can be
described in terms of an effective Hubbard model with
ahalf-filled band,

nn
H=-tY (¢4 +H.c)
2.
nnn
—t' Z (CioCjo + H.C) + UZn”n”,

0 jo i

whereny, = ¢, ¢, isthe electron density for spin o and
U = A. In addition to the hopping integral t between
nearest neighbors (equal to 430 meV), this model
involvesthe hopping integral on atoms of the next coor-
dination shell (t' =—-70 meV) [53].

In a CuQ, cluster, the single oxygen state that is
mixed with a copper d state is described by the totally

symmetric combination Py, = (]JZ)Zi P, . The other

three oxygen states Pj;s,, are not binding states. Inthe

half-filled state, the cluster has one vacancy with spin
down. When one more hole is added (in the process of
doping), we have the problem of two holes for four
states interacting with the copper states.

Thus, we have the following five configurations
(basis wave functions): the Cud®O2p® configuration,

represented by the state |d}, dj, [J the Cud®O2p* con-

figuration, represented by |Pg,Pg, [ the Cud®02p®
configurations of the first type represented by the sin-
glet [SO= (| Pg,d], O+ [d],Pg, V4/2 and the triplet

[TCE (| Pg, dj, O |d], P, D/+/2. The Cud®O2p® con-
figurations of the second type are represented by the
states involving the nonbinding oxygen states, such as

IPItIBm d;i [

The Hamiltonian of this modd is not difficult to
diagonalize. In the case of a charge-transfer insulator,
the ground state is found to be the Zhang—Rice singlet,
whereas the triplet is 2—4 eV higher and plays no part
in the phenomenon in question at low temperatures. In
this model, the Zhang—Rice singlet represents an effec-
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tive spinless hole (in the doubly occupied-state
subspace) moving through the two-dimensional spin
lattice.

The other approach that allows one to consider
strong electron correlations is multiconfiguration ab
initio calculations (Cl method and MC SCF approxi-
mation). For Cu(ll) oxide systems, these calculations
demonstrate strong localization of valence band top
electrons (seg, e.g., [59, 60]), which substantiates the
applicability of Hubbard-type models. The most
detailed study, in our opinion, was carried out in [60],
where it was shown that the process of ionization of
both core and valence orbitals is accompanied by a
strong screening effect, which leads to the emergence
of multielectron shakedown satellites in electronic
spectra associated with the charge transfer from the
occupied O2p to vacant Cu3do orhitals.

Of the papers in which the ab initio MC SCF
method was used to investigate doped copper oxide
[formally, Cu(ll1)] systems, of specia note is that by
Eto and Kamimura [61]. In that paper, the electronic
structures of compounds La-Se-Cu-O and Nd-Ce-
Cu—O were calculated by a multiconfiguration varia-
tional method in a cluster approximation. Calculations
were performed for the CuQ, CuO, Cu,0O;;, and
Cu,Oy clusters. It was shown that, at the hole concen-
tration close to the superconducting value, the ground
state of the hole-doped CuQ; cluster changes over from
A4 to 3B,y when the copper—apical-oxygen internu-
clear distance is varied. The ground state of the elec-
tron-doped CuO, cluster was shown to be 3B, and the
dopant electron was at the Cuds orbital. Eto and
Kamimura also adequately described the antiferromag-
netic ordering in the Cu,O;; and Cu,O, clusters and
showed that doping suppresses antiferromagnetism in
both p-type (Cu,0;; cluster) and n-type (Cu,O; cluster)
systems, though the mechanisms of these processes are
different.

1.6. A multielectron Model for the CuO, Plane

In amultielectron approach, the Hamiltonian of the
multi-band p—d model, describing the valence state of
copper and oxygen, can be written in the hole represen-
tation as [62—64]

H = Hy+Hp+Hy,+ Hpy,

Hyg = sz(r),
Hqy(r) = Z[(sd)\_u)d:)\odr)\o"'(]Jz)udn(rj)\nr_)c\y]
Ao

g 0o + +
+ Z (Vdnrlnrz - ‘Jddl‘lcdrlGdI’ZG'erO)’
ag'
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Hp = ZHp(i),
Hp(r) = Z[(Spa_u)praopiac-}-(1/2)Upnicuni_g]
+ Z (VNN = JpPiioPise Piao Pizo).
Hoa = 3 Hoali.1).

de(i’ r) = Z Z(T)\u piJrcxcdr)\o +H.c.

Ao od'

g 0 + +
+ V)\ornr)\nia - ‘])\adr)\cdr)\o' piorc' piac)1

pr = Z Z(tuﬁprucpjﬁa"'H-C-)v (1)
(i,j)apo

wheree,, and &4, arethe one-particle energies of p- and
d-hole orbitals a and A, respectively; U, and U, are the
Hubbard correlation parameters; V, and V, are the
matrix elements of the intraatomic Coulomb repulsion
at the same and different orbital s of oxygen and copper;
J, and J, are the Hund exchange integral s at oxygen and
copper atoms, respectively; T,, and t,, are the matrix
elements of p—d and p—p hopping, respectively,
between their nearest neighbors; V,, and J,, are the
matrix elements of the Coulomb and exchange interac-
tions, respectively, between nearest copper—oxygen
neighbors; and Y is the self-consistently calculated
chemical potential, situated in the insulator energy gap
of the undoped system. Obviously, the correctness of
the results obtained in this model depends on the basis
functions chosen for calculations. For this reason, one
should include at least the de_p and d . orbitals of

copper, as well as the p, and p, orbitals for all oxygen
atoms. The energy of the dxz_yz orbital was taken to be

g4, the energy of the d . orbital was (g4 + Ay), and the
energy of the p, , orbitalswasg,,.

In (1), thefirst two terms describe intraatomic inter-
actions, including the Hubbard correlations U, and Uy,
the Coulomb interaction between holes at different
orbitals and the Hund exchange. The last two termsin
(2) correspond to interatomic p—p and p—d hopping and
Coulomb interaction. The values of the parameters of
the Hamiltonian (1) are taken from the experiment;
they were determined by matching the electronic struc-
ture of the ground state of La,CuQ, to the optical and
magnetic data [65]

V,=3eV, Vy4=45¢V,
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J, = Jg =058V,
T,. = 156V, t, = 02eV,

Vi, = 066V, J,, = 02eV,

€4 =0, Ay =156V, g3 =2¢V.

The dependence of the results on the choice of U,
and Uy is discussed below. The parameters U, and Uy
are assumed to be infinite, unless otherwise specified.

1.7. The Ground Sate of the CuO, Cluster

Let us consider localized states with no hopping
between unit cells. Figure 5 shows the local bases for
(a) the Hubbard model and (b) a multi-band p—d model;
in the latter case, only several excited stateswithn=1
and n = 2[65, 66] are shown for aparticular unit cell in
which a quasiparticle is created. In the hole representa-
tion of the Hubbard model (Fig. 5a), the top of the
valence band consists only of two quasiparticles [67]
(interms of the multiel ectron approach), corresponding
to the upper and lower Hubbard bands with energies

Q, = Eo(2,9) —En(1) = Eo(1)+U
and
Q_ = Eo(1) —Eo(0) = Ex(1),

where Ey(0), E¢(1), and Ey(2, S are the energies of the
ground states of the cluster in the zero-, one-, and two-
particle subspaces of the Hilbert space. The S = 1/2
state with the energy Ey(1) is degenerate due to spin,
whereas the state with Ey(2, S) may be asinglet (S=0)
or atriplet (S=1). Dispersion in the system [Qg —
QgK)] is associated with intercluster hopping. The dis-
persion relation varieswith different values of S; hence,
the X-ray spectrawill be different for systems differing
inspin.

In amany-band model, the number of different tran-
sitions between states in which the numbers of elec-
trons (or holes) differ by unity is much larger (Fig. 5b).
It is much more convenient to describe the localized
particles, introduced in these models, in terms of the
Hubbard operators

X" = |pOq0)

which are constructed for a complete set of localized
multiel ectron states. Here, asindicated above, the states
of one unit cell, that is, multielectron molecular orbit-
als, areimplied.

In terms of the three-band p—d model, in the case
where Ty, < A, Uy, Uy (T isthe p—d hopping param-
eter and A = g4 — €, is the charge-transfer energy), the
effective exchange integral J,, o can be written as[53]

Jewo = 8Trg(L/(A+U,) + 1/(Dy—A)).

PHYSICS OF THE SOLID STATE Vol. 42 No. 5

2000

795
(2) (b) 5
—_— }
6/ 4
n=0 n=1 n=2 n=0 n=1 n=2

Fig. 5. Local bases of (a) the one-band Hubbard model and
(b) the multiband p—d model. Only some of the excited
terms are shown in the one-hole and two-hol e subspaces of
the Hilbert space in the multiband model. Arrows show the
processes of quasiparticle annihilation.

Inthe limit of U, = Uy = o, the exchange integral Jo,, o
is zero and the singlet and triplet are degenerate. How-
ever, a finite U, and Uy, the value of Jg, o becomes
large; for typical values of parametersUy =10V, U, =
6eV, T\, =1-15eV,and A = 2-3 eV, wehave Jo, o =
2 eV. Therefore, in order to correctly evaluate the effec-
tive exchange integral, one should take into account the
finiteness of the intraatomic Coulomb repul sion param-
eters U, and Uy,

The state of two holes in the CuO, unit cell may be
aZhang-Rice singlet [58] or atriplet [68]. When calcu-
lating the spectra, the energies of the singlet (¢5) and the
triplet (€) were determined by exactly diagonalizing
the Hamiltonian of the CuQ, cluster at U, = Uy = .
Relatively small variations in the values of parameters
may result in the crossover between the singlet and trip-
let, that is, in the change of sign of the level splitting
Ae=gr —gs. Inourcase a A=¢,—¢g =2¢€V, the
ground state of two holes is a triplet (e = —0.93 and
£5=-0.82), whileat A = 1.5 eV, the ground state is a
singlet (¢ =—1.52 and eg = —1.54).

When the values of the Hubbard repulsion parame-
ters arefinite, the picture becomes somewhat different.
Figure 6 shows calculated level splitting [69] in the
multiband p—d model for Uy =12¢eV, U, =8¢V, T), =
1.5eV,and A =3 eV (curve l). This curve corresponds
to a minimal set of parameters, which is arbitrarily
called “three-band model plus d . orbital,” because all
parameters that are not involved in the three-band
model are taken to be zero. The calculations for this set
explicitly show the effect of the d . orbital when its

energy islowered to its actual values.

As A\ is decreased, the effect of the Coulomb inter-
action between orbital s increases, as seen from curve 2,
for which we have taken V4 = 4.5 eV. Curve 3 corre-
sponds to the case where al the parameters we used to
completely calculate the CuO, layer are taken to be
nonzero.

It is seen from Fig. 6 that the exchange splitting Ae
decreases as the energiesof the d ;. and d; orbitals
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Fig. 6. Dependence of the triplet—singlet splitting energy
Ag = g1 — g for the two-hole states of the CuO, cluster on

the crystal-field parameter Ay = sdZZ —a»:dxz_y2 . The model
parameters are (eV): (1) Uy =12, Uy =8,A =3, T = 1.5,
and other parameters are zero; (2) V4 = 4.5 and the other
parameters as for curve 1; and (3) Uy =12, Uy =8, A =2,
T)\(X = 1.5, taB = 0.2, Vd = 4.5, Vp = 3, Vpd = 06, Jp = ‘Jd =
0.5, and Jpq = 0.2.

approach each other. Virtua transitions to orbitally
nondegenerate states lead to antiferromagnetic
exchange and stabilize the singlet, whereas virtual tran-
sitions to degenerate states lead to ferromagnetic
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exchange and stabilize the triplet. The latter is due to
the fact that, according to the Stoner criterion, the den-
Sity of states at the Fermi surface increases in propor-
tion to the degeneracy.

Thus, the transition from the three-band to the
multiband p—d model with finite values of the Hubbard
correlation parameters leads to a decrease in Ag, from
24 €V in the former case to 0.1 eV in the latter. The
introduction of other small parameters into the many-
band model may lead to the inversion of the singlet and
triplet states. For instance, these may be oxygen—oxy-
gen hopping parameterst,, [68], interatomic Coulomb
and exchange p—d integrals V4 and J,,q, or the contribu-
tion from apical oxygen atoms.

1.8. General Characterization of the Electronic
Structure of the HTSC Oxides

Thus, on the basis of the data obtained by various
experimental and theoretical methods and presented
above, the following current view of the electronic
structure of high-T, superconductors was formed [53].

The Hubbard repulsion removes the degeneracy of
the upper half-filled one-electron band o* (Figs. 4, 79),
splitting it into the lower and upper Hubbard bands
(LHB and UHB, respectively) depending on the rela
tive values of the parameterst,,, t,4, Uy, and A (Figs. 7b,
7c). According to the classification by Zaanen,
Sawatzky, and Allen [50], there are three types of elec-
tronic structures (Fig. 7): (a) d-type metal, correspond-
ing to Uy = 0O (this case was discussed in Subsection
1.4); (b) the Mott—Hubbard insulator, where t,;, t,q <

@  NB (b)
B AB LHB UHB
Sp €4 E
© (d
LHB UHB
& d¥ &~ d'0
f T f 1
Uy Ecr E Uy Ect E

Fig. 7. (a—¢) Zaanen—Sawatzky—Allen classification [50] of the one-particle spectra of transition-metal compounds: (a) metal,
(b) Mott—Hubbard insulator, and (c) charge-transfer insulator (CTl); and (d) CTI with Zhang—Rice singlet—triplet splitting. Shaded
regions indicate occupied states, (N)[A]B are (non)[anti]bonding states, L(U)HB are lower (upper) Hubbard bands, ZRS is the
Zhang-Ricesinglet, T isthetriplet, Ect isthe renormalized charge-transfer gap, and E is the energy.
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Uy <€ A and () the charge-transfer insulator, wheret
tog <A< Uy

The experimental resonance photoelectron spec-
troscopy data, which allow one to determine the partial
contributions from the O2p and Cu3d states, suggest
that the electronic structure of high-T. superconductors
corresponds to a charge-transfer insulator. Measure-
ments showed [70-72] that, in the La,_,Sr,CuQ,,
YBa&a,Cu;0;_5 and Nd,_,CeCuO, compounds, the
parameter U, of the three-band Hubbard model is much
larger than A. It was found, while making a comparison
of the experimental data and cluster calculations [70—
72], that U, ranged in magnitude from 7.3 to 10.5 eV.

In the one-electron Tt subsystem, the Hubbard repul -
sion manifests itself in the same way, splitting it into a
triplet and asinglet state. According to [58], among the
occupied states in undoped high-T,. superconductors,
the singlet has the highest energy and, in terms of the
Hubbard modél, it isan analog of the UHB, whereasthe
triplet has alower energy and corresponds to the LHB.

This last case of the electronic structure calculated
for the undoped superconductorsin the Hubbard model
isshown in Fig. 7d. The ZRS peak corresponds to the
Zhang—Rice singlet, which is the ground state among
the two-hole states [58].

pp?

2. A SUDDEN-PERTURBATION (SP) MODEL
AND A SCHEME FOR CALCULATING
SPECTRAL CHARACTERISTICS

2.1. The Theoretical Fundamentals of X-ray
Spoectroscopy (Sudden-Perturbation Model)

The formation of X-ray (absorption and emission)
spectraand of X-ray electron spectrais associated with
a one-electron and a one-photon process; that is, the
electronic system interacts with one X-ray quantum,
and one electron makes a transition from some core or
valence orbital to a highly excited state. Other (say,
Auger) processes that accompany or follow this pro-
cess noticeably differ in transition energy (which
allows one to resolve them) and, in addition, the parti-
cles emitted or absorbed in them differ in nature. The
processes of the interaction of X-rays with the matter
we consider here obey the energy conservation law, and
all channels of excitation and decay of highly excited
states in these processes are known.

Since the early 1930s, the theory of the interaction
of X-rays with matter has been based on the sudden-
perturbation (SP) approximation, which was success-
fully employed to treat the processes in the electron
shell of an atom that accompany the a, 3~, and B* decay
of nuclei, K-capture, and multiple ionization of atoms
[73—77]. Later, this approximation was extended to all
cases of inelastic interaction of X-rays with matter.

The SP model is based on the assumption that, due
to some interaction, the Hamiltonian of the system is
suddenly changed [78, 79] as compared with the over-
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all duration of the corresponding process or thelifetime
of the system. Thisistruein the case of K-capture or 3
decay. Indeed, the lifetime of the excited state of the
electronic system with avacancy at the 1sorbital (from
which an electron has fallen on the nucleus), as evalu-
ated from the experimental X-ray linewidths (AE=T =
1 eV) and the Heisenberg uncertainty relation, is of the
order of T = At > A/AE = 1071 s, At the sametime, the
time 1 it takes for the electron to “fall” on the nucleus
can be estimated astheratio of the effective orbit radius
R;s (~0.1 au) to the effective velocity v, of an electron
moving in this orbit. The latter can be evaluated from
the virial theorem (the Kkinetic electron energy is
obtained to be about 10°-10* V) and, hence, the time
T« isof the order of ~101°-108 s, which is far shorter

than the lifetime (107'° s) of theionized excited state of
the atom with the charge of its nucleus changed by
unity. Thus, in the case of the K-capture, one can
assume that the Hamiltonian of the system suddenly
changes in comparison with the lifetime of the fina
highly excited state with an electron vacancy at the 1s
orbital. In the case of the B decay, the change in the
charge of the nucleus occurs even more quickly,
because the radius of the atomic nucleus is much
smaller than that of the electron shells.

The applicability of the SP model is also well
founded for the X-ray spectroscopy of inner shells. For
example, it can be used to describe K, spectra, which
are associated with transitions from 2p statesto theion-
ized 1s state (the transition energy is of the order of
10% eV for elements in the middle of the periodic sys-
tem). Such spectra are commonly measured for excita-
tion energies 3-5 times higher than the K-shell energy
Ex, because in this case the line strength ceases to
depend on the excitation energy, which is due to the
nature of vacant states with energies of the order of
10%* eV (above the ionization threshold). Hence, one
can take the energy of an exciting photon to be 2@ >
Ex. Inthe SPmodéd, it is assumed that an 1selectronis
so quickly removed that the potential for 2p electrons
changes suddenly. Hence, the time it takes for the 1s
electron to go out of the L shell should be small in com-
parison with the revolution period of 2p electrons,

Map/Vis << 2T 5, /V5p,

here, r,, is the orbit radius of 2p electrons (0.25 au for
copper). Taking the excitation energy to be ~10*-10° eV
and using the viria theorem, one obtains v~ 3 x 10°—
10" cm/sand v, ~ 5 x 10'-108 cm/sfor elementsin the
middle of the periodic table. Thus, the condition for
suddenness is fulfilled and mixing of the 1s electron
with the 2p shell does not occur.

However, a more detailed consideration of the for-
mation of even these high-energy X-ray spectra, asso-
ciated with inner shells, raises some questions.
Undoubtedly, the effective nucleus charge, as it does
for the 2p shell, Z,,, changes suddenly, but the 2p shell
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Fig. 8. Process of excitation of the electron system by an X-ray quantum (schematic): (a) the ground state of the system before
absorption of an X-ray quantum fiw; (b) thefinal state of the electron system in the frozen-orhital approximation (FOA), described

by the wave function lP’S and energy EJ , with aholeat the core energy level, aphotoel ectron in the continuum, and with the unre-
laxed valence band; and (c) the final quasi-stationary state of the relaxed electron system with the X-ray hole, described by thewave

function W* and energy E*.

itself will be affected by the el ectron going through and
out of the electron system (a distance of roughly 2 au).
This increases the duration of the system perturbation
by at least an order of magnitude (up to 101078 s)
and becomes comparable to the revolution period of 2p
electrons (about 107’ s). Furthermore, considering this
process formally, we should add a time-dependent per-
turbation term to theinitial Hamiltonian of the system.t
Therefore, in terms of quantum mechanics, the energy
is not conserved in this process.

It is herethat a hidden paradox ariseswhen one dis-
cusses the applicability of the SP model in the context
of X-ray spectroscopy theory. On the one hand, the pro-
cess of the electron going out of the system causes a
perturbation finite in time, which must lead to the vio-
lation of the energy conservation. On the other hand, no
other particles (quanta or electrons) are emitted or
absorbed, and they are not involved directly in the for-
mation or decay of highly excited states; hence, energy
must be strictly conserved.

For the valence shell, the revolution period of elec-
trons, as evaluated from the effectiveradius (R, = 3 au)
andtheir energy (E,s=5€V), isof theorder of 5x 1071 5,
which is close to the lifetime (10> s) of a highly
excited state. Hence, the valence €l ectrons have no time
to make a sufficient number of revolutions about the
nucleus during the lifetime of the excited state. Due to

Linfact, the photoel ectron no longer belongs to the system in ques-
tion and, hence, its exit from the system affects the latter, giving
rise to a time-dependent perturbation or, in terms of X-ray spec-
troscopy, to the time-dependent process of “relaxation” of the
electron energy levels.

this fact, it is commonly assumed in X-ray spectros-
copy [80] that the transition of an electron system,
induced by an X-ray quantum, from the ground state
with awave function Wg(N) and an energy Egg(N) to a
final quasi-stationary highly excited state with an X-ray
hole at a core orbital [with a wave function W(N — 1)
and an energy E(N — 1)], proceeds via a transient,
“unrelaxed,” highly excited state Wgg(N — 1) with an
energy of Egg(N —1). Inthistransient state, the holeis
already created at a core orbital, but the other part of the
electron system has not yet adapted itself to it (has not
relaxed, in terms of X-ray spectroscopy, see Fig. 8). In
this scheme, it is assumed that the rearrangement time
of the valence shell T, islonger than the duration of the
perturbation or, what is the same, longer than the time
it takes for the electron to leave the core, 1. = a/lv =

al ./2hw/m,, where a is the effective distance the el ec-
tron travels before it leaves the system (which is
roughly 2-3 au), v is the velocity of the electron at
which it goes out of the system, and # @ is the energy
of the absorbed quantum.

The currently available methods for studying matter
that are based on the excitation by X-rays are used, first
of al, to investigate the valence shell of the electron
structure, the effective radius of which is 2-5 au. In
these methods (X-ray absorption spectroscopy, X-ray
emission spectroscopy, and some other techniques, by
which the specified channels of the creation and decay
of highly excited X-ray states are investigated), signifi-
cantly lower excitation energies are used, 10°-10? eV,
which are often close to the ionization thresholds of
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core states. L et us evaluate thetimeit takes for an elec-
tron to leave the system and travel a distance (about
10 au) at which the photoelectron no longer affects the
electronic structure of the X-ray cation. We will take
the energy E; of the core state from which an electronis
knocked to be 1000 eV (2p state of copper) and the
energy of exciting radiation # @ to be equal to theion-
ization threshold (also 1000 eV).

For the core state before the absorption of an X-ray
guantum, the virial theorem holds; hence, E; =T, + V
and E; = —T;. Immediately after the absorption (the ini-
tial instant), the potential energy of the system is not
changed (because the nucleus charge and the electron
charge distribution remain the same), but the total
energy of the electron at the initial instant E«(t = 0)

becomes equal to (E; + #®). Under these conditions,
the kinetic energy of the photoelectron at the initia
instant is Tyt = 0) = —2E; and at the infinitely long time
t — oo, it isequal to zero. Therefore, we can evaluate
the effective velocity of the photoelectron; it is obtained
as (Vp(t)) = 2.5 x 108 c/s at the initial instant and
V(t.,) = 0 at the final instant. Accordingly, the average
velocity is 108 cm/s, whereas the time it takes for the
photoel ectron to move adistance of 10 au (5% 10 cm)
isT,=5%x10"s

At the present time, X-ray methods are being devel-
oped in which the effective time it takes for an electron
to leave the system can be longer by several orders of
magnitude than the estimate made above. For example,
in X-ray absorption spectroscopy, the case is rather
common where many-center scattering of a photoel ec-
tron occurs by nearest-neighbor atoms (XANES range
of X-ray absorption spectra); or aphotoel ectron resides
near the absorbing atom for an anomalously long time,
because around this atom there isa high positive barrier
due to vacant electron states with a large | (giant-reso-
nance spectrain lanthanides and actinides); or a photo-
electron, being several atomic units away from the pos-
itively charged X-ray hole, isattracted to it (X-ray exci-
tons).

Thus, it is seen that the lifetime of highly excited
X-ray states and the time it takes for a photoel ectron to
leave the system, as well as the revolution period of
valence shell electrons, are of the same order of magni-
tude in the case of the formation of spectra associated
with the structure of valence states.

In spite of this, the SP model adequately describes
X-ray processes of various types. In the process of
absorption of an X-ray quantum, the total energy of the
system is changed by the quantum energy 2@ and the
final energy of the highly excited stateisE; = (E + A®) =
const. Thus, it is seen that the energy conservation law
is strictly obeyed in the process of interaction of X-ray
guanta with matter.

Taking into account that E; = (E; + A®) = congt, we
can write the wave function of thefinal statein theform
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n | n n
WR(x.1) = exp 3 EMEPR(X),

which is a solution to the time-dependent Schrodinger
equation

. anE(X,t) _ O | n n
IﬁT = HexpD—%E,:t%D,:(x),

where H is the Hamiltonian of the system. Analo-
gously, the initial (ground) state of the system can be
written as

i
Wes(x, 1) = eXpE_;LEGstEbGS(X)-

According to quantum mechanics, the probability of
the dipole transition from theinitial to the final stateis
given by the formula

IR(x, )

2

i * i —n [0
= ‘IeXp% EGSt%DGS(x)r exp %_i_i EFt%DF(x) dx

2

i I n * n
= ‘%}xp%EGst%expE—%EFt% Gs(X)r@e(x)dx .

The total energies of the initial and final states are very
large; for individual atoms and molecules, we have
Egs= Ef = 10°-10° eV, while for a solid, in which the
effective volume in which the interaction of an electro-
magnetic quantum with matter takes place may comprise
as many as 10 atoms, we have Egg = Ep = 10°-10° eV.

At theinitial instant, the time-dependent factorsin both
theinitial and final statesare equal to unity and, in addi-
tion, the continuity condition for the wave function is
fulfilled

i i
exp E_?L Easl - O)EkDGs(X) = exp %‘% EEt(t = 0)%D2(X) )

Ds(X)r=0) = CDE(X)(t =0)-

Therefore, for the probability of dipole transitions,
we have a conventional formula

I5(x) = ‘J’@’G‘S(x)rdbg(x)dxz.

Thus, the only process that is associated with the
formation of X-ray spectraand proceeds*in amoment”
istheinteraction of the X-ray quantumwith acore elec-
tron. Therefore, inthe SP model, the Hamiltonian of the
systemin ahighly excited X-ray state can be written as

Hex = H0+ Hc,d’ (2)
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where H is the Hamiltonian of the unperturbed system
(1) and H,, 4 is the term describing the interaction of a
core hole with the other part of the electron system,

Hc,d = Vc,hzd:)\odr)\onca

where n; = ) N, is the number operator of X-ray-

produced vacancies at a core orbital.

It followsfrom the above consideration that the state
with Weg(N—1) and Egg(N — 1) does not occur; instead,
an X-ray quantum induces the transition of the system
from the stationary ground state (Wgs, Egg) to the final
(for the process in question) quasi-stationary state
(P Ep) with the lifetime 1 via the transient state
[Pr(N, t)E(N, t)], the lifetime of which is equal to 1,
(the time it takes for the core electron to leave the sys-
tem); hence, the duration of the rearrangement of the
electron system is T, = t.. The change in energy of the
electron shells in the process of relaxation associated
with the X-ray-created hole is of the order of 1-10 eV,
whereas the total excitation energy of the system is
hw ~ 1000 eV, that is, the change in energy associated
with the relaxation of the valence shell during X-ray
processes is asmall perturbation of the system.

2.2. The Influence of Srong Electron Correlations
on the Spectrum Structure

When studying the X-ray and electron spectra of
copper oxide high-T, superconductors, one should take
multiel ectron states into account, because the core hole
strongly interacts with Cu3d electrons. Let us consider
the absorption spectrum in the case where an inner-
shell 1s or 2p hole is created. In one-electron calcula-
tions, the SP approximation in this case is better known
asthe Larson model [81-84]. The interaction of vacant
electron states with X-ray-produced core 2p and 1s
vacanciesisdescribed by the Coulomb matrix elements

Ve84 =756V and Vg 4 =7 eV, respectively.

It should be noted that, in the formation of X-ray
absorption spectra, the final states may have no holes at
copper atoms (transitions 2p — d%°, d°L, d'°L s(g),
d°LL s(e) and 1s — d'°L, d'°LL), one hole (transi-

tions 2p — ds(g), d°L s(€), d® and 1s — d°, d°L),
or two holes at copper atoms (transitions 2p — d®s(€)
and 1s —» df).

Beforethe creation of ahole at a core orbital of cop-

per, the multielectron wave function of the system can
be written as

d
Win = OLWIR0, 3
where ¢¢ isthe wave function of the core electron, nis

the occupation number of the core orbital, and wfgdg is
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the wave function of the ground state of the valence
electron system of copper and oxygen with the energy

,(r’fdo) , described by the Hamiltonian (1) under the con-

dition ny + n, = n, = const, where ny and n,, are the con-
centrations of holesin d states of copper and p states of
oxygen, respectively, and n,, is the number of holesin a
unit cell, being equal to 1 or 2, depending on the dop-
ing.

The wave function of the system in the final state
with the unchanged number of vacanciesin the valence
shell (excluding the process of formation of the white
line of the CuL; spectrum, in which the number of
Cu3d vacancies is decreased by unity) and with one
photoelectronin thes, p, or d continuum far beyond the
ionization threshold can be written in the form

Wi = o0 0w, @
where ¢, is the wave function of the photoelectron in
the | state with an energy ¢, to which this electron

makes a transition after excitation, and @!"y is the

wave function of the mth term of the system of p and d

electrons in the final state with the energy E{r . The

index m enumerates all eigenstates of the Hamiltonian
(1 +2H + Hg 4 [given by (1) and (2)] that have a
vacancy at a core orbital.

The energies of theinitial and final states are

— (pd)
Ein - nsc + Ein,O!

®)
Ef,m = (n_l)ec + § + E(fp(rjn)!

respectively, where E{Y isthe energy of the mth term

of the fina highly excited state. In the approximation
where strong el ectron correlations and the formation of
the white line of the CuL, spectrum are ignored, the
energy of the absorbed X-ray quantum equals

hw, = g —¢.. (6)

When strong €electron correlations are taken into

account, the energy of the absorbed X-ray quantum is
hw = g —¢g.+AE,,

— g(pd) (pd)
AEm - Efr,)m_ ir?,O'

Thus, in the one-electron approximation, we can write
the energy of this quantum as fiwy, = Aiw — AE,,.
X-ray absorption is described by the Hamiltonian

— (0,k) .+
HX-ray - ZI c Ikv
k

where 104 = |@ Jer|d,J? is the one-electron dipole
matrix element, c* isthe creation operator of aholeat a
core orhital, and |, isthe annihilation operator of ahole
in the valence shell or in the continuum. In the case

(62)
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where the number of d holes remains unchanged (tran-
sitions to s or p orbitals), the intensity of an X-ray-
induced transition is

m 12

() = [Cyler| W = [ B(edler|§)(e)T -
i Gl Cilig

In the absence of strong Coulomb interaction

between the hole at an inner-shell orbital and valence

vacancies (V. ¢ = 0), the functions w{F (EPY) and

wi"Y (ES)) are mutually orthogonal and, hence, the
Iast factor in 7, 1©mM(AE,) =

W50 (Eino)IWm (EFR)I is equal to &;,o. In this
case, the transition probability is determined only by
the matrix element 10)(%uy,) = @ (go)|er |d, ()Ll which
is calculated in the one-€electron approximation.

If the Coulomb interaction (2) is not ignored, the
states of valence p and d electrons (holes) before and
after photoionization cease to be orthogonal and, there-
fore, both the ground term and various excited terms of
the final state contribute to the absorption spectrum.

The formation of the white line of the CuL, 5 spec-
trumismore difficult to analyze, because the number of
holesin thed shell decreases. The wave functionin this
process can be written in the form

Wi = 00 e (- 1), ®

where @ fpd) (n, — 1) isthe multielectron function in the
(n, — 1)-particle subspace of the Hilbert space. The
energy of thefinal stateisequal to

Erm = (N-1)ec+ EFR(n,—1) ©)

while the energy of the absorbed X-ray quantum is
hw = —g.+AE,,. (20
The one-electron energies €4 of the d orbitals of the
initial and final states are included in the multielectron
energies E’Y and E{"Y) ; their values, as obtained by

X, calculations and used in treating the processes of
thistype, areroughly —2 to -3 eV.

In the absence of the strong Coulomb interaction
with the X-ray hole (and, hence, in the absence of the
relaxation of the electron system associated with the
creation of thishole), the energies of theinitial and final

states of the d shells can be written as E;, = ne, + (10 —
n)egand E° = (n— 1)e, + (10 —n,, + 1)g,, respectively.
In this case, the one-electron transition energy is
Ef-E,
and, in addition,
hw, = hw—AE,,.

= hwy = g4—&;
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Therefore, the intensity of the white line (associated
with a decrease of the number of d holes by unity) can
be written in the form

In(hw) = |, ler|pi™ = |abc<ec>|er|¢d<ed)tu(ll)
x| P EDELD) | Aol WPDEPD, - DI

f,my 'h
As in (7), we designate the one-electron contribu-
tion as I©M(AE,) and the multielectron one as
10D (F0).
Summing (7) and (11) over multielectron transi-

tions, we obtain an expression describing the whole
spectrum,

l(hw) = ZIm(ﬁw)
" (12)
= ZI(O")(ﬁw—AE ™ (AE,).

Thus, the total absorption spectrum I(%w) consists
of aset of one-electron spectra, theintensity of the prin-
cipal line of which is proportional to the multielectron
factor 1©M(AE,,) withm=0, given by (7) and (11), and
satellites, separated from the principal line by AE,, =

EPY = EPY and having an intensity determined by
multielectron factors (7) and (11) with m # 0. As is
seen, the X-ray absorption spectrum of the strongly
correlated el ectron system isthe discrete convol ution of
two spectra: the discrete spectrum |© ™(AE,,) of transi-
tions between p and d states of el ectrons (holes) and the

one-electron spectrum 1@ (%o — AEY”) of transitions

from 1s and 2p core orhitals to vacant electron states
situated both below and above the ionization threshol d.

2.3. A One-Electron Model for Calculating X-ray
Absor ption Spectra

The problem of choosing a cluster for calculating
the one-electron structure and spectra of high-T. super-
conductors has long been solved [27]. The one-electron
profiles of X-ray absorption spectra both below and
above the ionization threshold were calculated in the
self-consistent-field approximation for X, scattered
waves (SCF X,SW) [85]. By now, the range of applica-
bility of this approximation is well known. In this

paper, the electronic structure of clusters Cu Oéo' and

Cu 02— (La,_,Sr,Cu0,), corresponding to the (+2) and
(+3) formal copper states, was calculated employing
the X,-OMEGA program complex [86], while the cal-
culations of the electronic wave functions and one-elec-
tron X-ray dipole transition intensities in all energy
range were performed using the X,-CONTINUOUS
program [87]. The cluster parameters were chosen
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in accord with the internuclear spacing presented in
[88, 89].

2.4. The Structure of the Final Spectra

Thefinal spectrainclude both the effects of the den-
sity of vacant one-electron states and the doping of the
La_,Sr,CuO, compound and the effects of strong cor-
relations in doped and undoped unit cells. These spec-
traare obtained by summing the one-electron spectrain
accordance with (12). The xy-polarized CuL; spectrum
of undoped La,CuO, represents the (only possible)
one-€lectron transition from the Cud?® to the Cud'® con-
figuration with an intensity of 0.3428 and an energy of
2.03 eV; the profile of the spectral lineis obtained using
the calculated profiles of one-electron spectral lines of

the CuO;>~ cluster by the SCF-X,SW method. The

polarized spectraof unit cellswith two vacanciesin the
triplet ground state are more complex; for instance, the
Xy component is formed by transitions from the ground
two-hole state to four configurations of the final state
with avacancy at the Cu2p core orbital (inthe one-hole
subspace) with weighting factors 0.0560, 0.2241,
0.0037, and 0.0285, while the z component is formed
by the same transitions with weights of 0.2238, 0.0000,
0.0148, and 0.0000. The energies of these four config-
urations are 1.9405, 2.1424, 9.8151, and 10.3131 eV,
respectively. The profiles of these spectral lines are cal-

culated by the SCF-X,SW method for the Cu 02‘ clus-

ter, which corresponds to the (+3) copper state in the
one-electron approximation. Theintegrated intensity of
the polarized lines below the ionization threshold
depends only on the occupancies of the corresponding
(in accord with the Am selection rules) vacant d orbitals
(®—y?or Z) intheinitia state, whereas the number of
multielectron transitions depends on the number of
configurations in the fina state. In our model, the
orthorhombic distortion of the CuO plane is not taken
into account, which leads to the absence of the white
line in the z component of the spectra of the undoped

compound, because the d . orbital makes no contribu-

tion to the initia state; the emergence of the white line
in the spectra of the doped compound is due to the mix-

ing of the states d8(dxz_y2 + d) and d°L(d ) with
weights (0.38)2 and (-0.46)?, respectively.

The Cul; spectra of the singlet state are found by
the same procedure. In the xy-polarized spectrum, the
intensities of transitions to the final configurations are
0.222, 0.001, 0.042, and 0.000, whereas in the z-polar-
ized spectrum, they are 0.000, 0.005, 0.000, and 0.002,
with the energies of the configurations being 2.139,
2.280, 10.363, and 10.956 eV, respectively. Thus, inthe
singlet state, as is seen from these data, the density of

vacant bound d . statesis practically zero.

PHYSICS OF THE SOLID STATE Vol. 42

AVRAMOV, OVCHINNIKOV

The CuK spectra are also caculated from (7) and
(12). For example, the spectrum of undoped La,CuO, is
formed from the one-electron spectrum of the Cud®L
configuration with a weighting factor of 0.765 and an
energy of 2.7 eV and the one-electron spectrum of the
Cud® configuration with a weight of 0.235 and an
energy of 10.6 eV. The spectrum of LaSrCuO, with the
singlet two-hole ground state is also formed from the
spectra of two configurations: Cud*®LL with aweight

of 0.849 and an energy of 2.3 eV and Cud’L with a
weight of 0.144 and an energy of 12.1 eV. The spectrum
of LaSrCuQ, with the triplet two-hole ground state is
formed from the spectra of three configurations:
Cud®LL with a weight of 0.630 and an energy of

3.425 eV, Cud®L (of an x?—y? character) with aweight
of 0.151 and an energy of 11.7 eV, and a combination
of Cud®L (of az? character) and Cud?, with aweight of
0.219 and an energy of 16.5 eV.

2.5. Low-Concentration Approximation
(Independent-Center Model)

In a doped La,_,Sr,CuQ, crystal, one part of the
unit cells has asingle hole, while the other part has two
holes. The spectra of these partly doped superconduc-
tors are calculated under the assumption that the highly
correlated two-hole states produced by dopant atoms
do not interact with each other, because their concentra-
tion is low. In this case, the weighting factors of the
one-and two-hole components of the spectra of com-
poundsLa,_,Sr,CuO, (x = 0.2) aretaken in accordance
with the degree of doping. For example, the spectrum
of La gSry,CuQ, is formed from the spectrum of
La,CuO, with aweight of 0.8 and the spectrum of (sin-
glet or triplet) LaSrCuO, with aweight of 0.2. The half-
widths of the Lorentzian and Gaussian broadening of
the CuK,- and Cu2p-XPS spectra are taken to be
0.3eV.

3. MANIFESTATION OF THE EFFECTS
OF STRONG ELECTRON CORRELATIONS
IN X-RAY AND ELECTRON SPECTRA

3.1. The Cu2p X-ray Photoelectron Spectra
of La,CuO,-Type Compounds

Asindicated in Section 1, the multiplet structure of
the spectra of copper oxides with the Cud® configura-
tion is well understood in terms of the multielectron
Anderson model and described in detail (see, eg.,
[58]). Nonetheless, we would like to cite the typical
experimental Cu2p-XPS spectra of compounds Cu,O,
CuO, La,CuO,, La, gSry15Cu0, (Fig. 1) [3, 5], and
NaCuO, (Fig. 2) [23].

Figure 9 shows the Cu2p-XPS spectra of (a) the
one-hole configuration and (b) two-hole configuration
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calculated in the extended p—d model. According to the
calculations, the principal peaks of these two spectra
correspond to Cu*t. For example, in the one-hole con-
figuration (Fig. 9a), the occupancy of the Cud°L con-
figuration is (0.91), and that of Cud® is (0.42)2. In the
two-hole configuration, the occupancy of Cudlog_ is

even somewhat higher, (0.92)% the weight factor of the
Cud® configuration is negligible, at (0.05)?, while the
weights of the two Cud®L configurations are (0.37)?
and (0.11)%

It is seen from Fig. 9 that the addition of one more
hole leads to the appearance of an extra short-wave-
length satellite near 18 eV, associated with transitions
to the two Cud®L configurations with weights (0.12)?

and (0.81)? and the Cud? configurations with a weight
of (0.56)2. Thus, these calculations qualitatively sup-
port both a growth of the short-wavelength part of the
3d° peak with adoping of La,CuO, and the appearance
of an extra satellite in the spectrum of the NaCuO,
compound. The significant differences in the positions
of the peaksin NaCuO, are likely to be due to the fact
that the Cud® configurations are practically absent in
NaCuO, [90] and only the Cud®L configuration is
responsible for the formation of the principal peak;
hence, copper isin the bivalent state in this compound.
Asfor the energy spacing between these two satellites
in La,CuQ,, its overestimation by roughly 3 eV is due,
in our opinion, to the rather inexact determination of
the p—d-model parameters.

If the spin—orbit splitting of the core 2p energy level
and the effect of doping on the spectra in the indepen-
dent-center approximation (Fig. 10) are taken into
account, then, in the spectrum of La, ¢Sr,,CuQ,, the
principal peak depending on the occupancy of the
Cud®°L configuration has a feebly marked (in propor-
tion to the degree of doping) asymmetric short-wave-
length structure (with a peak at 17 eV) associated with

the energy separation of the CudL and Cud™LL

cluster configurations with the formal (+2) and (+3)
oxidation levels of copper. In our opinion, a compari-
son of our results and the experimental spectrum [3]
(Figs. 1, 2) lends credence to this prediction.

For the most part, the results we obtained are similar
to the calculations of the Cu2p XPS in [58], with the
essential difference being that the high-energy satellite
separated by 14 eV from the principal line is absent in
[58], which is due, in our opinion, to the fact that we
perform the complete diagonalization of the Hamilto-
nian, including al two-particle states, whereas in [58],
the diagonalization is carried out numericaly in a
given, less complete, basis.

PHYSICS OF THE SOLID STATE Vol. 42 No. 5

2000

803
Intensity, arb. units

(a)

N

(b)

801

40+

N

14 Energy, eV

A

6

Fig. 9. Theoretica Cu2p X-ray photoelectron spectra of
compounds (a) La,CuO,4 and (b) LaSrCuO, without spin—
orbit splitting of the Cu2p orbital.
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Fig. 10. Theoretical Cu2p X-ray photoel ectron spectrum of
the Lay gSrg,CuO, compound (including the spin-orbit

splitting of the 2p orbital of copper, A, = 20 eV), calculated
in the independent-center approximation.

3.2. The CuK, Spectra of La,CuO,-Type Compounds

Asmentioned in Section 1, the theoretical spectraof
systems with one hole are described in detail in [36,
37]. In these spectra, there is afaint satellite depending
on the density of the Cud® configurations and lying
0.4 eV above the principal peak, which depends on the
density of Cud°L statein the 1s- and 2p-hole configu-
rations. As shown in [37], the shift of the K, line of cop-
per cannot be measured, using the Larson model, with-
out separating the satellite structure configurations.

In our case, the addition of one more hole to the
cluster leads to the change in the nature of the principal
peak (Fig. 11), which now depends, for the most part,
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Fig. 11. Theoretical CuK spectrum of the two-hole config-
uration corresponding to the LaSrCuO, compound.
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Fig. 12. Experimental [28] (1), theoretical CuK (including
multielectron effects) (2), and theoretical one-electron (3)
absorption spectraof La,CuOy. PeaksO, A, B, D, and E cor-

respond to the principal spectral line (configuration d*°L ),
while peaks O', A, B', D', and E' correspond to the shake-up

satellite (configuration d®), separated from the principal line
by 7.8 eV.

on the density of the CuleH_ configurations of the
ground, intermediate, and final 1s and 2p hole states.
Thefaint satellite lying 0.4 eV above the principal peak
now reflects the density of the Cud®L configurations,
whilethe new short-wavelength intense satellite at 1 eV
is due to the two Cud®L configurations and the one
Cud® configuration with a weight of (0.56) + (0.57)2.
When the spin—orbit splitting of the core 2p orbital of
copper and the superposition of the two-hole and one-

hole spectra (in the independent-center model) are
taken into account, there appear asymmetry and afaint
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shoulder on the short-wavelength side of the principal
peak.

3.3. The Ground Terms of the Initial and Final X-ray
Sates of the CuO, Cluster

Theweightsof thed® and d'°L configurations of the
undoped CuQ, unit cell in La,CuQ, are 69 and 31%,
respectively. Thus, the copper ion in this cell is basi-
cally in the common Cu*? oxidation state. Doping does
not change this picture; the dominant configuration of
the CuQ, unit cell of the completely doped LaSrCuQ,
compound is the d®L configuration with a weight of

57% (the contribution fromthe d . _ . stateis 36% and
that fromthe d . state is 21%), while the weight of the
d°LL configuration is 28% and that of d® is 14%.

The creation of an X-ray core (1s or 2p) hole leads
to a dramatic rearrangement of the electronic structure
of both doped and undoped unit cells. In this case, the
weights of the d° and d'°L configurations of the
undoped CuQ, unit cell of La,CuQ, are 18 and 82%,
respectively. Thus, the oxidation level of copper is
changed and equals +1. The same picture takes placein
doped CuQ, unit cells, in which the weight of the

dlog_ configuration is 85%, while that of d°L is 15%

(14% of dxz_yz and 1% of d ;). The weight of the d®
configuration is negligible, only 0.3%.

3.4. The CuK Absorption Spectra of La, _,S,CuO,

There is some direct experimental evidence that
strong electron correlations affect the CuK X-ray
absorption spectraof La,CuO, [91]. The mechanism of
the formation of these spectrawas investigated in detail
by using various versions of the nonempirical one-elec-
tron multiple-scattering method [24-27], and all fea-
tures were adequately described, except for the peak C,
which lies 7 eV above the principal peak. The former
peak appeared only in the xy-polarized spectra when
the cluster size was as large as 50-60 atoms [25-27],
whereas, experimentally, this feature is also observed
in the z polarization [91].

When one more vacancy per unit cell is added by
doping, contributions from the Cud?®, Cud®L , and the

Cud™LL configurations appear. This leads to signifi-

cantly more complicated CuK absorption spectra asso-
ciated with the electronic states produced by doping of
HTSC compounds [28].

In order to study the effect of strong electron corre-
lations on the CuK X-ray absorption spectra, we com-
pletely diagonalize the multiband p—d-model Hamilto-
nian of the CuO, cluster in the sudden-perturbation
approximation described in Section 2. The matrix ele-
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ments of X-ray-induced transitions 1s — p(€) are cal-

culated for the CuOg~ and CuOg_ clusters by the non-

empirical SCF-X,SW method. The final spectra are
constructed using the spectral line profiles as calcul ated
by the one-electron method and the weight factors and
energies of configurations as calculated in the many-
band p—d model. The spectrum of completely doped
LaSrCuQ, is calculated for both the singlet and triplet
two-hole states.

3.5. Discussion of Results

Figure 12 shows the experimental [28] and theoret-
ical one-electron CuK spectra of La,CuQ,. It is seen
that both the positions and the relative intensities of the
peaks of the calculated spectrum, including multielec-
tron effects, correlate well with those of the experimen-
tal spectrum, excepting perhaps the long-wavelength
range of the spectranear peak A. It has been pointed out
in the literature that some discrepancy in this range is

due to the small size of the Cuoéo_ cluster for which
the theoretical peak A was calculated [25-27].

The calculations showed that the principal spectral
line in the CuK spectrum corresponds to the d*°L con-
figuration with a weight of (0.88)? (peaks O, A, B, D,
and E), whereas the single intense short-wavelength
shake-up satellite (peak C inthe experimental spectrum
and peak B' in the theoretical onein Fig. 12), separated
by an energy of 7.8 eV from the principal peak, is asso-
ciated with the d® configuration (peaks O', A, B', D',
and E"). Therefore, the experimental peak C should be
correlated with the theoretical peak B'. This peak isdue
to photoelectron scattering by surrounding atoms in
La,CuQ,, asisindicated in the literature [25-27], and
is also associated with the Cud® configuration in this
compound.

The shape of the experimental CuK spectrum of
dopant-produced states in LaSrCuQ, (“trivalent cop-
per”) is significantly more complex [28] (Fig. 13). A
comparison of the experimental [28] (curve 1) and the-
oretical CuK spectra of LaSrCuQ, with the singlet
(curve 3) and triplet (curve 2) ground states shows that
the two-hole ground state of LaSrCuQ, in the doped
La,_,Sr,CuQ, system is the triplet. The principal line
in this spectrum (peaks O, A, B, D, and E) is associated
with the d*°LL configuration with a weight of (0.91)?

mixed with small amounts of states d°L (x? —y?, with
aweight of (0.39)?, and 2 with aweight of (0.12)?). The
first satellite (peaks O', A, B', D', and E') is principaly
associated with the d°L state of an x> — y? character
with aweight of (0.90)2, mixed with a small amount of
d®LL (with aweight of (0.39)?). The second satellite
(peaks O", A", B", D", and E") depends on the density
of configurations d°L (%), having a weight of (0.81)2,
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Fig. 13. Experimental [28] (1) and theoretical CuK X-ray
absorption spectrafor dopant-produced two-hol e stateswith
the triplet (2) and singlet (3) ground states. Peaks O, A, B,
D, and E correspond to the principal spectral line (the

d'’LL state); pesks O', A', B, D', and E' correspond to the

first satellite (the d°L (x2 — y?) state); and peaks 0", A", B",
D", and E" correspond to the second satellite (the d°L (2)
and d® states).

and d&, having aweight of (0.57)2, mixed with a small
amount of d°L (x> — y?) with a weight of (0.12)2. The
symbols above the experimental curvein Fig. 13 indi-
cate the correspondence between peaks and configura-
tions. Some discrepancies observed for the relative
intensities and positions of peaks A' and B' are associ-
ated with the overestimation of the relative intensity of
peak A in the one-electron calculation, which leads to
some distortion of the final spectrum.

3.6. The Influence of Srong Electron Correlations of

the CulL; X-ray Absorption Spectra of La, _,S,CuO,
The scheme for calculating the CulL; absorption
spectra was described in detail in Section 2. In the
La,_,S,Cu0, sysem with x = 0 (with one electron
vacancy per formula unit), as was shown in [32], there

occurs only one X-ray-induced transition, 2p6diz_yz —

2p°d'°, although theinitial state consists of two d°-type
and two dL -type configurations by virtue of the
hybridization of vacant states. In the case of x> 0, there
appear contributions from the Cud® Cud’L, and
CudLL configurations, due to which the multielec-
tron effects become much stronger and the CuL; spec-
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theoretical xy-polarized spectra of compounds
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Lal_gzsro_08CUO4, and (3) LaSrCuO4 for when the two-
estateisthe singlet; E || ab.
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and (3) LaSrCuQ, for when the two-hole ground stateisthe
singlet; E || c.

tra of dopant-produced electronic states of doped com-
pounds differ noticeably from those of undoped ones
(in particular, shake-up satellites appear near the white
line[2, 32, 33]).

Figure 14a presents the experimental Cul, spectra
of La,CuO, and L, 4,Sr05CuUO, [2] for the xy polariza-
tion, while the theoretical xy-polarized spectra of the
La,CuQ,, LaSrCuQ,, and La, ¢,Sry0sCuO, compounds
are shown in Fig. 14b for when the two-hole ground
state isthe triplet, and in Fig. 14c for when this state is
the singlet.
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Figure 15a presents the experimental CuL; spectra
of La,CuQ, and La, 4,Sr,0sCuQ, [2] for the z polariza-
tion, while the theoretical z-polarized spectra of the
La,CuQ,, LaSrCuO,, and La, 4,Sry0sCuO, compounds
are shown in Fig. 15b for the case where the two-hole
ground state is the triplet and in Fig. 15c¢ for the case
where this state is the singlet.

In both the experimental and theoretical xy-polar-
ized spectra of the undoped LaCuO, compound
(Fig. 14), there are no nondiagram spectra lines (the
electronic transitions that cannot be described in terms
of the crystal-field theory in the first approximation)
below the ionization threshold. However, in the experi-
mental z-polarized spectrum (Fig. 15), afairly intense
white line is observed, which is absent in the corre-
sponding theoretical spectrum. Thisdifferenceisdueto
the fact that, in this paper, no account is taken of the
orthorhombic distortion of the CuO, plane, which, as
was shown in [92], is responsible for this effect. The
shape of the line above the ionization threshold in both
the z- and xy-polarized spectrais described adequately,
asin the case of the spectra calculated in the one-elec-
tron approximation [27].

The principal difference between the experimental
spectraof doped and undoped compoundsisthat, inthe
former case, the intensity of the white line becomes
much higher in the z polarization (Fig. 15). The absence
of the whiteline in the theoretical z-polarized spectrum
of a doped compound with the singlet ground state and
its presence in the case of the triplet ground state
(Fig. 15) suggeststhat, in the unit cell with two electron
vacancies, the ground stateisthetriplet. Inthis case, the
white line is associated with transitions from the
ground state to a final state with a Cu2p vacancy and

with appreciably populated d . states of the d8(dxz_y2 +
d.) and d°L (d ) orbitals (with weights of (0.38)* and

(-0.46)%, respectively) with a transition energy of
194eV and an intensity of 0.2238. The transition
intensity of the white line with the z polarization for the
configuration being next in energy is equal to zero.

Our model adequately describes the faint long-
wavelength satellite in the xy polarization, which is
associated with the lowest energy configuration of the
final state with a core 2p vacancy (the transition inten-
sity 0.0560) and is situated 0.4 eV below the whiteline
in the experimental spectrum (Fig. 14) [2]. The xy-
polarized white line for the triplet state is associated
with the configuration that is next in energy and for
which the transition energy is 2.14 eV and the intensity
is 0.2241. The trangition intensities to the next two
high-energy configurations (for which the transition
energies are 9.82 and 10.31 €V, respectively) are virtu-
ally zero in these spectra, and the corresponding white
lines are practically absent above the ionization thresh-
old. In the range above the threshold, the spectra are
largely composed of the lines due to the first two con-
figurations. The small energy separation between these
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spectral lines and the large (compared to that of the
whiteline) half-widths of the features|ead to some flat-
tening of the spectrain the positive energy range. In our
calculations, in contrast to those in [30], the peak cor-
responding to the s states (at about 8 eV) in the range
above the ionization threshold has a noticeable inten-
sity, which is due, in our opinion, to the cluster effect.

CONCLUSIONS

Analysis of the literature showed that a great body
of experimental data give evidence of the rather dra-
matic effect of strong electron correlations on the elec-
tronic structure of high-T, superconductors and, in par-
ticular, on the structure of vacant electronic states. For
example, the investigation of the X-ray absorption
spectra allowed one to separate out two-particle contri-
butions due to doping, and it was shown that one dopant
atom interacts with two copper centers and produces

vacant €l ectronic states of aCu dzz character.

Theoretical one-electron and multielectron calcula-
tions of the electronic structure of the key objects were
performed, but, as a rule, they were not accompanied
by theoretical modeling of the available spectroscopic
measurements. It became clear that most of the experi-
mental X-ray and electron spectra could not be directly
and unambiguously interpreted. This was due to the
fact that the principal features of the electronic struc-
ture of high-T, superconductors are determined by
strong electron correlations. Only some experimental
data have been adequately described in terms of the
current theoretical models. These data were obtained,
for the most part, for insulating phases, whereas no
spectra of dopant-produced two-hole states have been
theoretically investigated up to now. For treating the
spectral properties of a material with a strongly corre-
lated electron system, a multielectron theory of X-ray
and X-ray electron spectra has been developed on the
basis of the sudden-perturbation model. This theory
allowed one to describe a number of key spectral char-
acteristics of the compounds in question in a unified
way. The X-ray and el ectronic spectrawere represented
in the form of convolution of the spectrum of one-elec-
tron transitions to vacant orbitals both below and above
the ionization threshold and the spectrum of multielec-
tron transitions within the system of valence electrons.

In all the spectra investigated (except for the Cul,
absorption spectrum), the principal spectral lines corre-
spond either to the Cud°L (for the undoped unit cell)
or to the Cud®LL (for the doped unit cell) configura-
tion. In the spectra of undoped centers, the satellite
structures are determined by the contributions from the

Cud® configurations. Doping leads to more compli-
cated spectra, which contain satellites depending on the

density of the Cud®L configurations. In all cases con-
sidered, the contribution from the Cud?® two-hole con-
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figurations is small. The white line of the CuL; spec-
trum of undoped and doped unit cells corresponds to
the Cud® and Cud®L configurations, respectively. Dop-
ing leads to an increase in the occupancy of the Cud

orbitals, which in turn results in an increase of the
intensity of the z-polarized CulLg spectrum.
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Abstract—Composites simulating a network of weak metallic links and consisting of a classic 1-2-3 HTSC
and aBaPbhO; metal oxide with incorporated Sn, Ni, and Feimpurities have been prepared. Experimental resis-
tivity, magnetic, and M éssbauer studies of the BaPb, gM et ;05 nonsuperconducting components are presented.
Thetransport properties of the HTSC + BaPh, gM ety ;O3 composites have been investigated. The superconduct-
ing properties of the composites are observed to be suppressed, both when the carrier mean free path in nonsu-
perconducting components with tin impurities decreases, and as aresult of an additional interaction of the mag-
netic moments of (Fe, Ni) impurities with the spins of supercurrent carriers. The experimental temperature
dependences of the composite critical current are analyzed in terms of the de Gennes theory for the supercon-
ductor—normal metal—superconductor structures. © 2000 MAIK “ Nauka/| nterperiodica” .

As shown in our earlier experimental study [1],
HTSC + BaPhO; composites are equivalent to an S-N—
Sweak-link network (S stands here for a superconduc-
tor, and N, for a norma metal) in the “clean” limit.
Indeed, the mean free path | in BaPbO; is substantially
longer than the coherence length &, in HTSCs, and this
accountsfor thefact that the theory [2], including in the
clean limit the tunneling, the proximity effect, and
Andreev scattering, provides a good description of the
transport properties of these composites. The part
played by weak links in an S-N-S structure can, how-
ever, be varied by properly varying not only the effec-
tive thickness of the N layer (a subject of study in [1,
3]), but the mean free path of carriers in the normal
metal N aswell.

The dependence of the critical current of S-N-S
junctions on the thickness of the N layer, as well as on
the carrier mean free path in it, was studied comprehen-
sively for low-temperature superconductors [4]. The
mean free path and the nature of interaction of impuri-
ties with Cooper pairs were varied by introducing
impurities, both nonmagnetic and paramagnetic, into
the N metal. The BCS-based theory was found to agree
with the experiment; however, one did not measure and,
hence, analyze the temperature dependences of the crit-
ical current.

By analogy with [4], we have made an attempt to
carry out asimilar study on HTSC-based S-N-S struc-
tures. Unfortunately, the absence of a reproducible
technology of manufacturing single junctionsforced us
to study HTSC + normal metal composites. As already
mentioned, such composites are equivalent to a weak-
link network characterized by some distribution func-

tion of the S-N-S junctions (links) in this network in
their geometrical parameters. However, if the technol-
ogy of composite preparation is followed with a good
enough reproducibility, it appears logical to expect the
distribution function to be reproducible and to associate
all variations in the transport properties with the inter-
action of supercurrent carriers tunneling through a
metal with various impurities.

The specific difficulties involved in the preparation
of HTSC-based composites are considered partially in
[1, 3]. One of them, namely, the oxidation of the N
metal, was overcome by using the BaPbO; metal oxide,
which exhibits only a weak chemical interaction with
1-2-3 HTSCs[1, 3]. Our preliminary experiments [5]
showed that incorporating impurities in BaPbO; brings
about a noticeable additional degradation of the super-
conducting properties of the S-N-Sweak-link network
in HTSC + BaPbO; composites.

This work presents detailed experimental data on a
study of the effect of magnetic (Fe, Ni) and nonmag-
netic (Sn) impurities introduced into BaPbO; on the
transport properties of HTSC + Ba(Pb, Met)O; com-
posites.

1. PREPARATION AND PHY SICAL PROPERTIES
OF NONSUPERCONDUCTING COMPONENTS

The nonsuperconducting components of the com-
posites were prepared of the BaO,, PO, NiO, Fe)’ O,
and Sn'*°0, oxides at 880°C by ceramic technology.
Using the hematite enriched in the Fe>” isotope to 90%

1063-7834/00/4205-0810$20.00 © 2000 MAIK “Nauka/ Interperiodica’
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made monitoring the solubility of iron in BaPbO; by
M o6sshauer spectroscopy (Fig. 1) possible. Annealing
for two weeks, aternating with grinding, is seen to
result in the disappearance of the six-line spectrum of

the Fe)’ O, hematite, which is evidence of its “dissolu-
tion” in BaPbO,. To increase the reliability still further,
the synthesis was prolonged for one more week. The
BaPb, gNij,0; and BaPh,4Sny ;05 sample were pre-
pared by the technique used to synthesize the iron-con-
taining BaPbO;. The “dissolution” of tin in BaPbO4
was also checked by Sn''® Mobsshauer spectroscopy.
The absence of a spectrum characteristic of SnO,
argues for complete “dissolution” of tin in BaPbOs.
Thereisnothing strangein this, because Sn** isan elec-
tronic analog of Pb**. X-ray diffraction analysis per-
formed on BaPbyiMet,;0; samples reveaded the
BaPbO; perovskite phase, with no foreign reflections
evident within the analytical accuracy.

Figure 2 presents temperature dependences of the
electrical resistivity p(T) of BaPbygMety,O; and
BaPbO; samples measured by the four-point probe
method. Partial substitution of lead makes the p(T)
curves only weakly dependent on temperature (with a
dight increase of p, with decreasing temperature
observed for the BaPh, gFe, ;05 sample), and resultsin
an increase of p in an absolute magnitude, it being the
largest for theiron impurities (seethetable). Thisis not
at odds with the classical mechanism of carrier interac-
tion with magnetic and nonmagnetic impurities [6].

Figure 3 illustrates magnetic measurements made
on samples with Ni and Fe impurities. The measure-
ments were carried out on a vibrating-sample magne-
tometer [7]. A comparison of the experimental magne-
tization curve M(H) with the Brillouin function permit-
ted determination of the magnetic moments per
impurity atom. The best-fit figures are 3.6 uB for Fe
and 0.13 uB for Ni ions (uB isthe Bohr magneton). The
valuefor theironionsis dlightly smaller than the nom-
ina value for Fe** [8], if one assumes that the cations
of iron to substitute for those of lead in the BaPbO;
structure. As for nickel, one may conjecture Ni to also
occupy the lead sites in BaPbO,;, which makes +4 its
formal valence state. In this case, the electronic config-
uration of the Ni** cation should be 3d®. Assuming this
configuration, the low-spin state (no high-spin state
was ever observed for Ni4* [9]) yields zero spin mag-
netic moment. By contrast, the experimental value is
0.13 pB. A possible reason for the nonzero magnetic
moment of Ni could be a covalent admixture to the
nickel 3d levels. Thus, the magnetic moment for both
the iron and nickel in the metal oxide is seen to deviate
from the nomina value, which is in marked contrast
with the behavior of magnetodielectrics, where this
agreement is much better [8].

The magnetization of the samples drops with
increasing temperature by the /T law, which arguesfor
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Fig. 3. Magnetic measurements on nonsuperconducting
components of the composites (1) BaPby gFey 103 (m =
96 mg) and (2') BaPbggNig 103 (m = 112 mg). (a) Field
dependences (for T = 4.2 K), (b) temperature dependences
(for H = 3kOe) of the magnetization M. Solid curves repre-
sent cal culations made using the Brillouin function with (1)
J=1for BanolgFeollO3 and (2) J=2for Bano_gNio_103.

the compounds being paramagnetic (see Fig. 3). The
absence of a hysteresis in the field dependences bears
out this assumption. The deviation of the M= = f(T)
relation from a linear course in the low-temperature
domain suggests that one should take into account pair-
wise exchange interactions; however, this work does
not deal with astudy of the various aspects of the mag-
netism of these compounds, but rather of the effect of
magnetic scattering centers on the transport properties
of composites containing them.

2. PREPARATION AND TRANSPORT
PROPERTIES OF THE HTSC + Ba(Pb, Met)O,
COMPOSITES

The superconducting component of the composites,
Y o.75LUg 25BaCus0O,, was prepared by the standard
ceramic technology. The composites were synthesized
by fast sintering [1, 3]. The composite components,
mixed thoroughly in the ratio 85 vol % HTSC with
15vol % BaPb, Mety,0; (Met = Sn, Ni, Fe), were
pressed into pellets, placed onto preheated boats, and
introduced for five minutes into a furnace heated to
950°C. Because a 1-2-3 HTSC inevitably loses oxy-
gen at this temperature, the composite samples were
transferred from this high-temperature furnace to
another furnace maintained at 400°C in order to
restore the oxygen stoichiometry, where they were
kept for six hours, which islong enough to reach oxy-
gen saturation [1].

To learn the effect of various impurities present in
the nonsuperconducting component on the transport
properties of the composites, the results obtained were
compared with the data for a reference composite that
did not contain impuritiesin BaPbO;.

X-ray diffraction analysis of the composites
revealed the presence of two phases only, the 1-2-3
HTSC and the perovskite. No other reflections were
detected within the analytical errors.

Denote the composite samples by S + 15N, S +
15N(Sn10), S+ 15N(Ni10), and S+ 15N(Fel0). Here S
stands for the superconductor, N, for the impurity-free
BaPbO;, and N(Sn10), N(Nil10), N(Fel0), for
BaPb,jMet, ;05 with Met = Sn, Ni, and Fe, respec-
tively.

The temperature dependences of the composite
magnetization, M(T), measured in a field of 200 Oe,
showed the presence of one superconducting phase at
temperaturesbelow 93.5K. The M(T) relationsare sim-
ilar in pattern to those quoted in [10] for the HTSC +
BaPbO; composites.

Figure 4 illustrates the effect of the various impuri-
ties in BaPbO; on the I-V characteristics of the com-
positesat T = 4.2 K. The I-V relations were measured
by the four-point probe technique, with the sample
placed directly into a helium bath for efficient heat

Some parameters of the composite nonsuperconducting components

N-metal W, Ho p(5K), Qcm Ry, Q cm I, A Too: K
BaPbO4 - 0.0005 0.0022 >100 0
BaPby ¢Sng 105 - 0.019 0.0089 44+10 0
BaPbyoNig 105 0.13 0.026 0.0098 40%05 20+5
BaPbyoFey 105 3.6 3.0 0.0524 40%05 50+5

Note: p isthe magnetic moment per impurity atom, p is the electrical resistivity, Ry is the normal resistance of composites with the cor-
responding components at T = 4.2 K. The values of | and Ty, were derived from the best fit of the experimental J(T) relations for
the composites to the de Gennes theory (see Sect. 3).
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removal (for more details, see[11, 12]). The |-V char-
acteristics shown in Fig. 4 exhibit an extra current,
which is typical of S-N-S structures [13]. The table
lists the norma resistances Ry of the composites,
derived from the linear part of the |-V characteristics at
T=4.2K. Thevalues of p of the components correlate
clearly with Ry

Figure 5 presents normalized temperature depen-
dences of the electrical resistance R(T) of the compos-
ites, measured by the four-point probe technique for a
transport current of ~0.01 x J(5 K) [J(5 K) isthe crit-
ical current at 5K]. Thejump intheelectrical resistance
at 93.5 K corresponds to the HTSC grains undergoing
the superconducting transition in the composite. The
fact that thistemperatureisthe samefor all the compos-
ite samples argues against diffusion of chemica ele-
ments from the nonsuperconducting components into
the HTSC grains. The smooth tail in the R(T) relations
seen below 93.5 K is due to the weak links [1, 3, 10,
14-16]. The characteristic temperature at which the
resistance of a composite sample becomes zero
depends on the nature of the impurity introduced in
BaPbO; (seeFig. 5). The R(T) curvefor the composites
containing magnetic impurities has a segment below
the T, of the HTSC grains, extended in temperature,
within which the resistance varies only weakly, with a
subsequent transition to the superconducting state.

Such  R(T) behavior was observed in
Y Ba,Cu;0,/Pry;SrosMnO4/Ag and
Y Ba,Cu30,/Pry;SrosMnO5/YBa,Cu;O;  sandwiches

with a ferromagnetic interlayer [14], as well as in
HTSC + CuO-insulator composites with magnetic scat-
tering centers (Ni) [15]. This behavior is apparently
accounted for by the interaction of carrier pairs with
magnetic moments in the interlayers.

The temperature dependences of the critical current
density J.(T) of the composites measured by the four-
point probe technique based on astandard 1 pV/cm cri-
terion [17] (with the method employed described in
detail in [1, 10]) are displayed in Fig. 6. Note certain
features in the experimental J(T) relations. Although
the curves follow the same pattern for all the samples,
the absolute values of J(5 K) for the composites
depend strongly on the character of the impurity (Sn,
Ni, Fe) and correlate with the electrical resistance data.
For high temperatures, the experimental values of J(T)
become extremely small, and at a finite measuring-cur-
rent density [~0.01 x J(5 K)] a nonzero voltage drop
appears (Figs. 5, 6).

3. ANALY SIS OF THE TEMPERATURE
BEHAVIOR OF CRITICAL CURRENT
FOR THE HTSC + Ba(Pb, Met)O; COMPOSITES

Asshown by an analysisof the J(T) relationsfor the
HTSC + BaPbO; composites[1, 10], a composite sam-
ple can be characterized by an average geometrical
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15N(Sn10), (3) S+ 15N(Ni10), (4) S+ 15N(Fel0).

weak-link length d. For the 15 vol % BaPbO; samples,
this value, estimated by the theory of [2], was found to
be ~100 A. It was natural to expect that the value of d
for the compositeswith impuritiesin BaPbOs, prepared
by the same technology and with the same content of
the nonsuperconducting component, would be the
same.

Unfortunately, there is presently no microscopic
theory applicable to the temperature dependence of the
critical current for the crossover from the “clean” limit
(I > dg;, Where dy; is the effective weak-link length
[18]) tothe“dirty” one (I < dg [18]), likethiswasdone
for the |-V characteristics of S-N-Sjunctions[19, 20].
Therefore we are going to present here the results of a
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treatment of the experimental J(T) relations made on
the basis of the de Gennes proximity theory [21].

At temperatures not too far from T, the de Gennes
theory yieldsfor thecritical current of aS-N-Sjunction
[17, 22, 23]

d/EN

JC(T) = C(l—T/TC)ZW, (1)

PETROV et al.

where C isaconstant that depends on the contact geom-
etry, which for athree-dimensional network of Joseph-
son junctions with some distribution function for the
geometric parameters plays the part of a normalization
factor, d is the geometric width of the N interlayer,
which is an effective quantity for composites, and & is
the coherence length in the N metal or the pair penetra-
tion depth into the N metal, which for a“dirty” N metal
isdefined as[17, 22]

&y = (AV l/6TkgT)™, )

where 7 is the Planck constant, kg is the Boltzmann
constant, and V; is the Fermi velocity in the N metal. If
the N interlayer is not a “clean” metal, &, does not
depend on the mean free path and is defined as [22]

Ey = AV /2TKsT. 3)

Thefitting parameters for experimental J(T) curvesare
d and I; besides, one should also know V;. The best fit
of the theory to the experiment was reached for V; =
1.8 x 107 cm/s, the value derived from the relation V; =
fi x 3323 nY3 mt (misthe electron mass) for n=1.4 x
10%° cmr3 quoted in [24] for BaPbO,.!

The best-fit curve for the experimental J.(T) relation
obtained for the S + 15N sample (curve 1 in Fig. 7)
within the 55-80-K temperature interval was cal culated
using (3) and (1) for d = 100 A.

The curve for the case of nonmagnetic impurities
was calculated from (2) and (1). We tried to fit the
experimental datafor the sample S+ 15N(Sn10) (curve
2inFig. 7) to the theory in the high-temperature region
[15-20 K below the temperature at which J(T)
becomes practically zero] by varying the mean free
path in (2). The best fit was reached at a surprisingly
small value of 4.4 + 1 A. At the same time, strai ghtfor-
ward calculations show that at a tin concentration x =
0.125, the most probable distance between scattering
centers (Sn atoms) in BaPb, ,,Sn,O; is equal to the lat-
tice constant 4.268 A: for x= 0.1, itis 4.6 A, which is
close to the estimate of | obtained here.

While the de Gennes theory could formally be used
to treat the J(T) curves for samples with magnetic
impurities in BaPbO; (in Fig. 7, these relations extend
to lower temperatures), and the mean free paths thus
obtained would obvioudly be substantially |ess than the
lattice constant, which isan unphysical result. Thisisa
consequence of the fact that the de Gennes theory does
not include the mechanism of Cooper pair interaction
with the magnetic moments of the N interlayer. In our
opinion, an original way out of this problem was pro-

PHYSICS OF THE SOLID STATE Vol. 42

1 In the case of the Sn — Pb substitution, there are no groundsto
expect n to change, because tin has the same el ectronic configura-
tion aslead. The changein n caused by a nickel and iron substitu-
tion should not apparently be larger than that for BaPb; _,BiO3
[24-26] and, because of the V{(n) ~ n¥/3 dependence being weak,
should only dlightly affect the results of the fitting given in the
table.
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posed in[22], where the mean lifetime T of apairinside
the N interlayer is modified to become

T=T+T,, = (A/21Kkg) (/T + 1UTy,) (4)

(we are using here the notation accepted in [22]). The
effect of this mechanism on the critical current consists
in substituting T + Ty, for Tin (3). Curves 3 and 4 in
Fig. 7, which are the best fits to J(T) for the samples
S+ 15N(Ni10) and S + 15N(Fel0), were calculated
using expressions (1), (2), and (4) with the parameters
giveninthetable.

At low temperatures, one observes a noticeable dis-
crepancy between the experiment and the de Gennes
theory, which is illustrated in Fig. 7 for the S +
15N(Fel0) sample. Similar cases were reported by
other authors as well [22, 23], which is hardly surpris-
ing, because, as aready pointed out above, the theory
of the proximity effect was devel oped for the high-tem-
perature domain [21, 22].

Summing up the results obtained in this work, we
note that magnetic impurities degrade the transport
properties of composites more strongly than nonmag-
netic ones do. This degradation is more pronounced in
the case where the impurity is the iron atoms, whose
magnetic moment is substantially higher than that of the
nickel atoms. The degradation of superconductivity in
BaPbO; having a tin impurity can be associated only
with a decrease of the carrier mean free path in the N
layer. In the case of composites with BaPbO; containing
magnetic impurities, this degradation of the supercon-
ducting properties can be related to one more mecha
nism of Cooper pair breaking, namely, through the
exchangeinteraction at impurity magnetic moments[4].

This Cooper-pair breaking by impurities can be con-
nected with inelastic processes, such as magnetic scat-
tering in conventional s-type superconductors. In
d-type superconductors, however, strong elastic scat-
tering can also bring about pair breaking, as this was
pointed out in [23].
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Abstract—A study is reported of the effect of temperature (4.2 K < T < 150 K), the content of weakly bonded
oxygen [6.1 < (7 — 8) < 6.9], illumination [Ee = 3.4 €V, (Pt) e ~ 1.5 x 10%° photon cm, and substitution
(Cu — Ag, Cr, Fe, Mn) on the luminescence spectra of the high-T, superconductor Y Ba,CuzO5 _ 5. Only two
bands with E,,,,~ 2.4 and ~2.8 €V were observed in the luminescence spectrain al these cases. A clearly pro-
nounced correlation between the electronic and structural changesinY Ba,Cu;0; _ g, caused by theinfluence of
temperature, illumination, doping with oxygen or metal ions, and the spectral parameters (peak position E,,
width A\, and intensity |, of the luminescence bands), has been established. It is shown that luminescence

spectraof HTSCs can be employed as afairly reliable optical probe to study the electronic processes occurring
in these substances, in particular, the electron (hol€) transfer between the CuO, plane and the CuO; _ 5 chain

plane serving as a charge reservoir. © 2000 MAIK “ Nauka/Interperiodica” .

Right now, it has been reliably established that the
luminescence spectra (LS) of high-temperature super-
conductors (HTSC) Y Ba,Cu;0,_5, Bi,Sr,CaCu,Og., 5,
Bi,Sr,Ca,Cu304 4 5 Y Ba,Cu,Og . 5 and others are char-
acterized by the presence of two principal bands peak-
ing a E,,, ~ 2.4 and ~2.8 eV [1-10]. Theintensity ratio
of these bands (I, = 1 25ev/1-24¢/) and their spectral
position (E;,,) depend on the specific features of the
HTSC crystal structure. Interestingly, the intense lumi-
nescence band with E,,,, ~ 2.8 eV istypically observed
in the HTSCs whose lattice contains a CuO; _5 chain
plane (YBaCu;O;_5 YBaCu,Ogz.5 or a BiO;,;
plane with an excess oxygen ion (Bi,Sr,CaCu,Og. 5,
Bi,Sr,Ca,Cu3;049.5 [1, 2]. On the other hand, the
luminescence spectra of the La,Cu, HTSC, whose lat-
tice contains copper ions only in the CuO, planes, does
not have the E,,,, ~ 2.8 eV band [1].

It may be suggested that the band at E,,, ~ 2.4 eV
acts in the luminescence spectroscopy of high-temper-
ature superconductors as an optical probefor electronic
processes in the active (charge transfer) CuO, plane,
whereas that at E,,, ~ 2.8 eV, if one considers specifi-
cally theYBa,Cu;0,_5 HTSC, could serve to optically
probe the electronic processes occurring in the charge
reservoirs [11], i.e., the CuO, _5 chain planes. In other
words, these two bands belong to two different elec-
tronic and structural subsystems of the YBa,Cu;0;_5
HTSC unit cell.

Thiswork was aimed at studying the intensity redis-
tribution between the luminescence bands and the vari-
ation of their spectral characteristics caused by externa

or internal factors acting on the electronic and struc-
tural state of YBa,CuzsO,_5 With this in mind, we
investigated the evolution of the luminescence spec-
trum of theYBa,Cuz;O;,_5 HTSC initiated by chemical
doping, illumination, and temperature.

Because the two electronic and structural sub-
systems are coupled primarily by a charge transfer
between the CuO,_; and CuO, planes, there are
grounds to suggest that such studies could yield infor-
mation on the charge redistribution between these sub-
systems induced by a variation of temperature, chemi-
cal composition, or illumination. Obtaining such infor-
mation would undoubtedly be important for
establishing the nature of high-temperature supercon-
ductivity. We are not aware of any previous investiga-
tions of this kind.

The choice of theY Ba,Cu;0, _5 HTSC as an object
for the study was motivated by the fact that the content
of the so-called weakly bonded oxygen in its O4 and
O5 sites can vary within the largest limits found thus
far, namely, from (7 — d) ~ 7 (orthorhombic structure
O-l, metallic phase, superconductor with T, ~ 90 K,
nearly al oxygen sites in the...-Cul-O4-Cul-...
chainsaong the b axisare occupied, ailmost all O5 sites
in the...—Cul-05—Cul-... chains along the a axis are
vacant) to (7 — 0) ~ 6 (tetragonal structure T, insulator,
the O4 and O5 oxygen sites are vacant), including the
“semiconducting” + orthorhombic O-11 phase [(7 —0) ~

L The O-1 phase of Y Ba,CuzO5 _ 5 is certainly not semiconducting
in the true sense of the word, and the temperature dependence of
its electrical resistivity p takes on an unusual shape close to the
p(T) relation for semiconductors only at low temperatures.

1063-7834/00/4205-0816%$20.00 © 2000 MAIK “Nauka/Interperiodica’
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6.5] with T, ~ 60 K. It is essentid also that Y Ba,Cu;O;_5
isavery well studied representative of the HTSC class,
and that the nature of the structural changes (aswell as
of the critical temperature of the superconducting tran-
sition, critical magnetic fields, and macroscopic prop-
erties) this compound undergoes when subjected to var-
iousinternal and external factorsis, asarule, fairly well
known.

This investigation was focused on the following
points: the effect of the content of weakly bonded |at-
tice oxygen within 6.1 < 7 — d < 6.9 on the lumines-
cence spectra of single crystals YBa,CusO,_5 the
luminescence of HTSC ceramics with copper being
replaced by atoms of other 3d metals(Me) inthelattice,
(YBa,Cus0;_5 —= YBa,Cus;_ MeO,_5):? the effect
of illumination up to the maximum fluence (®t), . ~
1.5 x 10% photon cm (excitation energy E, . = 3.4 €V)
on the luminescence of YBa,Cu;0,_5 single crystals;
and the luminescence of theY Ba,Cu;0_g o5 Single-crys-
tal composition (T, ~ 92 K) in the temperature range of
4.2-150 K.

Thus, this work takes the specific example of the
Y Ba,Cu;0;_5 superconductor to establish whether
there is a correlation between the spectral characteris-
tics (position E; ., peak width A\, and intensity |,
of the luminescence bands) and the evolution of the
electronic energy spectrum induced by a variation of
temperature, doping by oxygen or metal ions, and illu-
mination fluence.

1. EXPERIMENTAL TECHNIQUE

The techniques used to excite and measure HTSC
luminescence spectra were described elsewhere [1].
The luminescence was excited in all experiments by a
DRSh-500 continuously pumping mercury vapor lamp
(with the excitation energy used in the study E,. =
3.4 eV, the light flux incident on the sample & ~
10% photon cm= s). Note that the energy Eq. =
3.4 eV corresponds to the maximum of absorption in
the CuO, plane and isin excess of the optical gap hv ~
2 eV separating intheY Ba,Cu,;0, _ 5 HTSC the valence
band, where the carriers (holes) appear, from the upper
(empty) Hubbard band [3]. Thus, when photons with
E.. = 3.4 eV excite the luminescence, the electron is
gjected into the upper Hubbard band by transferring
from the oxygen to the copper ion O*Cu?* — O Cu*
in the CuO, plane. Note also that the excitation energy
Eoc = 3.4 €V lies at the right-hand wing of the absorp-
tion band peaking at ~4 €V, which belongs to the
CuO, _; chain structure. Therefore, direct chain excita-
tion by 3.4-eV photonsis also possible.

2 The use of polycrystalline samples was motivated in this case by
thefact that theY Ba,Cu; _,MeO; _ 5 HTSCs cannot, in practice,
be prepared in single-crystal form [12].
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The luminescence was studied in reflection, with the
secondary radiation projected on the dlit of an MDR-3
scanning monochromator with a 1200 line/fmm grating
providing a wavelength resolution oA, of not worse
than 2 nm. The luminescence was detected by aliquid-
nitrogen-cooled FEU-79 PM tube operating in the pho-
ton counting mode.

To study the luminescence of the YB&,Cu;0_gg5
HTSC at low temperatures, the samples were placed in
a helium cryostat [13]. The sample temperature in the
cryostat could be maintained in the 4.2-300 K range to
within 0.5 K with an electronic control unit.

The computer-based methods of |uminescence
spectra processing used in this work permitted the
determination of the position, width, and integrated
intensity of spectral bands and of the errors of al the
measured quantities by the minimum x?2 fitting [1].

2. RESULTS OF THE STUDY

2. 1. Effect of Oxygen Content
on the Luminescence Spectra

This part of the work deals with the luminescence
of a series of single crystals cut from the same single-
crystal block of theY Ba,Cu;0, _ 5 HTSC and subjected
to special heat treatments to obtain samples with dif-
ferent oxygen indices (7 — d). The samples were cut in
the plane perpendicular to the ab basal plane, ageom-
etry that allows one to determine the value of (7 — d)
from Raman scattering (RS) spectra. The RS line most
sensitive to the oxygen content is at 502 cm™; it is asso-
ciated with the A, vibrational mode of the apex oxygen
at the O1 site, and its intensity for the zz component of
the scattering tensor is proportional to (7 — ) [15].

Within a broad concentration range of the weakly
bound oxygen, 6.1 < (7 — d) < 6.9, one observes only
two luminescence bands peaking a E,,,, ~ 2.4 and
~2.8€V. The shape of the luminescence spectra
depends substantially on the (7 — &) oxygen parameter,
namely, for (7 —8) — 7 (i.e,, inthe ortho-I phase), the
band with E,,, ~2.8 eV isfairly intensefor (7—98) ~6.5
(inthe ortho-11 phase®), and this band all but disappears
against the background of the band with E,,,, ~ 2.4 eV;
for (7—9&) — 6 (i.e, in the tetra-phase), the ~2.8-eV
band intensifies again.

3 We are stressing this point, because in the work a clearly pro-
nounced anisotropy of the spectral characteristics has been
observed (we have in mind the anisotropy of |, i.€., of the band
luminescence yield). The dependence of the nature of HTSC
|uminescence spectra on single-crystal orientation was apparently
first revealed by Stankevitch et al. [6]. The existence of this effect
is in qualitative agreement with modern concepts of the anisot-
ropy of HTSC optical properties (see, e.g., [14]).

4 Recall that the lattice of the O-11 phase of YBa,Cuz0; _ 5 differs
from that of the O-I-type in that for an ideal composition, (7 —90) =
6.5, the copper—oxygen chains ...—Cul-O4-Cul-... of the
former, aligned with the b axis of the orthorhombic lattice, alter-
nate with the “defective” chains ...—Cul-{1-Cul-..., where (] is
the oxygen vacancy.
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Fig. 1. Position of the luminescence bands of Y Ba,Cuz0; _5
HTSC single crystal vs oxygen index (7 — d).

Figure 1 presents the energy position of the bands
with E,, ~ 2.4 and ~2.8 eV asafunction of the oxygen
index (7 —0); Fig. 2, the band integrated-intensity ratio,
lhum = l2gev/ 124w

The dependences of the LS parameters on the con-
tent of weakly bound oxygen (7 — &) are clearly non-
monotonic, with the bends in the E (7 — 0) and
l,.um(7 — ) curves coinciding approximately in position
with the boundaries separating the O-I, O-Il, and T
phases in the (7 — 0)—T diagram at room temperature
[16]. The width of the spectral bands AA,,,, depends
only weakly on the oxygen index.

Depending on the actua doping level in various
parts of the phase diagram, one observes different
trends in the intensity variation of both luminescence
bands:

(i) In the region of the insulating (T) phase, (7 —9) <
6.5, | g0 decreases, and | _, 4o, increaseswith increas-
ing oxygen doping level, where the holes appearing in
the valence band remain localized.

(ii) In the “semiconducting” O-l1 phase, where the
holes in the valence band may be already considered to
be itinerant, one observes opposite trends in the varia-
tion of the luminescence bands in intensity (I_,gey
increases, and | _, 4 o, decreases).

(iii) In the metallic O-1 phase and under optimum
doping, the intensities of the E,, ~ 2.8 and ~2.4 eV
bands exhibit a trend to saturation.

EREMENKO et al.
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Fig. 2. Luminescence band intensity ratio |y ,(T) =
log EV/|~2.4 eV of YB%CU307_5 HTSC single crystal vs
oxygen index (7 — 9).

2. 2. Effect of Substitution on the Luminescence Spectra

A study of the influence of copper replacement in
the HTSC lattice by atoms of other elements by the fol-
lowing scheme Y Ba,Cu;0,_5 — YBa,Cu;_,Me O, _5
(Me=Mn, Cr, Ag, Fe, Xy ~ 0.3) on LS did not reveal
any qualitative effects; indeed, no new bands appeared
in the spectra, despite the insertion into the lattice of
strongly luminescing ions (for example, of chromium
and manganese ions in different valence states). More-
over, the corresponding change in the LS parameters
(Erumy Dy @nd 1), if any, was not outside the prob-
able measurement error.

It should be stressed that the negative result
obtained here, i.e., the absence of a noticeable effect of
substitution on the LS parameters, is at odds with the
reports [18, 19] on the observation of impurity-ion
luminescence bandsinY Ba,Cu;0; _ 5 at about the same
doping level.

2. 3. Effect of [llumination on the Luminescence
Spectra

To establish the nature of the effect of illumination
on the luminescence of high-temperature superconduc-

PHYSICS OF THE SOLID STATE Vol. 42

5 Note that the presence of impurity ions in the YBa,Cuz0;_5
HTSC lattice was evidenced by a systematic detection of changes
in the | attice parameters and the superconducting transition temper-
ature depending on the species (Me) and concentration (X) of the
substituting ions (see, e.g., [17], where the YBay,Cuz_,Me,07 _5
system is studied).
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Fig. 3. Position of the Iuminescence bands of
Y BayCu30_g 41 HTSC single crystal vsthe number of scans
and illumination fluence.

tors, we repeatedly measured the luminescence spectra
from the surface of Y Ba,Cu;0, _s HTSC single crystals
in different electronic and structural states [we used
sampleswith the values of (7 —9d), respectively, 6.1 (the
T phase), 6.41 (the O-11 phase), and 6.9 (the O-1 phase),
see 2. 1]. The maximum illumination fluence accumu-
lated in 30 cycles can be estimated as (Pt),, ~ 1.5 x
10% photon cm™2.

The LS parameterswere determined for each illumi-
nation cycle® The spectral position of the lumines-
cence bands E,,,, and their relative intensity |,,,(T) =
| 5gev/l 246y fOr theY Ba,CuzO; _ 5 samplesin theinsu-
lator T or the metallic O-1 phase (T, ~ 90 K) virtually do
not depend on illumination.

The pattern is different for the Y Ba,Cu;Og 4, Sample
(the “semiconducting” O-Il phase at the insulator—
metal transition) (Figs. 3, 4). lllumination produces
weak, but statistically significant effectsin the LS evo-
lution; indeed, illumination in up to ~15-20 cycles
(afairly rough estimate of ®t yields6 x 10'° photon cm?)
exhibits a trend pointing to a decrease in E,,, of both
bands, while the band intensity ratio I,,,(T) =
| sgev/l 246y remains practically constant; for dt = 6
x 10'° photon cm2, one observes atrend to an increase

6 The accuracy of determination of the LS parameters (Eyum: DA yms
and Iy, for any one spectrum is naturaly lower than that of

averaged spectra, which are obtained, as arule, by repeated scan-
ning in Ajym.
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Fig. 4. Luminescence band intensity ratio lj,y,(T) =
|5 gev/l-p4ey Of YBaCuzO_g 41 HTSC single crystal vs
the number of scans and illumination fluence.

in E,, of both bands; the magnitude of I,,,, increases
sharply and substantially. We note immediately that a
comparison of Figs. 3 and 4 with Figs. 1 and 2 shows
the LS parameters undergoing the same changes with
increasing content of weakly bound oxygen, from the
“starting” value (7 — &) = 6.41t0 (7 — 0) s ~ 6.9.

Thus, as the pumping dose and, hence, the number
of electrons injected into the conduction band
increase, the behavior of the luminescence bands asto
intensity and position in weakly doped samples
approximately follows a scenario close to the metalli-
zation of the spectrum through chemical doping, i.e.,
an increase of the content of weakly bonded oxygenin
the ...—Cul-0O4—Cul-... chains (see Subsection 2.1).
The threshold for the light-induced metallization
effects to appear in sampleswith (7 —9) = 6.41 isaflu-
ence of ~6 x 10'° photon cm™.

2. 4. Effect of Temperature on the Luminescence
Spectra

The sample studied in this part of the work was a
Y Ba,Cu;0_g g5 Single crystal with T, ~ 92 K cut along
the ab basal plane. The luminescence spectrameasured
throughout the temperature range covered, 4.2 to
150 K, contained only the bands with E,,,, ~ 2.4 and
~2.8 &V, i.e, the same as at room temperature.

Figures 5 and 6 illustrate the determination of the
position of the E,,,, centers and of the luminescence-
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Fig. 5. Temperature dependence of the position of the lumi-
nescence bands of YBa,CuzO-g95 HTSC single crystal

(T, ~ 92K).

band intensities [Fig. 6a presents the temperature
dependences of the absolute band intensities, | ;g o(T)
and 1_,,.,/(T), and Fig. 6, the ratio of the integrated
intensities of these bands, 1,,(T) = l-2gev/l 240v-"

For T > T, the relative intensity of the band with
E.m ~ 2.8 eV is observed to decrease with the temper-
ature. The band with E,,, ~ 2.4 eV varieslittlein terms
of absolute intensity. As the temperature decreases in
theregion of the existence of the normal phase, theratio
lum(T) = 15 gev/ 12540y decreases because of the varia-
tion in intensity of the band with E;,, ~ 2.8 €V.

Near T, both the absolute and relative lumines-
cence-band intensities become sensitive to the super-
conducting transition. For T < T, even the half-width of
the bands varied, namely, the band with E,,, ~ 2.4 eV
became narrower, while that with E;,,, ~ 2.8 eV broad-
ened. Below T, the intensity of the luminescence band
with E,, ~ 2.4 eV follows a temperature-dependent
pattern, whereas the integrated intensity of the band
with E,,,, ~ 2.8 eV ispractically independent of temper-
aturefor T < T.. At the superconducting transition tem-
perature, the relative intensity |,,(T) = logev/l 246y
increases.

In short, while in the case of oxygen doping the
break of the I,,,,(7 — &) curve was the point of the con-
centration-driven insulator—-metal phase transition, this

7 The data relate to two series of measurements denoted in Figs. 5
and 6 by different symbols.
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singular point in the temperature dependence of |,
coincides with the superconducting transition tempera-
ture. Note that the sensitivity of luminescence spectra
to the superconducting transition was first revealed in
[20].

The decrease of E,,,, for T < T, is observed in both
luminescence bands.

It should be stressed that while the errors of individ-
ual measurements of the spectral characteristics are
fairly large (in the figures, they are shown by bars), the
change of the pattern of their temperature dependence
in the vicinity of T, is statistically significant. Indeed,
accepting the rough approximation of the photon
energy in the band with E,,, ~ 2.8 eV depending lin-
early on temperature, i.e.,

Elum(T) = Elum(o) + dEIum/dT xT ’

we have E,,(0) = 2.918 + 0.029 eV, dE,,/dT =
—(10.90 + 2.46) x 10* eV/K for T > T, and E;,,(0) =
2.736+0.019 eV, dE,,,/dT = (7.60  3.37) x 104 eV/K
forT<T,.

3. DISCUSSION OF RESULTS

Consider the results obtained from the standpoint of
the concept postulating charge redistribution between
the CuO, charge-transfer plane and the CuO, _5 chain
plane, the “charge reservoir.” It is known (see, e.g., [2,
3, 21-23)) that insertion in chemical doping of an extra
oxygen in the ...—Cul-0O4—Cul-... chains (to be pre-
cise, in the “defective’ chains of the type ...—Cul-0—
Cul-0O4—Cul-...) brings about the trapping of an elec-
tron from the CuO, plane to leave a hole there. The
holes forming in the CuO, plane in the insulator T
phase for (1 - 9) < 0.4 arelocalized, because the Fermi
level remains above the hole mobility edge [23]. For
(1-9) ~ 0.4, the Fermi level crosses the mobility edge,
and YBa,Cu;0,_;5 transfers to the conducting state.
This opens the channd for the transfer of normal elec-
trons through the apex oxygen ion at the O1 site from
the Fermi level of CuO, to the CuO;_5 chain plane,
which increases the number of mobile holes. In the
“metalic” state [(1— &) — 1], when the doping level
increases, the width of the hole band of mobile carriers
is~0.1eV [23].

Accepting the traditional reasoning, the lumines-
cence band with E,,,, ~ 2.4 eV belonging to the CuO,
plane can be assigned in the insulating phase to the
recombination luminescence of electrons from the
upper band with localized holes. As for the appearance
of the luminescence band with E;,,, ~ 2.8 eV intheinsu-
lating (T), “semiconducting” (O-I1), and metallic (O-1)
phases, it isrelated to the luminescence of the F centers
forming in the CuO, _; chain planes at oxygen vacan-
cies[1]. These F centers can become populated through
the transfer of both the normal el ectrons from the CuO,
planes and excited electrons to the Hubbard band.
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Theincreasein therelative intensity of the lumines-
cence band with E,,,, ~ 2.4 eV, with increasing doping
level in the observed regionswhere the insul ating phase
exists, impliesthat theintensity of recombination lumi-
nescence in the CuO, plane grows with the increasing
number of localized holes. At the sametime, the F-cen-
ter luminescence intensity decreasing natural way as a
result of the decrease of the number of oxygen vacan-
ciesinthe...—-Cul-O4—Cul-... chainswith increasing
concentration of the weakly bound oxygen. When the
metallic phase forms, i.e., when mobile holes appear,
one observesadistinct break of thel , goy /1 2400 (7—0)
dependence (seeFig. 2), and asthe doping index (7 — d)
increases, the intensity of the band with E,,,, ~ 2.8 eV
beginsto increase, and that of the band with E,,,,~2.4 eV,
to decrease. This behavior of the | 5 g/l 5460 (7 — 0)
relation suggests a sharp decrease in the recombination
in the CuO, plane, i.e., astrong decrease in the proba-
bility of radiative recombination luminescence
between an electron (in the upper band) and a mobile
hole.

In this connection, note the following two points.

(i) Metallization creates density-of-states tailsin the
optical gap separating the two bands, thus increasing
the probability of nonradiative recombination of the
electron and the hole.

(i) The decrease in the probability of recombination
luminescence occurring can also be connected with
selection rulesin the wave vector k for mobile holesin
the valence band.

The saturation of thel,,,(7 — ) dependence for (7 —
0) — 7 isapparently dueto the saturation of the num-

ber of holes and the completion of the formation of the
hole band.

The change in the luminescence intensity of the
E,um ~ 2.8-eV band observed when doping in theregion
wherethe metallic O-1 phase exists should obvioudy be
insignificant, which isin full agreement with the exper-
imental data (Fig. 2). As seen from Fig. 1, when the
doping index (7 — 0) is increased in the insulating
phase, the band with E,,,, ~ 2.4 eV isredshifted. Gener-
ally speaking, thisindicates a shift of the mobility edge
in the CuO, plane, at which the excited electron and
hole recombine. The redshift impliesthat the separation
between the upper band and the mobility edge
decreases upon doping, i.e., the Fermi level and the
mobility edge come closer.

Experiments involving light-induced doping of a
sample with the oxygen index (7 — &) = 6.41 (Figs. 3,
4), i.e., of asample close to the insulator—metal transi-
tion, reveal the formation of an illumination threshold
®t ~ 6 x 10%° photon cm?, above which the dependence
of liym = | gev/l4es ONillumination fluence behaves
similar to that on the oxygen index in the region of met-
allization obtained under chemical doping (Figs. 1, 2).
Thus, illumination to fluences higher than the threshold
may be classed among the light-induced doping phe-
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Fig. 6. Temperature dependence of the luminescence band
intensity of YBay,CuzO-g95 HTSC single crystal. (a) Tem-
perature dependences of the absolute band intensities,
(b) temperature dependence of the luminescence band

intensity ratio ljym(T) = 1-2gev/1-24ev:

nomena. Considered in terms of the charge transfer
between the CuO, and CuO; _ 5 planes, this means that
photoexcitation to a threshold fluence gives rise to
changes in the chain structure, which opens the metal-
lization channel through the transfer of normal elec-
tronsto the CuO, _ 5 chain plane. This channel becomes
open asaresult of abuildup of theillumination fluence,
which requires invoking an analysis of electron-stimu-
lated chain-lengthening processes. Recall that metalli-
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zation is accompanied by an increase in chain length
[21]. Because the chain lengthening is connected with
oxygen attaching to Cu—O dangling bonds, the elec-
tron-stimulated chain lengthening is equivalent to the
electron-stimul ated diffusion of weakly bound oxygen.
It may be conjectured that the energy of an excited elec-
tron released in a chain in its localization favors over-
coming the oxygen-diffusion barrier, which is about
leVv [11].

The very large change of the |y, = | sgev/l 246y
ratio under light-induced doping (by nearly a factor
two) is comparable to the effect of chemical doping,
where (7 — 8) changes from 6.5 to 6.9. In a very rough
approximation, this may mean that illumination of an
HTSC with a composition Y Ba,Cu;0_4 4; to a fluence
®t ~ 6 x 10% photon cm with a photon energy E,, ~
3.4 eV isequivaent to atransfer of anegative charge of
0.5 atomic units from a CuO, planeto a CuO, _5 chain.
Calculating the number of unit cellsin the illuminated
HTSC volume (the depth of light penetration into
YBa,Cu;0,_5 was measured in [24] to be ~700 A)
shows that this charge transfer corresponds approxi-
mately to an illumination fluence of ~1 photon/unit cell
(similar estimates were obtained in [21]).

Thus, the totality of the results obtained in the work
suggests a clearly pronounced rel ationship between the
evolution of the crystalline structure [the concentra-
tion-driven transformations T — O-Il — O-I, the
intensification of rhombic distortions (b — a)/(b + a),
etc.; see, e.g., [25, 26] (the effect of the oxygen index
and illumination)], metallization of the electron energy
spectrum (the concentration-driven insulator — semi-
conductor — metal transitions, the increase in the
electrical conductivity in the normal state, the growth
of the superconducting transition temperature, etc.),
and the exolution of the luminescence spectrum with an
increasing content of the weakly bound oxygen or other
factors resulting in the formation and enhanced stabil-
ity of the ...—-Cul-04—Cul-... chains [11], which act
as charge reservoirs.

Let us turn now to the temperature dependences of
the LS parameters obtained for the samples with opti-
mum doping at illuminations below the threshold flu-
ence. As seen from Figs. 6a and 6b, above T, the inte-
grated intensity of the E;,,, ~ 2.4-€V band remains prac-
tically constant, whereas that of the band with E,,, ~
2.8 eV varies strongly, and this accountsfor the temper-
ature behavior of the relative intensity of these bands.
The absence of any intensity redistribution between the
luminescence bands indicates that there is no redistri-
bution of normal electrons (holes) between the CuO,
and CuO, _; sublattices with decreasing temperature.
Thus, temperature-induced doping on the CuO, plane
does not occur at low temperatures, which, in its turn,

8 The acting factor in this work is illumination and, naturally, the
superconducting transition, but (despite the negative result
obtained here) one cannot rule out the influence of substitution.
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impliesthat the thermally stimulated transfer of normal
electronsfrom the CuO, planeishindered. Thisconclu-
sion appearsvery significant in connection with the dis-
cussion of a probable existence of a strong thermally
stimulated doping channel for the CuO, plane in
HTSCs, which opens with decreasing temperature. In
particular, some theories [27] suggest that a decrease of
temperature may give rise to a noticeable electron
transfer from the CuO, plane to the CuO,_5 chain
structure. Our result is the only evidence of the weak
influence of temperature on the number of holesin the
CuO, plane.

The temperature dependence of the E,,, ~ 2.8-eV
band intensity for T < T, is governed by the processes
taking place on the CuO, _5 chain plane itself and is
related to the temperature-induced variation of the
extent to which the competing channel s of radiative and
nonradiative deexcitation are operating. As seen from
Fig. 6, below T, the temperature dependences of the
intensities of these bands change their pattern, namely,
the intensity of the band at E;,, ~ 2.4 €V becomes tem-
perature dependent, while that at E,, ~ 2.8 eV no
longer depends on temperature. The decrease of the
integrated intensity of theband at E;,,, ~ 2.4 €V for T <
T, coincides with its weakening under metallization of
the spectrum. In other words, below the superconduct-
ing transition temperature, recombination of an excited
electron with the superconducting condensate is hin-
dered, which may be assighed to the most distinct man-
ifestation of the selection rule in the wave vector k, the
conditions where recombination with band holesisless
efficient than that with the localized ones.

As follows from the above results, with
YBa,Cu;0,_5 acted upon by different factors (an
increase of oxygen content in the regions of existence
of the O-1l and O-1 phases, under illumination of the
samplein the O-11 phase), one observesthe same, qual-
itatively identical effect in the evolution of the emission
spectrum. We have in mind a naticeable growth of the
relative intensity of the band at E,, ~ 2.8 eV and a
change in intensity of the E,,, ~ 2.4-eV band, which
gives one grounds to maintain that the charge transfer
between the sublattices has the same nature, which
accounts for the associated integrated intensity redistri-
bution between the bands at E,,, ~ 2.4 and ~2.8 eV.

The absence of any pronounced effects in the lumi-
nescence spectra of YBa,Cu;0,_5 under the Cu —
Me substitution (see Subsect. 2. 2) is accounted for by
the fact that these substitutions do not affect the struc-
ture of the ...Cul-O4—Cul... chains strongly enough,
nor, correspondingly, the probability of the processes
occurring in these chains, as well as the electron
exchange between the CuO; _ 5 chain and CuO, charge-
transfer planes.

Thus, an analysis of the results obtained in thiswork
argues convincingly for the existence of adistinct cor-
relation between the structural changes in the
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YBa,Cu;0O,_5 high-T, superconductor, which are
induced by internal or external factors acting on its
crystal lattice and the parameters of luminescence spec-
tra (the spectral position E,,,, width AA,,,, and inten-
sity |,,m of the luminescence bands). We have in mind
here not only the differences between the LS parame-
ters of the various structural modifications of
Y Ba,Cu;0; _5 (O-1, O-l1, and T), but some finer effects
of a correlated variation of |, E.m and (partialy)
AN ym, ON the one hand, and of the extent of metalliza-
tion (including the onset of the superconducting transi-
tion) of the YBa,Cu;0,_; electronic spectrum, on the
other.

It should be stressed that the redistribution of inte-
grated intensity of the luminescence bands originating
from different electronic and structural subsystems (the
CuO, charge-transfer and CuO; _5 chain planes) per-
mits one to investigate the processes governing charge
transfer between the subsystems, and the temperature
dependences of the parameters of these bands offer the
possibility of studying localization and delocalization
in each of these subsystems.

The establishment of a correlation between the elec-
tronic and structural properties, on the one hand, and
the optical parameters of YBa,Cu;O,_5, on the other
hand, paves the way for using the luminescence spectra
of high-T, superconductors as an efficient optical probe
of electronic processes occurring in these substances.
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Abstract—The analysis of hopping conductivity requires a complete quantum-statistical description of a pair
of sites between which an electron jump takes place. This description includes a double-charged energy level,
the energy being increased by the Coulomb repulsion of the charges. The inclusion of this level changes the
occupation numbers of single-charge states essential for hopping conductivity. Such an indirect influence of
Coulomb repulsion isreferred to as Coulomb correlation. It leads to a modification of Mott’s law in the case of
conductivity with variable range hopping. The concept of a Coulomb gap isnot required for the characterization
of this modification. © 2000 MAIK “ Nauka/lnterperiodica” .

In compensated semiconductors at low tempera-
tures, conduction takes place through electron jumps
from filled donors to empty ones, the number of which
is equal to the number of acceptors. These jumps are
not classical ones of a particle from one potential well
to another, but proceed by quantum tunneling between
two states of a pair of donors containing one electron.
The energies of electrons located at donors having
coordinates r; and r; are characterized by a random
spread over awide range and generally do not coincide
(&1 % €;); hence, electron tunneling isimpossible without
the participation of phonons, whose energy must com-
pensate the difference in the electron energies. A quan-
tum-mechanical description of the hopping process is
given in the well-known paper by Miller and Abrahams
[1], whichisastarting point for al the theories of hop-
ping conductivity. In that paper, the hopping conductiv-
ity was calculated, which exhibited a natural exponen-
tial dependence on the distance noticeably exceeding
the electron localization radius a at a donor:

[
W = W expH-2-1 (1)

i O =gl

wherer; = |r; —r;].

The probability wisproportional to the square of the
overlap integral J; = Joexp(—;;/a).

However, the statistical description given in [1] for
a pair of energy levels between which the hopping
occurs is not quite satisfactory, and the present paper
aimsto correct thisdrawback. The presence of the over-
lap integral of apair of donors leads to the collectiviza-
tion of one-electron levels with energies €; and g;, as a
result of which the energies assume the values

& +E. . —€. 2
£, = 28y [BEL 52 e

According to Shklovskii and Efros [2], this two-center
system has, in addition to one-electron levels, two more
energy levels: a level without electrons with zero
energy, and a two-electron level with the energy

2 2

E3=ei+ej+§-:El+E2+—e——. 3
i

Kr;

Here, eisthe electron charge and k is the static permit-
tivity of the semiconductor. All four levels should be
taken into account in a statistical description of thefill-
ing of the states in the two-center system, and this sta-
tistics differs significantly from the Fermi statistics.
Proceeding from the conventional equilibrium expo-
nential expression for the probability of level filling and
from the probability normalization requirement, we
obtain the following expression for the equilibrium
occupation numbers:

ne = ATexp[(n—E)/T]. @)
The normalization factor A is given by
A = 1+ exp[(u—Ey)/T] + exp[(1 —E;)/T]
+exp[(2u—Ey)/T].

Here, T isthetemperaturein energy units. Notethat, for
the states with E; and E,, in which there is only one
electron and a Coulomb repulsion is ruled out, the
occupation numbers have higher values (in view of the
normalization condition) than in the hypothetical case
of electrons having zero electric charge. Thisisjust the
Coulomb correlation discovered in [2]. The chemical
potential | isdetermined by solving the averaged prob-
lem and is an independent parameter for an isolated
pair of energy levels.

Let us consider justifying the inclusion of the Cou-
lomb repulsion energy to the energy of the third two-
electron level, athough the energies of an electron at
the ith site are self-consistently determined, taking into

)
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account the action exerted by electronslocated at all the
remaining sites. Naturally, this can be done in the amor-
phous semiconductor model, where random energy
values g; are due to fluctuations of the atomic arrange-
ment at |attice sites, as well as valence forces of anon-
Coulomb origin. However, one can assume that expres-
sion (3) for the energy of atwo-electron level aso holds
in the model of a classical impurity band, where ran-
dom values ¢; are determined just by the Coulomb
interactions with al the charges of the semiconductor,
and the application of this expression does not takeinto
account the Coulomb interaction between the electrons
at sitesi and j twice. All calculations are carried out in
the thermodynamic limit, where the total volume of the
semiconductor, aswell asthe number of any impurities,
tendsto infinity, while their ratio, i.e., impurity concen-
tration, is assumed to be finite. In this case, the contri-
bution of an individual impurity j to the quantity ¢; is
negligibly small. Mathematically, thisisreflected in the
fact that a finite contribution to g comes from the inte-
gral of the concentration of al the impurities, in which
the contribution of the given impurity is an infinitely
small quantity. On the contrary, the contribution of the
Coulomb repulsion to the energy of two individua
impuritiesisfinite.

The hopping process can be described as the bal-
ance of transitions between the energy levelsE; and E,,
accompanied by the emission (w,) or absorption (w,) of
aphonon:

W, = W;N(E,—E;), we = W;[N(E;—E;) +1],

1 (6)
es/T -1
Here, N(E) is the Planck equilibrium distribution func-
tion for phonons.

Further discussion follows the scheme of paper [1],
modified to use the pair statistics. The current I
includes the difference of the numbers of transitions
between the levels E; and E,:

N(e) =

i = erij(Wang —weny). (7)
In equilibrium, the current is zero as expected. In the
presence of an electric field E, two changes should be
introduced into expression (6) for the current. First, the
electron energy at asitein the expressions for the prob-
abilities acquires a correction

o, = eEr, + ZKiséfS, (8)

where K, isan interaction function, taking into account
the effect of the one-particle distribution function on
the energy level, and &f, isthe changein the equilibrium
one-particle distribution function. Second, equilibrium
pair distribution functions should be replaced by the
corresponding nonequilibrium functions. However, the
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nonequilibrium pair distribution function for an inde-
pendent pair of donors in the electric field would be
reduced to the equilibrium function, depending on
modified energies. The total current in this case would
remain egqual to zero. Apart from the change in the
energy at asite, for the system of interacting pairs, one
has to introduce a change in the energies E, , in the
form of local voltages Uj;:

SE, , = +eU,,. 9)

These local voltages should be calculated for the com-
plete system of all pairs, taking into account the bound-
ary condition according to which the total voltage drop
across the entire system is equa to the potential differ-
ence applied to the entire sample.

Considering the current linear in the electric field,
we can solve the problem of the network of random
resistances in the field of random potential differences:

I, = Rj'Uy;. (10)

Here,

2

At low temperatures, the Planck distribution functionis
transformed into the Wien distribution function and,
besides, we can neglect the third term in the normaliza-
tion factor, i.e.,

2
Rij - 2———
T
E,-E p-F
T T
e e
H-E; M- 2“_(ezlkrij)_E2_El.

T +eT +e T

(12)

l1+e

The currents in the resistor network must be summed
over al energy values at the sites and over the distances
between the sites. Since the pairs mainly have large
energies, in the expressions for energies we can neglect
the overlap integrd, i.e.,

£ +E
E,, =

(13)
EZ_El = |€| _EJ|

Nevertheless, we do not arrive at the Miller—Abrahams
expressions just in view of the difference between the
pair statistics and the Fermi statistics. Following [1],
we write the expression for the resistance at extremely
low temperatures in an equivalent form:

P
R =vye * T, (14)
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1
SIJ = §(|H—El| +||J.—E2—62/kl’”| (15)

Pay attention to the case when the two energies ¢; and
2

& belong to the interval between pand g — % ;inthis
ij

case, the activation energy isequal to |§ —&;|. Thiscase

is not encountered in the Miller—Abrahams network.

If we disregard the Coulomb repulsion energy
e’/ kr;;, expression (15) is transformed into the Miller—
Abrahams formula.

The random resistor network used for solving vari-
ous problems in the percolation theory for the conduc-
tivity with a constant jump length (nearest neighbor
hopping, NNH), as well as for the conductivity with a
variable jump length (variable range hopping, VRH)
[3]. The modification of the Miller—Abrahams network
makes it possible to take into account the influence of
the Coulomb interaction on all types of hopping con-
ductivity. Shklovskii and Efros [3] believed that this
effect must be taken into consideration by proceeding
from the ideas concerning the presence of a* soft” Cou-
lomb gap in the spectrum of one-particle states. How-
ever, the Coulomb gap has nothing to do with problems
of collective processes, including the problem of con-
duction. The entire interaction is taken into account in
formula (15).

According to Ambegaokar et al. [4], for the percola-
tion problem in which the conductivity should be deter-
mined, the connectivity condition has the form

+[ei —gj

r, |&—g
2—+ T <&,

4 (16)

where the quantity & defines the magnitude of the expo-
nent in the electrical conductivity. Going over to an
analysis of VRH, we i ntroduce dimensionless variables
Xij = aE andy, = E for which the percolation prob-
lemisformulated in a dimensionless form with the unit
connectivity condition. The percolation criterion for
thisproblemis

g%EgTE“z N..

Here, g isthe (constant) density of states and the num-
ber n. is known from the literature [3]. The conven-
tional solution of the Mott problem corresponds to the
equality sign in formula (17), which defines the quan-

. 2n, 4
t|ty EC = %Tac3gj .

While solving this problem, we simplified expres-
sion (15) for the activation energy, neglecting the Cou-

(17)
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lomb repulsion energy in it. This could be done only
provided that

TE 22—

B =<1 (18)

kag

Condition (18) sets alimit on the application of Mott's
law at low temperatures:

2 2
> gaE U
T>gaDkD.

(19)
As the temperature decreases further, Mott's law for
VRH becomesinapplicable. We must now use inegqual-
ity (18) and the inequality opposite to (19). We choose
the activation energy in the Coulomb energy range
specified above; for this purpose, we use the equality
sign in formula (18). With this choice, inequality (17)
is equivalent to the inequality opposite to (19), which
confirms the applicability of the new law just in the
temperature range in which Mott's law is not valid.
Thus, the Coulomb activation energy has led to the
well-known law for the electrical conductivity:

_ ol [2B(e7/ka)T
o= expD =0

This law is thought to be associated with the Coulomb
gap in the one-particle density of states [3]. However,
the Coulomb gap has nothing in common with the con-
duction process involving two-particle states subject to
the two-particle statistics (4), (5), which just deter-
mines the law (20).

The VRH process can occur only under the condi-

(20)

C

tion when the average hopping range % is much

larger than the average hopping range r, in the NNH
process, which is approximately equal to the average
separation N3 between magjority impurities, where N
is the concentration of majority impurities. This leads
to the following criterion for the applicability of Mott's
law:

4
a
B <

while the applicability of dependence (20) is deter-
mined by the inequality

(21)

2 1/2
[ 0
Lkt U
These inequalities set the upper limit on the tempera-
ture at which the VRH conductivity laws are observed;
this agrees with the experimental results at low temper-
atures. It should be recalled, however, that, in accor-
dance with (19), the temperature at which Mott’s law

holds is also limited from below; i.e., Mott's law is
observed in a certain temperature range.

<Tr,. (22)

No. 5 2000
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Inequalities (18)—(22) determine what we shall refer
toasa“phasediagram,” i.e., the ranges of temperatures
and concentrations of majority and minority impurities
in which different temperature dependences of conduc-
tivity are observed. The change of the inequalities for
the corresponding equalities determines the boundaries
of these regions. The boundary separating the regions
where Mott's law and equality (20) are satisfied is
determined by the equation

4

T = clagi—z, (23)

while the boundary separating the regions of applica-
bility of Mott’s law and the NNH law is defined as

a
T:C2_

4
aro

and the boundary between the regions where law (20)
and the NNH law are satisfied can be described as

(24)

2
¢a

T=c .
3krg

(25)

Unfortunately, we are not in a position to determine the
constants in these equalities, and our phase diagram
only shows the general form of the regions, rather than
their exact boundaries. It should be recalled that the
density of states is proportional to the concentration n
of minority impurities, i.e.,

(26)

where Aiisthe characteristic spread of random energies.
Thedifficulty liesin that the phase diagram depends on
two concentrations, namely, on those of the mgjority
and minority carriers.

Figures 1a—1c depict phase diagramsin the space of
temperatures T and the minority carrier concentrations
nfor agiven concentration of majority carriers. Thelaw
(20) isobservedinregion |, Mott'slaw inregion |1, and
the exponential temperature dependence of the NNH
conductivity in region Ill. Figure la corresponds to a
specia degenerate case which is possible only for an
accidental relation between the constants appearing in
the equations that define the boundaries of the regions:

C; = ./CiCo. (27)
The characteristic feature of all the diagrams is the
existence of acritical concentration of minority carriers
above which Mott’s law is not observed.

Figures 2a—2c show phase diagrams in the space of
temperatures T and concentrations of majority carriers
N for afixed concentration of minority carriers. Finally,
Figs. 3a—3c show phase diagrams in the space of tem-
peratures T and concentrations of magjority carriers N
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Fig. 1. Temperature and concentration regions for minority
carriers, in which different laws of electrical conductivity
are observed for afixed concentration of majority carriers.
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Fig. 2. Temperature and concentration regions for majority
carriers, in which different laws of electrical conductivity
are observed for afixed concentration of minority carriers.

N @ ® ©
I III I I I I
II 1I II
T T T

Fig. 3. Temperature and concentration regions for majority
carriers, in which different laws of electrical conductivity
are observed for afixed degree of compensation.

for a fixed degree of compensation K = ﬁ . Figures 2a

and 3a correspond to the accidental relation (27). All
the diagrams demonstrate the existence of the critical
concentration of carriers above which Mott’s law does
not hold.

On the side of high temperatures, the phase diagram
of hopping conductivity should be supplemented by a
region corresponding to conduction through delocal-
ized states, which can considerably reduce the range of
the NNH conductivity. This effect is apparently mani-
fested in experiments with doped germanium [5].

Let us consider the problem on VRH in a strong
magnetic field of strength H, in which the magnetic

ch

length A = oH is smaller than the localization radius.

In this case, the wave function of the localized state
falls off along the magnetic field in the distance a, =
aln(H/Hy), which differs from a only dlightly, while
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across the magnetic field it falls of in a much smaller
distance A. Consequently, we must replace inequality
(17) by theinequality

g\’a,TE = n,, (28)
and inequality (18) by the inequality
2
TE>2—F B. (29)

k.a’ + 2\%€
In (29), the term with A can be neglected, after which
thisinequality coincides with (18). Having determined
now the activation energy from this condition, we find
that it does not depend on the magnetic field. The mag-
netic field determines the range of low temperatures
defined by inequality (28), in which the law (20) is
observed. Consequently, a strong magnetic field con-
siderably modifies Mott’s law, but does not affect the
law (20). This conclusion basically differs from that
associating the law (20) with the Coulomb gap; accord-
ing to this law, a strong dependence on the magnetic
field takes place (€ is proportiona to HY5) [3].

The pair statistics was used for describing transport
phenomenain rf fields[2]. The main idea of the present
paper is that the same statistics should be used for
describing transport phenomena in a static field. How-
ever, this necessitates considerable changes in the the-
ory, namely, a modification of the random resistor net-
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work. We have demonstrated some consequences of
such a modification. It is likely that al the effects
emerging as a result of electrons hopping between
localized states in a semiconductor must be revised on
the basis of the two-particle statistics and the modified
random resistor network.
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Abstract—The infrared luminescence of Er3* ions has been studied in bulk crystals of silicon carbide 6H-SiC
doped with erbium in the process of their growth. The erbium centers of different symmetry in the crystals are
revealed by the EPR technique. A number of intense luminescence bands of erbiumionsare observed at awave-
length of about 1.54 um. The luminescence can be excited by the light with quantum energies above and bel ow
the band gap of SiC. It isfound that the luminescence exhibits unusual temperature behavior: asthe temperature
increases, the luminescence intensity abruptly rises starting with 77 K, passes through a maximum at ~240 K,
and, in the vicinity of ~400 K, decreases down to the values observed at 77 K. The activation energies for the
flare-up and quenching of the Er3* luminescence are estimated at E, =130 and =350 meV, respectively. The
mechanisms of the flare-up and quenching of the Er3* luminescence in SiC are discussed. © 2000 MAIK

“Nauka/Interperiodica” .

1. INTRODUCTION

In recent years, the search for new semiconducting
materials doped with rare-earth elements and their
studies have been actively pursued with the aim of cre-
ating new optoelectronic devices. Of specia interest
are the Er3* erbium ions, because the %3, — “l15,
transition observed within the 4f shell of theseions at a
wavelength of about 1.54 um corresponds to the mini-
mum absorption of silica-based optical fiber systems.
Since the infrared (IR) luminescence in the range of
1.54 pym is due to the transitions within the 4f shell,
which is efficiently shielded by outer filled shells, the
interaction between the erbium ion and the surrounding
matrix is weakened, and the luminescence wavelength
isvirtually independent of the semiconductor material.
It is expected that the semiconductor laser diodes and
optical amplifiers operating at the 41,5, — *l45, tran-
sition of the Er®* ions will be less sensitive to tempera-
ture variations as compared to the devices based on the
band-to-band recombination. There are many works
concerned with the investigation into the luminescence
properties of rare-earth elements in the A;B; systems
and silicon [1-3]. The main impediment to the use of
these materialsin optoelectronic devicesisarather low
luminescence yield at room temperature. The tempera
ture quenching of IR luminescence of erbium decreases
with an increase in the energy gap of a semiconductor
[4]. In this respect, it is supposed that silicon carbide
SiC as awide-gap semiconductor is a promising mate-
rial for the excitation of an intense high-temperature
luminescence of Er3* ions. On the other hand, it seems
likely that silicon carbide can be directly used in silicon

microelectronics. Moreover, at present, semiconductor
devices based on SIC are finding expanding applica-
tions.

The erbium luminescencein SiC at a wavelength of
about 1.54 um was first observed in ion-implanted lay-
ers[5]. The main problem arising in the ion implanta-
tion is the radiation damage of semiconductors upon
exposure to large doses of accelerated ions penetrating
to a rather small depth. In the limiting case, this can
lead to the loss of crystallinity (amorphization) of a
material. For the SIC-type crystals capable of crystal-
lizing in different polytypes, achangein the polytypeis
also possible. The electron paramagnetic resonance
(EPR) technique is the most informative method for
determining the structure of impurity centersin semi-
conductors. However, the maximum depth of erbium
penetration into the SiC ion-implanted |ayers was very
small (~0.3 um), and the Er3* ions was not revealed by
the EPR technique. As a consequence, the structure of
erbium centers was not determined. Therefore, it was
necessary to devise a method providing the introduc-
tion of Er¥* ionsinto the SIC bulk crystals.

The problem of introducing the Er®* ions into the
SiC bulk crystals in the course of their growth was
solved in [6]. For these crystals, the intense EPR sig-
nals of different-type Er®* centers were recorded for the
first time [6], and the IR photoluminescence was
observed at awavelength of 1.54 um [7]. According to
the preliminary analysis, the temperature behavior of
this luminescence substantially differs from that of the
luminescence observed in the SIC ion-implanted layers

1063-7834/00/4205-0829%$20.00 © 2000 MAIK “Nauka/Interperiodica’
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Fig. 1. Photoluminescence spectraof the6H-SIC : Er crystal
and the EPR signals of the Er®*ions. (a) Spectraintherange
1.1-1.7 pym at temperatures of 77, 210, and 300 K. Photolu-
minescence was excited by the visible light of a mercury
lamp 3(400—650 nm). (b) The photoluminescence spectrum
of Er* ions on an enlarged scale. Vertical marks indicate
selected bands. The vertical dashed line conventionally sep-
arates the transitions from the low-lying Stark level of the
excited term “l,3y,.

[5], which is apparently due to the structural difference
of defectsin ion-implanted layers and bulk materials.

The present paper reports the results of investiga-
tions into the properties of the IR luminescence at a
wavelength of 1.54 um in the SiC bulk crystals whose
photoluminescence spectra exhibit the EPR signals of
the Er®* centers characterized by the different local
symmetry.
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2. EXPERIMENTAL TECHNIQUE

The 6H-SIC bulk crystals were grown by the subli-
mation sandwich technique [8] under vacuum at tem-
peratures of 1850-1900°C and doped with erbium in
the course of their growth. Metallic erbium placed in a
tantalum crucible was used as a dopant source. The
grown crystal s possessed the n-type conductivity dueto
the presence of nitrogen donors. The employment of
the tantalum crucible made it possible to reduce the
concentration of nitrogen donors down to 10 cm=3. In
order to prepare the p-type crystals, a number of the
6H-SiC : Er samples were doped with boron through
diffusion at atemperature of 2200°C.

The samples were obtained in the form of plates 3 x
4 mm in size and about 0.5 mm in thickness with the
plane perpendicular to the hexagonal crystal axisc. The
luminescence was excited by argon (488 and 514 nm)
and krypton (647.1 nm) lasers and also by mercury and
xenon lamps. Photoluminescence signals were
recorded using a Hamamatsu InGaAs p—i—n diode
(IR range) and a photoel ectric multiplier. The lumines-
cence was studied at temperatures in the range from
7710400 K.

The EPR spectra were taken on a Jeol production-
type spectrometer operating in the X band (9.3 GHz) in
the temperature range 4-300 K.

3. RESULTS

Theluminescence at awavelength of about 1.54 pm
wasreveaded inthe 6H-SiC : Er crystals, which showed
the EPR spectra for severa types of Er* centers with
different local symmetry [6, 7]. The EPR signals for at
least seven Er3* centers (designated as Ax,—Ax; [6, 7])
with an axial symmetry relative to the hexagonal crys-
tal axis c were recorded in these crystals. In addition to
the axial centers, the EPR spectra displayed signals of
the Er®* ions (denoted asLS,, LS,, and LS; [6, 7]) char-
acterized by an orthorhombic symmetry. For the cen-
ters with the orthorhombic symmetry, the local z-axis
coincides with one of six directions of the Si—C bonds
forming an angle of ~70° with the c-axis. For the
orthorhombic centers and anumber of axial centers, the
EPR spectra showed a hyperfine structure owing to the
interaction with the *5’Er nucleus, which made it possi-
ble to directly identify the erbium ions and, further-
more, to establish that the structure of each center
involves only one erbium ion.

Figure 1adisplaysthe photoluminescence spectra of
the 6H-SIC : Er crystal in the wavelength range 1.1—
1.7 um at three temperatures (77, 210, and 300 K). Itis
seen that the photoluminescence spectra exhibit the
EPR signals of the Er®* ions. The photoluminescence
was excited by the visible light (400-650 nm) of amer-
cury lamp. The spectrumin therange of 1.54 umistyp-
ical of the 4,5, — %5, transition within the 4f shell
of the Er3* ions. The photoluminescence spectrum in
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the range of 1.54 ym at a temperature of 300 K is
depicted on an enlarged scalein Fig. 1b. About 20 pho-
toluminescence bands can be separated in this spec-
trum, and the most intense bands are located at wave-
lengths of about 1.53 and 1.56 um. The erbium photo-
luminescence can be excited over a wide range of
wavelengths from 320 to 600 nm; in this case, no sub-
stantial changes in the relative intensities of particular
photoluminescence bands of the Er** ions were
observed in the range of 1.54 um.

In the range 1.3-1.4 pm, three luminescence bands
correspond in location to the luminescence bands of the
vanadiumionsV#* in the 6H-SiC crystal [9]. Vanadium
isatypical uncontrollable impurity in silicon carbide.

The main feature of the observed photolumines-
cence of erbium isthe unusual temperature dependence
of itsintensity. This dependence for the photolumines-
cence band of erbium at a wavelength of 1.531 um is
depicted by dark circlesin Fig. 2a. As the temperature
increases beginning with 77 K, the intensity of erbium
photoluminescence rapidly increases and reaches a
maximum value at approximately 240 K. With afurther
increase in the temperature, the intensity of erbium
photoluminescence decreases and becomes equal to
about 50% of the maximum value at a temperature of
300 K. The photoluminescence is reliably recorded up
to ~400 K. Figure 2a also demonstrates the temperature
dependence of the intensity for the high-energy band of
the luminescence of vanadium (open circles). In this
case, an increase in the temperature starting with 77 K
is accompanied with a drastic decrease in the lumines-
cence intensity. As can be seen from Fig. 2a, an
increase in the intensity of the erbium photolumines-
cence and a decrease in the intensity of the vanadium
luminescence are observed in about the same range of
temperatures. Moreover, it should be mentioned that
the temperature dependence of the intensity of the
donor—acceptor photoluminescence observed in the
visible range for the 6H-SIC : Er crystals has about the
same shape as the corresponding dependence for the IR
photol uminescence of vanadium.

The temperature flare-up and the temperature
guenching of the photoluminescence of erbium can be
described by the known formula

= — o L)

E L
1+ Aexp E—ﬁ‘_\g

where E, isthe activation energy of the process, | isthe
intensity of luminescence without quenching (at
~240 K), and A is the constant depending on the prob-
ability of radiative recombination and the constant in
the Boltzmann relation. Formula (1) enables one to
determine the activation energies for the flare-up and
guenching of the luminescence from the slope of the
straight line on the In(l,/1)-1/T coordinates. The tem-
perature dependences of the photoluminescence inten-
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Fig. 2. (a) Temperature dependences of theintensity of pho-
toluminescence for the 1531-nm band of erbium and the
high-energy band of vanadium in the 6H-SiC : Er crystals.
(b) Dependences shown in Fig. 2a for erbium but con-
structed on the In(l¢/I — 1)-1/T coordinates for two temper-
ature ranges corresponding to the flare-up and quenching of
the photoluminescence.

sity on these coordinates for two temperature ranges
corresponding to the flare-up and quenching of the
erbium photoluminescence are displayed in Fig. 2b.
The activation energies E, for the flare-up and quench-

ing of the Er®* luminescence are evaluated to be equal
to =130+ 20 and =350 * 20 meV, respectively. Thethe-
oretical dependences calculated according to formula (1)
with the use of the activation energies given above are
depicted by solid linesin Fig. 2b. In the description of
the above processes, we proceeded from rough esti-
mates and approximated each process by only one
exponent, even though, in principle, it is not improba-
ble that the process is more complex and should be
described by the sum of exponents with several activa-
tion energies; in the latter case, the activation energies
given above correspond to the averaged energies.

Moreover, we investigated the photoluminescence
in the 6H-SIC : Er crystals, which were doped with
boron through high-temperature diffusion. As a result
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Fig. 3. Possible structures of different Er3* centers accord-
ing to the EPR data[6, 7]: (a) axial centers (hexagonal site)
and (b) orthorhombic centers (hexagonal and quasi-cubic
sites).

of this doping, the conductivity of the crystals changed
to the p type. After the introduction of boron, the inten-
sity of the EPR spectra of Er3* ions became virtually
zero, whereastheintensity of the photol uminescence of
these ions did not considerably change. Prior to the
introduction of boron, the 6H-SIC : Er crystals pos-
sessed the n-type conductivity and their EPR spectra
exhibited signals of all the aforementioned erbium cen-
ters. The diffusion of boron brought about certain
changesin the relative intensities of the photolumines-
cence of erbium and vanadium: the relative intensity of
the erbium luminescence in the p-type crystals some-
what decreased. The relative intensities of particular
photol uminescence bands of the Er®* ions and the tem-
perature dependences of the photoluminescence inten-
sity for theseions virtually do not change.

4. DISCUSSION

As dready mentioned, the IR luminescence of the
Er3* ions was observed in the crystals, which, accord-
ing to the data of our earlier works [6, 7], showed the
EPR spectrafor several types of Er3* centers character-
ized by the different symmetry. As uniquely follows
from the observation of the hyperfine structure of
erbium, the EPR spectra correspond to the single Er3*
ions, which are not involved in the impurity clusters
(for example, the Er—Er pairs). Reasoning from com-
parison between the ionic radius of three-valent erbium
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and the ionic radii of silicon and carbon, it was con-
cluded that erbium most likely occupiesthesilicon sites
in SiC. Figure 3 demonstrates the models proposed for
the erbium centers in 6H-SiC on the basis of the EPR
data [6]. In the axial centers, erbium replaces silicon
and occupies the site in the regular lattice (the hexago-
nal site in the lattice is shown in Fig. 3a). The differ-
encesinthe EPR parameters of the three centersare due
to the presence of three possible erbium sitesin the 6H-
SiC crystals, namely, the hexagona and two quasi-
cubic sites. The orthorhombic Er3* centers have amore
complex structure displayed for the hexagonal and
quasi-cubic sites in Fig. 3b. It seems likely that these
centers involve another defect in the carbon site near
erbium. The presence of three types of these centersis
also explained by the hexagonal and two quasi-cubic
erbium sitesin thelattice. It isquite possible that, inthe
orthorhombic centers, the Er3* ion forms the complex
with one oxygen atom or carbon vacancy in such away
that the line connecting them coincides with one of the
Si—C bonds, making an angle of ~70° with the hexago-
nal axis c. A part of the axial centers can also be asso-
ciated with the complexes whose composition involves
the erbium ions; in this case, the defect (for example,
the oxygen atom or carbon vacancy) is located so that
the line connecting the erbium ion and the defect
coincides with the S—C bond aligned along the c-axis
(Fig. 39).

The experimental results obtained in the present
work do not permit us to directly assign the photolumi-
nescence bands to the specific (axia or orthorhombic)
erbium centers, which manifest themselves in the EPR
spectra. It should only be remarked that the photolumi-
nescence was observed solely in the crystals that
showed the EPR spectra of the Er3* centers (including
the crystals for which the EPR spectra were observed
prior to the introduction of boron). The symmetry of all
the Er®* centersin the 6H-SIiC crystal is lower than the
cubic symmetry. Therefore, all these centers can con-
tribute to the luminescence (in the octahedral complex,
the intracenter luminescence of the Er3* ions cannot be
observed, because the f—f transitions are parity-forbid-
den). The ground state 41,5, in the crystal field of this
symmetry issplitinto the eight doubly degenerate Stark
levels (Kramers doublets), and, hence, at least eight
luminescence bands should be observed for each
erbium center. Taking into account the fact that, accord-
ing to the EPR data, there are about ten different Er3*
centers, alarge number of luminescence bands should
be observed for the 4l 3, — |5, transition in the Er3*
ions. Since al the luminescence bands are located in a
narrow spectral range, their large number apparently
results in considerable widths of the photolumines-
cence bands (Fig. 1) at temperaturesabove 77 K and the
spectral  resolution provided by the instrument
employed. For the symmetry lower than the cubic sym-
metry, thefirst excited term 4,5, is split into seven dou-
bly degenerate energy levels. At sufficiently low tem-
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peratures (when the thermal energy islessthat the split-
ting of energy levels by the crystal field), only the
transitions from the lowest-lying state of the 4,5,
excited term can occur, and eight photoluminescence
bands should be observed for each erbium center. The
higher-lying states of the 4,5, term split by the crystal
field are not involved in the luminescence process at
low temperatures. The higher-lying states of the lumi-
nescent levels can be filled with an increase in the sam-
ple temperature. The filling of these levels should lead
to the appearance of additional photoluminescence
bands on the high-energy side of each band observed at
low temperatures [10]. A number of these bands can be
seen on the high-energy side of the most intense bands
corresponding to the transitions in the Er3* ions
(Fig. 1b), because atemperature of 77 K ishigh enough
for the Stark levels of the 41,5, term to be filled. These
bands are conventionally separated by the vertical
dashed linein Fig. 1b.

L et us now discuss the possible mechanisms of exci-
tation, temperature flare-up, and temperature quench-
ing of the photoluminescence of erbium ions in SiC.
The luminescence of erbium (and other rare-earth ele-
ment) ions can be excited in semiconductors through a
number of mechanisms. The simplest mechanism
involvesthe direct optical excitation of the 4f shell, fol-
lowed by the radiative relaxation from the excited state
to the ground state. However, the probability of this
mechanism is low, and it is of no interest for applica
tions involving the electric excitation of the lumines-
cence. According to our experimental data, the temper-
ature behavior of the erbium photoluminescence virtu-
ally does not depend on the excitation quantum energy,
so that, apparently, the direct excitation is of little
importance in the excitation of the erbium photolumi-
nescence.

Another mechanism explaining the excitation of the
luminescence of a rare-earth ion involves the energy
transfer from the el ectron-hole pair (excited, for exam-
ple, upon interband absorption of the light) to the ion.
This mechanism can be efficient when an energy level
(or several energy levels), which is related to the rare-
earth ion, occursin the forbidden gap of a semiconduc-
tor. In the case when the rare-earth ion gives rise to the
energy level in the forbidden gap of the semiconductor,
the excitation of carriers from the valence band (con-
duction band) to this level can produce a bound elec-
tron—hole pair or a bound exciton with the subsequent
transfer of the recombination energy to the 4f shell of
the rare-earth ion. The most probable mechanism of
this energy transfer is the so-called impurity Auger
recombination. The intracenter luminescence corre-
sponds to the transitions between the 4f levels lying
outside the forbidden gap. The 4f electrons are tightly
bound to the ion, and their states can be treated as the
internal states independent of the band structure of the
matrix. In the absence of tight binding, the energy
transfer between electronic states of the crystal and
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strongly localized states of the 4f electrons is deter-
mined by the Coulomb interaction. The theoretical
treatment of the excitation suggests that the intracenter
Auger process provides the energy transfer to the 4f
electrons through the dipole and exchange interactions.
The efficiency of this process drastically increases if
the state (related to the rare-earth center) in the forbid-
den gap allows the localization of energy in the form of
bound excitons (or bound electron-hole pairs).

In order to €lucidate the nature of these levels, we
perform aqualitative analysis of the model accordingto
which a rare-earth ion replaces the silicon atom in the
SiC crystal. Let us consider the so-called *vacancy”
model, which was elaborated for transition metal ions
in semiconductors [11]. According to this model, the
elimination of a host crystal atom (for example, a sili-
con atominthe Si or SiC crystal) from asemiconductor
lattice leads to the formation of avacancy with acertain
set of energy levels and wave functions. When an impu-
rity atom occupies this vacancy, the set of energy levels
and wave functions, as a rule, changes but not too
strongly to lose their identity. The impurity atom gives
risetoitsintrinsic levels, however, these levels are usu-
aly located below the top of the valence band. A simi-
lar model for rare-earth elements in the crystals A;Bs;
and silicon was advanced in [12]. As a result of the
removal of an atom from the host semiconductor lat-
tice, the vacancy states characterized by the a; and t,
symmetries are formed in the forbidden gap of the crys-
tal. The next stage involves the formation of the substi-
tuting rare-earth element center, which can betreated as
the interaction between the rare-earth atom and the
vacancy. The rare-earth atom shows the 4f"6s* elec-
tronic structure. The ground state of the 4f electrons
can have three groups of energy levels transformed
according tothea,, t;, and t, irreducibl e representations
of the T, group, and the 6s shell is characterized by the
a, symmetry. Therefore, the interaction between the 6s
shell of the rare-earth atom and the a; state of the
vacancy |eads to the formation of the bonding and anti-
bonding states. Note that the lower-lying bounding
state is occupied and most likely occurs in the valence
band, whereas the higher-lying antibonding state
(related to the rare-earth atom) is unoccupied, can lie
near the conduction band, and can serve as an electron
trap. It is assumed that, for erbium in SIC, this state is
almost completely formed by the 6s shell of erbium and
the 2s and 2p valence electrons of carbon. For simplic-
ity, let us consider the set of erbium energy levelsin
cubic SiC. The state of the Er3* ion in SiC corresponds
tothe A™ state; i.e., it isnegatively charged. Hence, it is
necessary to consider the negatively charged silicon
vacancy with five electrons, whereas six electrons are
required for the filling of the t, state. Reasoning from
the experimentally found charge state of Er®*in SiC, we
should assume that one of the 4f electrons of erbium
transfers to the t, level. As a result, we have the com-
pletely occupied level, which islocated near the bottom
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of the valence band and, apparently, can serve as a spe-
cific hole trap.

The temperature dependence of the photolumines-
cence intensity in the 6H-SIC : Er crystal is character-
ized by two main ranges (Fig. 2). In the low-tempera-
ture range (77-240 K), the efficiency of excitation of
the erbium luminescence increases with an increase in
the temperature. In the high-temperature range (240—
400 K), an increase in the temperature is accompanied
by the quenching of the erbium luminescence. Similar
dependences were also observed for erbium in silicon
but at substantially lower temperatures [13].

The flare-up of the erbium luminescence can be
roughly described by formula (1). The experimentally
observed activation energy E, of luminescence in this
process is equal to =130 + 20 meV. Since this energy
approximately corresponds to the location of donor
nitrogen levels with respect to the conduction band, it
is reasonable to suppose that an increase in the erbium
luminescence is associated with the thermal ionization
of nitrogen donors with the subsequent trapping of
electronsin the deeper erbium-related levels.

A possible scheme of energy levelsin the 6H-SIC :
Er crystal is depicted in Fig. 4. We believe that, at low
temperatures, the carriers are more efficiently trapped
in the usual donor levels (most likely, nitrogen donors
in our experiments), followed by the recombination.
This is corroborated by the intense donor—acceptor
luminescence at low temperatures. This luminescence
is quenched in about the same temperature range in
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which the flare-up of the erbium luminescence takes
place. As the temperature increases, the electrons
undergo athermal release from the donor levelsand are
retrapped in the deeper erbium-related levels with the
subsequent transfer of energy to the 4f shell of the Er®*
ion (see schemein Fig. 4).

Now, let us dwell briefly on the quenching of the
erbium luminescence at high temperatures. First and
foremost, we should note that our results obtained for
the temperature quenching of photoluminescenceinthe
SiC bulk crystals at high temperatures arein qualitative
agreement with the experimenta data on the lumines-
cence in ion-implanted layers [5]. This indicates that
the processes of photoluminescence quenching occur
through similar mechanisms. The quenching of photo-
luminescence is caused by the fact that the excitation of
luminescence is accompanied by competing pro-
cesses—the release of carriers (most likely, electrons)
from the erbium-related level sfollowed by the nonradi-
ative recombination. The experimentally observed acti-
vation energy for the luminescence quenching E, =
350 meV apparently corresponds to the energy of the
erbium-related level. The mechanism of the high-tem-
perature quenching is not conclusively elucidated. It
can be assumed that, after the ionization of the erbium-
related level, the nonradiative recombination at high
temperatures occurs at the expense of the Auger recom-
bination with free carriers. As was noted by a number
of researchers, this process represents the predominant
nonradiative recombination channel for rare-earth
impurities in semiconductors. The merits of wide-gap
semiconductors are evident owing to the presence of
the deeper erbium-related levels and, hence, the higher
temperatures of the luminescence quenching. A similar
approach can also be applied in describing the quench-
ing of the vanadium luminescence and the donor—
acceptor recombination luminescence in the tempera-
ture range 77-240 K with the activation energy E, ~
130 meV. It should be emphasized that, in silicon crys-
tals, the high quantum yield of luminescence was
observed only in the case when the Er®* ion was in a
strong negative electric field of ligands (for example,
oxygen or fluorine). Moreover, it was noted that this
field plays an essentia rolein an increase in the optical
activity of Si : Er [14]. It is reasonable that, in the case
of SiC, this role can be played by carbon, because the
SiC crystal possesses a considerable degree of ionicity;
i.e., inactual fact, we are dealing with the Si*C- crystal.
Therefore, the advantages of SiC also residein the fact
that the Er®* ion should be surrounded by a negative
ligand field in a natural way. This implies that, unlike
the silicon crystal, there is no need for an additional
doping with oxygen.

ACKNOWLEDGMENTS

We are grateful to Ya.A. Vodakov and N.T. Bagraev
for helpful discussions.

No. 5 2000



PROPERTIES OF ERBIUM LUMINESCENCE IN BULK CRYSTALS OF SILICON CARBIDE

Thiswork was supported in part by the International

Scientific and Technical Program “Physics of Solid-
State Nanostructures’ (grant no. 99-3012) and NWO
(grant no. 047.005.12.96).

w

REFERENCES

V. F. Masterov, Fiz. Tekh. Poluprovodn. (S.-Peterburg)
27, 1435 (1993) [Semicond. 27, 791 (1993)] and refer-
ences cited therein.

J. Michel, J. L. Benton, R. F. Ferrante, et al., J. Appl.
Phys. 70, 2672 (1991).

A. Polman, J. Appl. Phys. 82, 1 (1997).

W. Jantsch and H. Przybylinska, in Proceedings of
Twenty-Third International Conference on the Physics of
Semiconductors, Berlin, Germany, July 21-26, 1996,
Ed. by M. Schefler and R. Zimmermann (World Scien-
tific Publishing Company, Singapore, 1996), p. 3025.
W. J. Choyke, R. P. Devaty, L. L. Clemen, et al., Appl.
Phys. Lett. 65, 1668 (1994).

P. G. Baranov, |. V. llyin, and E. N. Mokhov, Solid State
Commun. 103, 291 (1997); P. G. Baranov, 1. V. II'in,
E. N. Mokhov, et al., Fiz. Tverd. Tela (S.-Peterburg) 41,
865 (1999) [Phys. Solid State 41, 783 (1999)].
P.G.Baranov, |.V.1I'in, E. N. Mokhov, et al., Fiz. Tverd.
Tela (S.-Peterburg) 41, 38 (1999) [Phys. Solid State 41,
32 (1999)].

PHYSICS OF THE SOLID STATE Vol. 42 No. 5

2000

8.

10.

11.

12.

13.

14.

835

Yu. A. Vodakov, E. N. Mokhov, M. G. Ramm, €t al.,
Krist. Tech. 5, 729 (1979).

M. Kunzer, H. D. Miiller, and U. Kaufmann, Phys. Rev.
B 48, 10846 (1993).

W. I. Choyke, P. R. Devaty, M. Yoganathan, G. Pend, and
J. A. Edmond, in Proceedings of International Confer-
ence on Shallow-Level Centers in Semiconductors,
Amsterdam, the Netherlands, 17-19 July, 1996, Ed. by
C. A. J Ammerlaan and B. Pgjot (World Scientific Pub-
lishing Company, 1997), p. 297.

G. D. Watkins, Fiz. Tverd. Tela (S.-Peterburg) 41 (5),
826 (1999) [Phys. Solid State 41 (5), 746 (1999)] and
references cited therein.

N. P II'in and V. F. Masterov, Fiz. Tekh. Poluprovodn.
(S.-Peterburg) 29, 1591 (1995) [Semicond. 29, 828
(1995)]; N. P. II’'in and V. F. Masterov, Fiz. Tekh. Polu-
provodn. (S.-Peterburg) 31, 1037 (1997) [Semicond. 31,
886 (1997)].

H. Przybylinska, W. Jantsch, Yu. Suprun-Belevitch,
et al., Phys. Rev. B 54, 2532 (1996).

L. S. Kimerling, K. D. Kolenbrander, J. Michel, et al.,
Solid State Phys. 50, 333 (1996).

Translated by O. Borovik-Romanova



Physics of the Solid State, Vol. 42, No. 5, 2000, pp. 836-840. Translated from Fizika Tverdogo Tela, Vol. 42, No. 5, 2000, pp. 816-820.

Original Russian Text Copyright © 2000 by Agekyan, Vasil’ ev, Serov, Filosofov.

SEMICONDUCTORS

AND DIELECTRICS

| ntracenter Luminescence of Mn?* in Cd,_,Mn,Te
and Cd; _,_ ,Mn,Mg,Teunder Intense Optical Pumping

V. F. Agekyan, N. N. Vasil’ev, A. Yu. Serov, and N. G. Filosofov

Institute of Physics (Petrodvorets Branch), . Petersburg State University,
Petrodvorets, 198904 Russia
Received September 7, 1999; in final form, October 28, 1999

Abstract—A comparative analysis of the kinetic properties of intracenter 3d luminescence of Mn?* ionsin the
dilute magnetic superconductors Cd; _,Mn,Teand Cd, _,_,Mn,Mg, Teis carried out. The influence of relative
concentrations of the cation components on the position of the intracenter luminescence peak indicates that the
introduction of magnesium enhances crystal field fluctuations. As a result, the processes facilitating nonlinear
quenching of luminescence are suppressed. The kinetics of 3d-luminescence quenching in Cd,; _,Mn,Te are
accelerated considerably upon elevation of optical excitation level dueto the evolution of cooperative processes
in the system of excited manganese ions. © 2000 MAIK “ Nauka/Interperiodica” .

The optical and magnetic properties of semicon-
ducting solid solutions of group I1-VI elements with a
magnetic component from the iron group and hetero-
structures on their basis have been studied intensely
during the last two decades (see, for example, [1-3]).
These materials are dilute magnetic semiconductors
(DMYS) which attract attention due to their clearly man-
ifested magnetic properties determined by a high con-
centration of ions with alarge magnetic moment of the
unfilled 3d electron shell. The ion—on exchange inter-
action results in a magnetic ordering in pairs and clus-
ters of magnetic ions. The exchange interaction of
holes and €l ectrons with magnetic ions leads to the for-
mation of magnetic polarons. The aligning of the mag-
netic moments of ions in an external field significantly
enhancesthe magnetic field in the bulk of the sample by
magnetizing free carriers through the exchange mecha-
nism and giving rise to giant magnetooptical effects.

The most thoroughly studied objects are DMS
Cd, _,Mn,Te and heterostructures CdTe/Cd, _ ,Mn,Te. One
of the most remarkable properties of DMS is the exist-
ence of two mechanisms of excitation and rel axation of
the electron system, i.e., the conventional band mecha-
nism and the intracenter one through the energy levels
of the 3d shell of Mn?*. In Cd, _,Mn,Te, the energy gap
atT=77KisEy(x) = (1.59 + 1.55x) eV, the excitation
threshold for the intracenter transitions being E, = 2.15
eV [the concentration dependence of E; is weaker than
Eq(X)]. Thus, E4(X) > E; for x> 0.4, and the energy states
of the 3d shell are the lowest-lying excited states. The
absorption spectrum for the 3d shell is due to transi-
tions from the ground state ®A,(S) to the excited states
TUG), “THG), *A((G), and “E(G). The broad intrac-
enter luminescence band [transition “T,(G)-°A,(S)] has
apeak near 2.0 €V, and hence, the Stokes |osses are sig-

nificant. This bright luminescence can also be excited
by a nonoptical method through the injection of carri-
ers, which makes the wide-gap Mn-containing crystals
of group 11-V1 elements applicable in electrolumines-
cence devices [4].

The study of the 3d luminescence of Cd,_,Mn,Te
and other DMS under a strong optical pumping is
important for a comparison with the injection-type sat-
uration of electroluminescence devices. The spectros-
copy of intracenter transitionsisalso of interest in other
respects. In structures with quantum wells, where
Cd; _ ,Mn,Tewith x> 0.4 isabarrier substance, the bar-
rier-type 3d-luminescence affects the kinetics of radia-
tiverelaxation in the quantum well of CdTe. Transitions
in the 3d shell are of the intercombination type, and the
moment of the Mn?* ion decreases during its excitation
from 5/2 to 3/2, suppressing accordingly the internal
field and exchange interactions. In turn, this leads to a
photo-induced change in magnetic and magnetooptical
properties.

Other aspects of spectroscopic studies of intracenter
processes include the saturation of absorption and opti-
cal bistability in 3d-absorption bands, which are signif-
icant in the case of a strong optical excitation [5], as
well as the properties of nanocrystals of group I1-VI
compounds containing Mn [6].

In recent years, considerable attention was paid to
the group belonging to 11-V1 semiconductors contain-
ing light elements and the heterostructures on their
basis in connection with the interest in the advance to
the short-wavel ength spectral range. New multicompo-
nent DMS, like Cd; _,_,MnMg,Te[7], have also been
synthesized to be used in heterostructures with various
combinations of magnetic and nonmagnetic quantum
wells and barriers [8]. Trication DMS make it possible
to control independently the value of Eg; which is a
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function of xand y [E4(X, y) = (1.59 + 1.55x + 1.80y) eV
for Cd;_,_,MnMg,Te, and the magnetic properties
determined by the value of x. Thislaid the basis for the
development of superlattices in which the potential
profile appears only in an external magnetic field and
depends on the orientation of spin moments of elec-
trons and holes[9].

Earlier [10], we reported on the concentration and
temperature dependences of saturation in intracenter
3d-luminescencein Cd; _,Mn, Tewith an elevated level
of optical pumping. In the present work, we analyzed
the effect of pumping level on the kinetics of the 3d
luminescencein Cd, _,Mn,Te and itsfeaturesin thetri-
cation DMS Cd, _,_,MnMg,Te.

1. EXPERIMENT

Single crystals of Cd;_,Mn,Te (x = 0.4-0.75) and
Cd,__,MnMg,Te (x = 0.05-0.55, y = 0.25-0.55)
were grown according to the Bridgman—Stockbarger
technique. The integrated intensity of the 2-eV
3d-luminescence band was measured on fresh cleaves
in the dc mode with atimeresolution of 100 nsat T=4
and 77 K. Optical pumping was carried out by the sec-
ond harmonic of the Nd* : YAG laser (photon energy,
2.34 eV; pulse duration, 0.15 ps; repetition frequency,
1 kHz; the number of photons per pulse, up to 103).
The excitation energy density I, at the pulse peak
reached 9 kKW cm. In experiments with aweak pump-
ing up to 50 W cm?, an Ar* laser was used. The value
of |, was measured by electrooptical scanning in amod-
ulator ML-102A. Photoconductivity measurements
were made in pulsed electric fields up to 10 kV cm™.

2. RESULTS

For the sake of comparison with the results of inves-
tigation of Cd,_,MnTe [10], we plotted the lumi-
nescence intensity |, as a function of I, for the DMS
Cd, _,_,MnMg,Te. The integral intensity values were
measured at the peak of the luminescence pulse over a
2-eV band. Figure 1 shows the results obtained for two
samples Cd,sMng sTe and Cd, ,sMhy sM gy 25 Te with the
same concentration of Mn. It can be seen that theintro-
duction of Mg significantly suppressed the effect of sat-
uration. The variation of the Mn concentration x over a
wide range from 0.05 to 0.55 does not affect noticeably
the I,(I,) dependence. A decrease in the nonlinearity of
this dependencefor thetrication DM S can be dueto the
enhancement of crystal field fluctuations in the solid
solution, which should be expected after the introduc-
tionintoit of Mg whoseionic radius (0.74 A) ismuch
smaller than the ionic radii of Cd?* (0.99 A) and Mn2*
(0.91A). Anincreasein the spread of the values of local
fields surrounding Mn?* ions suppresses the migration
of excitation and makes the linear radiative relaxation
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Fig. 1. Peak values of luminescence pulses || in the DMS
Cd0_5M Npsle (solid curve) and Cdo_25M NgsMggosTe
(dashed curve) as afunction of optical pumping intensity |,

1M =2kWem?2 T=77K.
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Fig. 2. Kinetics of attenuation of the 2-eV emission band for
the minimum and maximum pulsed pumping intensities
@ 12" =01 kW cm? and (2) 157 = 9 kW cm2 in
(@) CdpsMng sTeand (b) Cdg 2sMny sMgg o5Te DMS.

in Mn?* (2-eV band) more probable than possible non-
linear processes.

Figure 2 illustrates the kinetics of attenuation of the
2-eV luminescence band for various pulsed pumping
levels. Anincrease in |, strongly changes the attenua-
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Fig. 3. Pulses of (a) laser radiation, (b) luminescence, and
(c) photoconduction in the DMS CdgsMngsTe, T = 77 K

(the curves are normalized). The inset shows the photocur-
rent 1, as afunction of I for various instants of recording t

relative to the photoconduction peak (indicated by arrows).
192 = 9 kW cm™.
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Fig. 4. Effect of relative concentrations of the cation compo-
nents on the position of the intracenter luminescence peak
Em Of the Mn?* ion in the DMS Cd; _,_ Mn,Mg, Te:
(1) b=y/(1—x-y),x=0.375 (Mg-Cd substitution), (2) b =
yIx, 1—x—y=0.25 (Mg-Mn substitution), (3) b=x/(1—x—y),
y =0.25 (Mn—Cd substitution), and (4) b=x/(1—-x-y),y =
0.5 (Mn—Cd substitution). The lines are drawn for better
visualization.

tion rate of intracenter luminescence in CdysMngsTe,
while the attenuation curve for Cdy ,sMnysMgg s Te at
I =9 kW cm corresponds to the attenuation curve for
CdysMnysTe for smaller values of |, by an order of
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magnitude. This is in accord with the attenuation of
luminescence saturation due to the introduction of
magnesium into the solid solution.

The obtained results demonstrate the evolution of a
certain effective mechanism of nonlinear quenching in
Cd, _,Mn,Te at high levels of I, which limits radiative
relaxation, and the suppression of this mechanism as a
result of introduction of magnesium into the solid solu-
tion.

The photocurrent pulse I, (Fig. 3) was obtained asa
result of pumping of the DMS CdysMngsTe with
E,(0.5) = 2.38 eV by alight pulse with a photon energy
of 2.34 eV; i.e, the interband transition does not take
place, and the pumping occurs only to the absorption
band of the 3d shell of Mn?* ions. Theinset in Fig. 3
shows the I(l) dependences for various instants of
recording the photocurrent relative to its maximum
value. This dependence is superlinear for the recording
at the instant of pumping of the crystal by the laser
pulsg; i.e, it is typical of the two-photon (two-stage)
formation of free carriers as aresult of pumping of the
3d shell.

The effect of cation substitution on the position of
the peak value E,,, of the Mn?* intracenter luminescence
on the energy scale can serve as an indicator of varia-
tion in the crystal field. The measurements made on a
batch of Cd, _,_,MnMg,Te samples with various val-
ues of x and y show that the Mn—Cd substitution at a
fixed Mg concentration affects the value of E,, only
slightly, but anincrease in'y under the Mg—Cd and Mg—
Mn substitutions noticeably shiftsthe value of E,, to the
short-wavelength range (Fig. 4). Thus, the assumption
concerning the enhancement of fluctuations of thelocal
field acting on Mn?* ions as aresult of the introduction
of Mg is confirmed, and this should significantly affect
the nonlinear properties of intracenter luminescence in
Cd, _,_,MnMg,Te. Anincreaseinthe concentration of
defects accompanying the complication of the solid
solution composition also contributes to the change in
the properties of Mn?* intracenter luminescence in the
trication DMS. Among other things, the formation of
these defects decreases the quantum yield of lumines-
cence as compared to Cd, _,Mn,Te.

3. DISCUSSION

In our previous publication [10], we noted that the
nonlinearity of therelation 1,(1,) isdetermined to acon-
siderable extent by the transfer of excitation from a
Mn?* ion to asimilar excited ion. Such amechanism of
cooperative quenching, which is presented schemati-
caly inFig. 5, was used, for example, for crystals acti-
vated by rare-earth ions [11]. The population of
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excited states of Mn?* is described by the following
eguations:

dn,/dt = G(t) —wyn; — 20,N% + Wy Ny,
dny/dt = ;NS — Wy Ny —W,N,, 1)
G(t) = al(t)/hv,

where three of the four parameters w;, g;, Wy, and w,
are independent.

The quantum hv = 2.34 eV transforms the Mn?* ion
from state O (energy level 6A)) to state 1 (level “T,).
Level 1 is characterized by the concentration n,, the
rate of linear relaxation w; to state 0, which has both
radiative and nonradiative components, and the cooper-
ative quenching rate w* = 2g,n, (g, isthe coupling con-
stant). The value of w* is determined by the probability
of theevent (1 + 1) — (0 + 2) in which two adjacent
Mn?* ions occupying the excited state 1 are trans-
formed into aunexcited ion (state 0) and an ion excited
to state 2 (see Fig. 5). The cooperative process is also
determined by the efficiency of migration of Frenkel-
type excitons over Mn?* ions. In turn, the migration
depends on the manganese concentration, temperature,
crystal field fluctuations, and the rate of thelinear relax-
ation 1 — 0, theintroduction of magnesium changing
the two last parameters. Equation (1) also contains the
following quantities: the coefficient of absorption a at
the frequency hv; the pulsed pumping intensity 1(t);
and the concentration n, of Mn?* ionsin state 2, which
is determined by the following components: (1) the
cooperative excitation rate w*, (2) the rate w,, of linear
relaxation from state 2 to state 1, and (3) the rate w,, of
linear (radiative and nonradiative) relaxation from state 2
to any state except state 1.

Thus, the contribution of the cooperative process to
nonlinear quenching is determined by the relation
between the rates w;, w,, and w.,;. In the weak pumping
approximation disregarding quadratic terms, we have
dn,/dt = al/hv —w;n,; thisrelation specifiesthe linear
relaxation rate, which determines the intensity and
kinetics of the attenuation of the 2-eV intracenter emis-
sion band (transition 1 — 0). An analysis of the exper-
imental data obtained at T = 77 K givesw; =7 x 10* st
for the DMS Cd,sMnysTe (the attenuation time 1, =
15pus). As expected, the value of w; for

Cdy sMnysMgy s Teislarger and amountsto 4 x 10° s,

The migration of the excitation corresponding to
state 1 of the Mn?* ion is enhanced by crystal heating.
Numerous experiments indicate a considerable
decrease in the difference of configuration coordinates
for states 0 and 1 in the temperature range of 80 K and
above [12, 13]. Thus, the elevation of temperature not
only intensifies the processes involving photons, but
also lowers the energy barrier for excitation hopping.
The migration acquires more pronounced “resonant”
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Fig. 5. Three-level diagram of Mn?* ions in the DMS
CdgsMngsTe, illustrating the mechanisms of cooperative
excitation and its rel axation (see text for notation).

features, where considerable changes in the ligand
coordinates are not required for the excitation of man-
ganeseion. As regards the dynamics of the cooperative
process, the 1 — 0 transition is accompanied at low
temperatures by considerable Stokes losses, while the
configuration coordinate in the 1 — 2 transition
changes insignificantly. This means that the coopera-
tive process even at low temperatures does not require
a considerable vibrational relaxation in the environ-
ment of an already excited Mn?* ion (state 1) during the
transfer of the second portion of excitation to it.

Linear relaxation from state 2 is described by the
rate w, and can occur via the following routes. (1) the

transfer of excitation from level 2 of aMn?* ion to band
states, followed by the return of excitation from the bot-
tom of the conduction band to level 1 of the Mn?* ion,
and (2) radiative or nonradiative 2 —~ 1 relaxation
within amanganese ion. The probability of self-ioniza-
tion from state 2 to the band should be considerably
higher than the intraionic relaxation probability, since
level 2 isin the region of ahigh density of states of the
conduction band. The transfer of an electron to the con-
duction band resultsin itsrapid relaxation to the bottom
of the band, which is accompanied by the emission of
optical phonons. This state can be described by the sec-
ond equation from system (1). After this, either the for-
mation of a Wannier exciton and its radiative recombi-
nation at the rate w, (interband emission) take place, or
the electron returns to the 3d levels of manganese at
rate w,,. The ratio w,/w,,can be estimated by compar-
ing the intensities of interband and intraionic lumines-
cence, whose ratio depends on the mutual positions of
the bottom of the conduction band and the excitation
threshold for the 3d luminescence of Mn?*. The inter-
band exciton luminescence is known to decrease rap-
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idly upon an increase in x (starting from x = 0.4), and
hence, in the CdysMnysTe sample, it is an order of
magnitude weaker than the intraionic luminescence of
manganese. This mechanism explains the low photo-
sensitivity of CdMnTe and CdMnMgTe crystals. Elec-
trons appear in the conduction band as a result of the
cooperative process and leave it for energy levels of
manganese upon rapid cooling. Under these conditions,

the photocurrent pulse should be proportional to nf (®).
The results of processing of the ny(t) dependence
(kinetics of intracenter luminescence) and of the photo-
current pulse are in accord with this dependence.

The proposed mode correctly describes the experi-
mentally measured kinetics of 2-eV band attenuation for
the pumping levelsof Cd,sMn, s Te, which areclosetothe
minimum and maximum levels for the following param-
gersw, =7x10¢st (1=15us), =4 x 108 st cm’,
W, =5x10*s? andw, =2 x 10*s™.

For the maximum pumping levels, the rate of the
cooperative processisgn; . =4 x 10° s, whichisan
order of magnitude higher than the linear relaxation
rate w;. The maximum pumping corresponds to the fol-
lowing populations of levels 1 and 2: n; =9 x 10 and
n, = 2 x 10 cm3. For moderate pumping levels, the
experimental results are in accord with the model only
for dlightly different values of the parameters, which
callsfor the refinement of the model.

Another reason behind the nonlinearity of I (I,) can
be the two-stage (or two-photon) absorption of the light
in an individual Mn?* ion. In this case, the equations
determining the kinetics of population of levels 1 and 2
can be written as

dn,/dt = ol (t)n; —wyn, —wW,n,,
G(t) = alshv,

where g isthe cross-section of the two-state absorption
0 — 2vialevel 1. Inthiscase, the process can also be
described by four parameters from which three are
independent. An analysis of our experimental results
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proves that such a mechanism cannot satisfy our data
on the kinetics of the 2-eV band even at the maximum
pumping level. The fundamenta difference from the
model of cooperative process lies in that the two-pho-
ton and two-stage mechanisms are limited in time by
the duration of alaser pulse.

Thus, we have analyzed the nonlinearity of intrac-
enter luminescence of Mn?* ionsin DMS Cd,sMnysTe,
which is associated with cooperative quenching, and
estimated the factors suppressing the nonlinearity as a
result of introduction of the third cationic component
(magnesium) into this DMS.
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Abstract—A study is reported of donor EPR spectra in compensated 6H-SiC crystals with donor concentra-
tions (Np — N,) varied from 8 x 10% to 5 x 10% cm3, performed within a temperature interval from 77 to 170 K
at afrequency of 37 GHz. A second paramagnetic state of nitrogen in silicon carbide has been found to exist,
and it is associated with its excited 1SE) state becoming paramagnetic after thermal ionization of the donor
electrons from the 15A) to 1SE) level. The EPR spectrum of nitrogen in the 1SE) state is a single line with
an anisotropic width because of the unresolved hyperfine structure. A light-induced charge transfer between the
ground, 1S(A,), and excited, 15E), nitrogen states has been observed. The valley-orbit splitting and the energy
required to ionize donor electrons from the 1SE) to higher lying excited states have been determined for the
cubic nitrogen sites. The parameters of a structural defect, characteristic of n-type 6H-SiC compensated crys-
tal's, have been established. © 2000 MAIK “ Nauka/Interperiodica” .

Our previous study [1] of the EPR spectra of donors
in 6H-SIC with Np — N, varied from 2 x 10'® to 1 x
10% cm was performed in a broad temperature range
from 4.21t0 160 K at afrequency of 9 GHz, and at T =
4.2 K at 140 GHz. The high-temperature EPR spectrum
consisted of a single line (l\), while the spectrum
obtained at a low temperature featured two triplets of
hyperfine (HF) EPR lines of nitrogen at two cubic lat-
tice sites (I, 1), Which coincide in g factor at 9 GHz,
and a single line (I,) due to nitrogen in the hexagonal
position coinciding with the central line of thetriplet at
the frequency of 9 GHz.

The EPR spectrum of nitrogen measured at T=4.2K
and a nitrogen concentration (N — N,) = 3 x 10 cm3
saturated, which permitted one to detect, by properly
increasing the microwave power, asingle line I 5, which
coincided with the central line of the nitrogen triplet at 9
GHz. It was found to be impossible, however, to isolate
thel lineand to perform studiesin an intermediate tem-
perature range because of its overlapping with the higher
intensity EPR nitrogen lines. At the same time, when the
nitrogen EPR lines begin to weaken in intensity, asingle
line coinciding with Iy a 9 GHz appears again in the
EPR spectrum. This permitted the conclusion that the
low-temperatureline |5 and the high-temperature one I,
belong to the same paramagnetic center responsible for
the second donor state in silicon carbide.

Because the single EPR line |, was observed at
higher temperatures than the nitrogen EPR spectrum, it

was argued that this line belongs to a donor with a
deeper level than that of nitrogen. However, theioniza-
tion energy derived from the high-temperature falloff
of the I line, 60 meV, which islower than the nitrogen
ionization energy, could not be reconciled with the
above conclusion.

To establish the nature of the low-temperature, |y,
and the high-temperature, 1, lines in the donor EPR
spectrum, a study has been carried out of donor EPR
spectrain silicon carbide samples of the 6H polytype,
with donor concentrations N — N, varying from 8 x
10%to 5 x 10'® cm and different compensation ratios,
within atemperature range of 77 to 170K and at afre-
guency of 37 GHz. The use of an EPR radio spectrom-
eter with ahigher operating frequency of 37 GHz made
it possible to resolve the nitrogen EPR spectra due to
the three inequivalent lattice sites, to determine the
parametersof thel and I, singlelines, and to establish
that the I 5 line observed at high power levelsand the I,
line appearing in the EPR spectrum at high tempera-
tures are of adifferent nature.

1. SAMPLES AND EXPERIMENTAL TECHNIQUE

A study was made on compensated samples of the
6H-SiC polytype grown by the Lely and sublimation-
sandwich methods at 1900°C, which had an uncompen-
sated donor concentration N — N, that varied from 8 x

10Y to 5 x 101 cm3.
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Fig. 1. EPR spectrum of donorsin 6H-SiC with (Np —N,) =

4 x 10Y7 cm™3 obtained at two microwave power levels dif-
feringby 30dB, P, <P, v=37GHz, T=77K, H ||c.

The measurements were carried out within a tem-
perature interval of 77 to 170 K on an EPR radiospec-
trometer with an operating frequency of 37 GHz.

Thetemperature was controlled by means of aresis-
tive heater mounted on the resonator. The sample tem-
perature, measured with a germanium transducer, was
maintained to no less than 0.3 K. The UV light to illu-
minate a sample was supplied from a DRSh-250 lamp
through a UFS-1 color filter. The light was fed into the
resonator through a lightguide, with the sample
attached to its face end.

EPR spectral parameters of donorsin n-type 6H-SIC

Spectra g oo A AH, G
Ih 2.0048 2.0028 AH =25
+ 0.0002 + 0.0002 AH;=1.8
I 2.0040 2.0026 11.8
+ 0.0002 + 0.0002
lio 2.0037 2.0030 12.0
+ 0.0002 + 0.0002
I 2.0038 2.0028 AH; =6.0
+ 0.0002 + 0.0002 AHL; =45
Ib 2.0020 2.0029 AH; =4.0
+ 0.0002 + 0.0002 AHL;=3.0
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2. TEMPERATURE BEHAVIOR
OF THE EPR SPECTRA OF DONORS
IN 6H-SIC

Figure 1 presents an EPR spectrum of donors in
6H-SIC obtained at afrequency of 37 GHzat T=77K
using different power levels. At low power levels, the
EPR spectrum is actually a sum of two spectra, due to
the two nitrogen cubic sites. As the power level
increases, an additional single EPR line, 1, appears,
which can be isolated from the 37-GHz nitrogen spec-
trum and has the parameterslisted in the table. As seen
from the table, the anisotropy sign of the g factor of the
additional line (g > g;) is opposite to that observed
with donor states in silicon carbide, and its width is
anisotropic. This gives one grounds to assign the
observed linewith an unresolved HF structure (HFS) to
astructural defect of an acceptor nature.

Figure 2 displays a donor EPR spectrum of 6H-SIC
measured at 37 GHz within the temperature range from
77 to 140 K. Asthe temperature increases, the nitrogen
EPR line triplets fal in intensity, a process accompa-
nied by a growth of the single line I, at the center of
the EPR spectrum, with parameters different from
those of the I, (see table), which argues for the |, and
Ink lines having a different nature.

An analysis of the temperature behavior of the
donor EPR spectra carried out at 37 GHz showed that
not only the intensity and width of the EPR lines, but
also their HF splitting, are sensitive to temperature. As
seen from Fig. 3, as the temperature increases, the EPR
triplet lines due to the nitrogen cubic positions decrease
in intensity and broaden, and their HF splitting
decreases. Note that the HFS remains isotropic. This
process is accompanied by the appearance of a single
broad line I, which grows in intensity and decreases
in width. On reaching the maximum intensity and min-
imum width, theline beginsto behavelikethat of acon-
ventional paramagnetic center, whose signal broadens
and drops in amplitude with increasing temperature
(seeFig. 2).

A temperature-dependent behavior of the HF split-
ting of nitrogen EPR lines was observed earlier for
nitrogen states with small valley-orbit splittings in
6H-SIC [2] and 3C-SiC [3]. The HF splitting of the
nitrogen triplet was found to decrease at temperatures
from 30 to 60 K in 6H-SiC for the hexagonal nitrogen,
and from 11 to 40 K in 3C-SiC; this was accompanied
by the formation of a single line in the high-tempera-
ture region.

The decrease of the HF splitting was explained as
being due to athermally induced el ectron transfer from
the 1S(A,) to the closest excited 1SE) state separated
by the valey-orbit splitting. The temperature depen-
dences of the hyperfine splittings were used to deter-
mine the valley-orbit splittings between the 15A;) and
1S(E) nitrogen states in cubic silicon carbide, and for
the hexagonal position of nitrogen in 6H-SiC.
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Fig. 3. Temperature behavior of the EPR hyperfine structure
of nitrogen occupying cubic lattice sites in 6H-SIC. (Np —

Np) =4 x 10% cm=3, v =37 GHz, H ||c.

These data served as a basis for the assumption [4]
that the same pattern should also be observed for the
cubic nitrogen positions, but at higher temperatures
because of the substantially higher energies of their
ionization and the valley-orbit splittings. This assump-
tion has not, however, been supported thus far by the
experimental evidence.

The appearance and temperature behavior of the I,
linewidth, aswell asthe decrease of the hyperfine split-
ting of the nitrogen triplets at cubic lattice sites with
increasing temperature can be interpreted in the follow-
ing way.

Within the temperature interval of 100 to 140 K,
electrons are thermally transferred from the 15A,;) sin-
glet to the 1S(E) doublet nitrogen state, where the elec-
tron has zero probability of being located near the
nucleus. This results, on the one hand, in a decrease of
the hyperfine splitting of the nitrogen triplets corre-
sponding to the 15A,) nitrogen state, and on the other,
in the appearance of single lines with an anisotropic
width that correspond to nitrogen triplets in the 1SE)
state, with the HFS remaining unresolved because of its
small magnitude. When operating at 37 GHz, thesingle
lines due to the two cubic nitrogen positions coincide,
and the EPR spectrum features one I, linewith ag fac-
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Fig. 2. Temperature behavior of a donor EPR spectrum in
6H-SIC. (Np —Np) =4 x 101" ecm3,v =37 GHz, H || c.

tor intermediate between those corresponding to the
two cubic nitrogen positionsin the 15(A;) ground state
(see table). As the temperature increases, the intensity
of the single I line increases, while its width and,
hence, the magnitude of the unresolved HFS, reach a
minimum value and the largest anisotropy, where the
donor electrons aready reside in the 1§E) excited
state. The table gives the minimum width of the I, line
for two magnetic-field orientations derived for 6H-SIC
with (Np — Np) = 4 x 10 cm for a temperature T =
140 K. As the temperature is increased still more, the
Ik line broadens and decreases in intensity starting
from 140 K, due to the donor electrons being ionized
from 1S(E) to higher lying excited states or to the con-
duction band.

It should be pointed out that the temperature inter-
vals where the donor electrons are thermally ionized
from the 1§(A;) and 1SE) states will change, depend-
ing on the compensation ratio of the crystal under
study. For example, as the compensation ratio
increases, the electrons will become ionized at progres-
sively higher temperatures [1].

An analysis of the temperature dependences of the
nitrogen triplet HF splittings in the 15(A;) and 1S(E)
states and of the I, linewidth permitted one to obtain a
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number of energy characteristics of nitrogen donors, in
both the ground and excited states.

Figure 4 presents the temperature dependence of the
HF splitting of nitrogen occupying cubic lattice sitesin
the 15A,) state measured in the temperature interval
from 100 to 120 K. The observed decrease in the hyper-
fine splitting can be fitted by the following expression

A= Agl—e") (D)

with E; = 10 meV, where A, isthe hyperfine splitting of
the 1§, state, and Ep is the eectron ionization
energy from the 15(A,) level.

Presented in Fig. 5 isthe temperature dependence of
the Iy, linewidth, which can be divided in three sections
in the region from 100 to 170 K. Within the 100120 K
interval, the main contribution to this linewidth is due
to the broadening of the nitrogen triplet componentsin
the 19(E) state, which becomes manifest in the broad-
ening of the Iy, line, whereas from 120 to 140 K the
dominant contribution is due to the decrease of the
hyperfine splitting of the nitrogen triplets in the 15E)
state, which will bring about anarrowing of the I, line.
Thetwo different slopes of the temperature dependence
of the Iy, linewidth can be fitted by an exp(—Ep/KT)
function with E; = 34 and 21 meV, respectively, which
add up to give the electron ionization energy from the
1S(A,) to the 1SE) state separated by the valley-orbit
splitting: E, o = 34 + 21 = 55 meV. This value agrees
with the magnitude of the valley-orbit splitting derived
[1] from the temperature dependences of the EPR line
intensities of nitrogen occupying the cubic lattice sites.

Theionization energy obtained from the slope of the
temperature dependence of the I, linewidth in the 140—
170 K interval, where electrons are ionized from the
1S(E) state to higher lying excited 2p states or to the
conduction band, is 60 meV; this value agrees with the
ionization energies derived [1] from the high-tempera-
ture slope of the temperature dependence of the I, line
intensity in sampleswith different compensation ratios.

Thus, computer analysis of the temperature behav-
ior of EPR spectra of nitrogen in cubic lattice positions
and of the corresponding energy characteristics permits
the conclusion that, above 120 K, donor €lectrons are
ionized from the 15A,) to the 1) level, and that the
observed high-temperature |, EPR lineis due to nitro-
gen atomsin the 19E) excited state.

3. LIGHT-INDUCED CHARGE TRANSFER
IN NITROGEN PARAMAGNETIC STATES

The above conclusions can be complemented by a
study of the charge transfer in nitrogen paramagnetic
statesin n-type 6H-SiC samplesilluminated by light in
the intrinsic absorption region. Figure 6 presents a
donor EPR spectrum obtained on n-type 6H-SiC sam-
plesat T= 77K after their cooling in the dark and under
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UV illumination. One readily sees that crystals cooled
inthedark at T =77 K produce two triplets of hyperfine
EPR lines due to nitrogen occupying the two cubic
positions. When the samples are cooled under UV illu-
mination, the EPR spectrum obtained at T = 77 K rep-
resents asingle linewith ag factor coinciding with that
of the Iy line. After switching off the UV light at the
low temperature, the EPR spectrum does not change,
and only after the crystal has started to warm up in the
absence of UV illumination does the single line begin
to drop in intensity, with its width varying by the law
characteristic of the I line (see Fig. 5), to finally dis-
appear above 200 K.

The observed behavior of the donor EPR spectra
obtained on crystals cooled under UV illumination
indicates that the nonequilibrium electrons created by
asinterband light at a high temperature (T > 140 K) are
trapped by ionized nitrogen atomsto the 15E) level, to
remain frozen-out on this level as the temperature is
lowered still more. This can be explained by the fact
that, for T> 120 K, donor electrons are already capable
of localizing at the 1SE) level, whereas their trapping
by the 1S(A,) level can only occur at alower tempera:
ture. The trapping of electrons to the 1§A,) level can
only take place when they are thermally ionized from
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the 1SE) level, but not when the temperature is low-
ered.

Thus UV illumination can be used for optical
recharging of the ground and excited nitrogen states.
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Abstract—A variational method is proposed that allows one to take into account electron—electron correla
tions. The variational parameters are the coordinates of the center of aone-particle atomic orbital. The displace-
ment introduced in thisway also makesit possibleto graphically describe the redistribution of the electron den-
sity under an anisotropic external action interms of afiniteinitial basis. A generalization of the traditional MO-
LCAO schemein the framework of the model proposed is considered. © 2000 MAIK “ Nauka/Interperiodica” .

The description of electron correlations is a funda-
mental problem in the theory of atoms, molecules, and
solids. Thisproblemisespecially important for systems
with a high density of excited states, in which even a
small perturbation may lead to aradical rearrangement
of the energy spectrum, as well as to a modification of
the ground state, in particular, to the formation of a
strongly correlated state. In such a situation, a satisfac-
tory description of the ground state of the system in
terms of the initial unperturbed basis requires a large
number of functions, and hence is difficult to be imple-
mented in practice and not very informative. This also
applies to atomic systems for which a description of
some specific correlation effects in the Hartree—Fock
approximation requires a large number of configura-
tions. A version of the variational method for the search
of the energy and the wave function of the ground state
of the system may serve as an aternative approach in
this case.

In this paper, we consider adirect variational proce-
dureinwhich the variational parameters are the coordi-
nates of the center of a one-particle atomic orbital as
one such version for a many-electron atom or a cluster.
The displacement introduced in this way provides a
visual interpretation of the change in the electron den-
sity distribution, which allows one to use symmetry
arguments for constructing atrial wave function. In the
traditiona MO-LCAO scheme with a limited set of
one-particle functions, displaced electron shellsmakeit
possible to take into account additional multipole—-mul-
tipoleinteractions and to obtain new states with unique
properties.

By way of an example demonstrating the potential-
ities of the model, we consider, in the first part of this
work, a two-electron configuration located in a central
Coulomb field and constructed from s-type one-particle
functions displaced from the center of thefield. In order
to illustrate physicaly simple features of the model

with the help of specific analytic calculations, avoiding
the use of alarge number of variational parameters, we
choose the simplest form of the radial dependence of
the one-particle function (6) with a single variable
parameter Z playing the role of the effective charge. An
analysis of the energy functional leadsto the conditions
in which the energy minimum corresponds to an elec-
tron configuration with nonzero displacements. In a
certain situation, the minimum energy corresponds to
severa different directions of displacement. In this
case, in analogy with the description of the collective
motion of nucleonsin nuclel [1] and the effects of non-
adiabaticity in molecular spectroscopy [2], correlated
physical states are introduced in the form of a superpo-
sition of displaced biorbitals degenerate in energy.
Such states can make a correlated contribution to the
orbital current. In the last section, a generaization of
the traditional MO-LCAO scheme in the model of
mobile electron shellsis considered.

1. GENERAL ANALYSIS
OF A TWO-ELECTRON CONFIGURATION

Let us consider the problem of two electrons in a
given atomic potential, i.e., the ssimplest situation in
which electron-€lectron correlations appear. The
orbital part of the singlet two-electron wave function
formed from displaced one-particle orbitals can be
written as

l'IJ(rlv r2; o, ﬁ) (1)
= N W —a)W(r—B) + w(r —B)W(r,— )],

where a and § are the displacement vectors of one-par-
ticle orbitals (Fig. 1), and n isthe normalization factor.
Henceforth, we shall consider only real one-particle
functions of the s-type. In this case, we have

n? = 2(1+S(a, B)), )
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where S, PB) is the overlap integral for one-particle
orbitals. The Hamiltonian of the problem, written in
atomic units (e, = me*/ h? = €’/ a,, a, = #?/me?), hasthe
form

A=-F-22-20 T )

The variational procedure is carried out for the total
energy functional of the system

E{W¥} = W|A|YO= E(a, B). %)

Taking into account expression (1), we obtain

E(a, B) = " Sz( l5)[2t(0z, a)

—Zo(u(e, @) + u(B, B)) +23(a, B)t(a, B)
—2ZS(a, B)u(e, B) + c(ax, B) + a(a, B)],

where the following matrix elements have been intro-
duced: t(a, o) for the kinetic energy of an electron
between the functions of the same center, u(a, o) for
the interaction of an electron with the central atomic
field between the functions of the same center, t(a, B)
for the kinetic energy of an electron between the func-
tions of different centers, u(a, B) for the interaction of
an electron with the central field between the functions
of different centers, and c(a, B) and a(a, B) are the
direct and exchange components of the electron—elec-
tron interaction, respectively. The expression for t(o,
«) is a one-center integral, whereas Sa, B), u(a, o),
t(a, B), c(e, B), and a(e, P) are two-center integrals
and u(a, B) isathree-center integral.

(%)

In the subsequent analysis, for one-particle orbitals
we shall take the Slater functions characterized by the
index k and the effective charge Z:

W(r) = Ny, r'e™, (6)

where the normalization factor has the form

k+3/2
Ny = __(_Z_Z_)___.__ 7)

JAT(2K + 2)!

The expressionsfor matrix eementsaregivenin Table 1.

Reasoning only from expression (5) and the form of
the matrix elements, we can formul ate some statements
concerning the extreme values of the vectors a and .
Introducing the vectors

q. = 3(a+P), 9 =3@-p)  ©
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Fig. 1. Displacement vectors a and B that characterize the
position of the centers of one-particle orbitalsrelative to the
atomic center.

and using a coordinate system with the center at g, = 0,
we note that g_ appears only in the expressions for

u(a, o) + u(p, p) and u(e, P):
u(e, a) +u(p, B)

= [ frq |(uf(r ~q) +Y(r +a),

9)

(ot B) = [T ~a)00 +a)

These expressions are invariant to inversion in the
space of displacement vectors, and hence g, = Oisa
singular point in the space of the vectors q,. If the one-
particle function Y is of the s-type, the surfaces E{ W} =
const in the space of the vectors g, are spheres, and the
point g, = 0 iseither aminimum or a maximum. In the
general case of an arbitrary angular dependence of the
one-particle function y, the point g, = 0 can aso be a
saddle point.

It isclear from physical considerations why we sin-
gleout the point g, = 0: if & =—P, such a configuration
can minimize the electron—electron repulsion for the
given interaction with the central field. This is con-
firmed by the results of numerical minimization of the
energy functiona for the 1s? configuration (k = 0) pre-
sented in Tables 2 and 3. Thus, we can restrict our con-
sideration to the function

W(ry,ry Q)
i (10)
=n [Wri—aq)(ra+q) +P(r, +q)w(r,—a)l,

which reduces the number of variational parameters
considerably. For the functions (6), the total energy
functional depends only on g = |q| and not on the direc-
tion of q.

The parameter Z played the role of afree parameter
in the above calculations. This parameter isresponsible
for the additional mechanism of the electron density
redistribution, along with displacements of electron
shells. Inthe case of an isolated atom, Z can also be nat-
urally regarded as a variational parameter since, in this
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Table 1. Explicit form of calculated matrix elementsinvolving displaced orbitals

Definition Matrix elements for one-particle states Y (r) = N,  r*eZ, where N - (222
P Pi(r) = N, 2% ke )
t(o, o) A 2
0o z
Jar b (NFEZEN(T) ST
u(ar, o) dr 2 a2k +1 ol
Pi(r— o) A1 € | (2% .
Ir ;— Z %_2k+25 T ,wherea = Za
S B) [drdy(r o) (r - B) " e whaep=Zapy AP = e LyCn i
) Z p°, wherep = Zja — |, A| _I—m z (_)Etj—lm s}
=max{0,2j—-n-1}
S
K () _ 2 A" (htn+2-2))!
_ nn . -
Tk m, C, 2 21 1 s=2)) are the expansion coefficients
n+n+3 ) n+n+2 .
J’Ix—alne_‘x_“‘lx—ﬁl”e“x_mdx =P ) pclh™
s=0
t(a, B) A - 2k+2 2k+1
J’drlpk(r —a)E—EHJJk(r -B) _ZZE(Z_E_TZ_)_{ z o C(k W _a(k +1) z o C(k =D 4 ak(k + 1) z o C(k k- 2)}
c(a, B)

;“ wku — ) Y(r,—PB)

N 2kZ+1p|2'(2k+2—1)_ e o W
p (2k+2)p & I 22k )2k +2) Sy

2k+1
where G = 2/ §2k_+2;l)c(2k1 1)

j
j = max{0, 1 —2k—1} 2'j!
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Table 1. (Contd.)

Definition Matrix elements for one-particle states (1) = N,y 2, where N = — 22122
p Pi(r) = N 2 a2k T 21
a(e, B)| dr,dr 4k+5  k+1 2k+2
[ -2 -B) z—L 5 (4s+1) z p"FE D () ez V() - 2¥ D(2p)}
=12 [(2k+2) 1P
x LIJk(rl_B)qu(rZ_a) m 2 min{j, m—s}
<(m) (m)
where anﬂr?(p) = ﬁ z B(m S)(ZIJ")']-’ B(m s) _ z (m s)bﬁs)r, z(m)(x) =5 m(X) n+zzsn:1(X' 1);
T n+1 P r =max{0, j —s}
=7
m-1,_. +n+1 t
{m) 2i+n+ 1) ~( ) X
SMcg = y EE0EDpMY 5 (),
i=0 X t=0
_xmM-s 2s+2i+n __(9)
<(m) e (ms O-2|+n (1)
Zsn(X) =52 % Z > N
I'=0
I+n_2x |+n (2X)
x| In2yx - | - (1) "B (-2x) + (1) z g
|E‘)(m s) min{l, m-sk (m s)D(s) (m ) _ (= 1)m 1gn[|225+2(2m—2l)!(m—l+s+ !
' z i~ O O(m-1-s)!(2m=2l + 25+ 2)!’
I =max{0,i—-s+1}
s | ©
(S)gy — (9_(2r+t)! cor+t, _ 1. _ DBy = (& g
0. 1(8) = z b, 2r i I)IE s S = t:%ﬂt,y 1.78107; Ei(—x) Itdt,
r:maxElp,l_HlE
[} O
coefficients b and D{® define the L egendre polynomials P(X):
|
_ 9,2 (9 _ (=D (2s+ 21)! _ . _
Po(x) = g b7 x", by 225 s+ NI @] and the second-order L egendre functions Q,(X):
1 AX*1 21+ 1) —1)'(4t +3)(2t + 21 + 2)!
Qu(x) = st(x) Z D(S) L DI(S) (2(| +)1)| Z 2t+1 SR X )
%, (25—2t—1)(S+t+1)(t—1)I(t+] +1)!
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Table 1. (Contd.)
Definition Matrix elements for one-particle states (r) = N, r"e%, where N | = ——&%—Z()J%
TT +2)!
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i=0
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case, the atomic potential isthe only factor forming the
electron density profile:

E{¥} =E@Q2)=(a=0q,p=-q;2). (11)

It should be noted, however, that acorrelated state of
the type of displaced el ectron shells can be formed with
a high probability in a crystal from the given set of
functions with a definite value of Z (e.g., with that min-
imizing the energy of an isolated atom) to minimize a
given crystal potential characterized by a parameter Z,.
It is aso obvious that the variation of the parameter Z
leads only to acertain isotropic variation of the electron
density. Consequently, in the case of an anisotropic per-
turbation, it isimpossible to describe the rearrangement
of the electron density just by the variation of the effec-
tive charge. On the other hand, this problem canin prin-
ciple be solved easily by using the displacement q with-
out resorting to alarge number of configurations.

2. EXPANSION OF TOTAL ENERGY
FUNCTIONAL

The function (10) possesses the following property:
its expansion in powers of g near g = 0 containsno lin-
ear term. Indeed, since

oy(r-q) _ _0y(r+q)
aq q=0 aq q:O’

the first derivative of the function (10) vanishes at q =
0. Consequently, the functional E(q, Z) defined on the
functions (10) has an extremum at q = 0, whose typeis
determined by the sign of the quadratic term E®@ in the
expansion of E(q) in powers of q:

(12)

E(q) = E? + EP¢% (13)

For the functions (6), the total energy functional is
independent on the direction of g, and hence we can
assume that displacements occur along the z-axis. The
expansion of function (6) in powers of g has the form

W(r-a)=a(r)-b(ra-3c(d’,  (14)
where

a(r) = W(r=a)lg-o = Nz r'e™, (15)

_ 0y(r—q)

b(r) = =V
9z fq=o (16)

= Ny (kr*"*—zr*)e™ cos,
2
o(r) = 0 UJ(VZ—Q) = Ny [k 2oz

0 |4=o0 (17)

+(k(k=2)r* 2= z(2k—1)r* ' + Z’r*Ycos’B]e ',
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Table 2. Results of minimization of the energy functional
E(a, B) for 2 =2,

z a B ¢ E(a, B)
15 0.078 0.078 3.1415 | -1.3140
16 0.068 0.068 3.1415 | -1.5614
17 0.059 0.059 3.1415 | -1.8287
18 0.051 0.051 3.1415 | -2.116
1.9 0.046 0.046 3.1415 | —2.4236
20 0.043 0.043 3.1415 | -2.7510
21 0.041 0.041 3.1415 | -3.0984
22 0.038 0.038 3.1415 | —3.4658
2.3 0.036 0.036 3.1415 | -3.8533
24 0.034 0.034 3.1415 | —4.2608
2.5 0.033 0.033 3.1415 | —4.6882

Note: a =|e, B =B, and ¢ isthe angle between the vectors o and B.

Table 3. Results of the minimization of the energy functional
E(a, B) for Zand Z,=2.0

z a B ¢ E(a, B)
15 0.0 0.0 - —2.8125
16 0.0 0.0 - —2.8400
1.7 0.0 0.0 - —2.8475
1.8 0.0 0.0 - —2.8350
1.9 0.011 0.011 3.1415 | —-2.8026
20 0.043 0.043 3.1415 | -2.7510
21 0.065 0.065 3.1415 | —2.6809
22 0.084 0.084 3.1415 | —2.5931
23 0.102 0.102 3.1415 | —2.4877
24 0.118 0.118 3.1415 | —-2.3650
25 0.132 0.132 3.1415 | —2.2253

Note: o =|a, B =B, and ¢ isthe angle between the vectors o and B.

the angle 6 being measured from the z-axis. Table 4
containsthe expansion in powers of g of various matrix
elements, aswell asthe quantities EQ and E@ to within
guadratic terms.

The expression for E@ allows us to formulate a cri-
terion for a nonzero displacement of the electron shell
for the case when the one-particle state is chosen in the
form of an 1s-function (k= 0). The displacement differs
from zero if Z > Z,— 3/16; otherwise, the displacements
of the electron shell from the atomic center are equal to
zero. This agrees with the numerical results presented
in Table 3.

Thus, for hydrogen-like 1s-functions (for Z = Z,),
the electron configuration with g = 0 gives an energy
gain as compared to the initial undisplaced configura-
tion. When Z is assumed to be a variable parameter,



852

PANOV, MOSKVIN

Table 4. Expansion of various matrix elements and of the energy functional E(Z, q) in powers of displacements of the elec-

tron shells to within quadratic terms

General formula

Explicit form of the expansion accurate to of

S(q.~g) =1-q°2fdrb’
_ 1
(g, q) = ~3[drasa

u(a, @) = [La + [ L (b7 + ac)

t(q,—q) = —%Udr ala+ qzjdr cAa}

u(a,~a) = [ Lo’ + o[£ (b7 + ac)

dr,dr,

x (-2a,b,a,b, + albz + alazcz)

c(g,—q) = j

dr,dr dr,dr
a(q, o) = [ beked + 2y I -alt + ey

g© -

dr,dr
dr 22 Zai

drada-2Z,(—a a,
o | 2

o

E® = —[dr cAa— [drahafdr b®- 27,
(Iac+‘[dr aZJ’d b2|j+ 2J'dr1dr2

x [afazc2 —a;b,a,b, + alazfdr b’ ]

2 22
el Yoy

2(2k+ 1)

k#0

el 3(2k+ D) (k+ 1)’

20 1 (4k + 3)! O_ 273
k+1 o%*+2roK 4 )20 3x

(4k +2)!
2% (2k+2)17?

o1l (4k + 3)! Oy
Ck+1 24k+2[(2k+2)']2D

w0 4 (4k + 2)! O
T3(2k+D)(k+1) " 35 2% T2k + 2170

qZ

3Ix2

ZZ—ZZOZ+gZ,k =0

2 277,
2+l kel
+30K=0

3
4z
3 % ~Zo* 7600

44(k+1) 53
3(4kP-1)  3x

ol (4k + 3)! Okz0
k1 p%+ 2o 4+ 2120

(4k + 3)!
(2k + 1)[(2k + 2)!]°

,k#0

4k+1

Note: Here o=

the minimum of the functional E(Z, q) for k = 0 is
attained at the point q.;, = 0 and Z,,,, = Z, — 5/16,
which agrees with the well-known result obtained by
the direct variational method in the theory of a helium
atom [3].
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[r1 —r5], and the subscript i on the functions a, b, and ¢ indicates the dependence on r;.

The expression for E@ aso implies that, for any Z,
and Z, the total energy functional on the functions (10)
with one-particle ns-states (6) with k = 0 hasaminimum
for q # 0; that is, the displacement of electron shellsis
always nonzero for states of the form indicated above.
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The expression for E© allows us to determine the
effective charge Z minimizing the total energy of the
ns?-configuration for q = 0:

2k+1

Zoin = Loy 51
C2k+1 (2k+1)(4k+3)0 (18)
Dk + 2 24k+3[(2k+ 2)!]2D

This expression tendsto Z;.., = 2Z,—1ask — .

The results presented in Table 4 clarify the reason
behind the different behavior of the electron shellswith
k=0 and k # 0 as they are displaced from the atomic
center. A one-particle function with k # 0 basically dif-
fers from that with k = 0 in that the former vanishes at
the point r = 0 (Fig. 2). The interaction energy of the
electrons with the centra field is the most sensitive in
this respect. Owing to this energy and to the fact that
thewavefunctionwith k=0isnonzero at r =0, thetota
energy of the system sharply increases as the electron
shell is displaced from the atomic center. In contrast,
the vanishing of the wave function withk#0atr =0
leadsto a considerably weaker dependence of the inter-
action energy with the atomic center on the electron
displacement, which is manifested in the vanishing of
the quadratic term in the expansion of u(g, —q). The
case of k=0isalso not covered by the expressionswith
k # 0 for the integral t(q, —q) describing the relative
motion of electron shells. The integrals associated only
with the overlapping of electron shells (Sq, —q),
c(q, —q), and a(q, —q)) are described by auniversal for-
mula applicable to both cases of k =0 and k # 0. Sum-
marizing what has been said above, we can state that, for
k # 0, the gain in the electron—electron interaction
energy upon a displacement of electron shells is not
compensated by the loss in the energy of interaction
with the atomic center, as in the case k = 0, where the
electron density is nonzero at the center.

Itisintuitively clear that the emergence of anonzero
electron density at the center of the potential must also
give a gain in energy. This alows us to indicate the
most favorable directions in the displacement of the
electron shellsin the case of an anisotropic wave func-
tion with zero at r = O: for example, this must be the z
axis for the p, orbital and x and y directions for the

dxz_yz orbital. Since the gains in the energy of interac-
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Fig. 2. Slater orbitals Y(r) (expression (6)) for several first
integer values of k; z= Z% (Table5).

min

tion between electrons and with the atomic center are
added in this case, this may lead to rather deep minima
on the energy surface E(q, Z), located at considerable
distances from the point g = 0. Thisis confirmed by the
results of numerical minimization of the total energy
functional presented in [4] for the np? configuration.

3. THE FORM OF THE TOTAL ENERGY
FUNCTIONAL E(q, 2)

The general expressions of matrix elements for an
electron configuration with & = q and p = —q can be
obtained from the formulas givenin Table 1, if we con-
sider that p = 2Zg and a = Zq. In the expression for
u(a, B), we must goto thelimit§ — Oandn — O.
In terms of the variable p = 2Zq, this expression
assumes the form

2k +2 2k+2

U@, ~0) = Zgge 3 (4s+ DBV (p). (19
s=0

For k = 0, the expressions for the matrix elements coin-
cide with the well-known results for the helium atom
and the hydrogen molecule [5, 6].

Theresults of minimization of the functional E(q, Z)
for several first integer values of k (k = 0,..., 4) are
given in Table 5. The behavior of the total energy func-

Table 5. Results of minimization of the energy functional E(Z, q)

k Emin Omin Zin Emin(d=0) = Enin | Zmin(d=0) —Zyip,

0 —2.84766 0.0 1.6875 0 0

1 —2.22965 0.3437 2.7110 0.2205 —0.2559

2 -1.79140 0.5061 3.2084 0.3463 -0.5204

3 -1.48131 0.6385 3.4999 0.3638 —0.7030

4 -1.25036 0.7644 3.6778 0.3424 -0.8192
PHYSICS OF THE SOLID STATE Vol. 42 No.5 2000
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Fig. 3. Plots of the total energy functional E(q, Z) for Z =
% (Tables).
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Fig. 4. Variation of the shape of the one-particle function
W(r) for k= 1 with parameter Z. The bold curve on the sur-
face corresponds to the radial profile of the one-particle
(1)
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Fig. 5. Dependence of the displacement g of an electron
shell minimizing the total energy on the preset parameter Z.
Points correspond to the minimum values of the total energy
for agivenk.
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tional as a function of g for Z = kam isillustrated in
Fig. 3.

For k # 0, a displacement of the atomic shells takes
place. The decrease in energy relative to the minimum
possible value in the absence of displacements of the
electron shells and the displacement itself are quite sig-
nificant (0.22-0.36 a.u. for energy and 0.34-0.76 a.u.
for g, The dependence of the parameters correspond-
ing to the global minimum of the total energy func-
tiond, i.e.,, Oy, ad Z,, On the number k is fully
explained by the form of the electron density distribu-
tion for functions with various values of k. It can be
seen from Fig. 2 that, as the number k increases, the
one-particle functions (10) become more delocalized
and the value of the electron density in the neighbor-
hood of r = O increases. The gain in the system energy
can be dueto adecreasein theintensity of the electron—
electron interaction (decrease of the positive contribu-
tionfromt(q, —q), c(q, —q), and a(q, —q)) and dueto an
increase in the electron interaction with the atomic cen-
ter (an increase in the magnitude of the negative contri-
bution from u(q, g) and u(g, —g)). The increase in gy
with the number k is associated with the delocalization
of Y (r) upon an increase in k; a smaller overlapping
and, accordingly, a weaker interaction between the
electrons are observed for larger values of g. Another
mechanism ensuring the decrease in overlapping is
associated with an increase in the parameter Z, which
correspondsto a stronger localization of Y(r). Figure 4
shows the variation of the wave function upon an
increase in the parameter Z on the example of the func-
tion Y(r) with k = 1. With increasing Z, the magnitude
of the negative contribution to the total energy from the
interaction with the atomic center also increases; how-
ever, the positive contributions, including the kinetic
energy, increase aswell, resulting in the attainment of a
certain  compromising value. Consequently, the
increase in this parameter with k is also associated with
adecrease in the localization of Y(r) with increasing k.
Figure 5 shows the dependence of the displacement
minimizing the total energy on the preset parameter Z.

4. DYNAMIC DISPLACEMENTS
OF ELECTRON SHELLS

Figure 6 shows the form of the electron density dis-
tribution for k = 1 in the absence of displacements and
in their presence; in both cases, the wave functions
minimizing the total energy are used. The symmetry of
the displaced electron density distribution (Ch) vio-
lates the initial spherical symmetry of the system,
which can be restored if we take into account configu-
rations equivalent in energy but having other directions
of the displacement vector.

Thetota energy functional can possess a continuum
of equivalent minimain the space of displacement vec-
tors. In this respect, we can speak of variational degen-
eracy in the system. The existence, aswell as the shape
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and other parameters of the continuum of minima,
depends only on one-particle states and the parameters
of the central field. In the case of the ns? configuration
considered above, we fixed only the difference in the
displacement vectors for the one-particle orbitals: |p| =
oo —PB|=2q (for @ =qand p =-q), and, hence, the con-
tinuum is a sphere in the space of vectors q. This
restores the spherical symmetry of the problem. Analo-
gous to the description of the collective motion in
nuclei [1] and the “method of generating coordinates’
in molecular spectroscopy [2], we can construct linear
combinations of the biorbitals W with various vectors

qmina
Wi = (ry,ry) = Iw(rli r,; 0,—q)f(Q)dQ, (20)

where the integration is carried out over a spherein the
g space. Such a combination may have alower energy
due to “nondiagonal” (in g) contributions to the total
energy functional, which takeinto account the “interac-
tion” of biorbitals. Thevariational procedure with func-
tions (20) leads to the following integral equation for
the function f(Q):

Ide(Q)[K(q,q')—El(q,q')] =0,
where

K(g, ') = O¥(q,-q)IA¥(q, -9)T
1(g,9") = ¥(q,—q)|¥(q',—q")0

A symmetry argument [1, 2] leadsto trivial solutionsto
(21) in the case of an ns? configuration:

f(Q) = Yiu(8, 9). (22)

In other words, for an ns? configuration with displaced
shells, we can introduce a set of orthogonal states

Yoy = Nuw [ Yo (Q) W(0, —0)dQ,

transforming according to irreducible representations
of therotational group. Such states can bereferred to as
dynamic states, since they might be responsible for the
correlation contribution to the orbital current. The spec-
trum of these states may have nothing in common with
that of a spatial rotator. It should also be noted that the
electric (dipole, quadrupole) or magnetic susceptibility
in the states corresponding to dynamic displacements
of the electron shells can be abnormally large, their
magnitude being determined by the electron—electron
correlation effects.

(21)

(23)

5. MO-LCAO METHOD FOR DISPLACED
ATOMIC ORBITALS

A generalization of the standard M O-L CAO method
proposed in [7] presumes the inclusion in the varia
tional procedure for a cluster, instead of the traditional

set of molecular orbitals (MOs) ¢, (r, 0), i.e,, sym-
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Fig. 6. Two-electron density distribution in the planez=0
inthe state W(r 1, r,; q, —q) for k=1 and Zy = 2: (a) with no

displacement of the electron shells (Z = 79 for g=-0(a);

min

and (b) with displacements, Z= 22 q= (g . 0,0).

metrized combinations of atomic functions centered at
equilibrium positions of the nuclei (qr, = 0), of a new
set of displaced MO of the type

¢roVo(r’ qu) = -,I\—ql'vq)royo(r’ O)!

where gr, isasymmetrized displacement coordinate of

atomic shellsin the cluster and 'T'qry isthe symmetrized

displacement operator. Such an approach is a natura
generalization of the model of displaced electron shells
to a cluster comprising many atoms. Other methods of
constructing MOs from displaced atomic orbitals are
indicated in [7].

The symmetry group of thewave function (24) isthe
intersection of the kernels of the representations Iy and
G. In contrast to symmetrized coordinates of nuclear
vibrations in the cluster, the vector qr, is fixed and
specifies a certain distorted distribution of the electron
density. If ' # A, the function (24) will not possess
“good” transformational properties (i.e., it will not

(24)
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belong to a certain irreducible representation of the
symmetry group of the undistorted cluster). This situa-
tion is similar to the case of a single center, in which a
displacement of one el ectron from the center lowersthe
system symmetry to the minimum possible (axial) sym-
metry.

Assuming that the minimum energy corresponds to
a configuration minimizing the el ectron—electron inter-
action under equal other conditions, we can introduce,
analogous to the case of a single center, the following
wave function for atwo-particle configuration:

Wr v ry(Fu r2 QE;,)

5 (1) 2(2)
= N(1+ PlZ)TqﬁgT—qu)royo(rlv 0)¢r,,(r2 0),

Y

(25)

where N is the normalization factor, P1» isthe transpo-
sition operator for the electron coordinates, and 'T'SF)V is

the operator of a symmetrized displacement g,
which istransformed according to an irreducible repre-

sentation "'y and actsin the space of the coordinates of
the ith electron. The upper sign corresponds to the sin-
glet wave function and the lower sign, to the triplet
function. The transformational properties 'y of the
two-particle wave function (25) are determined by the

product I'y = Mgy X [f\?]2 for the singlet and by 'y =
Moo X Ty for thetriplet.

In conclusion, let us record the main features of the
model of mobile electron shells. The inclusion of €lec-
tron correlations often involves alarge number of func-
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tions in the zeroth approximation. We have demon-
strated that, in some cases, the redistribution of the
electron density in a system can be described by using
avariational procedure in which the coordinates of the
center of one-particle functions are varied. The physi-
cal clearness of this variational parameter enables one,
among other things, to simulate the response of the sys-
tem to an anisotropic perturbation in abasically simple
way without resorting to a large number of configura-
tions. We have considered specific correl ated states that
can make acorrel ation contribution to orbital current. A
generalization of the MO-LCAO scheme with alimited
set of one-particlefunctions, which makesit possibleto
take into account additional multipole-multipole inter-
actionsin acluster, is also considered.
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Abstr act—The 2E-*A, luminescence spectraof Cr3* ionsin Al,O; are investigated in the course of transitions
between the structural forms y—3-8—a. The spectral lines observed are assigned to Cr3* ions in these structural
forms, which are identified by an X-ray powder diffraction analysis. The lifetimes of the Cr3* excited statesin
transient forms of Al,O5 are measured. Investigations of the luminescence spectra of Al,O5 : Eu®* demonstrate
that the Eu* ions can form regular centers only in a-Al,O5 and, unlike the Cr3* ions, give no rise to similar
centers in moderately ordered 6-Al,05. © 2000 MAIK “ Nauka/Interperiodica” .

1. INTRODUCTION

It is known that aluminum oxide under normal con-
ditions can occur in different crystalline forms (also
referred to as phases). It is conventional to denote these
forms by the Greek lettersa, B, v, 6, N, K, X, and 6. The
a form of Al,Oz namely, corundum or sapphire, has
received the most study. On the other hand, other meta-
stable crystalline forms—the so-caled transient
forms—are also of considerable interest. The reason is
that many of them are used in practice (adsorbents, cat-
alysts, coatings, and abrasives). In particular, -Al,O; :
Na is the superionic conductor. All transient forms of
Al,O3 have a disordered crystal lattice and represent
more complex objects than a-Al,O; [1]. The structure
of all these different forms can be considered a disor-
dered spinel structure with a various degree of distor-
tion. The unit cell of the AB,O, spinel (where A = M?*
and B = Mée*) contains 32 O? ions, which comprise a
cubic close packing, and 24 cation sites including
16 octahedral and 8 tetrahedral ones. For transient
forms of Al,Os, the unit cell contains 21 1/3 Al3* ions,
which occupy the possible cation sites with a various
degree of disorder [1]. This inhomogeneous distribu-
tion of cations over the sites and a so the distortion of
oxygen sublattice, which leads to the lowering of its
symmetry, are responsible for the variety of Al,O4 tran-
sient forms. The transitions between crystalline forms
of Al,O; areirreversible and proceed at certain temper-
atures. The structural transformations of Al,O5 aso
depend on the choice of the starting material [1].

The spectroscopy of impurity rare-earth ions and
ions of the iron group in dielectrics provides informa:
tion on the structure and dynamic processes in crystals.
The spectra of impurity ions can be used in determina-
tion of the phase composition in different dielectric
materials, specifically, in Al,O; [2]. However, no sys-
tematic investigationsinto the spectra of rare-earth ions

and iron group ions in different forms of Al,O; were
performed. Mention should be made of the only work
[3], in which the measurements were carried out with a
low spectral resolution. In the present work, the spectra
and kinetics of luminescence of the impurity ions Cr?*,
Eu®*, and Mn* were investigated in the course of struc-
tural transformations in Al,Os.

The problem of incorporating rare-earth ions into
the corundum lattice at a large difference in ionic radii
has attracted particular interest [4-9]. Inthe majority of
works, the incorporation of rare-earth ions into corun-
dum was investigated by the ion implantation method
[4-6]. Thereisalso evidencefor applying amore* stan-
dard” method of crystal growth [7]. However, rare-
earth ions do not necessarily form regular centersin the
corundum lattice, which bring about the appearance of
narrow linesin the spectra. Based on the performed cal-
culations, Verdozzi et al. [8] madetheinferencethat the
rare-earth ions substitute for aluminum in corundum,
and in this case, the rare-earth ions are strongly shifted
(by 0.5 A) with respect to the AlI3* site. According to
[8], the shift is observed along the trigonal axis of the
crystal toward the octahedral cavity, which is not occu-
pied by the AI®* ion, and causes a strong distortion of
the local structure. In our earlier work [9], a-Al,O; :
RE®* was obtained from y-Al,O5 : RE3*, which was pre-
pared by the “sol—gel” technology through a series of
structural transformations. One of the purposes of the
present work was to reveal the stage of the structural
transformations of Al,O,, at which the Eu* ions form
regular centers.

2. EXPERIMENTAL TECHNIQUE

The samples of high-porosity nanocrystalline trans-
parent y-Al,O3, which was obtained by the sol—gel pro-
cedure described in [10, 11], served as the starting
materials. A small additive (0.05-1 at. %) of the rare-
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Fig. 1. Luminescence spectra of Al,Og : 0.05 at. % Cr3*

annealed at different temperatures. The annealing tempera-
ture Ty, and dominant crystalline phase in the sample

(according to the X-ray scattering data) are indicated at the
curves. Conditions: excitation by an Ar laser, Age =
514.5nm, T=77K.

earth ions or iron group ions was introduced into the
samples in the process of the sol—gel synthesis. Then,
the samples were annealed at different temperatures
T,ninair for 1 h. The crystal structure was determined
by an X-ray diffraction technique. The fluorescence
spectra of the impurity ions were investigated by using
adouble grating monochromator at T = 77 K with exci-
tation by an Ar laser or a Hg lamp. The luminescence
decay kinetics was measured by the mechanical modu-
lation of the exciting Ar laser beam and the recording
of the luminescence with time resolution.

3. RESULTS AND DISCUSSION

The 2E—*A, spectra of Cr3* luminescence in the
course of structura transformations are displayed in
Fig. 1. The annealing temperatures T, are given at the
curves. The Greek |etter near each spectrum denotesthe
dominant crystalline phase in the sample, which was
annealed at the given temperature. The phases were
identified from the X -ray scattering data. The spectrum
corresponding to y-Al,O; was described in [12]. The
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extremely strong inhomogeneous broadening (150 cm™)
of the 2E—*A, (R-line) electron transition is observed,
which masks the splitting of the excited °E state. The
long-wavelength part of the spectrum corresponds to
the vibronic transitions. Similar spectraare characteris-
tic of the Cré* ions in a strong crystal field in a disor-
dered environment, for example, in disordered crystals
[13] and glasses[14]. Annealing of the samplesleadsto
radical changes in the luminescence spectra, which
manifest themselves in the appearance of narrower
doublets, first, at wavelengths of 682 and 686 nm and,
second, at 692 and 693.5 nm. After the annealing at
T = 1200°C, the spectrum contains only the second
doublet—the known lines of chromium in ruby. The
spectra corresponding to Ty, = 980-1100°C directly
demonstrate the coexistence of different phases in the
samples. Indeed, the strongly inhomogeneously broad-
ened spectraand narrow doubl ets are observed simulta-
neously. Analysis of the X-ray scattering data and the
luminescence spectra permits us to conclude that the
doublet 682 and 686 nm corresponds to the R-lines
(’E-*Ay) of Cr¥ in 8-Al,O,. Actualy, this phase is
more ordered compared to the y and & phases: the sub-
lattice of the AI®* ions, which occupy tetrahedral sites,
is ordered in 8-Al,0; [1]. A similar identification was
made in [2] for oxide films on the metal surface. No
characteristic features that could be attributed to Cr3* in
0-Al,O; were observed in the spectra. Thisislikely due
to thefact that the degree of disorder in 8-Al,O;isequal
to that for y-Al,O5. In actual fact, a strong disorder
leads to a strong inhomogeneous broadening and
makes the Cr3* spectra for the y and & phases indistin-
guishable.

Figure 2 depicts the curves of Cr® luminescence
decay, which correspond to the different lines in the
spectrashown in Fig. 1. The luminescence decay in the
682- and 686-nm linesis strictly exponential and corre-
sponds to the radiation lifetime of the excited °E state,
i.e., Tr = 12 ms. This decay suggests a larger degree of
ordering of the matrix involving the ions responsible
for theselines and, thus, provides additional support for
the assignment of these lines to the Cr¥ ions in
0-Al,0;. The luminescence decay in the region of the
broad inhomogeneously broadened spectrum, which is
attributed to the strongly disordered y- and d-Al,O;
phases, exhibits a nonexponential behavior. This corre-
sponds to the contribution of the centers with different
lifetimes of the °E state. For comparison, the lumines-
cence decay in the “ruby R-lines’ at 692 and 693.5 nm
(tr = 5.8 ms) isalso shownin Fig. 2.

Of special interest are the spectroscopic studies of
Eu®* ions in the course of structural transformations.
Actually, theionic radius of Eu3* (0.95 A) substantially
exceedstheionic radius of Cr3* (0.51 A). Incorporation
of Eu®* into disordered y-Al,Os, which contains vacan-
cies, should involve no particular problems, whereas
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Fig. 2. Luminescence decay of Al,O3 : Cr3* for different
lines in the spectra shown in Fig. 1. Conditions: excitation
by an Ar laser, Agc = 514.5nm, T =77 K. (@) A = 686 nm

(Rq-lineof Cr¥*inthe® phase), tr=12ms; (b) A =693.5nm
(Ry-lineof cr¥*inthea phase), T =5.8ms; (c) A =697.5 nm;

and (d) A =710 nm (R-lines of Cr3* and their vibronic wi ngs
in the disordered y and & phases).

the Eu®* regular centers in a-Al,O5; (corundum) repre-
sent a notably unusual object. In the earlier work [9],
we demonstrated that a-Al,O; : Eu¥, in which Eu®*
ions give rise to the single-type regular centers with an
axial symmetry, can be obtained upon annealing of
y-Al,O; : Eu®* prepared by the sol—gel technique. In
this respect, it is reasonable to raise the questions as to
how such formation of the Eu®* centersin a-Al,O; pro-
ceeds during annealing of the samples and as to which
centers are formed by the Eu®* ions in relatively
ordered 8-Al,O;. The °D—'F,, luminescence spectra of
theAl,O; : Eu®> samples annealed at different tempera-
tures are shown in Fig. 3. It is seen that the annealing
leads to the appearance of narrow lines of a-Al,O; :
Eu® instead of the inhomogeneously broadened spec-
trum of y-Al,O; : Eu?*. The sample composition can be
evaluated from the luminescence spectraof Cr3*, which
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Fig. 3. The ®Dg—"F,, luminescence spectra of the Cr- and
Mn-doped Al,03 : Eus* samples annealed at different tem-
peratures T,,,. Conditions: excitation by an Hg lamp, Ag, =
350420 nm, T=77 K.

are aso present in some amounts in the samples. It can
be seenthat at T,,, = 1200-1300°C, the sample contains
a considerable amount of 8-Al,O;. At the same time,
the only series of narrow lines corresponding to Eu* in
the samples are the lines attributed to a-Al,O5 : EU®*
[9]. Thus, it is evident that, unlike the Cr3* ions, Eu®*
gives no rise to regular centersin 8-Al,O;. The regular
centers are formed only upon the 6—a transitions when
the distorted cubic packing of the oxygen sublattice
transforms to the hexagonal one. It is aso possible that
the Eu®* ions in the B phase form the local surrounding
typical of Eu®* in a-Al,O; and, thus, contribute to the
narrow lines of Eu®*, which are characteristic of corun-
dum[9].

The luminescence spectra shown in Fig. 3 also
exhibit narrow lines at 672 and 676 nm, which are
attributed to the Mn** ions in corundum [15]. These
lines indicate that the manganese impurity is present in
the samples. A close examination of the luminescence
spectra of the Mn-containing samples annealed at dif-
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ferent temperatures did not reveal narrow doublets that
could be assigned to Mn** in 8-Al,O;. This can be rea-
sonably explained by the fact that the Mn ions in
0-Al,0; occur in other charge states (2+ or 3+), do not
give rise to narrow lines in the spectra, and transform
into the 4+ state only in the a phase. In contrast, the
occurrence of the Mn* ions in corundum without
charge compensation is an unusual property of a-Al,O;:
Mn, which was obtained using the sol—gel technology
[16]. In the standard crystal growth technique, the
charge compensation is required to produce a-Al,O; :
Mn*, for example, by introducing the Mg?* ions [15].

It should be noted that the influence of impurity ions
on the temperatures of transitions between the structural
forms is seen from Figs. 1 and 3. For pure Al,O;, the
trangitions take place at temperatures of 900°C (y-0),
1100°C (6-6), and 1150°C (6—a).

The structural transformations y—0-6—a in Al,O,,
which was obtained by the sol-gel technology, clearly
manifest themselves in the spectra of Cr®* ions. The
results of our experiments permit the trustworthy iden-
tification of the linesin the luminescence spectraof dif-
ferent crystalline forms containing Cr3*. Therefore, the
spectroscopy of Cr3* ions can be used to determine the
structural composition of Al,O5. Theinvestigationsinto
the spectra of Eu®* in the course of structural transfor-
mations demonstrated that the formation of Eu* regu-
lar centers occurs at the stage of the 8—a transition.
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Abstract—A study is reported of the temperature dependences of the dc and ac electrical conductivities, as
well as of 1-V characteristics of pure and vanadium-doped germanosillenite crystals. It has been established
that the charge carriers in Bi;,GeO,, are electrons and holes. Doping with vanadium gives rise to a strong
dependence of the conductivity and its activation energy on the dopant concentration. Within the model, the
results explain the hopping-charge transfer in doped, closely compensated semiconductors. © 2000 MAIK

“ Nauka/Interperiodica” .

Photorefractive germanium and silicon sillenites are
wide-gap materials with a high resistivity and a low
carrier mobility [1, 2]. A number of publications deal
with the investigation of the charge transport mecha-
nism in these crystals [3-5]. Within the 20-400°C
region, the conduction occurs through electron (hole)
hopping over localized states with abroad energy spec-
trum. The hopping takes place both over states near the
Fermi level and at the density-of-states maximum.
Impurities substantially affect the conductivity and its
activation energy [2, 6, 7], so that the latter can vary in
the high-temperature region from 1.8 €V in crystals
with a Mn impurity to 0.45 eV in Al-doped crystals.
The reason for such high activation energies is still
unclear. There is considerable scatter in determining
the type of dark carriers. Thermopower studies [1, 2]
suggest that the dark conduction in Bi,GeO,, (BGO)
and Bi,S10,, (BSO) is of the p-type, while in photoin-
duced transport, electrons are involved. Grebmeier and
Oberschmid [8] established by the same method the
dark conduction in undoped BGO and BSO to be of the
n-type. In his studies of the |-V characteristics on BGO
samples with an electronic contact, Gudaev [7] comes
to the conclusion that both the dark and photoinduced
conduction is of the n-type. Investigation of photoin-
duced transport in BGO single crystals showed that
when photoexcitation takes place in the impurity
region, both electrons and holes are mobile [9]. The
studies of dark |-V characteristics in [3, 6] were per-
formed on samples with two injecting electrodes, thus
precluding the determination of the contribution of
electrons and holes to the electrical conductivity of the
sillenites.

It is known that hopping conduction over localized
states can occur only under compensation. But the
compensation ratio in BGO and BSO crystals was not
determined.

This work was aimed at studying the effect of the
vanadium dopant on the electrical conductivity, its acti-
vation energy, and compensation ratio of Bi;,GeO,
single crystals.

1. EXPERIMENTAL TECHNIQUES

A study has been carried out of the temperature
dependence of dc and ac electrica conductivity, |-V
characteristics under monopolar injection, and of opti-
cal absorption spectra.

One studied BGO single crystals grown by the Czo-
chralski technique from ultrapure reagents. The V,0Og
dopant was introduced into the batch in concentrations
of 0.2-1 mol %. The contacts used in measuring the |-
V characteristics were made of different materials. One
of the contacts was made of platinum deposited in vac-
uum. A thin layer of silicate glass (Na,SiO5) served as
the second electrode. The electrical conductivity in
such glasses is ionic [10] and, as shown by our mea-
surements, exceeds by severa orders of magnitude that
of the samplesunder study. Using thislayer permitsone
to obtain a sample with one injecting electrode (plati-
num), i.e., to exclude double injection. The discrimina-
tion coefficient may serve as a criterion making possi-
ble the separation of monopolar from double injection
[11]. In our case, it is greater than unity, which is char-
acteristic of monopolar injection.

The studies of dc I1-V characteristics were made in
fields of 100 to 10000 V/cm at temperatures ranging
from 150 to 400°C. The field was applied to a sample
during 5 min. The temperature dependences of dc and
ac electrical conductivity were measured in weak fields
corresponding to the Ohmic part of the I-V curvesin
the same interval. Low dc currents were measured with
aVK2-16 electrometer. A VM-311G Q-meter was used
to measure conductivities at afrequency of 20 MHz.

1063-7834/00/4205-0861$20.00 © 2000 MAIK “Nauka/Interperiodica’
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Transmission spectra were measured on a double-
beam spectrophotometer SPECORD M-40 at room tem-
perature according to the technique described in [12].

2. EXPERIMENTAL RESULTS
AND THEIR DISCUSSION

The temperature dependences of the conductivity of
Bi;,GeO,, crystals measured in the 120-350°C region
is presented graphicaly in Fig. 1. The measurements
were performed in a weak dc field (curves 1-3) corre-
sponding to the Ohmic segment of the I-V characteris-
tics on samples with two (curve 1) and one (curves 2
and 3) injecting electrodes, as well asin an ac mode at
20 MHz (curve 4).

The activation energy of ac conduction is constant
within the whole temperature range covered and consti-
tutes approximately 0.05 eV. The dc conductivity and
its activation energy are practicaly independent of
electrode type and of the polarity of the electric field
applied. Two activation energies are observed within
the temperature interval studied, namely, 0.62 eV
below 200°C, and 1.35 eV at higher temperatures.

Doping the crystal with vanadium does not change
the pattern of the temperature behavior of electrical
conduction. However, the absolute magnitude of the
conductivity and its activation energy depend strongly
on the dopant concentration (Table 1). The latter is
characteristic of hopping conduction (g5 conduction)
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Fig. 1. Temperature dependences of the electrical conduc-
tivity of Bi;oGeOoq: (1)—(3) dc measurements, (4) 20 MHz.
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[13-15]. In this case, the resistivity is afunction of the
concentration of donors N, (or of acceptors N,):

P3 = PosXP(f(Ny)). N
By [15],

f(Ng) =

n
: 2
e @

where aisthe Bohr radius and n isaparameter depend-
ing on the compensation ratio [15]

K = Ng/N,. ?3)

On the other hand, the temperature dependence of
the resitivity in hopping conduction can be written as
[13, 15]

p= psexp[%} (4)

where E; is the hopping conduction (HC) activation
energy. The finite HC activation energy E; in compen-
sated semiconductorsis associated with the energy spread
of the donor (acceptor) levels. In a generd case, the
dependence of the HC activation energy on the concentra-
tion of the mgority impurity Ny hasthe form [13, 15]

E, = E,F(K), (5)

U3
D

where E; = s is the characteristic Coulomb energy
0
of interaction with impurity centers, € is the relative
permittivity of crystals, and F(K) is a function of the
compensation ratio. The analytic form of F(K) was
found only for thelimiting cases of close (K — 1) and
light (K —= 0) compensation [13]. It was shown that
the F(K) function should grow as (1 — K)=2 for close
compensation. Relations (1)—(5) can be used to derive
the following expression for the €5 conductivity:
Oa e

0 = Ogexp| -0 — N~ E
* INPa €80 (1-K)¥kTO)

(6)

Thisrelation is characterized by a strong increase of
the activation energy E; and a decrease of the conduc-
tivity o for K —= 1. Our data obtained on vanadium-
doped BGO crystals show that when the batch contains
0.5 mol %V ,0s, the conductivity passesthrough amin-
imum, and its activation energy, through a maximum
(Table 1). This possibility of controlling the electrical
properties of amorphous semiconductors by doping, up
to inverson of conduction type, is described by
LeComber and Spear [16] and Tawada [17]. Shklovskii
and Efros[18] cameto the conclusion that closely com-
pensated crystalline semiconductors with randomly
distributed donors and acceptors are so close in electro-
physical properties to amorphous semiconductors that
they could serve as amodel for the latter. As seen from
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Table 1. Parameters of the crystals at 200°C
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Crystal o, Qltem? My, cm?Vtst Up, cm? Vgt Es eV
Bi,,GeOs 151 x 102 21x 10" 2.1x 102 1.35
Bi,,GeOyg + 0.2 mol % V,05 1.7 x 10710 2.82 x 101 33x 102 0.62
Bi,,GeOy + 0.5 mol % V,Os 5.26 x 10711 35x 102 6.4 x 1072 0.82
Biy;GeOyg + 1.0 mol % V,05 1.85 x 10710 - 7.4x 1072 0.52

Table 1, the activation energy is maximal for intermedi-
ately doped crystals. This suggests that, by varying the
vanadium concentration, one can change the type of
conduction in germanosillenites. The activation energy
of conduction in an undoped BGO crystal (1.35 eV)
shows that its Fermi level E; lies close to midgap, i.e.,
that it is closely compensated.

A quantitative comparison of the theory with the
experimental data obtained requires the knowledge of
N4 and K. Solving the coupled equations (3) and (5) for
Np, with due account of the fact that in the case of close
compensation, the free carrier concentration n = N —
N,, yields

312
_ rEs€€o[] a2

No = 3=

(7

As seen from (7), in order to determine the concen-
tration of the majority impurity, one has to know the
HC activation energy, the excess carrier concentration
n, and the permittivity €. The HC activation energy E;
is derived from the temperature dependence of electri-
cal conductivity (Table 1). The relative permittivity €
was found from conductivity measurementsat 20 MHz.
The concentration n can be determined either using the
relation

n = oleu

(8)

or, by studying the 1-V characteristics of space-charge
limited currents [19], from the voltage V, at which a
crossover occurs from the Ohmic to quadratic 1(U)
dependence:

_ E&Vo
ed’

The results of studies of steady-state |-V character-
istics are presented graphically in Fig. 2. Curve 1 was
obtained using the injecting platinum electrode as the
anode, and curve 2, when it was the cathode. The |-V
curves (Fig. 2) exhibit segments with different | ~ UY
dependences, wherey variesfrom 1 to 10. The presence
of segments withy > 2 in curves 1 and 2 (Fig. 2) sug-
gests the injection of both electrons and holes from the
contacts into the sample [19]. The equilibrium carrier
concentrations n and p derived from (9) turn out to be
very low 10°-10" cm compared with the concentra-
tions of both the intrinsic defects and of the dopant. It
should be pointed out that if a voltage step is applied

9)
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when measuring a steady-state 1-V curve in the weak-
field region, where there is no noticeable injection, the
current is observed to fall off with time. Measurements
of “dynamic” |-V characteristics yield somewhat
higher carrier concentrations. This may be due to the
fact that at the temperatures used in the experiments,
the hopping transport of a charge occursin the samples
over clusters of afinite size; i.e., no infinite percolation
cluster has yet formed in these conditions [20]. The
charge builds up at cluster ends to create a certain
space-charge-type (interlayer) sample polarization.
The possibility of carriers migrating over finite clusters
to contribute to the permittivity of random-field semi-
conductors was pointed out in [21]. This phenomenon
was observed experimentally in silicosillenites [22].
Finite clusters were detected in sillenites in studies of
the temperature dependence of electrical conductivity
a various frequencies [4, 5]. Thus, n(p) can be deter-
mined with a higher accuracy from (8) using the values
of the ac conductivity measured at high frequencies,
where practicaly all carriers participate in charge

log (I, A)
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Fig. 2. |-V characteristics of agermanosillenite crystal with

nonsymmetrical electrodes. The platinum electrode is used
as anode (curve 1) or cathode (curve 2).
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Table 2. Calculated crystal parameters

KUDZIN et al.

Crystal Ng x 1078 cm 3 | N, x 108 cm3 K nx 107 cm= | px 1075, cm3
Biy,GeOy - 3.13 0.99952 - 15
Bi,,GeOs + 0.2 mol % V,0s 7.011 7.021 0.99868 - 9.96
Bi,,GeOyo + 0.5 mol % V,05 6.906 6.902 0.99944 3.89 -
Bi,;GeOyg + 1.0 mol % V,05 5.14 5.132 0.99836 8.446 -

transport. The values of the mobility needed to deter-
mine n and p were found from the quadratic segments

8d°J
9eg,U°

of thel-V characteristicsusing therelation pu =

E, eV log (0, Qlem™)
1.0 -9.6
4 9.8
0.8} -
~10.0
06- °®
B - 102
04l A
0.998 0.999  1.000 0.999  0.998
K

Fig. 3. Activation energy (curve 1) and electrical conductiv-
ity (curve 2) versus compensation ratio. The points refer to
experimental results.
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Fig. 4. Spectral response of the absorption coefficient of
germanosilienite crystals: (curve 1) nominaly pure and
(curves 2—4) V,0s-doped Bi,GeO,q crystals,; mol %
V505 (2) 0.2, (3) 0.5, (4) 1.0.
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(Table 1). The values of n and p calculated in this way
arelisted in Table 2.

The mgjority carriers in BGO were found to be
holes [1, 2]. Studies of the incorporation of vanadium
into the Bi, TiO,, crystal and of its effect on the optical
and photoelectric properties suggest [23, 24] that this
impurity occupies the tetrahedral positions in the
titanosillenite lattice in the 5+ charge state; i.e,, it acts
asadonor. Because BTO and BGO crystals are isomor-
phic, it may be conjectured that in germanosillenite one
has a similar situation. The low concentration of vana-
dium (0.2 mol %V ,0O5 in the batch) does not changethe
type of conduction. Because at 1 mol % V,Os, the acti-
vation energy is lower than that at 0.5 mol % V,0s. In
this case the crystals may be assumed aready to be of
the n-type. If we assume that crystals with 0.5 mol %
V,0s are also of the n-type, equations (5) and (7) can
be used to find Ny (N,) and the compensation ratio of
the crystals (Table 2). Note that the value of N, for a
pure Bi,,GeO,, crystal agreeswell with the data quoted
in [24] (N, = 6 x 10'® cm™3). As follows from Table 2,
the donor concentration decreases with increasing
vanadium concentration. A similar decrease of Ny and
the associated drop in the photocurrent observed in [24]
is associated with the fact that doping the BTO crysta
with pentavalent vanadium noticeably reduces the
oxygen vacancy concentration, which should bring
about a decrease in the donor concentration. It should

also be mentioned that the parameter E, = eN3/eg,

remains practically the same for samples with 0.5 and
1 mol %V ,0s inthebatch. By contrast, in acrystal with
0.2mol %V ,0s, it isdifferent. This provides additional
evidence for the crystals with 0.5 and 1 mol % V,0s
having the same type of conduction. The dependence of
the conductivity and of its activation energy is plotted
in Fig. 3 versus compensation ratio for BGO : V using
the data of Tables 1 and 2. The same figure displays a
calculated E5(K) dependence with E, as a parameter
(curvel).

As evident from Fig. 3 and Table 2, both pure and
vanadium-doped germanosillenite crystals are closely
compensated. Such materials are characterized by a
shoulder in the absorption spectra, which was exactly
what was observed in our experiments (Fig. 4). It
should be pointed out that the value of a for hv =
2.8 eV in the Bi;,GeO,, crystal is close to that quoted
in [25]. Doping with vanadium resultsin an increase of
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absorption in the 2.8 < hv < 3.17 eV region compared
to a pure crystal. As the impurity concentration
increases, for hv < 3.0 eV the crystals become more
transparent, and for hv > 3.0 eV, darken. The decrease
in absorption in the 2.6-2.8 eV band is probably caused
by adecrease in the concentration of intrinsic defectsin
the crystal, similar to what was observed in [24].

Thus, our experiments suggest that both electrons
and holes act as mobile carriers in BGO and BGO:V
crystals. One observes a strong dependence of the con-
ductivity and of its activation energy on impurity con-
centration, and the crystalsthemselves are closely com-
pensated. Vanadium doping in concentrations below
1 mol %V,0Os (in the batch) permits one to properly
control the magnitude and type of the dark conduction
in Bi;,GeO,, single crystals. Doping with vanadium
changes the compensation ratio and the associated
spectral response of the absorption coefficient in the
region of the absorption shoulder.
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Abstract—A method of group-theoretical classification of excitonic states with a charge transfer from a unit
cell to neighboring ones is suggested in a tetragona two-dimensional model of a CuO, plane. The orientation
(anisotropy) and polarization (pleochroism) dependences of the intensities of excitonic dipole-forbidden optical
transitions are determined. The phenomenon of initiating dipole-forbidden transitions in an external electric
field is theoretically considered. General dependences of the probabilities of such transitions on the value and
direction of the electric field and on the light wave polarization are found. The dependences obtained can be
used to identify weak absorption bands in dielectric cuprates containing CuO, planes. © 2000 MAIK

“ Nauka/Interperiodica” .

Tetragonal two-dimensional (2D) CuO, layers are
fragments of the structures of high-temperature super-
conductors, such as LaCuO,,,, La_,S,CuO,, €tc.
That is why the investigation of electronic (including
excitonic) excitationsin a2D model of CuO, isof great
interest. A number of experimental [1-5], as well as
theoretical [6-12], articles are dedicated to this ques-
tion.

In the 2D model of CuO,, a unit cell contains one
copper atom and two oxygen atoms. There is one hole
per unit cell in the ground state; according to different
theoretical estimations, the state of the hole is 70-80%

Cu3dxz_yz state. Light may initiate the transfer of the

hole to a neighboring cell, which leads to the emer-
gence of an empty hole state in the cell and a two-hole
singlet state in aneighboring one. Electrostatic interac-
tion binds these two states, and the trangational sym-
metry of the lattice determines the movement of such a
singlet pair through the crystal (the so-called charge-
transfer exciton [12]). Overhauser [13] was the first to
consider the charge-transfer exciton. No current
accompanies tranglational exciton movement.

Since there is a spectrum of energies of two-hole
states of a cell and different charge-transfer excitons
will appear, depending on the type of the two-hole state
generated after the crystal excitation. As aresult of the
transfer of aholeto one of the four neighboring cells of
CuO, plane being possible, there is an additional
degeneracy, which is removed due to dp-hybridization
and electrostatic interactions. One of the goals of the
present paper isto determine the symmetry of excitonic
charge-transfer states, which originate at a given sym-
metry of the “two-hole” statel” (I isanirreducible rep-

resentation of the %, point symmetry group of the 2D
lattice with a copper atom in the center). Besides, it is
necessary to notice that excitons connected with elec-
tronic transitions within aunit cell can exist. Such exci-
tons are similar to Frenkel excitonsin crystals and dif-
fer from the “two-cell” excitons we consider in this
article.

As usual, phototransitions from the ground state of
acrystal to the excitonic one can be divided into dipole-
allowed and dipole-forbidden transitions. In the 2D
model, the probabilities of the former transitions
depend on the direction of light polarization, while
those of the latter ones are also determined by the light
propagation direction. The determination of the depen-
dences of the dipole-forbidden transition probabilities
on the direction of polarization (pleochroism) and light
propagation (anisotropy) is another purpose of the
present paper. Despite the el ectric quadrupol e and mag-
netic dipole phototransition probabilities being much
smaller than those of electric dipole phototransitions,
they have been observed in some cases [ 3, 6]. Besides,
the dipole-forbidden phototransitions can be investi-
gated by means of the effect of their enhancement in the
external electric field [14-18]. Recently, this effect has
been found for two weak absorption peaks at 1.4 and
16eVinLaCuO,,, [18]. In Section 3 of the present
paper, the orientation dependence (on the electric field
direction) and the polarization dependence (on the
direction of the light wave polarization) of the
enhanced dipole-forbidden exciton phototransition
probabilities of all types are derived in the 2D model of
aCu0, layer.

1063-7834/00/4205-0866%$20.00 © 2000 MAIK “Nauka/Interperiodica’
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1. TYPES OF SYMMETRY OF SINGLET
EXCITONIC CHARGE-TRANSFER STATES
IN THE 2D MODEL

The two-dimensional lattice of a CuO, layer pos-
sesses the symmetry group 9,, x T, where T is the
group of discrete trandationst,,, = na, + ma,. Here, a,,
a, arethe basis vectors and n, mare integers. An exam-
ple of asinglet excitonic state with thetransfer of ahole
from one cell to another is schematically shown in the

figure. The hole transfers from the state llJ?lg (R) (for
example, it can be Cu3dX2_y2 state) to a neighboring
cell, and, as a result, there appears a two-hole state
Xu (R + a) (the structure of the last state is of no
importance in what follows) and an empty-hole state
(pAlg (R) corresponding to the closed-shell configura
tion. In the zeroth approximation, the wave-functions
of the four degenerate excitonic states with the transfer

of aholefromthecell R tothecell R + 1 can bewritten
as

k _ 1 . Ay
WYu(t) = ﬁgeXp(lkR)cp (R)

D
X[XKA(R+r)|‘|tpf‘19(R+c')}...,

TET
wheret = £a,, a,. In (1), we have omitted the products

of four functions ljJ?lg or ljJ?lg corresponding to the
other coordination shells of the cell R. The productsfor
each shell are invariant with the crystal transformation
under the action of the elements § of the point group
9 4, With the center at an arbitrary site R and, therefore,
can be omitted in the consideration of the symmetry

properties of the functions LIJ'E,, (7). Theindex I in (1)

denotes the irreducible representation of the %, group
with the center at the point R + t and M enumerating
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the functions belonging to this representation. Consid-
ering the action of the operator § on function (1) yields

gWi(®) = XY Dl (@)W (@),

where X™ are the characters of the irreducible repre-
sentation By, and 9 are the matrices of the irreduc-

ible representation I" of the group % 4. Since x> (§)=
*1, we can write

P Blg A A g A
gYM(D) = X(@) Y Dm@WE (@D, ()
i
For the elements of the point group of the wave vec-
tor 3, we have gk =k + b (whereb isareciprocal |at-

tice vector); therefore, in the reduced wave-vector
scheme, we can write

gUN () = XUQ) Y BIM@WIED. )

Hence, the characters of the representation ', con-
structed in terms of the basis functions (1) are

X*(9) = X (X (@)Y By (@)
Thesumin (4) is

for §=E, ICS,
for g = Uy, Uy, Uy, 1Uy,
for the other elements

a

™M
@Oﬂ
I
OgoOgog

of the group 9 4.

The center of the Brillouin zonek = 0, for which we
have Xy - o = D4, iS particularly interesting. Determin-
ing the charactersof I',, with theaid of (4) and reducing

y y
j Q. Ko
\O/
U ARyl W PR +ay) ¢Y3(R) XY R +a,)

The formation of a charge-transfer exciton. A hole transfers between the ions of copper and oxygen. The empty hole and two-hole
states of the neighboring cells are coupled and move through the lattice. The black circle corresponds to copper; the light one, to
oxygen. The ground state is on the left, and the excitonic state is on the right.
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I into a set of irreducible representations of the group
9D 4, We find the types of excitonic stateswithk =0

[ = Ay Bigi Tex = Ayg+ Big+ Ey;
[ = Ay Bogi Tex = Ayg+ Byg + Ey;

= By Tex = Ayt Ay + By + By + 2E;

_ — , )
r= Alul Blu- rex - Alu + Blu + Eg’

[ = Ay Byl T = Ay + By + Eg;
[ = By ey = Agg+ Agg+ Byg + Byy + 2E,

Using (4), it is easy to carry out the group-theoreti-
cal classification of the statesfor any symmetry pointin
the Brillouin zone. Besides, the level splitting caused
by a displacement from a more symmetric to a less
symmetric point can be easily determined. For exam-
ple, the following level splitting takes place as a result
of adisplacement from the zone center along aC,, axis:
Ag(Big) —= Ay, Ayy(Byy) —= B, Eg — A, + By,
Alu(Blu) — Ay, AZU(BZU) — By, and Eu — A+ B
(the irreducible representations of the group of the
wave vector C,, are indicated on the right-hand side).

The proper wave functions of the excitonic states
are linear combinations of functions (1):

S . _
W (k) = —JﬁZ%CHM’t(k)gexp(ukR)

xcp“lg(R)[xKA(Rﬂ)nw?”(RH')].. .

T%1

(6)

The coefficients C can be determined only by diag-
onalizing the Hamiltonian. In what follows, we shall
not need explicit expressions of the functions
ct

MM, T
big:s big —= blg (*Ay), by (*Ay) which leads to the
formation of the Zhang-Rice singlet 'A,;, one can
derive from (5) that I'g, = Ay + By + E,.. Thiscoincides
with the result of [12], where these states are denoted S
+ D + (P, P,), respectively. However, aside from 1A,
other “two-hole” singlet states of the CuOQ, system are
possible, in particular, Ay, By, By, 'Ey, €fC. (see
[18]). For each of them, according to the reduction (5),
a set of excitonic energy levels must exist at k = 0. In
accordance with the calculations in [11], excitonic

states of the type I' = Ay, Byg, and E, must be within
the charge-transfer gap. Besides, current-free exciton-
like excitations above the charge-transfer gap were
observed in electron energy loss experiments on
Sr,Cl,Cu0, [4, 12].

(k). In the particular case of an excitation like

PHYSICS OF THE SOLID STATE Vol. 42

CHEREPANOV et al.

2. ANISOTROPY AND PLEOCHROISM
OF EXCITONIC PHOTOTRANSITIONS

Thewave function of the ground state of the systemis
B1g B1g
Wo = U, (R)[ﬂ P, (R+r)}., (7)

where we have omitted the products of the functions

:319 and l]J?lg for more distant copper atomsrelative to

the lattice site R. Obvioudly, the wave function W, is

transformed on B,y under the action of § 0 %, The
probability of the optical transition from the ground to

the excitonic state of the T (k) type is defined by the
expression

W(0 —= (k) = a(w)z\w;(k)lﬂmlwotif, ®)

where a(w) = (2174)p(w), p(w) is the density of states
for the transition frequency w, and Her is

Aor = =23 (ACT)P) ©
I

in the linear approximation in A. Here, A is the vector
potential of the electromagnetic field and p; is the

momentum operator of electron j of the system. We
suppose that
A(R) = Ajexp(iqR)E, (10)

where & isthe unit polarization vector of thelight wave.
Substituting (6), (9), and (10) into the matrix element
(8) yields

WA= S AT S S oK)
T M R

x exp(—ikR)<cpAlg(R)[xL(R +1)

< [Te™R +t')]..‘zexp(iqrj>(aﬁj)
i

T#1

Lp0>.

It should be noted that, on the left- and right-hand sides
of this expression, multielectron wave functions are
involved that depend on the electron coordinatesr; (the

function (pA“’ (R), which in turn depend on the differ-

ences (r; — R). Similarly, the function Xy, (R + 1)
depends on (r; — (R + 1)). Making the substitution of

No. 5 2000
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variable (r; — r; + R) and taking into account the
invariance of W, under tranglation by R yields

Foale B :
Y k eR] 0 = — —k
W (K) [ Aerl WO mgexp(l(q )R)
2 ZCEU,T(k)< mAlg(O){wKAm
T M

wo>,

where B = —eA)/(mc). The sum ZR exp(i(q—k)R) =
Noy. , leads to the phototransition selection rule: k = q.

x [w: ()

T#1T

]..‘zexp(iqr,-)(éﬁj)
j

Taking into consideration the condition g < 1/a for
visible and IR region and expanding the exponent in
power seriesin q up to terms of the first order, we find

*IT

WK A WoD= BYNS 43 Y Ciyy ()
T M

x<cp’*lg(0)[%<r) M w?lg(r')].. (P) ()

T#7

+iZ(qrj)(§f)j)|qJ0>!
i

where P [Py After common mathematical
manipulation (see, e.g., [19, 20]), we obtain

WL (k)| Fled WO = —i%*’sak;q

x<w5(q) (12)

Zgagba +i zquBQaB
a ap

w0>,

where @ = —ezj r; is the electric dipole moment,
Qup = —(eIZ)erjaer is the dectric quadrupole

e

+ —_—
2mw

S [ax €l

moment, and .M = J../i/t,- is the magnetic moment of

the system. In deriving (12), we have taken into account
that the matrix element does not depend on the choice
of the zeroth lattice site O; that is, it is possible to

replace 0 by R and introduce the summation (1/N) ZR .
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Since the condition g < (1/a) takes place, we can
replace &y. 4 by . o, thus obtaining from (8) and (12)

S &9

w§19>

where y(w) = a(w)w?(A%c?). Although the function
r . . . _ .
Wr (g) isgenerally not analytic at the point g =0, it can

be expanded in powers of g at agiven q direction. It is
easy to prove that the sum in (13) does not depend on
the direction of q asit tends to zero.

<WM®

W(0 —T(0) = y(&)y
i (13)

2

'Y 0u€pQup * =S [ Elell
ap [of

2.1. Electric Dipole Transitions

Inview of the fact that 9, and %, transform accord-
ing to E,, and %, according to A,,, the electric dipole
transitions from the B,4-type ground state are possible

only to the state = E, or B,,. Retaining only the elec-
tric dipole contribution, we obtain from (13) the formu-
las

W(0 — E,(0)) = y(0)Ca(E5+ED);

14
W(0 — B,,(0)) = y(w)C3Ez, 9

where
Cl = |D32u(0)|gbz| Blgl:]L
C, = |Ey(0)|D] Byl

2.2. Dipole-Forbidden Transitions

Introducing the irreducible components QAlg =Qy

A'lg = Big _ By _ B _

Q _Qxx+Qwa _Qxx_nyiQ _Qxyl Q1,2_
Qe Q). M™ =M, and ML, = (M,, M,) we find

S upQup = 36:5(Q%+Q™)
ap

+20,8,(Q" - Q™) + 4£.Q™ + (6.5, + 6,£)Q™

+ (02 + E) QL + (8, + 6E,) Q"
We aso have

Z[q X g]a‘/"\/t“ = (quZ_qZEy)J’M’fg

~ Eq ~ Ay
+(qz€x_quz)‘/M’y + (quy—qux)J‘/Lz .
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Applying the Wigner—Eckart—Koster theorem and
using the tables of Clebsch—Gordan coefficients for the
group %4, yields

W(0 — A4(0)) = V(w) (qux a,&,)%

W(O _’AZQ(O)) = y((’o)C4(quy+ qux)z;

C 2
W(O0 — By1y(0)) = y(w) ?S(qxzx +0y&y) + ColE

WO — B2y(0) = V() B0 Cilag, ~ .8 (19

W(0 — E4(0)) = y(w){ CLI(:&, + 0.&,)°

ne rf

+ (98, * 4.8,)°] + g Cudl’

x [(a&,— L)% + (a8, - a.€,)°T},

where C2, = C> + C5. The constants C> and |Cy,
contain only the magnetic dipole (MD) contribution,
and the other constants Ci2 involve only the electric

guadrupole (EQ) one. We do not quote the explicit
expressions for these constants here. In calculating
W(0 — E4(0)), we have neglected the mixed EQ-MD
contribution.

The above formulas describe the orientation depen-
dence (on the g direction) and polarization dependence
(on the & direction) of the probabilities of the dipole-
forbidden phototransitions of al types, Ey(B,y) —

E; (0). It can be seen from (15) that various types of

transitions have different orientation and polarization
dependences. Therefore, the formulaswe obtained here
can be used in spectroscopic investigations to identify
the transitions.

3. THE EFFECT OF AN EXTERNAL ELECTRIC
FIELD ON DIPOLE-FORBIDDEN
PHOTOTRANSITIONS

Electric dipole transitions from the B, 4-type ground
state to even-parity excitonic states I (0) = I'4(0) are
forbidden. However, in an externa electric field € , the
odd states W, (0) are mixed with the excitonic W;? (0)
and the ground state LIJS“". In the first order perturba-
tion theory, we have

T ,M'|eBR|T ML, r
AT Ty) Elp

ERHOEDY /(0),

r.m

u
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UUM'|e‘£R|OBlgq‘Pru‘(o)

Blg
Yo = %' ) =50

(Y

u

where
A(My; Tg) = Er (0)-E (0),

o(l"y; 0) = Er (0) - E,

R = er.
j

In the first order in € , the electric-dipole transition
matrix element is

W€D W, 0= —eWy|ER| WO

:_gz[

r,m

0 M|€R| T ,M'CIT ,M'|ER|0B, [
ATy Ty)

, TgMIERIT M'IT,, M|%R|OBlgDJ
3(T ; 0)

Using the Wigner—Eckart—K oster theorem, for the elec-
tric-dipole transition probabilities

Big
W(0 —T(0)) = v(w)z\uv g@lwol,
we obtain the following expressions:

W0 —= Ag(0) = Y(0)F I (Aig) (€&~ 8,

4
W(0 —= Asg(0)) = V() F J5(Rag) (€&, + 6,8,

W(0 — By4(0)) = y(w)e’

X [%(%XEX + %y‘zy) + K(Blg)%zEzT’

W(0 — By(0)) = V(0)5I5(Bag) (6,8, E,8,)°,

W(0 — E4(0)) = y(w)e'[JEo(E2+E2) (16)

+ J5( G5+ EPEL + 2058 E (6, &+ 6,8 )],

where

_ 1
Jlg) = 2 Pl E“)[A(Eu, F) " 3(E, 0)}

- i1=5),
04 RI E,TE, R 0B,

"+i=1,234"
F(F'y EW) =

No. 5 2000
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- : 1 1
K(Big) = 3 F(Bag B0 55 B * 5B, 0

F(Big; Bay) = EBlg”R" B2UD:BZU||R||OBlgD

We do not present the expressions for the parame-
ters Jg, J;, and Jg, because they are cumbersome. The

results for some particular configurations of € and &
arelisted in thetable. It should be noted that, when cal-
culating W(0 — E4(0)), we neglected the splitting of
the energy level Ey(0) in the electric field; that is, the
total intensity of the splitting components was deter-
mined.

The transition probabilities presented in the table
are consistent with the selection rules established in
[18], but the transition to the A,-type excitonic state
was neglected in that paper. With reference to theoreti-
cal caculations [21], the authors of [18] believed that
the transition to the Ay, state is out of the charge-trans-
fer gap and, therefore, cannot be observed. However,
varioustheoretical calculationslead to different results.
For example, the calculation in the six-band Habbard
model [11] showsthat it isthe Ay, state that must be the
lowest excitonic state below the edge of the charge-
transfer band. Thus, the transition 0 — A,4(0) should
not be excluded from consideration.

An enhancement of two absorption peaksin the elec-

tricfieldat 1.4 eV (a € 0C,) and 1.6 eV (at € || C,),
found by the electroreflection method, was reported in
[18] for La,CuQ,., (y = 0.016). The authors of that
paper unambiguously identified these peaks with the
transitions By, — By, and B,y — E,, respectively.
However, the first identification is questionable,
because there are two allowed transitions, B,y — By

and Byy —= Ay, at € ||x, & |ly (orat € ||y, & ||x).

In order to distinguish these two transitions, we sug-
gest making an experiment in which the electric field
€ is directed along the bisectrix between the x and y
axes and the plane of polarization is rotated around the
z axis (the light beam must be perpendicular to the
CuO, planes). For this case, we obtain from (16)

4
W(0 — Ay(0)) = ()15 cos’(e);

4

W(0 — Byg(0) = Sv(w)I587sin’ (o),
where @ is the angle between & and € . Therefore, the
polarization dependences for Ay, and B, are different.

Thus, we performed a symmetry analysis of the sin-
glet excitonic states for a two-dimensional CuO, crys-
tal transferring a hole from one unit cell to the nearest
neighboring ones, which leads to the formation of
“two-hole” states in the cells. A group-theoretical
method is suggested for describing excitonic singlet
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The probabilities of dipole-forbidden phototransitions
Eo(Byg) —> Erg (0) induced by an éectric field € (® =

(V2w
¢ €x &y &
€

WA = BITE2

x

W(Byg) = ®J5€2
WA, = ©JI562

<

W(Byg) = ®J262

WA = ®JI5€2
W(B,g) = ®J2 €2
WA = ® 762
W(Byg) = ®J562

WE,) = 20562

W(Ey = 2 J5¢2

2000

€, |WEy) = 2035 62| W(Ey) = 20 J; €2 W(B,) = 2D J; &2

Note: Small EQ and MD contributions, which do not depend on
the field €, are omitted.

states for an arbitrary wave vector k. This method
allows one to qualitatively examine calculations of the
positions and dispersion of the charge-transfer exciton
energy bands in a 2D model. The formulas derived in
this paper for the dependences of the probabilities of
the dipole-forbidden phototransitions to the excitonic
states of different symmetry on the propagation and
polarization direction of the light wave can be used for
the unambiguous identification of these transitions.

Theinfluence of an external electric field on dipole-
forbidden phototransitions is theoretically considered,
and the orientation and polarization dependences of
various enhanced transitions are determined in the 2D
model. These dependences are not the same for differ-
ent types of the transitions. It is shown that the identifi-
cation of the enhanced absorption peak at 1.4 €V in
La,CuQ,, with the transition B,; — B,y madein[18],
isambiguous. A modification of the experiment, allow-
ing to distinguish the transition B,y —= B,y from
Big — Ay, issuggested.

Although the present work is dedicated to charge-
transfer excitons, the polarization and orientation
dependences obtained in Sections 2 and 3 have a more
general meaning, because they are dictated only by the
symmetry of excitonic states. In particular, these
dependences are valid for one-cell Frenkel excitons.

When interpreting spectroscopic data in La,CuQ,
and other compounds containing CuO, planes, the for-

mulas derived in this paper will enable one to identify
the excitonic excitations more completely and exactly.
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DIELECTRICS, DISLOCATIONS,
AND PHYSICS OF STRENGTH

Anisotropy and Scale Effect in the Microhardness of Crystals
of Bi-Based Superconducting Phases

V. N. Osipov, V. N. Gurin, L. |. Derkachenko, and I. N. Zimkin
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Abstract—Microhardness studies are carried out on the (001) plane of faceted crystals of the Bi,SroCuOg
(2201) and Bi,Sr,CaCu,0g (2212) phaseswith the help of aKnoop indenter. Peculiaritiesin the effect produced
on the microhardness by the indenter orientation relative to crystal faces, the presence of lead in the structure,
and the force applied to theindenter (scale effect) are detected. It isfound that crystals of the 2212 phase exhibit
the strongest dependence of the microhardness on the above factors. © 2000 MAIK “ Nauka/Interperiodica” .

The number of publications devoted to physical and
mechanical properties of high-T, superconducting
(HTSC) crystals based on bismuth is much smaller than
that in which the properties associated with supercon-
ductivity are studied. The strength characteristics can
be helpful for studying the physical and mechanical
properties of complex compounds, such as conductors
of the composition Bi,Sr,Ca,Cu;0,y/Ag (2223/AQg) or
devices based on HTSC crystals. On the other hand, the
values of these characteristics may correlate with the
state of the structure [1].

The method of microhardnessis awidely used tool
for studying physical and mechanical properties. It is
especially helpful for small-sized objects (such as
HTSC crystals) for which it is difficult to measure
strength parameters by using other methods. The
microhardness of HTSC materials was studied mainly
on Y- and Bi-based superconductors with the help of a
Vickers pyramid [2-6].

In the microhardness measurements in the range of
small loads, the scale effect, i.e., the dependence of
microhardness on the load, is observed. A possible rea
son behind the scale effect is the elastic relaxation of
the material (elastic restoration of the imprint), since
hardness is usually calculated from the diagonal of the
indenter imprint after the removal of loading. On the
other hand, the microhardness under small oads can be
affected by strengthening of the material as a result of
plastic deformation under the indenter.

In the present communication, the microhardness
Hy, the polar anisotropy Px (type | anisotropy) of
microhardness, and the scale effect are studied on the
(001) plane of faceted (idiomorphic) crystals of the
superconducting Bi-based phases Bi,Sr,CuQ; (2201)
and Bi,Sr,CaCu,Og (2212) (the BSCCO system) with
the help of a Knoop pyramid, since in this case micro-
hardness is most sensitive to the anisotropy of physical
and mechanical properties of the crystal structure [7,

8]. The microhardness anisotropy of Bi,Sr,Ca,Cu;O4,
crystalswas investigated in [9].

1. EXPERIMENTAL TECHNIQUE

We synthesized the crystals of the HTSC phases of
the BSCCO system from a solution in a KCl melt by
using the preliminarily formed compounds (precur-
sors) and isothermal holding conditions [10]. The sec-
ond precursor for obtaining 2201 crystals was CuO.

The phase composition of the synthesis products
and the crystal lattice parameters of superconducting
phases were determined from the results of analyzing
X-ray diffraction patterns obtained on a DRON-2.0
X-ray diffractometer (FeK, = 1.937 A) by a standard
method [11].

The microhardness of crystals sel ected with the help
of an optical microscope was studied on a PMT-3
instrument by measuring the longer diagonal of the
imprint made by the Knoop pyramid [12] and having
the shape of arhombus extended along one of its diag-
onals. The maximum load applied to the indenter was
[J0.03N(39g) in view of alow microhardness and small
sizes of the crystals of the superconducting phases,
while the minimum load was 0.01N(1g). The time of
drawing the indenter to the surface was 15 s and the
time of holding under the load was 10 s. The imprints
were made so that the longer diagonal lied in the (001)
plane of the crystal at angles 0, 45°, and 90° to the
{100} faces of the crystals of the 2201 and 2212
phases.

2. DISCUSSION OF RESULTS

The data presented in Table 1 show that when a part
of Bi isreplaced by Pb, the values of the crystal lattice
parameters a and b for the superconductors of the 2201
and 2212 phases become closer. Thisis apparently due
to the lowering of the distortion level of the crystal lat-
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Table 1. Crystal lattice parameters for superconducting
phases of the BSCCO system depending on the composition
and the presence of lead in the structure

OSIPOV et al.

et al. [15] observed edge and screw dislocations, as
well as combinations of these didlocations in the struc-
ture of the 2212 phase of the BSCCO system. Shen et
al. [15] considered the double planes of Bi atoms, as

Phase |Presenceof Pb| a (A) b(A) c®) well as the planes between Ca- and CuO layers as dlip
2201 - 5.396 5.434 24.64 planes.

+ 5.372 5.383 24,52 The data presented in Table 2 point to the existence

2212 _ 5.390 5.403 30.84 of polar anisotropy in the microhardness of crystals,

N 5377 5.384 30.75 which is especialy strong for crystals of the 2212

: : : phase. The introduction of lead to the structure of the

tice of the HTSC phases. This assumption is also con-
firmed by an analysis of the structure of Bi-based
HTSC phases with the help of a high-resolution micro-
scope [13, 14]. It was found that a partial substitution
of lead for bismuth leads to a decrease in the intensity
of the modulation of the atomic spacing observed inthe
crystal lattice of thisfamily of HTSC crystals, down to
its complete suppression.

Theresults of microhardness measurements are pre-
sented in Table 2. According to these results, the value
of Hy of crystals belonging to the BSCCO system is
affected by the phase composition and partial substitu-
tion of lead for bismuth. For aload equal to 0.03N, the
microhardness of the crystals of the 2212 phaseisclose
to the values obtained in [2, 7] for large loads applied
to the indenter. The maximum changes in H intro-
duced by the addition of lead are observed for crystals
of the 2212 phase, which is apparently due to the con-
siderable effect of substitution on the increase in the
activation energy for the motion of dislocationsin spite
of a decrease in the distortion of the structure. Shen

2212 phase results in a change in the orientation of the
indenter for which the microhardness Hy has the mini-
mum values, while the direction for HI'" remains
unchanged upon the introduction of lead into the struc-
ture of the 2201 phase. This is apparently due to a
changein the dip direction and in the form of the inter-
action of dislocations under the deformation of the
2212 structure. A partial substitution of lead for bis-
muth changes not only the value of Hy, but also the

polar anisotropy coefficient P, = HZ™ /Hy'" [16]. For
the 2212 phase free of Pb, Px = 1.5, while the value of
P with Pbis 1.4; for the 2201 phase, P = 1.1 without
Pb and P, [01.0 with Pb. The changein Py is associated
with a more intense increase in the microhardness for
directions corresponding to the minimum values of Hy,
which therefore leads to a decrease in the degree of
anisotropy.

In the range of small loads, the microhardness of
BSCCO crystals increases with a decreasing load
applied to the indenter, which is attributed to the scale
effect [8, 17]. The scale effect can be arbitrarily divided

Table 2. Microhardness Hy (GPa) of crystals of the 2201 and 2212 phases for various angles ¢ of the indenter orientation

relative to the [100] direction

Microhardness of crystals without Pb Microhardness of crystals with Pb
Phase Load (N)
0 45° 90° 0(90°) 45°
2201 0.03 0.42 = 0.03 0.36 + 0.02 0.39+0.03 0.53+0.03 0.50+0.04
0.02 0.41+0.04 0.40+0.03 - 0.59 + 0.05 0.56+0.04
0.01 0.59 + 0.06 0.59+0.05 - 0.73+ 0.06 0.67+0.05
2212 0.03 0.96 = 0.07 0.91+0.08 0.66 + 0.04 112+ 0.05 0.86 + 0.05
0.02 1.28+0.07 - 0.77+0.06 140+ 0.09 1.16 £ 0.08
0.01 1.88 + 0.09 - 0.84 + 0.08 2.57+0.08 1.62+0.08
Table 3. Coefficients C; and C, for various angles ¢ of the indenter orientation relative to the [100] direction
Phase 2201 2212
Presence of Pb - - + + - — + +
¢ (deg) 0 45 0(90) 45 0 Q0 0(90) 45
C; (N/mm) 0.036 0.040 0.029 0.040 0.087 0.040 0.110 0.089
C, x 10*(N/mm?)| 16.8 14.3 25.3 22.2 25.8 35.3 194 19.2
PHYSICS OF THE SOLID STATE Vol. 42 No.5 2000
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into the effect of elastic restoration of the surface region
(the reduction in the imprint size after the removal of
loading) and the effect of work hardening in the plasti-
cally deformed volume under the imprint on the change
in microhardness [17-19].

It has been established experimentally that the load
P applied to the indenter acting on various materials
(polycrystals, ceramics, and crystals) is balanced by the
resistance offered by the material, which can be pre-
sented in theform [17, 20, 21]

P = P,h+R,h, 1)

where h is the imprint depth and R, and R, are propor-
tionality factors.

We assume that the first term on the right-hand side
of equation (1) characterizes the contribution of the
deformed surface, while the second term describes the
contribution of the deformed volume to the resistance
offered by the materia to the intrusion of the indenter.
Equation (1) can be written in the form

P = C,d+C,d’, 2
P/d = C,+Cyd, ©)

where C, and C, are new constants and d is the longer
diagonal of the imprint.

The figure shows the dependences of P/d on d for
crystals of the superconducting phases of the BSCCO
system with lead partially substituted for bismuth and
without lead. The coefficients C, and C, for various
crystals are given in Table 3. Since, according to [17,
18, 21], éastic restoration is associated with C; and
strengthening of the region under the indenter is con-
nected with C,, these coefficients enable usto estimate
the variation of the contributions of elastic restoration
and strengthening to the scale effect.

According to the datain Table 3, the coefficients C;
and C, differ most strongly (depending on the direction
of the longer diagonal of the imprint left by the Knoop
pyramid) for the 2212 phase free of Pb, indicating a
strong anisotropy of elastic restoration and plastic
properties of the crystal lattice of this phase. On the
other hand, the closeness of the values of C, and C, for
different orientations in the 2201 phase indicates the
similarity of the scale effect in the structure of this
HTSC phase.

It can be seen from the figure (curves 5-8 and
Table 3) that the change in the scale effect in the 2201
structure is associated with a change in the extent of
strengthening of the material under the indenter. The
strongest influence on the change in the scale effect is
produced by doping with lead of the structure having
the 2212 composition, which increases the coefficient
C, by afactor of 1.5 or 2.5 depending on the orientation
of the indenter (see curves 14 and Table 3). An
increasein C, resultsin achangein the scale effect and,
besides, reduces the plasticity of the structure of the
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Dependence of P/d on d for crystals of the 2212 and 2201
phases (curves 1-4 and 5-8, respectively) for various orien-
tations of the diagonal of the indenter imprint relative to the
[100] direction: (1, 6) with Pb, parallel to [100]; (2, 7) with-
out Pb, parallel to [100]; (3) without Pb, at 90° to [100]; (4,
5) with Pb, at 45° to [100]; and (8) without Pb, at 45° to
[100].

2212 phase after the introduction of Pb [8]. At the same
time, the difference between the coefficients C,, aswell
as C,, for different orientations decreases, which indi-
rectly confirms the decrease in the anisotropy of this
structure upon a partia substitution of Pb for Bi.

Thus, the values of microhardness Hy and the polar
anisotropy P, of microhardness of crystals having the
2201 and 2212 compositions are different. The maxi-
mum values of Hy and Py are observed for crystals of
the 2212 phase. A decrease of loading of the indenter
leads to an increase in the Knoop microhardness of
HTSC crystals belonging to the BSCCO system (scale
effect). A change in the orientation of the Knoop
indenter leadsto achangein the scale effect for crystals
with the 2212 structure (scal e-effect anisotropy). The
data reflecting the influence of the indenter orientation
on the scale effect indirectly confirm the existence of
polar anisotropy both in the elasticity and in the plastic-
ity of the structure of Bi-based HTSC crystals.

A partial substitution of lead for bismuth in the
structure of superconducting phases of the BSCCO sys-
tem leadsto achangein Hy and Py of the crystals of the
phases 2212 and 2201.

The observed strong anisotropy in the microhard-
ness of crystals of the 2212 phase decreases after the
introduction of lead into the structure, which is
accounted for by adecrease in the distortion of the crys-
tal lattice of this phase. The change observed in the
scale effect in crystals of the 2212 phase upon a partial
substitution of lead for bismuth is associated with a
change in the elastic restoration of the imprint, as well
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as with a change in the degree of strengthening of the
structure under the indenter.
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AND PHYSICS OF STRENGTH
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and Activation Parameters of Short Dislocationsin Si Crystals
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Abstract—It is shown that the passage of an electric current through crystalline silicon may lead to the so-
called galvanoplasticization, as well as the galvanostrengthening, effect. It is found that the effect is sensitive
to the temperature regime of deforming and to the preliminary high-temperature treatment of the samples. The
motion delay time for short dislocations and starting stresses are significantly affected by the current. Therela
tion of these effects to the change in the electric state of the Cottrell atmosphere as a result of the passage of the
current through the crystal is considered. © 2000 MAIK “ Nauka/Interperiodica” .

The excitation of the electron subsystem of acrystal
is known to result in a change in the mobility of dislo-
cations under mechanical loading [1-3]. The excitation
can be due to the effect of an electric field, irradiation
by alight or electron beam, as to an well as injection
current.

The stimul ating effect of acurrent on the mobility of
short dislocations (L < 100 um) in crystalline Si was
studied experimentally in [4—6]. Peculiarities in the
behavior of individual dislocations observed in [4-6]
agree well with the conclusions later drawn by Aliev
et al. [7], who studied the electropl astic deformation of
silicon samples.

Typical featuresin the behavior of short dislocation
segments in Si crystals are the existence of starting
stresses o4 and delay times t,y of dislocation move-
ments. Earlier experiments proved that these starting
parameters depend on the conditions of bringing dislo-
cations to starting positions, the regimes of thermal
treatment of the samples, the experimental tempera-
ture, and the state of the surface [8, 9]. One can assume
that the emergence of o4 and t, is associated with the
formation of aregion with an elevated concentration of
point defects (Cottrell atmosphere) around disloca
tions.

In the present communication, we analyze the effect
of adirect electric current on the starting characteristics
of short dislocations and on the activation parameters
determining the depinning of dislocations from the
Cottrell atmosphere (the energy of activating the dislo-
cation detachment from pinning centers and the activa-
tion volume of the depinning process).

High-temperature treatment (HTT) of samples (in
particular, in oxygen atmosphere) is known to be an
effective method for changing the concentration and
structure of microscopic defectsin silicon[10, 11]. For
this reason, we studied the effect of electric current on

the interaction of dislocations with point defects by
using both the initial Si samples and the samples sub-
jected to additional high-temperature treatment in air
(3-h annealing at T = 1300 K). The layer of oxygen
formed during such a thermal treatment was etched by
hydrofluoric acid prior to the passage of current.

The sources of dislocation half-loops were stress
concentrators drawn in the [110] direction on the (111)
surface. The motion of dislocations was induced by
bending about the [112] axis (four-support method).
The sample size was 20 x 4 x 0.4 mm in the [110],
[112], and [111] directions, respectively. The relative
error in determining the shear stresswas 5%. Theinitial
and final positions of the ends of the half-loops were
fixed by the chemical etching method. The dislocation
path lengths were measured on a BIOLAM-M micro-
scope with the help of an eye-piece micrometer to
within =0.3 um.

We studied the effect of an electric current on the
dynamics of didocations by the method of four-support
bending differing from the traditional technique in that
the role of two lower supports was played by cylindri-
cal tungsten electrodes to which voltage was supplied.
This allowed us to pass the electric current through the
samples directly during their mechanical deformation.

The effect of adirect current on the dislocation path
lengths was studied in the temperature range T = 650—
1000 K under mechanical stresses o = 11-110 MPafor
the current densities J = 1 x 10%-1 x 10° A/n?.

It iswell known that, in the low-temperature region
(T<800K), dislocationsininitial Si crystalsareimmo-
bile. In this paper, we prove that the passage of an elec-
tric current through the Si samples initiates the motion
of didocations at much lower temperatures than in the
initial crystals.

It wasfound to be expedient to divide the entire tem-
perature interval under investigation into two parts: the

1063-7834/00/4205-0877$20.00 © 2000 MAIK “Nauka/Interperiodica’
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Fig. 1. Effect of current and temperature on the dislocation
kineticsfor (a) 0 = 34 MPa, T =823 K, and different values

of Ix 10°A/m% (1) 0, (2) 1, (3) 2, (4) 5, and (5) 10; and
(b) 0 = 110 MPa, J = 2 x 10° A/m?, and various values of
T(K): (1) 673, (2) 723, and (3) 773. Under the same condi-
tions, dislocations remain stationary for J = 0.

high-temperature region AT, = 800—1000 K (whichwas
studied in detail earlier [4-6, 8, 9]) and the low-temper-
ature region AT, = 650-800 K.

The starting stresses o4 and delay times ty, were
determined experimentally directly from the linearized
dependences of the average dislocation path lengths
AL(t) on the time of loading t. Typical time depen-
dences of dislocation path lengths AL under various
mechanical stresses in the samples carrying an electric
current in the regions AT, and AT, are shown in Fig. 1.
Figure 1a shows that, for a fixed temperature T and a
mechanical stress g, the delay time tyy for crystals
excited by the current is longer than in the initial S
crystals, with the delay time decreasing and ultimately
vanishing upon an increase in the current density J. We
found (Fig. 2) that the starting delay time is inversely

PHYSICS OF THE SOLID STATE  Vol. 42
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proportional to the length of a moving dislocation seg-
ment (tyy = const/L). For fixed o and J, the delay time
isafunction of temperature T of the sample (Fig. 1b).

It was found that the temperature dependence of the
delay time tyy in the initial samples, as well as in the
samples carrying current, is of the exponential type:

tog = tow XP[V(0)/KT]F(0)/Lv, Q)

where tyy  iS a certain approximation parameter, V(o)
is the activation energy for the depinning of a disloca
tion from the Cottrell atmosphere, k is the Boltzmann
constant, F(o) is a coefficient depending on stress, L is
the length of the didocation segment, and v is the
attempt frequency of depinning of the dislocation seg-
ment from the points of its fixation [12—14].
Thevaues of V(o) were calculated from the temper-
ature dependence of delay times for the entire range of
working stresses. It was found that the V(o) depen-
dence islinear and can be described by the formula

V = V,-yo, (2

whereV, isthe height of the barrier preventing the ther-
mal depinning of dislocations from impurity centersin
the absence of external stresses acting on the crystal
(this quantity can be assumed to be equal to the energy
of dislocation depinning from such centers) and yisthe
so-called activation volume of the depinning of a unit-
length dislocation [9, 15]. The values of the experimen-
tally determined activation parameters V, and y are
givenin the table.

The information contained in the table shows that
the passage of a current through crystalline silicon
reducesthe height of theinitia barrier V, for the depin-
ning of dislocations by 0.6-0.7 €V in the high temper-
ature regions (800—1000 K). At low temperatures (650—
800 K), the values of V, were determined only for cur-
rents of density J =2 x 10° A/m?. For currents J < 2 x
10° A/m?, dislocations remained at rest in this tempera-
ture range during the real time of the experiment. In
both temperature regions, there was practically no
delay time at the beginning of the motion of disloca-
tions for J = 5 x 10° A/m?, and hence the activation
parameters of short dislocations for these current den-
sities were not determined.

The noticeable decrease in the barrier height V,
under the action of the current can be interpreted asthe
result of a decrease in the energy of interaction of dis-
locations with pinning centers. It is well known
[11,16,17] that, in the temperature intervals AT, and
AT,, dislocations in silicon are charged and are sur-
rounded by spatial charge regions (Read cylinders) in
order to satisfy the electroneutrality condition. The
atmosphere of point defects around dislocations also
includes pinning centers that have to be overcome by a
dislocation at the beginning of its movement. The pas-
sage of current changes the charge state of the pinning
centers, due to their partial or complete neutralization,
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thus ensuring the lowering of the potential barrier asso-
ciated with the Coulomb interaction. Thus, if we
assume that a dislocation interacts with pinning centers
not only through elastic forces, but also through electric
forces, the decrease in the barrier height V; in current-
excited Si crystals may serve asindirect evidence of the
change in the charge state of dislocations and point
defects as aresult of the passage of current.

In contrast to the dislocation depinning energy,
which changes significantly asaresult of the passage of
current through Si crystals, the activation volume (and,
hence, the concentration of pinning centers holding a
dislocation in its starting position) is insignificantly
affected by current flowing through the sample. It
should be noted that this result holds for the high-tem-
perature region. The situation changes drastically aswe
go over to the range of low temperatures, in which the
coefficient y for excited crystals decreases strongly
(approximately by afactor of four) as compared to the
activation volume in the high-temperature range. This
may indicate that the concentration and structure of
pinning centers in the low-temperature region differ
from the concentration and structure of similar centers
in the range of high temperatures.

Our investigations proved that the characteristics of
long and short didocations in silicon differ qualita-
tively. Long dislocation segments (L > 300 um) have
no starting time delay (t,y = 0), but for afixed o only a
part of dislocations starts moving.

A qualitatively different situation is realized for
short dislocation loops (L < 100 pm) in the same S
crystals. For a fixed o, short dislocations either start
amost simultaneously, or al of them remain at rest.
The effect of starting time delay istypical just of short
didocations. The delay time itself is a function of
stress: tyy = tye(0) (Fig. 3).

The dependence ty(0) presented in Fig. 3 corre-
sponds to the high-temperature region (AT,). Therela-
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Fig. 2. Dependence of the delay timetggy of the beginning of

didlocation motion on the length L of dislocation segments
inSi crystalsfor 0 =63 MPa, T=823K, J=0.

tion between the delay time and the stress has a typical
form

0% = Vo—KTIN(tea/taso)y (3)
where tyy o IS a certain approximation parameter.

The stress o5 (J, T) a which dislocations are set in
motion simultaneously (i.e., to t;y = 0, see Fig. 3) will

henceforth be called the absol ute start stress. For o3 <
0% (3, T), short dislocations are set in motion with a
delay (ty > 0). Besides, there exists a threshold stress

oo < 04(J, T) for which dislocations remain at rest

irrespective of the time of action of the external agency
(rest boundary of adislocation).

Activation parameters of depinning of short dislocations from pinning centersin Si single crystals

Temperature range
No. Sampletype | Jx 1074 A/m? AT, = 800-1000 K AT, = 650-800 K
Vo, €V y x 1077, m3 Vo, eV y x 10?7, m3
1 Initial Si 0 22+01 1.0+0.1 * *
2 Si 1.0 16+01 09+0.1 * *
3 Si 2.0 15+0.1 08+0.1 08+0.1 02+0.1
4 Annealed Si** 0 19+0.1 35+01 *
5 Annealed Si** 1.0-10.0 * * *

* Marks conditions under which the motion of dislocations is not observed, ** corresponds to an annealing temperature of 1300 K and
annealing time of 3 h.
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A (1-5) indicate the corresponding values of the absolute
start loading, and B is the rest boundary for dislocations:

(1) J=0,T=823K, (2) J=0, T=873K, (3) J=1x 10°A/m?,
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Fig. 4. Temperature dependence of starting stress o for a
fixed value of the delay timetyy = 300 sand different values
of J, A/m% (1) 0, (2) 1 x 10°.

The boundaries 6% and o4 of the start regions in

the initial, as well as galvanoexcited, samples depend
on the sample temperature, decreasing upon heating.

For a fixed temperature, the values of stresses GQ and
og in galvanoexcited Si crystals are lower than in the
initial crystals. For example, for a current with J = 2 x
105 A/m?, o3 is smaller than the initia value by
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approximately a factor of three. The values of 02 and

og in galvanoexcited samples were functions of the
current density, decreasing upon an increasein J.
It should be emphasi zed that the start characteristics

tys, 04, 0%, and 0% have the above-mentioned pecu-

liaritiesonly in thetemperature range T < 973 K. How-
ever, intheregion T = 973 K, the galvanostrengthening
effect can be observed, in which the values of starting
characteristics of Si samples differs significantly as a
result of the passage of a current, namely, the values of
starting stresses in galvanoexcited crystals are higher
than the starting stresses of mation of short dislocations
intheinitial Si crystals (Fig. 4). It should be noted that

the o (T) dependence depicted in Fig. 4 was measured
for afixed starting delay time equal to 300 s.

The results described above lead to the conclusion
that the passage of a current produces a plasticizing
effect on the surface layers of Si only for T< 973 K. It
was found that the effect of current on the motion of
dislocations depends not only on the temperature range
under investigation, but also on the previous history of
the sample, in particular, on the preliminary HTT of
samples. For example, the passage of a current through
the samples subjected to a preliminary HTT does not
induce the motion of dislocations in any temperature
range under investigation. On the other hand, the
motion of dislocations was observed in Si samples sub-
jected to HTT, but carrying no current, which allowed
usto determine the activation parameters of dislocation
depinning from impurity centers in samples subjected
to annealing in air (see table).

Thus, the effect of a current on the starting parame-
ters and dynamic behavior of dislocations strongly
depends on the previous history of the samples, which
isclearly manifested in Si samples subjected to thermal
trestment (annealed in air). In this case, the passage of
current pins dislocations in their starting positions,
which can be explained by a change in the charge state
of structural defects in such samples. According to
Shimura[18], annealing of silicon at high temperatures
T ~ 1300 K leads to oxygen diffusion to the bulk of the
material along dislocations and slip planes and to the
formation of coarser pinning centers. It was proved in
[17, 18] that dislocations surrounded by an atmosphere
of impurities lose their electrical activity as aresult of
such athermal treatment; i.e., they become electrically
neutral.

The electroneutrality of the atmosphere can only
account for the decrease in the delay time and the
increasein the velocity of dislocationsthat we observed
[15] in samples annealed at a high temperature (T ~
1300 K). At the same time, the passage of a current
changes the state of the Cottrell atmosphere around a
dislocation, namely, the initially neutral atmosphere
becomes charged. We can assume that the coarser
charge centers formed as aresult of the passage of cur-
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rent pin dislocations at their starting positions so
strongly that the dislocations are unable to leave these
positions under nondestructive stresses. Therefore, the
passage of a current through the samples subjected to a
special thermal treatment must increase the crystal
rigidity as compared to therigidity of samples carrying
no current.

It should be noted, in conclusion, that the passage of
acurrent through silicon crystals may lead to two oppo-
site effects, depending on the experimental temperature
and previous history of the samples. For T < 973 K, the
samples not subjected to annealing (“initial” samples)
exhibit a galvanoplasticization effect. In this case, the
delay time of dislocation movement decreases (down to
zero), and starting stresses are reduced (by a factor of
several units). For T = 973 K, the galvanoplasticization
effect is replaced by galvanostrenthening. Silicon crys-
tals subjected to HTT exhibit a tendency to galvano-
strengthening in the entire temperature range under
investigation. This effect can be due to the pinning of
disocations at stoppers, which is manifested in the
growth of starting stresses and in the increase in the
starting delay time.
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Abstr act—The temperature dependence of magnetostriction of textured polycrystalline Cog 7,Zn; ,5-W hexar
ferrite has been studied by means of x-ray dilatometry and strain gauges. It is shown that the magnetostriction
constants exhibit an anomalous behavior in the region of spin—reorientational phase transitions and reach as
high as 10°-10. © 2000 MAIK “ Nauka/Interperiodica’ .

In oxide ferrimagnets with the hexagonal structure
(hexaferrites), which contain, besides trivalent iron,
magnetoactive cations with strong spin-orbit coupling
(for instance, Co?* ions), variation of temperature can
produce various magnetic structures, namely, the easy-
cone, easy-plane, and easy-axis states. The role played
by the magnetoelastic interaction in the formation of
the magnetic states of magnets of this kind remains
very poorly studied. The available data, obtained pri-
marily at room temperature, provide no more than frag-
mentary information on the behavior of the magneto-
gtriction constants of some simplest hexaferrites
(BaFe,O4BaM, BaFe;;O0,—Fe, W, etc.) [1-5]. Infor-
mation on the temperature dependences of the magne-
tostriction constants and, hence, on those of the magne-
toelastic coupling constants is extremely scant.

At the sametime, it appears obvious that spin-reori-
entational phase transitions, i.e., the processes involv-
ing achangein direction of spin magnetic momentsrel-
ative to the crystall ographic axes, may be accompanied
by a change in the crystal dimensions because of the
anisotropic nature of the spin subsystem interaction
with the lattice. In particular, x-ray dilatometric studies
of the lattice parameter ¢ made on a BaCo,_,Zn—W
sample, in which the whole variety of magnetic states
can be realized, showed that in the spin—reorientation
region one observes well-pronounced anomalies in
c(T), which may be interpreted as a manifestation of
spontaneous magnetostriction (A, 1107 [6, 7].

The measurement of the magnetostriction constants
reduces to determining the relative change in the linear
dimensions of a single-crystal sample along different
crystallographic axes and different directions of the
magnetizing field. Mason [8] derived general expres-
sions for the magnetostriction constant in an arbitrary
direction for a magnet of hexagonal symmetry for the
following two cases:

(i) easy-axis anisotropy
A= A [(0By + 0(2[32)2 — (0B + 0,B,) 0534
+ N[ (1= a3)(1-B3) — (a1B; + a,B,)°]
+ AL (1-a3)B5— (0,By + azB,) B4
+ AN g(01; By + 0,B,) 0By
(i) easy-plane anisotropy
A = Al2a;00B, + (af - a3)B,]’
+Baz[ (a;B; + 0,B,)° — (a1 — 0,B4)?]
+ C[(04B; + a15B,)* = (a5 B, — a1B,)7]
+D(1-a3)(1-p3) + Eazps(1-as3)

(1)

)

+Fog(1-a3) + GRy(1-a3)
+HagBs(a, B, +a,f;) + TagBs(0, By + a,B,),

where a; are the direction cosines of the magnetization
vector relative to the crystallographic axes and 3; are
the direction cosines of the direction in which the mag-
netostriction is measured.

It thus follows that in order to describe magneto-
striction of a uniaxial magnet, it is sufficient to deter-
mine the four principal constants, whereas in the case
of an easy-plane anisotropy, the number of independent
constants increases to nine (because of the lowering of
the magnetic symmetry). Experimental data should be
treated with (2) for the easy-cone and easy-plane states
and with (1) for the easy-axis magnetization.

This paper presents the results of magnetostriction
measurements in the region of spin—reorientational
phase transitions carried out on textured polycrystalline
hexaferrite  BaCog 752Ny ,5F€160,7~C0g 7,2y 25-W),
which undergoes easy-plane = easy-cone and easy-

1063-7834/00/4205-0882%$20.00 © 2000 MAIK “Nauka/Interperiodica’
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Fig. 1. Temperature dependence of the magnetostriction
constants A4 and A, of the BaCog 752Ny ogFe,60,7 hexafer-

rite.

cone = easy-axis phase transitions near room temper-
ature.

The magnetostriction constants of hexaferrites in
the region of spin-reorientational transitions were
determined by means of x-ray dilatometry and tensom-
etry.

X-ray dilatometry permits one to study linear defor-
mations of a crystal along certain crystallographic
directions, i.e., to obtain information on the main mag-
netostriction constants of a single-crystal sample. The
lattice parameters and their variation can be measured
with high precision only on sufficiently perfect crystals,
with rocking curves about 0.1° in ahalf-width, inwhich
case the margin of error of determination of therelative
elongation may be as small as (2-3) x 1075, If the tex-
ture of a polycrystalline sample is perfect enough, the
interplanar distances can be measured to within 105,
Figure 1 presents the magnetostriction constants A, and
A measured by this method on a textured polycrystal-
line sample (f, J0.7) of the above-mentioned hexafer-
rite. In the region of reorientational phase transitions
one readily sees “giant” magnetostriction, which
exceeds by at least two orders of magnitude the values
quoted typically intheliterature for ferrimagnets of this
class[14, 9].

The polycrystalline sample used in the magneto-
striction measurements by tensometric technique had a
“sheet” -pattern texture in the basal planes, with the tex-
ture index f, 0 0.35. As strain transducers, we used
GDT-type germanium dendrite strain sensors with a
strain sensitivity coefficient S= +55 and a base length
of 10 mm. The strain sensor was mounted on the sam-
ple surface in accordance with the averaged values of
the directional cosinesa,; = a,=B; =B, =0.468, a; =
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Fig. 2. Field dependences of (a) the longitudina and
(b) transverse magnetostriction of BaCog 752N 2gFe16057

at different temperatures T(K): (a) (1) 178, (2) 308, (3) 323,
(4) 333, (5) 363, (6) 389; and (b) (1) 317, (2) 367, (3) 388.

B; = 0.352 in the case of longitudinal magnetization,
and with a, = a, = 0.176, a; = 0.936, 3, = 3, = 0.662,
B; = 0.352 for transverse magnetization.

Figure 2 displaysthe field dependences of the longi-
tudinal and transverse magnetostriction obtained at dif-
ferent temperatures. In the case of transverse magneto-
striction, the curves exhibit saturation, with the effect
decreasing with increasing temperature. For longitudi-
nal magnetostriction, the effect is small in the region
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Fig. 3. Temperature dependences of (1) longitudinal and (2)
transverse magnetostriction of the BaCoq 7,Zn; ogFe;6057

hexaferrite.

where easy-plane magnetization exists and is appar-
ently due to domain-structure rearrangement. The
dependence obtained at a temperature of 389 K, corre-
sponding to the easy-axis state, has an anomal ous shape
with a maximum at a magnetizing field of 3-4 kOe.

Figure 3 presents the temperature dependences of
the magnetostriction constants taken at a magnetizing
field of 8 kOe. The maximum values of magnetostric-
tion in the basal plane reached under magnetization
along the c axis are reached at the temperatures of the
easy-plane = easy-cone spin—reorientational transition
and are as high as 10, Magnetostriction in the basal
plane obtained under longitudinal magnetization is at
least an order of magnitude smaller.

The analysis of the results of measurements, made
using the relations (1) and (2) (derived for the magne-
tostriction of a magnet of hexagonal symmetry), took
into account the real distribution of crystallographic
axes in the textured sample under longitudina and
transverse magnetization. Substituting the magneto-
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striction constants A, and A, determined by the x-ray
dilatometric method, and the directional cosines a; and
B; into the expressions for magnetostriction under lon-
gitudinal and transverse magnetization yielded the fol-
lowing estimates for the main magnetostriction con-
stants of this sample for 300 K:

Aa = —<(25+0.1)x10°, A, = (2+05)x 107,
Ae = (75+02)x107%, Ay = —(5+1)x10™.

Thus, our study has shown that in the region of spin—
reorientational transformations one observes anoma
lous magnetostriction effects. The maximum values of
magnetostriction are found in the case where magneti-
zation caused by an external field induces an orienta-
tiona transition involving a maximum change of the
orientation angle, for instance, at the induced easy-
plane —— easy-axis phase transition. The results
obtained in this work can be used advantageously to
estimate magnetoelastic interactions in the region of
spin reorientation.
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Abstract—Domain structures with in-plane magnetization are investigated in magnetically hard films. A mag-
netooptical setup designed for studying stray magnetic fields combines the advantages of the vibrating-sample
magnetometer and the magnetooptical method of signal detection. The sensitivity of measurements of the stray
field normal component is~0.1 Oe. The criteriafor choosing the optimal parameters of magnetooptical media
for information readout are established. © 2000 MAIK “ Nauka/Interperiodica” .

The measurement of weak stray magnetic fields is
important in connection with investigating the domain
structure (DS) of magnetic films, with the magnetiza-
tion vector lying in the film plane. The main problem of
studying such objectsis that the standard magnetoopti-
ca methods of DS observation cannot be used [1],
since both the Faraday effect and the polar Kerr magne-
tooptical effect required for DS observations are con-
siderably suppressed in the case of the magnetizationin
the plane of the film [1]. Other methods are either qual-
itative (e.g., the magnetic liquid method) or very com-
plicated (e.g., the electron-optical method) and inappli-
cable for an express analysis [2]. A possible way of
solving this problem is the application of an intermedi-
ate readout medium [1, 2] possessing high magnetoop-
tical characteristics, on the one hand, and being cou-
pled magnetostatically with the object under investiga-
tion, on the other hand.

The most promising media for detecting spatially
nonuniform magnetic fields with a characteristic non-
uniformity scale of the order of amicrometer or slightly
larger are epitaxial films of Bi-containing garnet fer-
rites (EGFF) [1]. Besides, such films are the most suit-
able as magnetooptical heads for an information read-
out. Such heads are used when the magnetooptical
parameters of an information-carrying medium do not
permit a direct readout from the medium itself (e.g.,
due to the small value of the Kerr rotation).

The method of magnetic field visualization and
topography using the configurations of domain struc-
tures of Bi-containing EGFF is known [2]. However,
this method has limitations on the magnitude of the
magnetic field under study and is characterized by a
considerable error when the characteristic spatial scale
of the field being measured is comparable with the DS
period of the sensor.

In this communication, we describe a nonvisud
magnetooptical method of recording weak magnetic
fields and formulate the criteria for choosing the opti-
mal parameters for EGFF to be used as a sensor. The
main feature of the proposed method of measurements
isthe combination of avibrating-sample magnetometer
with the optical method of recording a useful signal.

1. EXPERIMENT

The setup for studying a nonuniform magnetic field
was developed on the basis of a polarization micro-
scope with alaser emitting A = 0.63-um-long waves as
alight source (Fig. 1). The principle of operation is as
follows: the laser beam is focused on a Bi-containing
EGFF that serves as a readout medium; it has a light-
reflecting aluminum layer of thickness 0.1 um depos-
ited on the back side of the film. A sample with a DS

3—
10| |

Fig. 1. Block diagram of the measuring setup: (1) laser,
(2) EGFF, (3) sample, (4) sample displacement unit,
(5) polarizer, (6) photodetector, (7) amplifier, (8) oscillo-
scope, (9) generator, (10) x—y desk.

1063-7834/00/4205-0885%$20.00 © 2000 MAIK “Nauka/Interperiodica’
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Fig. 2. Block diagram for measuring the sample vibration
amplitude: (1) displacement unit, (2) rod, (3) opaque shut-

ter, (4) light source, (5) photodetector, (6) sample, (7) sam-
ple holder, (8) EGFF.
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Fig. 3. Coordinate dependence of the normal component of
the stray field.

Fig. 4. Schematic diagram of a domain under illumination
by alaser.

whose stray magnetic fields are to be measured is
placed under the EGFF. The sampleis mechanically set
in motion parallel to the EGFF. As aresult, the DS of
the EGFF is under the action of variable stray fields of
the sample under investigation, which leads to the
emergence of Faraday rotation upon the reflection of
the laser beam by the dielectric layer. The recording
system measures the coordinate dependence of the
magnetooptical signal amplitude proportional to the
normal component of the stray field of the sampleinthe
region of the laser spot.
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In order to determine the normal component of the
stray field, we use the comparison method applied for
measuring the absolute value of saturation magnetiza-
tion in vibrating-sample magnetometers. For this pur-
pose, we arrange the calibrated coil so that the EGFF is
located in a known variable magnetic field having the
same frequency as the vibrational frequency of the
vibrator. Comparing the amplitude of the magnetoopti-
cal signal from the DS of the vibrating sample with the
amplitude of the magnetooptical signal induced by the
magnetic field from the calibrated coil, one can deter-
mine the amplitude of the normal component of the
stray field of the sample DS under investigation.

The recording system includes an FD-7 photodiode
with a UPI-2 amplifier—transducer. The amplitude of
sample vibrationsis measured with the help of an opti-
cal system (Fig. 2) whose operation principle can be
described as follows: an opague shuitter is fixed to the
vibrator rod so that it partially covers the surface of the
photodiode (1) when the latter is illuminated with a
plane-parallel beam of light from the illuminant (4).
The amplitude of photo-emf is proportiona to the
amplitude of the rod vibrations, provided that the latter
is much smaller than the size of the photosensitive sur-
face of the photodetector.

Figure 3 shows the results of experimental investi-
gations of the normal component of the stray field as
a function of the coordinate for a domain structure,
with the magnetization vector lying in the plane of the
film. The sample under investigation is a standard
magnetic tape for audio recording, carrying atest sig-
nal of frequency 500 Hz. For the detecting medium,
we have chosen the EGFF having the composition
(BiSmTm),(FeGa)s0,, with the following parameters:
film thickness h = 6 um, domain size P = 100 um, and
saturation field Hg = 6 Oe.

2. CALCULATING THE OPTIMAL PARAMETERS
OF A DETECTING MEDIUM

The most important parameters of the system
intended for measuring weak magnetic fields are the
sensitivity and spatial resolution. The sensitivity of this
method is determined primarily by the magnetic
parameters of the recording EGFF (saturation field,
coercive force, and Faraday rotation), aswell as by the
sensitivity of the recording system of the magnetoopti-
cal signal.

Let us determine the parameters of the materia to
ensure the maximum sensitivity of the system, other
conditions being equal. This can be done on the basis of
the condition of the maximum of the magnetooptical
signal amplitude under the action of an external mag-
netic field H. For the magnetooptical signal amplitude,
we can write

S = kW,hAW/Pn, ()
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Fig. 5. Nomogram for determining the optimal parameters of uniaxial materials for a magnetooptical readout of information.

where W, is the specific value of Faraday rotation, his
the film thickness, P is the DS period, AW denotes the
changes in the domain size under the action of the
external magnetic field H, n is the number of domain
walls in the region of the laser spot with a diameter L
(Fig. 4) (L isthe characteristic size of information bit),
M isthe magnetization of the material, M isthe satura-
tion magnetization, and k is a coefficient characterizing
the sensitivity of the readout system. Besides, we can
write

AW/P = M/M. 2
The magnetooptical susceptibility X, can bewritten as
Xmo = dS/dH|[, . 3

Obvioudly, X must have the maximum value. Substi-
tuting expressions (2) and (3) into formula (1), we
obtain

Xmo = KWoh/My(dM/dH|,,_)(2LIP—1).  (4)
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The expression for dM/dH|,, -, can be derived from the
theory of astripe DS [4] under the conditions M/M, < 1

and Q > 1, where Q = K/2nM? isthe quality factor of
the material and K, is the uniaxial anisotropy constant:

dM/dH|, _, = [4n§11+ P/(Tth)
. )
0
X Z(—l)”(l—exp(—Znh/P))/nD} .
4 0

Intheregion 1 < P/h <5, expression (5) can be approx-
imated by the formula

dM/dH|, ., = 0.053+0.047P/h. (6)

Besides, the following relation holds in the same
range of theratio P/h [4]:

1/h = —0.05+ 0.083P/h. (7)
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For uniaxial magnetic materials, the following rela-
tions hold [3]:

M, = (2QA/M™II; | = 4(AK)"/(4tM?),

where A is the exchange constant belonging to the
range 2 x 10-"—4 x 107 erg/cm? for an EGFF.

Substituting expressions (6) and (7) into (4), we
obtain the following equation for the magnetooptical
susceptibility:

X = kW,h(=0.05h + 0.083P)

x (0.053 + 0.047P/h) (2L/P — 1) (2QA/m) 2.

We must find the values of P and h for which x,,, hasa
maximum value, i.e., solve the system of equations

PXo/0P = 0 PX,o/0P° = 0
O O
PXmo/0h = 0, %, ./0h> = 0.

This condition is satisfied for the following relations:
P/h=2585P=L,andl/h=0.165.

These relations determine the optimal parameters
of the material used for measuring weak magnetic
fieldswith the characteristic scale L by the magnetoop-
tical method. Thus, if we must read out information
with the characteristic size L of arecording bit by the
magnetooptical method, the optimal parameters of the
material serving asthe readout medium are asfollows:
(1) a Bi-containing EGFF with the maximum possible
concentration of Bi ions; (2) the DS period is equal to
the size of an information bit, P = L; (3) the diameter
of the laser spot is equal to the size of the information
bit; (4) the characteristic length of the materia is
| =0.0637L; (5) the film thickness is h = 0.387L, or
h=6.07l; (6) 4nM, = 157(QA)°%/L; and (7) K, =
1017Q2A/L2,

It should be noted in addition that X, ~ (QA)™, and
hence Q must have a minimum value. For the conve-
nience of determining the required parameters of the
film, Fig. 5 shows anomogram which makesit possible
to find the optimal magnetic parameters of EGFF. The
principle of operation with such nomograms are
described in detail in [3, 4]. The parameters should be
determined in the following sequence. We assume that
the characteristic size of areadout information bitisL.
(1) Specify the Q-factor of the material (the value of Q
normally belongs to the interval 1.5-10). (2) Choose
the value of the exchange constant A, which usually
varies from 2 x 107 to 4 x 107 erg/cm®. (3) Mark the
value of L on the diagram and find the values of film
thickness h, domain size P, and characteristic length | of
the material corresponding to it. (4) Knowing Q and A,
draw a horizontal line to the intersection with the
straight line on the nomogram. (5) Find the values of
41V and K, corresponding to this point (as shown in
Fig. 5).
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It should be observed that the film thickness h is
bounded by the optical absorption of the material. If a
laser with the wavelength A = 0.63 pm is used, the max-
imum possible EGFF thickness is h = 10 pum. This
means that if the characteristic size of the magnetic
field under investigation is L = h/0.346 = 26 pm, the
most optimal parameters of the EGFF can be deter-
mined from the condition dx,o/0P = 0 for h = 10 um
and P = L. Besides, it should be borne in mind that the
coerciveforceisH, ~ 1/h and can be ashigh as4 Oefor
1/h ~ 1-2 Oe [5]. Thus, the application of EGFF for
studying weak magnetic fields with a characteristic
period exceeding 50 pum is limited in view of the
increase in coercive force. This difficulty can be over-
come by increasing the EGFF thickness to the optimal
value with the corresponding transition to the infrared
spectral region, where the optical absorption coefficient
is considerably smaller (e.g., a laser with the wave-
length A = 0.8 um can be used). If, however, one hasto
operate in the visible spectral range, other magnetoop-
tical materials (like orthoferrites) should be used as the
Sensor.

Thus, the setup we devel oped to measure the ampli-
tude of the normal component of the stray field and
using an intermediate recording medium in the form of
Bi-containing garnet ferrite films makes it possible to
determine the parameters of domain structure of mag-
netic materials with an in-plane magnetization vector.
The theoretical analysis carried out here makes it pos-
sibleto determine the optimal parameters of the record-
ing medium material for magnetooptical readout of
information as functions of the bit size (density of
recording).
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Abstract—A theoretical study isreported of the effect of interlayer exchange coupling on the resonance prop-
erties of atwo-layer magnetic film with “easy-axis’ and “easy-plane” anisotropic layersin astrong tilted mag-
netic field. The dependence of the resonance fields on the tilting angle of the external magnetic field to the film
has been obtained, the tensor of integrated high-frequency film susceptibility has been found, and its depen-
dence on the strength and orientation of the external field, aswell as on layer thickness, has been analyzed. The
results obtained agree with the available experimental data. © 2000 MAIK “ Nauka/Interperiodica” .

The continuing interest in the investigation of mul-
tilayer magnetic structures is stimulated by their fairly
unusual properties, which in many cases turn out to be
more complex and diverse than those of single-layer
films. The current significant interest in multilayer
filmsis due to their broad application potential in vari-
ous devices.

Among the most important characteristics of mag-
netic systems are their high-frequency properties, in
particular, the ferromagnetic resonance (FMR) fre-
guencies, the dynamic magnetic susceptibility of afilm,
etc. Obviously enough, interlayer coupling in a multi-
layer film may strongly affect all its properties, includ-
ing the FMR frequency spectrum, aswell asgiveriseto
features in energy absorption. For this reason, films
made up of magnetic layers with different magnetic
anisotropy types are of major interest among multilayer
structures, both for theorists and for device applica-
tions.

Among the first theoretical approachesto the inves-
tigation of two-layer magnetic films was formulating
the problem of magnetization distribution in afilm con-
sisting of two exchange-coupled ferromagnetic layers
with differently oriented easy axes; a particular case
was that of the easy axes lying in the film plane at an
angle to one another [1, 2]. The strong exchange inter-
action between the layers accounts for the nonuniform
distribution of magnetization across such afilm, which
was taken into account in [1, 2] by accepting the corre-
sponding boundary conditions. lon-implanted films
consisting of layers differing in the nature of the mag-
netic anisotropy were considered in [3, 4].

Attempts to analytically solve the problem of mag-
netization distribution in the ground state meet with
formidable mathematical difficulties, and therefore cer-
tain approximation are invoked (for example, by postu-

lating a strong external magnetic field and infinite layer
thickness [3]) or anumerical approach isused [2, 4].

This work reports a theoretical study of some fea-
turesin FMR frequencies and a calcul ation of the high-
frequency magnetic susceptibility tensor for a film
made up of two layers with an easy-axis and an easy-
plane magnetic anisotropy. Considerable attention is
paid to the existence of a gap in the FMR freguency
spectrum discovered experimentally in [5, 6]. Specific
features in the absorption intensity described by the
high-frequency susceptibility tensor were observed in
[7]. The existence of a gap in the FMR spectrum was
theoretically validated in [8], where this phenomenon
was related to the finiteness of the interlayer exchange
coupling. However, the model used in [8] only alows
description of ultrathin films, where the interface is
comparable in thickness to the layers themselves. At
the same time, the layer thicknesses used in the experi-
ment [5-7] far exceed (by an order of magnitude and
more) the characteristic length. In the model proposed
here, the limitation on the layer thickness is removed,
and the small parameter alowing the analytical solu-
tion of the FMR fregquency problem and the calculation
of the susceptibility tensor isthe small ratio of the layer
anisotropy fields to the external magnetic field.

1. FORMULATION OF THE PROBLEM

Consider a two-layer film with the surface normal
coinciding with the Z axis. One of the layers (layer 1)
has an easy-axis anisotropy and extends in thickness
through 0 < z< d,, and the second layer (layer 2), occu-
pying the —d, < z< 0 region, is easy-plane anisotropic.
We assume the easy axisin layer 1 and the hard axisin
layer 2 to be parallel to the Z axis. A strong tilted mag-
netic field H® exceeding the anisotropy field H,, in each

1063-7834/00/4205-0889%$20.00 © 2000 MAIK “Nauka/Interperiodica’
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layer is applied to the film (here and subsequently, the
subscript n = 1, 2 denotes the layer number).

The equilibrium distribution of the magnetization
vector M in a constant externa field H® is determined
by minimizing the energy W of the structure:

OA, (gM 7 K*
Wik

n= 12V

O
nz MnHeD
O
D)
—J'dSZJMlMZ,

where A, are the exchange-coupling constants, M,, is
the saturation magnetization of each layer, Ky = K, —

2nMﬁ are the effective magnetic-anisotropy constants,
Heisthe external magnetic field, and J isthe interlayer
exchange-coupling constant. All the constants entering
() (A, Ky, and M, are assumed to be constant within
each layer. Integration in the first term is performed
over the volumes of the corresponding layers, and in
the second one, over the layer interface. In this work,
we are going to restrict ourselvesto analyzing the exci-
tations uniform in the film plane (XY) and nonuniform
across the film (i.e.,, aong the Z axis); this actually
makes the problem one-dimensional, and taking into
account that the magnetostatic interaction reduces to a
renormalization of the anisotropy constants, K} = K, —

2T[|\/|r2n.
The equations of motion for the magnetization in
each layer can be cast in the form
M,sinBg¢p W, _ A,M,08
g, ot d g, ot
M,sinBge dW, _ )\“M”sinz ¢
0, Ot o¢ On ot’
where A, are the damping coefficients, g, are the gyro-
magnetic ratios, and the angular variables 6 and ¢
parametrize the magnetization vectors, M , = M,(cosB,
sinBsind, sinBcosp).
The boundary conditions for the coupled equations

(2) taking into account the interlayer exchange cou-
pling can be written as [9-11]

M'(d;) = 0, M'(-d;) =0,

)

©)

A A,
‘—12M1 = JMM,, MZM

1 2
where the prime denotes the derivative with respect to
the coordinate Z. This choice of boundary conditions
corresponds to free spins at the film surface and takes
into account the exchange interaction between the lay-
ers at their interface, which is described by the second
termin (1).

M, M} = IM,M,,
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Note that many works dealing with the analysis of
linear and nonlinear excitations in layered structures
[3-5] make use of simpler boundary conditions at the
layer interface; i.e.,

Ay = Payy My

Ml M2 M,

M,

One readily sees that these boundary conditions are
actually the limiting case of boundary conditions (3) and
correspond to an infinitely strong interlayer exchange
coupling (J — o). Asweshall seelater, in thislimiting
case, the two-layer film under study here has only one
FMR frequency rather than two, which are found to exist
at afinite exchange-coupling parameter J.

Because the film is assumed to be isotropic in the
(XY) plane, we shall consider, without any loss of gen-
erality, that the external dc magnetic field H® lies in
the (YZ) plane, with its direction given by the ¢, and
8, = W2 angles.

2. FMR AND RESONANCE FIELDS

In order to analyze the spectrum of linear excitations
of the two-layer film under study, one has to linearize
the equations of motion (2) and the boundary condi-
tions (3) with respect to small deviations of the magne-
tization vector M from its equilibrium distribution, for
which purposeweset 6 =6, + 3, ¢ = ¢, + Y, and 9,
P < 1, where the angles 8, and ¢, correspond to the
equilibrium distribution of the M vector. In the two-
layer film under study with different magnetic anisotro-
pies in the layers, this magnetization distribution is
nonuniform across its thickness, even in a strong tilted
magnetic field in excess of the layer anisotropy fields
Han [12]. The equilibrium magnetization in an infinite
easy-axis magnet would betilted at an angle ¢, = b, —
sin2¢,/2h;, and in an easy-plane one, at ¢,, = ¢ +
sin2¢,/2h,. Theinterlayer exchange coupling in atwo-
layer film of afinite thickness makes the magnetization

vector turn within the angular interval (19, $2),
wherethe ¢, and §,, angles define the magnetization

orientation at the film surfaces, ¢15> $19 > §20 > dop
to form akind of a“domain wall.” This nonuniformity
in the magnetization distribution is, however, small
because of the smallness of the (~H,/H) parameter,
and therefore in the equationslinearized in the 9 and Y
variablesone can set 8, = 172, ¢y = ¢y; i.€, assumethe
ground state to be uniform. In this case, interlayer
exchange will become manifest only in the spin wave
equations.

The equations describing the normal vibrations of
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the system in this approximation have the form

109 " *
anﬁ—lﬁlp +(hn+$nKn COSZq)H)l‘IJ
# Ao[—1,8" + (h, + sgnK}; cos” ) 9] = 0,
10 2 ©
oot —1:8" + (h, + sgnK} cos2¢ )9

— Al + (h, + sgnK cos’d )] = 0.

Herel, = (A,/|K} |)Y2 is the characteristic length, h, =
HeM,/2|K} | is the normalized externa field, and w, =

2g9,|K* |/M,, is the frequency of uniform FMR in the
nth layer in the absence of an external magnetic field.

The linearized boundary conditions can be written
as
9'(dy) =0, g'(dy) =0,
9'(dy) = 0, Y'(dy) = 0,
A 3'(+0) = A8'(-0) = J[8'(-0) -3'(+0)],
AY'(+0) = Ap'(-0) = J[y'(-0) —y'(+0)].

We shall look for the solution to linear homoge-
neous equations (5) in each layer in the form

(6)

9 = (9,,c08K,z+ 9 ,sink,z) exp(iwt), @

P = (Pyacosk,z+ P, sink,z)exp(iwt).

Inserting (7) into equations (4) yields a homogeneous
system of algebraic equations for the coefficients 9,
D i Wnar Wnps NOW, equating the determinant of this sys-
tem to zero, we come to the spin-wave dispersion rela-
tion w = w(k). The dissipative term in the equations of
motion naturally results in the w quantity being com-
plex (while the wave vector k is real), w = w' + iw",
where ' is the normal vibration frequency and w
characterizes the spin wave damping,
2

w’ = wi(h, + sgnK* cos2d,, + 12k2)
x (hy + SgnK cos’ gy, + 17K),
W' = Ay (h,

+ sgnK* (cos2¢, + cos )12 + 12K3).

(8)

Obviously enough, the same frequency w in differ-
ent layers should be identified with different values of
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the wave vector k = k,,, namely,
_1 DB& sn'o w0 Esz
4 n
I Dl:bo |:|
sgnKy

0
—=—-"(cos2¢y + c0s'dy) 0
|

(without loss of generality, we shall assumethat k,, > 0).
Substituting (7) into the boundary conditions (6)
yields an equation for resonance frequencies as func-

tions of the external field He, which can be cast in the
form

(Hy=H)(H,- H)+ (Hz H)
3 (10)
+ m(Hl—H) =0,

where
2, 2 . 4 1/2
H, = H [(w/w, +sin ¢,/4)

—sgnK} (cos2¢, + coszq)H)/Z].

One readily sees that the quantities H, are actually
the values of the external field at which the FM R occurs
at afrequency w for afixed angle ¢ in individua lay-
ers, therefore, we shall cal the H,, quantities in what
follows the resonance fields of the nth layer.

Equation (10) gives the eigenfrequencies of a two-
layer film as functions of parameters of the two-layer
film and of the external magnetic field H® in an implicit
form. An explicit expression for the resonance frequen-
cies generally cannot be derived from (10), and there-
fore one can conveniently consider this expression as
representing the resonance field as a function of its ilt
angle ¢, and of the frequency w; i.e,, H = H(w, ¢).
Equation (10) can be solved for H in atrivia way by
determining two values of the resonance field of atwo-
layer structure as a function of the frequency w and of
thetilt angle ¢:

{H +H,+J,+J,£ D"},

D = (Hy+ Hy+ 3, + 3)? (1)

—4(HiH; + HyJ, + HpJdy),
where we have introduced the notation J, = J/M,d.,.
As seen from (11), for any finite value of the J
parameter, there exist two values of the resonance field
given by expression (11) (and, hence, two FMR fre-
guencies). In the limiting case of J = 0, which corre-
sponds to noninteracting layers, the resonancefieldsH.

and H_ coincide naturally with the corresponding val-
ues of the H; and H, fields for one-layer films. In the
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Fig. 1. Resonancefields H.. plotted against thetilt angle ¢y
of the external magnetic field with respect to the film nor-
mal. The points are experimental data.

opposite limiting case of J — oo, which can be identi-
fied with the strongest possible exchange coupling
between the layers, the resonance field H, also grows
without limit, H, = J; + J, ~J — o, which leaves only
one hybrid resonance field for the film under study here
(and, hence, only one FMR frequency)

J, Jy
= 4 —
H- HlJl+Jz H2J1+J2

(12)

Thisbehavior of the resonancefields (and FMR fre-
guencies) allows a straightforward interpretation based
on a simple mechanical analogy; indeed, a two-layer
film may be considered conventionally as two coupled
oscillators, with the normal frequency of each oscillator
coinciding with the FMR frequencies of noninteracting
layers. If the coupling between the oscillators is finite,
the system will have two normal frequencies, while if
the oscillators arerigidly connected, the system is char-
acterized by a single resonance frequency.

Figure 1 presents plots of the two resonance fields
vs. thetilt angle ¢, relative to the Z axis calculated for
a fixed frequency (w = 21 x 7.92 GHz) from (11) for
severa values of the two-layer parameters (solid

Parameters of atwo-layer YIG structure

Layer 1 2
Compos- | (v EUTmCa)s(FeGe)sO1s | (Y GALa)a(FeGa):Or,

A, erg/cm 2.9 x 107 3.5x 107

M, Gs 36.53 70.06

K*, erg/cm® 18264 —70000

d 0.5x 10 0.18 x 10

g, Oetom? 1.25 x 107 1.78 x 107

A 25x1073 6x 1073
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curves). Both branches are seen to depend nonmono-
tonically on the tilt angle ¢, with the minimum reso-
nance field on the upper branch, (H.) i, and the maxi-
mum field on the lower branch, (H_),.x. occurring for
different ¢, angles. It isessential that (H)na < (H)min
for any value of the film parameters. Hence, the upper
branch is separated from the lower one by agap; i.e., an
interval of external fields within which FMR does not
exist for any tilt angle ¢,,. It goes without saying that
the gap width depends on the parameter of interlayer
exchange coupling.

The pointsin Fig. 1 show the experimental val ues of
the resonance fields obtained in [13] for a two-layer
film with known magnetic parameters (see the table). It
is these parameters that were used in constructing the
theoretical graphs in Fig. 1, with the interlayer
exchange coupling constant J being the only fitting
parameter; the best fit to the experiment was achieved
for J = 0.24 cm. This film is characterized by a small
value of the J parameter, such that J;, J, < Hy, H,;
besides, the inequality |J; — J,| > |H; — H,| holds. As
can readily be seen from the general relation (11), for
any value of the ¢, angle (excluding a narrow region
near the gap), the resonance fields H, and H_ can be
approximated for such parameters by the H; + J; and
H, — J, expressions, respectively.

Generally, the analytic expressions for the extremal
values of resonance fields, (H.)mi, and (H_) s and for
the angles, ¢, = ¢n((H.)min) and ¢_ = ¢p((H)ma), &t
which these values are reached, are very cumbersome.
However, if the angles ¢, and ¢_ are close to one
another, the gap dH can be estimated approximately by
the expression 8H = 2(J,J,)¥2. For atwo-layer film with
the parameterslisted in the table, one obtains 316 Oe, a
value that agrees with the experiment.

In concluding to this section, we notethat in the case
of fairly “thick” magnetic layers making up atwo-layer
film, the effect of interlayer exchange coupling on the
FMR frequencies of the film under consideration (or on
the resonance fields) may be expected to be small.
Indeed, for sufficiently large thicknesses, the parame-
ters J,, = J/M,d, become small; thus, we return to the
limiting case J,, < H,,, where the second and third terms
in (10) may be neglected, after which the resonance
fields H. and H_ will coincide with the corresponding
values of H, and H, characteristic of noninteracting
layers. If one reduces the thickness of one of the layers
(for instance, by gradually etching off the first layer),
the second termin (10), whichis proportional to J;, will
increase, while the third one, proportiona to J,, will
remain small. As can be readily verified, the resonance
fieldsin this case are equal to H, and H, + J; (except a
region near the gap); i.e., one of the FMR frequencies
of the two-layer film coincides with the resonance fre-
guency of the thicker layer, and the second frequency
differsfrom the FMR frequency of the thinner layer (in
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the limit as d; — 0O, the film only has one resonance
frequency which coincides naturally with that of the
second layer).

3. HIGH-FREQUENCY SUSCEPTIBILITY
TENSOR FOR A TWO-LAYER FILM

To analyze forced linear vibrations of a two-layer
film, consider linearized equations of motion that
include not only a constant, but also a variable external
magnetic field H (t) = Hoexp(iwt) of frequency .
These equations naturaly differ from equations (5)
only in the presence of a nonzero right-hand side,

which isproportional to the external variablefield H ®

193

. ot — 1" + (hy + sgnKy c0s2¢,,) @

—HF? + (Hycosd,, —

893

+ A[1,9" + (h, + sgnK? cos’h ) 9]
= HnyCOS(I)H _F]nzs.nq)H,

_1ay
w, 0t

(13)

— 129" + (h, + sgnK* cos2¢,,)9

~Aal—InW" + (h, + SYNKE oS0, ) W] = —hux,

where hn = I:|/Han.

We shall look for the solution to the inhomoge-
neous linear equations (13) intheformof & = & + 9 ,
W=7 + §,whered, P isthe general solution (7) of
the homogeneous system found in the preceding sec-

tion, and 9, | are particular solutions of the inhomo-
geneous system. We find from (13) that

zSIﬂ(I)H)QD Han + AFS

s (H, # TR, A)(U, 1R, + F) ’
(14)

HXE&) Han + AdFS 5+ (Hycosdy, — Hzsing,) L

Un = (H,+iR,—H)(U,—iR, + H)
We have introduced here the notation R, = —A,H,,/ G, 9, = (52 _9 1) tank,d,,
B 2 sn'e,d e Ji(H,+iR,— H) (15)
U, = Ha“[%JFTE 1a = (P2— l)(H +iR,—H)(H_+iR.—H)’
Wy = (0, — D) tank,d;,

SgnzK” (cos20, + cos2¢H)},

F = H®+ sgnK¥ Ha,cos'dy,,

F? = H®+ sgnK?* H,,cos2¢,,.

The coefficients 9, 91p, Wrar Wnp 8pPeEANiNG in the
general solution (7) of the homogeneous system of equa-
tions can be found by substituting the general solution of

theinhomogeneousequation9 =9 + 3, P=T + ¢ in
to the boundary conditions (6):

) Ji(H, +iR, = H)

Y(H, +iR,—H)(H_+iR_—H)’

la — (52_~

9, = (92—91)tank,dy,

5 Jo(H, +iR, — H)
l)(H +iR,—H)(H_+iR_—H)’

920 = ~(82-
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o J,(H, +iR,—H)
Woa = —(¢2—¢1)(H++iR+_H)(H_+iR_—H),

Wy, = (P —y)tank,d,,
wherethe quantitiesR, = [R; + R, = (R, — Ry))(H; + J; —
H, — J,)/DY?]/2 determine the height and width of the
resonance peak.

Based on the expressions (7), (14), and (15)
obtained for the magnetization distribution, one can
readily find the tensor of the integrated high-frequency
susceptibility ):( (w), which is defined as a coefficient of
proportionality between the components of integrated
magnetization and of the externa variable magnetic
field. The imaginary part ):((w) is known to determine
the energy absorption by asystem'

Q-——zx

i,j=1

WA,
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In the general case, we have
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1

X =

P.(2,2)
cosd,P,(1,1)
—-sind,P,(1,1) —sing,cosd,

X

g
d
g
g
g
g

The notation used hereis as follows

M. dy(H,+ J; + 3, + iR, — H)FYY

Pl(k!J) = Ul_iRl+H
M2d2(H1+J1+J2+IRl_H)F(2])
Uz—iR2+H !
P,(k, j) (17)
Mydi(Hp+ Jy+ J,+ iR, — H)Eh) Har + A FOC
) Ul_iR1+H
M,d,(H, +J, + J, +iR, — H)D;oH A F(])E
* U1—|R2+H "

It should be stressed that the components of the inte-
grated susceptibility tensor X (w), as expected, exhibit
a resonance behavior at external fields H close to the
resonance fields of a two-layer film, and H, and H_
[P.(k, j) are smooth functions of the external field,
which do not contain resonance denominators],
whereas the expressions (15) for the amplitudes 9,
D Wnar Wrp have resonance denominators not only in
thefieldsH,, but alsoin thefields H, , characteristic of
noninteracting layers.

Note also that al nine components of the integrated
susceptibility tensor are usually different. The X (w)
tensor acquires a simpler form in the Cartesian frame
(X'Y'Z), inwhich the Cartesian axis Z' is directed along
the external magnetic field H®, and the film surface nor-
mal lies in the (Y'Z') plane. In this system, the inte-
grated-susceptibility tensor can be written

1 1
(dy+dy)(H, +iR, —H)(H_+iR —H)

5 =
SPy(2,2) Py(2,2) OF (18)
X B PZ(ll 1) Pl(l! 1) O %
O o0 0 00O

—costp,P,(2, 2)
coszchPl(l, 1)
P.(1,1)

(di+dy)(H, +iR, —H)(H_+iR —H)

sing,P,(2, 2)
—singcos,P,(1, 1)
sin“¢,Py(1, 1)

0
0 (16)
0
0
0
0

Figure 2 presents the dependences of the imaginary

parts of the components of the susceptibility tensor X
on the externa field H® calculated for different tilt
angles ¢, of the external field with the two-layer film
parameters given in the table. The diagona compo-
nents (Fig. 2a) exhibit atypical resonance behavior for
fields close to H, and H_ [the difference is due to the
presence of dissipative terms in the denominator of

(18)], whereas the off-diagonal components of the X
tensor follow atypical resonance-antiresonance pattern

1 (a) ¢H = O
A
‘é‘ l N ¢H =0.6
=
=< A ¢y =0.8
O _A 1 1 1 1 1 A 1 qI)H 1
(b) 0
r bu
r by =0.6
r 07
s On=
=]
52 - ¢u =08
by =
0 1 1 1 1 1 1 1 1
2000 3000 4000 5000 6000
H, Oe

Fig. 2. Imaginary parts of the components of the integrated

susceptibility ):( plotted against the external magnetic field

H® for various angles ¢y (rad). (a) Xy, (0) X;y )
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Fig. 3. Maximum values of the imaginary parts of the com-
ponents of integrated susceptibility X plotted against the

angle ¢y.

(Fig. 2b). The values of the resonance fields as func-
tions of thetilt angle ¢, are naturally close to the cor-
responding dependences of the H, and H_ fields [see
(11) and Fig. 1].

Notethe substantial differencein theintensity of the
peaks corresponding to the upper and lower resonance
fields, and the strong dependence of these intensitieson
the angle ¢,. Figure 3 presents the extremal values of
the imaginary parts of the integrated susceptibility ten-
sor components as functions of the field tilt angle ¢,.
The resonance peak corresponding to the upper reso-
nance field H, decreases in intensity with the external
magnetic field deviating from the film norm, and in the
gap region, where the separation between theH, and H_
fields is small, this intensity becomes so low as to be
practically indistinguishable against the background of
the peak dueto the lower resonance field H_. A compar-
ison of our theoretical dependence with the experimen-
tal plot [7] reveds afairly good qualitative agreement
between the theoretical and experimental curves, which
proves the validity of the model proposed here.

The dependence of the peak intensity on the thick-
ness d, of one of the layers making up atwo-layer film
was also studied experimentally [7]. Figure 4 plots a
calculated dependence of the imaginary part of inte-
grated susceptibility on the thickness of the easy-axis
layer. For H = H,, this dependence (the lower curvein
Fig. 4) aso exhibits a qualitatively good agreement
with those presented in [7]. Unfortunately, the lack of
reliable experimental data does not presently allow one
to make a qualitative and a quantitative comparison of
theoretical and experimental curves.

We note, in conclusion, that the theoretical model
put forward in this work permits a description of the
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Fig. 4. Dependence of the maximum valuesof X, onthick-
ness of the easy-axis layer (layer 1) plotted for ¢y = 0.

main high-frequency properties of a two-layer
exchange-coupled magnetic film. The above compari-
son was made with experimental data available for epi-
taxia Y1G films, in which the interlayer exchange cou-
pling parameter J is relatively small. However, the
model adequately reproduces the properties of ion-
implanted films as well, for which this parameter is
fairly large [in some cases, one may consider it to be
infinitely large and use approximate boundary condi-
tions (4)]. Besides, by taking into account the eddy cur-
rents one can readily generalize the obtained results to
cover metallic films.
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Abstract—The magnetic properties of a 50- to 2-nm-thick surface layer in hexagonal ferrite BaFe;,0,9 Single
crystals are investigated for the first time. Measurements are made on a conversion-electron M éssbauer spec-
trometer constructed on the basi s of a unique ultrahigh-vacuum magnetostatic el ectron analyzer of the " orange’
type. An analysis of the experimental Mdsshauer spectra obtained from the surface layer of BaFe;,049 50- to
2-nm-thick single crystals reveals that (1) the spectral line widths are close to the natural widths of M éssbauer
lines and neither changes nor a set of the values of effective magnetic fields, aswell as a paramagnetic state of
ironions, could appear dueto adefect such asthe “surface,” and (2) the experimental spectraare best described
only under the assumption that the surface of ahexaferrite BaFe;,044 Single crystal containsa2-nm-thick layer,
in which the magnetic moments of iron ions are deflected through ~20° from the crystallographic C axis along
which the magnetic moments of ions located in the bulk of the crystal are oriented. © 2000 MAIK

“ Nauka/Interperiodica” .

Since the early 1970s, the number of publications
devoted to peculiarities of the magnetic structure of the
surface layer of crystals and the processes on the sur-
face accompanying phase transitions has increased
considerably. From the point of view of fundamental
investigations, this is due to the need to explain the
effect of surface on the properties of the surface layer
of the crystal. The study of the formation of surface
layer propertiesis also important from the viewpoint of
applications, since fine powders and thin films, in
which the effect of the surface is significant, are widely
used in modern microelectronic devices.

The possibility that the properties of the surface
layer and of the bulk of the crystal are different wasfirst
demonstrated by Neel [1], who theoretically substanti-
ated the assumption of the existence of an anisotropic
layer having athickness of several tens of angstroms on
the surface of ferromagnetic crystals. The study of fine
powders[2] reveal ed that the magnetic moments of iron
ions in crystalites are not aligned collinearly to the
magnetic field, even for itslarge values. Thisled to the
conclusion on the existence of a thin layer on the sur-
face, in which the orientation of magnetic moments dif-
fers from that in the bulk of the crystallite. Subse-
guently, the magnetic properties of fine powders were
explained on the basis of a model according to which
the magnetic moments of ions located in a thin surface
layer are oriented not parallel to one another, but at a
certain angle ©, thus forming an angular, or a noncol-
linear, magnetic structure in this surface layer [3, 4].

The angle © in this model must vary smoothly as we
move to the bulk of acrystallite.

Another approach to explaining the magnetic prop-
erties of agroup of particles presumes the existence on
the crystallite surface (or “magnetically dead,” in the
terminology of the authors of [5-7]) layer of a thin
paramagnetic. In this case, the exchange interaction of
surface ions is much weaker than for ionslocated in the
bulk of the sample, in view of the absence of one or sev-
eral nearest magnetic neighbors. The destruction of the
magnetic ordering of ionslocated at the sample surface
by therma fluctuations results in the formation of a
layer that makes no contribution to the magnetization
of the crystallite. The estimated values of the thickness
of the “magnetically dead” layer were ~20-25 A for
ferrite particles [5-8] and from 10 to 100 A for other
compounds[3, 9].

Other interpretations of the results of experiments
described in [2, 3] also exist. For example, Parker et al.
[10, 11] explained these results by the presence of a
large fraction of smaller-size crystallites in the groups
of particles under investigation. Thus, the existence of
a thin layer with a noncollinear arrangement of mag-
netic moments on the surface of a crystalite did not
receive unambiguous confirmation. This is due to the
complexity of investigating the properties of the sur-
face for fine powders due to relaxation processesinten-
sified upon a decrease in the crystallite size, as well as
to technological difficultiesin obtaining agroup of par-
ticles with a small size dispersion. Consequently, the
properties of the surface should be investigated on the
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Fig. 1. Schematic diagram of the setup for depth-sel ective conversion-electron M 8ssbauer spectroscopy: (A) magnetic system of the
electron analyzer, (M) Doppler modulator, (S) source of gamma quanta, (C) crystal under investigation, (R) electron counter,
(IF) ideal focussing position, (D) diaphragm, and (K) electron recording channels.

cuts of macroscopic crystals. Such experiments were
first made by Krinchik et al. [12, 13] assuming that the
thickness of the anisotropic surface layer at the surface
of antiferromagnets with weak ferromagnetism must be
considerably larger than in ferromagnets. The experi-
mental results alowed these authors to discover an
anisotropic surface layer (called a “transition” layer)
and to assume that the orientation of magnetic
moments within this layer changes smoothly. Subse-
guently, a “transition” layer was observed for other
macroscopic crystals exhibiting weak ferromagnetism
[14-16]. The thickness of the “transition” layer obtained
from theoretical calculations for FeEBO; amounted to
~500 nm [15], which agrees well with the estimates
based on the experimental data[14].

New prospects in the study of the properties of the
surface of a macroscopic crystal were opened by the
simultaneous gamma-resonance, X-ray, and electron
Mosshauer spectroscopy (SGXES) methods, which
makes it possible to smultaneously gain information
about the surface layer and the bulk of the crysta
[17, 18]. As aresult, direct experimental evidence was
obtained [19] on the existence of a~400 nm-thick layer
on the surface of single crystals with weak ferromag-
netism, in which the orientation of magnetic moments
differs from that in the bulk, this difference increasing
as one approaches the surface.

The SGXES experiments with Ba~M, S—M, and
Pb—M hexagonal ferrites [20] did not reveal the pres-
ence of a “transition” layer to within an experimental
error in analyzing layers with thicknesses larger than
20 nm. According to estimates obtained in [1, 20], the
thickness of the anisotropic surface layer in ferrites

PHYSICS OF THE SOLID STATE Vol. 42

amountsto afew nanometers. Thus, the magnetic struc-
ture of the surface of ferrites should be studied by using
methods permitting an analysis of surface layers to
within 1 nm. The results of investigating the surface
layers of macroscopic crystals of Ba—M type hexagonal
ferrite (with the chemical formula BaFe,0,9) are
described in the present paper.

1. METHOD OF DEPTH-SELECTIVE
CONVERSION-ELECTRON MOSSBAUER
SPECTROSCOPY

In our measurements, we used the method of depth-
selective conversion-electron Mdssbauer spectroscopy
(DSCEMYS), first proposed in [21]. The schematic dia
gram of the spectrometer is shown in Fig. 1. The accu-
racy of the measurement of the layer thickness was ele-
vated considerably by using computer technologies
[22] for designing the shape of the magnetic separator
for eectrons. The information on the properties of the
layer was obtained from calculations of energy losses
for conversion or Auger electrons, whoseyield function
was determined on the basis of the Monte Carlo method
[22, 23]. The magnetostatic system we developed has
the following parameters. a transmittance of 21% of
411, and an energy resolution of 0.2—2%, depending on
the sample size.

2. DISCUSSION OF EXPERIMENTAL RESULTS

Single crystals of hexagonal barium ferrite
BaFe;,0,4 Were synthesized from a solution in melt.

The concentration of the ’Fe isotope in the compound
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Fig. 2. MGssbauer spectra of BaFe;,01g Single crystals obtained at 293 K by recording conversion electrons from surface layers.
The wave vector of gamma quantais paralle to the crystallographic C axis. The probabilities of an electron recording as functions
of the depth of an atom’s location at which the electron has been formed are shown on the right.

was naturd, i.e., 2% of the iron content. The sample
plates having a diameter of 9 nm and a thickness of
~120 um were cut from single crystals. X-ray studies
proved that the crystallographic C axis was perpendic-
ular to the plane of the plates. In the sample prepara-
tion, specia attention was paid to the quality of the
crystal surface under investigation. Previous experi-
ments proved that a high-quality surface can be
obtained with a 1-min chemical polishing in the ortho-
phosphoric acid at a temperature of 90°C.

The DSCEMS method was used to obtain experi-
mental spectrain the energy range from 6.9 to 7.4 keV
a room temperature (Fig. 2). The wave vector of
gamma radiation was oriented parallel to the crystallo-
graphic C axis. The same figure (right part) shows the
profiles of the weight functions of electrons for each
M 6sshauer spectrum. The correctness of the orientation
of the crystallographic C axis relative to the cut plane

PHYSICS OF THE SOLID STATE Vol. 42 No. 5

of the plate was controlled by recording the M 6ssbauer
spectra in the gamma-radiation transmission geometry
(Fig. 3). Figures 2 and 3 show that the spectral lines
belonging to different sublattices are well resolved,
which allows one to process experimental data more
accurately.

Effective magnetic fields Hy, isomeric shifts 8, and quadru-
pole splitting AE for BaFe;,0,9 a room temperature

Sublattices He, kOe 5, mms AE, mm/s
12k 415+ 1 0.25+0.01 | 0.40+0.02
af 493+ 1 0.25+0.01 | 0.18+0.02
4, + 2a 512+ 2 0.16+0.01 | 0.21+0.02
2b 421+ 4 0.23+0.02 | 235+ 0.04

2000

Note: Theisomeric shift & is determined relative to a-Fe.
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Fig. 3. Mossbauer spectra of a BaFe;,0,9 single crystal
obtained at room temperature (a, ¢) by the recording of
gamma quanta carrying information from the bulk of the
crystal and (b) by the recording of secondary electronsfrom
a surface layer of athickness from 0 to 200 nm. The wave
vector of gamma quantais parallel to C for (a) and (b) and
forms an angle of 28° with C for (c).

The experimental spectrawere used to calculate the
parameters of hyperfine interactions, which are pre-
sented in the table. The obtained values agree well with
the available data (see [24] and the literature cited
therein, aswell as[20]).

Figure 3 shows that, in the recording of gamma
quanta, no resonance lines are observed in the spectrum
obtained for the orientation of the crystallographic C
axis paralldl to the wave vector of gamma radiation in
the range from 4 to 5 mm/s, both for positive and neg-
ative values of the Doppler shift velocities of the
gamma-quanta sources.

Using the formula
_ [fAvs — 3Ags"?
O = arccosDL Ao+ 3A, .

0 BR)AYAL 32
AN 3 (32) Ay AL D

(D)

for the intensity ratio of first and second (and also fifth
and sixth) lines of sextuplets (see, for example, [25]),
we cal culated the angles © determining the direction of
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magnetic moments relative to the wave vector of
gamma radiation.

The results of processing the spectra obtained dur-
ing recording gamma quanta demonstrated that the
intensities of the second and fifth lines, which corre-
spond to transitions with Am = 0 in the Zeeman sextu-
plets of each nonequivalent position, are equal to zero.
Thismeansthat the angle @ is zero, and hence the mag-
netic moments of iron ions located in the bulk of the
crystal are collinear to the wave vector of gamma
guanta and to the crystallographic C axis. This conclu-
sion coincides with the results of the investigation of
these crystals bulk properties (see, for example, [24]).
The spectrum shown in Fig. 3 confirms the correctness
of the orientation of the sample plate relative to the
wave vector of gamma radiation in our experiments.

The M éssbauer spectra obtained with the recording
of conversion electrons display low-intensity lines in
the range from 4 to 5 mm/s for both positive and nega-
tive values of the velocities. An analysis of the results
based on formula (1) proved that these lines correspond
to transitions with Am = 0.

The form of the spectrum obtained with the record-
ing of gamma radiation (Fig. 3a) shows that these lines
are not associated with disorientation of the crystallo-
graphic C axis relative to the gamma-quanta beam. The
reasons behind the emergence of theselinesin the spec-
tra obtained with the recording of electrons can be for-
mulated as follows. First, the source of gamma quanta
and the samples under investigation are not pointlike,
and the M Gssbauer source was mounted as close as pos-
sible to the sample to intensify the electron beam. On
account of a small separation between the source and
the absorber (as compared to the diameter of the
source), the experimental Mdsshauer spectra display
only thelines corresponding to transitionswith Am= 0.
Second, the contribution to the intensities of theselines
may come from the noncollinearity of the magnetic
moments to the crystallographic C axis in the layer
under investigation.

In the mathematical analysis of experimental spec-
tra, both these factors were taken into account. In our
experiments, we used the samples with a diameter of
8 mm mounted at a distance of 10.5 mm from the
source of gamma quanta. The radioactive spot from the
gamma-quanta emitter of the Mdssbauer source was
4 mmin diameter. It should be noted that a positive fac-
tor of such ageometry isthe elevation of the sensitivity
of the experiments, owing to the employment of a
steeper part of the function describing the dependence
of the intensity of Mdssbauer lines on the angle ©.

The mathematical analysis of the experimental
Mdssbauer spectra for the BaFe ;0,9 hexaferrite was
carried out on the basis of two different methods. In the
first method, the shape of the lines and of the entire
spectrum was analyzed by using the standard approach
to Mosshauer spectra processing based on the least
square technique. However, in contrast to the standard
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procedure, all the spectra obtained during the recording
of electrons with different energies were analyzed
simultaneously. This means that the parameters of
hyperfine interactions were determined from all the
spectra in accordance with their statistical weight. The
main goal of the given stage was to find out whether the
intensities of the second and fifth lines (corresponding
to transitions with Am = 0) in the M&ssbauer spectra
obtained by recording electrons having different ener-
gies are different. Consequently, the intensities of the
second and fifth lines, and accordingly, the angle ©,
were variable parameters. According to the results of
our analysis, the angle © obtained from the spectrawith
the recording of electrons having an energy of 7.32 eV,
i.e., from the thinnest surface layer, differs from zero.
The error of calculations increases twofold if the value
of the parameter © isfixed and equal to zero.

In the other method, we used the program devel oped
specialy for an analysis of the DSCEMS [23]. In the
model used for data processing, the angle of inclination
of magnetic moments to the C axiswas fixed, i.e., was
not a free parameter, while the thickness of the surface
layer in which such a deviation could be observed was
varied. It was found that for © = 25°, the thickness of
the surface layer in which the magnetic moments were
not collinear to those in the bulk was 1.6 nm (the error
of measurements varied from —0 to +1.6). In these cal-
culations, the angle ® was not a free parameter, but the
thickness of the transition surface layer wasvaried. The
analysis proved that the best agreement between the
theoretical and experimental spectra is attained when
assuming that there exists a 3-nm-thick layer on the
crystal surface, in which the magnetic moments are
deflected from the orientation in the bulk through 20°.
The margin of error of the measurement of the layer
thicknesswas +1 and —2 nm. Thus, acorrect analysis of
the M 6ssbauer spectra is possible only on the basis of
themodel presuming the existence of athin layer onthe
crystal surface, where the magnetic moments are non-
collinear to the directions of spins in the bulk of the
sample.

The following experiments were made for control
purposes. The single crystals under investigation were
mounted so that the wave vector of gamma quanta was
oriented at an angle a to the crystallographic C axis.
Figure 3 shows an example of the M éssbauer spectrum
obtained for a =28 + 2°. It can be seen from Fig. 3 that
the deviation of the orientation of the magnetic
moments from the direction of propagation of gamma
guanta leads to the emergence in the spectra of a Zee-
man sextuplet line corresponding to transitions with
Am = 0. The angle © determined by formula (1)
amountsto 29 £ 2° and coincides with the preset exper-
imental conditions.

Thus, the DSCEM S method was first used to study
the properties of the thin surface layer of single crystals
of hexagonal ferrites BaFe,,0,. It was found that a
correct analysis of experimental data is possible only
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under the assumption that there exists asurface layer in
ferrites BaFe;,0;, having athickness of 3 nm (the mar-
gin of error of measurements varying from —1 to
+2nm) and displaying a deviation of magnetic
moments from their orientation in the bulk of the crys-
tal through an angle of 20 + 3°.
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Abstract—A symmetry approach is used to study the influence of electric field E on the NMR frequency spec-
trum of antiferromagnets of the rhombohedral (Cr,O3) and tetragona (e.g., the Fe,TeOg trirutiles) systems
exhibiting alinear magnetoel ectric (ME) effect. The latter originates from the presencein their magnetic struc-

ture of an antisymmetry center 1'. It isshown that besidesthetrivia effect of E on the NMR frequency through
thetotal magnetization induced by the M E phenomenon, there al so exists an independent mechanism of adirect
action of electric field on the local field at the nuclei, which can, in particular, produce an additional NMR fre-
guency splitting. The dependence of this effect on the exchange magnetic structure and orientational state is

considered.© 2000 MAIK “ Nauka/lInterperiodica” .

In crystals whose symmetry (Ehe Fedorov group)

includes the center of symmetry 1, antiferromagnetic
(AF) ordering may transform the latter into an antisym-
metry center, i.e, anelement 1' =1 - 1' (1' isthe time
inversion operation) from the viewpoint of magnetic
symmetry, or an odd element 1(-) if considered in
terms of crystal-chemistry symmetry. The odd g(-) and
the even g(+) elements relate in the | attice the magnetic
moments belonging to magnetic sublattices with oppo-
site and like magnetizations, respectively [1, 2]. Such
centroantisymmetric (CAS) antiferromagnets exhibit
the so-called magnetoelectric (ME) effect; i.e. they can
be electrically polarized by a magnetic field H (the Py
effect) and magnetized by an electric field (the Mg
effect):

P,=d8H, M.=a'E, (1)

where @ is the ME susceptibility tensor, and T is the

transposition operation [3]. The form of the & tensor is
determined from the invariance of (1) under the mag-
netic point-symmetry group of the magnetic structure
under study.

By inducing or changing the total magnetization M
in accordance with (1), the electric field E affects the
local magnetic fields at the nuclei and, hence, at the
NMR frequencies. If this (actualy trivia) effect of E
on the NMR frequency had been the only one, our task
could have been considered completed, because if one
knows & , one can readily find M¢ and, thus, calculate
the corresponding contribution of E to the hyperfine
field a the nuclel in each sublattice for a known AF
structure.

In reality, however, there exists another, indepen-
dent channel by which an electric field E can act on
local magnetic fields and, hence, the NMR frequencies,
which is determined directly by the AF vector L corre-
sponding to the AF structure under study. Considered in
terms of symmetry, this contribution of E to the local

field HVE a the nuclei of the vth sublattice is given by
the expression

HE = AJLE, 2

\

where the form of the matrix Xv = Aqpy (herea, B, and
y take on the values x = 1, y = 2, z= 3)! is found from
the requirement of invariance of (2) under the local
(island) symmetry group for the atoms of sublattice v,

and the relation between the A, belonging to different
sublatticesis determined by the elements of space crys-
tal-chemistry symmetry transforming one sublattice
into another. It is atheoretical analysis of this channel
of the electric-field effect on the NMR frequency spec-
trum, which is performed for the specific example of
CAS antiferromagnets of two types, i.e., the rhombohe-
dral oxides Cr,0O; and the tetragonal trirutiles Fe,TeOg,
that is the main purpose of this study.

There are factors that somewhat complicate this
problem. We have in mind the possible (weak) noncol-
linearity of the four-sublattice magnetic structures of

1 This double (alphanumeric) notation has the following meaning.
The numerical indices are used to denote the expansion matrix
constants that are not acted upon by symmetry transformations
involved in finding the invariant form of this expansion. It is the
variables in which the expansion is made and that transform
under operation of the above symmetry elements that the literal
indices (usually onthe L, E, etc. vector components) belong to.

1063-7834/00/4205-0903%20.00 © 2000 MAIK “Nauka/Interperiodica’
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the above antiferromagnets [4]. It appears, however,
more reasonable to touch on this point at the end of the
paper when discussing the results obtained.

1. ON THE MAGNETIC STRUCTURE
OF THE OXIDES AND TRIRUTILES

We understand by a magnetic structure the combi-
nation of the exchange magnetic structure (EMS) deter-
mined by the orientation of the magnetic moments with
respect to one another as a result of their being
exchange coupled and of the orientational state (OS),
which depends on the directions of the moments rela-
tive to the crystall ographic axes (magnetically isotropic
relativistic interaction). A collinear EMS is identified
by itscode[1, 2], which specifiesthe parities of the ele-
ments acting as generators of the space crystal-chemis-
try group of the crystal. Because the chemical and mag-
netic cells for the antiferromagnets that are of interest
to ushere coincide, trandations by integral periods may
be considered to be identity elements.

The crystal-chemistry symmetry of the chromium
oxide Cr,0; is determined by space group R3¢( ng ),
and its magnetic ions Cr3* occupy the fourfold site 4c
withthelocal symmetry { 3}. Asaresult, crystalsof this
type (to which the hematite a-Fe,O; belongs) allow the
existence of collinear EM Ss with the following codes

[2]:

(@) 1(+)3,(1)2,(-), La=M;=M,—Mz+M,,
(b) 1(9)3,(+)2,(+), Ly =M;+M,~M3z—M,,
(€) 1(9)3,(+)2,(-), Lc=M;=M,+Mz—M,,
() 1(+)3,(+)2(+), M =M, +M,+ M3+ M,.

©)

Shown on the right are the linear combinations of the
sublattice magnetizationsM,, (v =1, 2, 3, 4), which rep-
resent vector order parameters of the corresponding
EM Ss (basis vectors). For the three AF structures (a, b,
and c), these will be the antiferromagnetism vectorsL ,,
Ly, or L, and for the fourth ferromagnetic (FM) struc-
ture, the ferromagnetism vector M.

Each of these EMSs can be realized in pure form,
depending on the actual character of the exchange
interaction. However, relativistic interaction can give
rise to aweak admixture of another structure to it. For
instance, a structure (f) is admixed to a centrosymmet-
ric (CS) structure (a) characteristic of the hematite
(a-Fe,O3) to produce aweakly ferromagnetic structure
with M < L. Also, to aCAS structure (¢) with avector
L. # 0 can, in principle, become admixed another CAS
structure (b) with L, < L. to yield a weakly noncol-
linear “ cross’-type magnetic structure [5], whose vec-
torsM; and M, (Mzand M,) deviate slightly from the
strict parallelism characteristic of the pure structure (c).
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We note immediately that in order to simplify as much
as possible the problem of the effect of electric field E
on an NMR spectrum, we shall neglect for the time
being the latter noncollinearity, all the more so that no
experimental data on its existence in the antiferromag-
nets under study are available. Thus, we actualy set
L, = 0 to reduce the case to a two-sublattice model in

which M, = M, = :—ZLM, andM,=M, = %M,,, s0 that
M=M,+M,andL =L.=M,-M,,. Thiswill be our
first approximation. The question of what the abandon-
ing of thisapproximation leadsto is postponed until the
end of the paper.

A similar consideration can be carried out for

trirutiles with the P4/mnm(D.) crystal-chemistry

symmetry. Their magnetic ions (Fe** or others) occupy
the fourfold site 4e with the { mm} local symmetry. The
EMSs possible for these ions are described by the fol-
lowing codes and basis vectors:

(@) 1(+)4,(-)24(+), La=M;+M,—M3z—M,,

(b) 1(9)4,(+)24(-), Lo=M;=M,+Mz=—M,, @
(€) 1(D4,)24(-), La=M;=M,—Mz+M,,

() 1(+)4,(+)24(+), M =M+ M, + M3+ M,

Asinthe preceding case, the L , in a centrosymmetric
EMS can be admixed with M to produce aweakly fer-
romagnetic structure, as this occurs with NiF,. As for
the two centroantisymmetric EMSs, (b) and (c), each
of them can form the basis, either L, with arelativistic
admixture of L, < L,, or L., with an admixture of
L, <€ L. Structure (b) is characteristic of Fe,TeOg and
Cr,TeO,, and structure (c) is realized in Cr,WOq4 and
V,WQ,. The first and the last compounds have fairly
high Néel points, Ty = 210 and 370 K, respectively. We
also neglect for the time being this noncollinearity, and
shall restrict ourselves to the two-sublattice model,
namely, either withL =L, (for M; =Mzand M, =M,)
orwithL =L (for M; =M and M, = M5).

To consider our problem, we should naturally know,
besides the EMS, the orientational state as well. It can
be found by minimizing the total thermodynamic
potential, which consists of a magnetic part (exchange,
magnetic anisotropy, Zeeman energy) and aso, in the
presence of an electric field E, of the ME interaction
[6-8],i.e,

CDME = _VGBVLGPBMV! (5)

as well as the energy associated with the polarizability
Pinthisfield. (Recall that summationisrun over recur-
ring dummy indices.) For the sufficiently low frequen-
ciesthat are of interest to ushere, P, = Ko3Eg, WhereKqg
isthe dectrical susceptibility tensor [7, 8]. The form of
the coefficients of the y,s, matrix is found from the
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requirements of invariance of (5) under the crystal-
chemistry symmetry elements entering the code of the
corresponding EMS, taken with due account of their
parity. We shall not consider here the problem of the
ground state, becausein what follows, weintend to deal
with the fairly simple situations where it is actually
known, and we shall present some simple relations
bearing primarily on the total magnetization, which
includes both the magnetic and the electrical parts, i.e.,

My = XopHp + OpaEg =My + Mg, (6)

without proof.

2. LOCAL FIELDS AT NUCLEI AND THE NMR
FREQUENCIES. GENERAL APPROACH
Thus, theloca field at anucleusv isthe sum of three

vectors, namely, of the hyperfine field H!', which is
determined by the local magnetization at it, i.e., by the
magnetization of the corresponding sublattice M,

How = 4A5°M,g; 7)

of the external field H; and of the ME field (2) intro-

duced above. The actual form of ASB is again found
from the requirements of invariance (7) under the above
local symmetry elements of site v. On finding in this
way the field H'Jf for any concrete number v, one can

readily determine the field H!! at a nucleus v' of any

other sublattice from (7) by means of the symmetry
operation transforming site v into v'. In this manner,
one can obtain the hyperfinefield for all four sublattices
of chromium oxide or of trirutiles.

It appears reasonable now to transfer in (7), as was
done in (2), to the antiferromagnetism vector L, the
basisvector representing the EM S of interest to us here.
Thisis how one crosses over to the two-sublattice col-
linear model discussed above. For chromium oxide, we
have the (c) structure, so that, in accordance with (3),

L=L,(Ly=L,=0), with My = %(M + L) and

My, = %(M —L). For thetwo possible CAS structures
in trirutiles, (b) and (c), we have by (4), respectively,
L=L, (La= L. =0), with My 5 = %(M + L) and

M, = %(M Ly orL=L,(L,=L,=0), o that
_1 1
My =7 (M +L)andM, ;= 3 (M ~L).

To present the effect of electric field E on NMR fre-
guencies in the simplest way possible, we make here a
second essential approximation, namely, we neglect in
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(7) the anisotropic elements of matrix AﬁB by assuming

AP = A3,

where d,g is the Kronecker delta symbol. The role of
the off-diagonal elementswill be touched on later when
discussing the results (together with the part played by
the noncollinearity of magnetic structures in the four-
sublattice model).

The NMR frequency for anucleusv of the sublattice
is determined by the modulus of the total local field it
sees[4]:

Q,=—==|Hy +H+H, 8)

=}

(v, is the nuclear gyromagnetic ratio). Rather than
going through the entire procedure of Q, calculationin
its general form, we present here only the final results
obtained for several simple particular cases of interest.

3. EASY-AXIS STATE FOR AN EMS
WITH AN EVEN PRINCIPAL SYMMETRY AXIS:

1(9)3{+)2(-) AND 1(-)4(+)2(-)

LetE|[H ||L ||Z.

~ For both structures, one obtains the same expres-
sions:

Ql = Q3 = |A(Lz+ Mz)+ Hz+)\333LzEz|!

—n - ©)
QZ - QA - |A(LZ_MZ)_HZ_}\333LZEZ|7

M, = X Hz+ 03E,(d33 = X Ya3Kasl ), (10)

where X and K 3; are the magnetic and dielectric suscep-
tibilities for fields aligned with L || Z. The splitting of
the NMR spectrum into two lines due to the sublattice
magnetizations being oriented in opposite directions
(along the H field and antiparallel toit) isretained here
for E # 0 aswell. Both channels of the effect of electric
field E on the spectrum via Mg (the Mg channel) and

through HVE (2) (the LE channel) only shift these lines,
similar to the H, field. The only difference between
these two channels probably lies in that the shift in the
Mg channel vanishes as the temperature T — 0 K
(together with the longitudinal magnetic susceptibility
X)), Whereasto the LE channel this statement, generally
speaking, does not apply (it being an independent
mechanism).

Equations (9) are valid for Cr,05 and Fe,TeO, for
fields H, < Hg (the spin-flop field).

4. EASY-AXIS STATEWITHE ||H ||L || Z
FOR THE 1(-)4,-)24(-) EMS STRUCTURE

Replacing the 4,(+) even axiswith the 4,(-) odd one
substantially changes the effect of the electric field on
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the spectrum, which in this case will consist of four
lines:
Qi4 = |A(L,+M,) + H, £ Ayl E|,
Q5 = |A(L,—M,) —H, F Ayl E/,
M, = x,H,

(11)

(here and subsequently, the first subscript on Q corre-
sponds to the upper sign on the right-hand side, and the
second subscript, to the lower sign). Here Mg = 0,
because for this structure o33 = 0 and, hence, the Mg
channel does not operate, and the above-mentioned
additional splitting of the spectrum is due to the LE
channel.

Unfortunately, the trirutiles with an odd 4,(-) axis
known to us (Cr,WQz and V,WQy) are in the easy-
plane statewith L (014 || Z. Therefore, the antiferromag-
nets we are going to discuss will be in this state. The
most probable (“easiest”) directions of L in the XY
plane correspond to the [100] (or [010]) axis, aswell as

to [110] (or [110]). These are the situations to be con-
sidered in what follows.

5. EASY-PLANE TRIRUTILES,
H ]| [100] [| X, L [I[010] || ¥, E || Z

This orientational state is realized, even if it is not
the easiest one, when the H || X field is strong enough
to overcome the basal anisotropy andreach L 0O H.

A. 1(94,(+)24-) Sructure

In this case and in what follows, it is convenient to
cast the expressions for squared NMR frequencies in
the form

Qf, = A’L/(L,+2M,)
+ 2ALIN 113E, £ 2L\ 1E H,,

, , (12)
Q2, = A’L,(L,—2M,)
~2ALAA13E, £ 2L A\ 1 E H,,
My = dgE, (03 = X|Y2sKasly)- (13)

As seen from (12) and (13), the splitting into four
lines is due in this case totally to the electric field E.
However, in the absence of the LE channel, the spectrum
would contain two lines only (as a result of My = Mg).
This splitting disappears (together with x;) for T = 0.
The LE channel adds to the pair splitting the terms (the
term with A,;5), which do not vanish for T — 0, and,
besides, it splits each of thesetwo linesin two (the term
with A;,3). Significantly, the latter splitting occurs for
both E, # 0 and H, # 0, because it is proportional to the
E,H, product.
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B. 1(9)4,(-)24-) Structure
Inthis case,

Qf = QF = ALZ(A+2A;33E,) + 2L A15E H,,
Q5 = QF = ALYA=2A13E,) + 2L A 15EH ..

The splitting into two lines here is again associated
with the LE channél (the term with A,;5), while the
terms with A,,; are responsible for the line shift in the
doublet, which varies linearly with H,. There is no Mg
channel (in this approximation).

(14)

6. EASY-PLANE TRIRUTILES,
H || [110] || 2, L || [110], E || Z

We are also presenting here the resultsfor two EMS
structures, 1 (-)4,(+)24(-) and 1 (9)4,(-)24(-).

A. 1(9)4,(+)24-) Sructure
Ql,
Q.

APLy(Ly +2My) + 2AL5(A 45 F A1) E,,
ALy (Ly —2My) = 2AL5 (A 115 F A15) E-

(15

Here, the L ||[110] direction istaken as anew axis
Y' of the coordinate frame X'Y'Z, which is obtained
from XYZ by rotating it through 45° (by the rule of the
right-hand screw) about the Z axis. Note that

My = aznE, (g =X Y232Kssly); (16)

i.e., it originates from the Mg channel. This channel is
responsible for splitting into two lines only. An addi-
tional twofold splitting is due to the LE channdl [the
termswith A5 in (15)]. Obviously enough, in the indi-
cesof (16), 2' =vy.

B. 1(9)4,(-)24-) Sructure
Qizl = ALy[(ALy —2My) + (A 13 £ Ayy3) Ly E) ,(17)
Q§3 = ALy[(ALy + 2My) +2(A1z3 £ A1as) LyEz]-

In this case, the Mg mechanism leads again to split-
ting into two lines only (the terms with 2M,), with each
of them being split in two due to the LE channel (this
time, the terms with Ao,

The authors believe the main and nontrivia results
of thiswork consist in predicting an additional channel
(mechanism) of the effect of an electric field on the
NMR frequency spectrum, namely, not through the ME
susceptibility (the Mg channel), but rather directly via
the antiferromagnetism vector (the LE channel). Signif-
icantly, it is this second channel (the terms with Ayg,)
that is responsible for the additional spectral splitting,
which is different for different EMSs and orientational
states.

One could draw here an analogy with the ferromag-
netic (OM) and antiferromagnetic (spontaneous, (L)
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contributions to the Hall effect [9] and the Faraday
effect [10] in centrosymmetric antiferromagnets. In
these cases, the AF contribution is substantially larger
than the FM one. It may be expected that, in this case,
the LE channel in CAS antiferromagnets will likewise
by far exceed the Mg channel in efficiency. Thispointis
essential for experimental testing of the electric-field
effect on the NMR spectrum, because an estimate of the
frequency shift associated with the Mg channel yields
too small a value. This estimate can be readily
obtained; indeed, if one knows the ME susceptibility
a, one can determine Mg and, hence, using the above
expressions, the effect of electric field on NMR fre-
guencies due to this channel. It turns out that such esti-
mates of the shift yield, in the best case, figures of the
order of the NMR line width. Asfor the LE channel, its
efficiency can be derived quantitatively either directly
from experiment or from cal culations based on micro-
scopic theory (the authors are presently trying to per-
form such calculations).

An obvious merit of the above results as applied to
specific casesis, first, the possibility to refine or select an
EMS by using the NMR technique with an applied elec-
tric field in the conditions where neutron diffraction (or
other methods) cannot provide an unambiguous answe.
The smplest realistic example can be obtained from a
comparison of equations (11) and (12), which relate to
the same experimental geometry (E ||H ||L ||4 ]| Z), but
for EMSs differing only in the parity of the 4, symme-
try axis. In thefirst case, there are two, and in the sec-
ond, four NMR lines.

Another possibility in the practical application of
the relations presented in this work lies in establishing
which of, orientational states is redlized in an easy-
plane antiferromagnet (for H = 0), namely, with the L
vector parallel to the edge of the basis square ([100] or

[010]) or toitsdiagonal ([110] or [110]). For instance,
for the above-mentioned easy-plane trirutiles Cr,WOq
and V,WQ;g, neutron diffraction measurements have
thus far not provided an unambiguous answer to this
guestion. To find it by the NMR technique in the pres-
enceof aE || Z field, one should apparently perform an
experiment in two geometries, namely, with H || [100]
and H || [110], which correspond to formulas (14) and

(17) relating to the 1(-)4,(—)24-) EMS. The H field
should be strong enough to produce an orientational
statewith L O H (irrespective of which of the two states
is the easiest). Next, one should check for both situa-
tions which of the equations, (14) with two lines, or
(17) yielding four lines, will fit the experiment if one
reduces the H field down to the level a which the L
vector changesthe original orientational state, provided
that it is not the easiest one.

Finally, we must now discuss the complicating cir-
cumstances mentioned in the beginning of the paper
and which are associated with the possible lack of col-
linearity among the EM Ss or, to be more precise, with
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the presence of four sublattices. One can readily show
that in easy-axis stateswith L ||3 or L ||4, whose NMR
frequencies were considered in Sections 4 and 5, no
collinearity and, thus, no admixture of other vectors to
the ground basis vector can appear (similar to the case
where no weak ferromagnetism appears in a-Fe,0O4
below the Morin point, whereL || 3 || Z). Asaresult, the
NMR frequency spectrum in nominaly four-sublattice
antiferromagnets residing in this orientationa state will
gtill be described by the corresponding expressions (9),
for the 1(-)3,(+)2(-) and 1(-)4,(+)24(-) EMSs, or
(12), for the 1 (H)4,(-)24(-) EMS.

The situation is different for easy-plane antiferro-
magnets. In the magnetic structure discussed above
(Cr,WOg and V,WQy), we have an admixture to the
ground basisvector L =L . [JZ of avector L, of another
centroantisymmetric EM S, such that

Lpx = Clgy, (18)

Ly, = Cle,

where c is a constant. (Similarly, in a-Fe,0O5 above the
Morin point and in NiFe,, a weak ferromagnetism
appearsin the L [J Z state.) Equations (18) imply that
the relativistically induced vector L, O L. (which
accounts for the noncollinearity) if L. || [100] (or

[010]), and L,, || L. for L. || [110] (or [110]). In both
cases, there appears an anisotropic contribution to the
hyperfine interaction tensor A; ®in (7). This affectsthe

frequencies aswell, namely, in formulas (14) one adds,
respectively, the terms

—2CAL,H, and 2cALH,, (29)
and in formulas (17), the terms
—2cA’Ly; and 2cA’LY. (20)

In both cases, the above factor does not produce any
additional splitting, but the terms proportional to ¢
affect the magnitude of the already existing splitting.
Also, for H, — 0, the shifts (19) in (14) vanish to
leave only the splitting associated with the electric field
E (the LE channél).

In the case of formula (17), the extra terms (20)
affect only the twofold splitting (similar to the terms
with M,), and the four lines observed will again be due
to the electric field through the LE channel (the terms
with Aq3).

Thus, the effects associated with taking into account
afour-sublattice structurein the cases considered above
cannot mask the effect of electric field on the NMR
spectrum predicted in this work. Nevertheless, a rigor-
oustheory should certainly study in more detail the part

played by the anisotropy of the hyperfine tensor ASB,

which can originate from a number of other reasons.
Such a study was carried out for centrosymmetric anti-
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ferromagnetsin ([4], Section 3.8) and in [11]. Besides,
inthe case of nuclei with spins| > 1/2 (for 3Cr, | = 3/2),
one has aso to take into account the quadrupole split-
ting of NMR spectra. It may be repeated that we chose
here the simplest possible model to stress in a more
revealing way the most essential aspect of the problem
of the electric-field effect on NMR spectrain CAS anti-
ferromagnets.
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Abstract—The second optical harmonic generation and magnetooptical Kerr effect are investigated for the
light (A = 800 nm) reflected by ferromagnet—semiconductor heterostructures CaF,/MnAs/Si(111). The
observed change in the second-harmonic intensity is odd in magnetization. A phenomenological anaysis of
possible contributions to the second harmonic is carried out, and the sources of optically nonlinear signals are
determined from the experimental azimuthal dependences of the light intensity at double frequency. The differ-
ence in the field dependences of the second harmonic and the magnetooptical Kerr effect is observed. © 2000

MAIK “ Nauka/Interperiodica” .

The heterostructures obtained by growing ferro-
magnetic films directly on the surface of semiconduc-
tors such as silicon or gallium arsenide are promising
for developing new magnetoelectronic devices [1].
Among potential applications of these structures, it is
important to mention the possibility of creating devices
combining the cells of energy-independent magnetic
memory or magnetosensor cells and semiconducting
readout elements in the same integrated circuit, as well
as other devices based on galvanomagnetic phenom-
ena. The characteristics of these devices will undoubt-
edly depend strongly not only on the bulk properties of
aferromagnetic film, but also on the magnetic state of
the film near the surface and, especially, near the ferro-
magnet—semiconductor interface.

The traditional methods of studying the magnetic
state of substances are based on the measurements of
magnetization or the magnetooptical Kerr effect (KE)
and are integra methods that do not possess the
required spatial selectivity for probing several atomic
layers near the surface or interface. The signal intensity
in the inductive method depends on the magnetic state
of the sample in the bulk, while the signal amplitudein
KE measurements is determined by the characteristic
depth of light penetration. One of the methods of study-
ing the surface magnetism is associated with the spin-
polarized diffraction of electrons. However, this
method is inapplicable for studying interfaces at a
depth of severa tensor hundreds of nanometersin view
of the small electron penetration depth. In recent years,
the method of magnetically induced second optical har-
monic generation (SHG) was proposed for studying the

surface and interface magnetic states of thin-film struc-
tures. For centrosymmetric mediain the electric-dipole
approximation, SHG is alowed only near interfaces
where the spatial inversion is violated. The possibility
of the influence of an external magnetic field and spon-
taneous magnetization on the nonlinear optical polar-
ization was discussed in severa theoretical publica
tions [2-9]. Thefirst attempt at experimental investiga-
tion of the SHG induced by magnetic ordering in the
antiferromagnet BiFeO; was made by Agal’tsov et al.
[10]. Aktsipetrov et al. [11] studied the SHG in mag-
netic films of garnet ferrites, but they attributed the
observed variation in the optical signal at a double fre-
guency to the manifestation of linear magnetooptical
effects, and the existence of a magnetically induced
contribution to SHG was not proved. Reif et al. [12,13]
were the first to prove experimentally the influence of
magneti zation on the intensity of second harmonic. The
method of magnetically induced SHG was successfully
employed for studying the magnetic state near inter-
faces in various film-type structures [14]. Wierenga et
al. [15] demonstrated that the source of magnetically
induced SHG for multilayered films is confined to six
atomic layers of the interface region. One can conclude
that the method based on the measurement of the SHG
intensity in a centrosymmetric magnetic medium is
sensitive to the magnetic state of several atomic layers
in the vicinity of the interface.

In contrast to SHG, the linear magnetooptical KE is
formed by aregion having the thickness of the order of
the light penetration depth d = A/(41K) [16], where A is
the wavelength of light and k is the absorption coeffi-

1063-7834/00/4205-0909%$20.00 © 2000 MAIK “Nauka/Interperiodica’
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Table 1. Parameters of CaF,/MnAS/Si(111) heterostructures

BANSHCHIKOV et al.

N CaF, MnAs Si(111)
0.
Growth temperature, K|  Thickness, nm | Growth temperature, K|  Thickness, nm Disorientation
1 613 5 613 40 5
2 593 5 593 40 3
3 593 5 593 70 13

cient. Thus, the two magnetooptical methods based on
the measurement of KE and the intensity of SHG and
having different probing regions can provide mutually
complementing information on the bulk magnetic
properties and the magnetic state of the surface and the

nm
100

% 380

604

nm
250

| 200
M 1501

100 ]

Fig. 1. AFM images of the studied structures.
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interface of the ferromagnet—semiconductor-type het-
erostructures.

This research aims at the investigation of magneti-
caly induced SHG and the magnetooptical KE in
CaF,/MnAS/Si(111) heterostructures. The magnetic
phase transition point close to room temperature, the
large reflection coefficient, and relatively high values of
magnetooptical KE in polycrystalline MnAs films [17]
enable one to use this information for designing mem-
ory units with thermomagnetic recording and magne-
tooptical readout of information.

1. PHYSICAL PROPERTIES OF MNAS
AND PREPARATION OF SAMPLES
WITH CAF,/MNAS/SI(111)
HETEROSTRUCTURES

A decrease in temperature below 400 K in MnAs
leads to a structural phase transition in which a cen-
trosymmetric hexagonal crystal lattice of the NiAstype
(point group 6/mmm) istransformed into alattice of the
MnP type (point group mmm) [18]. At atemperature of
318 K, the crystal structure isrestored to the initial lat-
tice, and a magnetic ordering is established with a col-
linear ferromagnetic structure and spins in the (0001)
plane. The magnetic and magnetooptical properties of
the MnAS/S and MnAS/GaAs heterostructures were
studied by the polarimetric and inductive methods in
[19-22].

The CaF,/MnAgSi(111) heterostructures were
grown in an ultrahigh-vacuum chamber by the molecu-
lar-beam epitaxy method. After the standard chemical
cleaning [23], silicon substrates were loaded to the
growth chamber and cleaned additionally by thermal
annealing at 1520 K. This procedure allows one to
obtain atomically clean silicon surface with a7 x 7
superstructure. The crystal quality of the substrates and
the growth of heterostructures were controlled in situ by
the fast eectron diffraction with an energy of 15 keV.
Thefilm thickness was estimated with the help of asur-
face roughness recorder. The MnAs film thickness was
40 nmin structuresno. 1 and 2 and 70 nm in structure no.
3 (seeTable 1). The MnAsfilmswere grown on different
buffer layers in the temperature range 320-340 K. The
Asbuffer layer for structures no. 2 and 3 was deposited
according to the technique described in [22]. An Mn
buffer layer of thickness 3 nm for structure no. 1 was
grown during the cooling of the substrate from 1000 to

No. 5 2000
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Fig. 2. Experimental setup for measuring (&) the generation of second optical harmonic and (b) meridional magnetooptical Kerr

effect during light reflection at the magnetized sample.

750 K for 30 s. In order to prevent possible contamina-
tion from the atmosphere, the MnAs films were coated
with several atomic layers of calcium fluoride CaF,.

Morphological measurements on the surface of het-
erostructures were made on an atomic-force micro-
scope. The obtained images (see Fig. 1) displayed a
dependence of the surface morphology on the type of
the buffer layer. The surfaces of MnAs layers grown on
aMn buffer layer display protrusions with atransverse
size of 500-1000 nm and a height of 50-90 nm
(Fig. 18). The surface of the layers grown on an As
buffer layer is formed by clusters having a size of sev-
eral tens of nanometers (Figs. 1b and c).

2. EXPERIMENTAL SETUP

The intensities of SHG and KE were measured
using the radiation emitted by afemtosecond-range Ti—
sapphire (Al,O5:Ti) laser with a pulse duration of
100 fsand a pul se-repetition frequency of 82 MHz. The
optical diagram of the experimental setup for measur-
ing SHG signals is shown in Fig. 2a. The radiation of
argonion laser 1 having an average power of 8W in the
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No. 5 2000

blue—green spectral region was used for pumping the
Ti—sapphire laser 2. In order to reduce the integrated
intensity of radiation emitted by the Ti—sapphire laser
without decreasing the peak intensity in the pulse, the
light beam was passed through a mechanical modula-
tor 3 of the chopper type and then through polarizer 4
and a Babinet—Soleil compensator 5 playing the role of
aA/2 phase plate. The polarization planefor light at the
fundamental frequency w was of the P- or Stype and
was fixed by the rotation of compensator 5. The red fil-
ter 6 was used for suppressing possible stray radiation
from the optical elements at the double frequency 2w.
The beam of light passed through sample 7, blue filter
8 absorbing the light of the fundamental frequency and
transmitting the second harmonic, and through ana-
lyzer 9 and reached photomultiplier 10 operating in the
photon counting mode.

In the setup intended for measuring the magnetoop-
tical KE (Fig. 2b), the excess power of laser radiation
was absorbed by the grey filter 3. The Babinet—Soleil
compensator 5 was tuned so that the beam of the light
incident on sample 7 had P-type polarization. After the
reflection at the sample, the light beam passed through
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Fig. 3. Experimental geometry: Ep and Eg are the electric
field strengths of alight wave of the P- and Stype, respec-
tively; k® and k2 are the wave vectors of light for frequen-
cies w and 2w, respectively; and Hgng and Hypas are the
magnetic field strengths in the meridional and equatorial
geometries, respectively.

the Faraday cell 8 and analyzer 9 tuned for the maxi-
mum transmission of the Stype polarization and
reached photodiode 10. Electrical signal from the pho-
todiode were fed to the synchronous detecting circuit.

All the measurements were made during reflection
of thelight of the fundamental frequency at awavelength
of 800 nm at an angle of incidence of 45°. The intensity
of light incident on the sample was 40-60 mW. The pos-
sibility of sample rotation about the normal in the
range of azimuthal angles0 < ¢ < 340° was envisaged.
The sample was in a magnetic field applied in the

Table 2. Independent components of tensors xi(jzk) and xi(jsk),

for point groups 3m and 6mm [24]

Point
group Tensor Independent nonzero elements
3m (2) | 0= YyX =YXy = XYy,
X'Jk XXZ = XZX = YYZ = yzy,
2K =2y,
zz
6mm X(2) XXZ = XZX = YyZ = yzy,
ijk X = 7YY,
zz
Bmm | @ oo = —xyyy, xazy = —yzzx,
T [X0= 09 = —yxyy = —yyxy,
IDXX = X2y = —ZZyX = —ZyZX,
XYZZ = XZyX = —YXZZ = —Y7XZ,
XY = —YyyX = Xyyy +2yyxy
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equatorial (Hang) Or meridiona (H,qn,) geometry as
shownin Fig. 3.

3. PHENOMENOLOGICAL DESCRIPTION
OF NONLINEAR OPTICAL EFFECTS

In the electric-dipole approximation, the nonlinear
polarization P?? induced in a medium with the magne-
tization M by the electric field E® of an incident elec-
tromagnetic wave can be written as the sum of two
terms

PSRRI OREEM, O

where () and x' are nonlinear tensors describing

the crystallographic and magnetic contributions to the
nonlinear polarization Piz“’, respectively. The quantity

Xy is a polar rank-three tensor, and {3 is an axial

tensor of rank four. Both tensors differ from zero only
in noncentrosymmetrical media. Consequently, the
generation of the second optical harmonicin the bulk of
CaF,, MnAs, and Si possessing a centrosymmetric
structure is forbidden in the el ectric-dipol e approxima:
tion. The nonlinear polarization can differ from zero
only in the vicinity of interfaces such as air/CaF,,
CaF,/MnAs, and MnAS/Si, wherethe spaceinversionis
violated.

For the SHG intensity, we have
1 01x?" + [x@M* £ 2x2x M. )

In nondissipative media, the tensor {3 is real-val-

ued, while the tensor xi(fk)' is purely imaginary [2, 8].
Thus, the crystallographic and magnetic contributions
to the nonlinear polarization of nonabsorbing media
have a 12 phase shift relative to one another and,
hence, cannot interfere. In a dissipative medium, the
nonlinear susceptibilities are complex-valued in the
general case, and, hence, theinterference of the crystal-
lographic and magnetic contributions becomes possi-
ble, which leads to the emergence of the interference
term +2x@x M linear in magnetization M in the SHG
intensity.

Table 2 lists the independent components of the ten-

sors x5 and x' for the interfaces, where the second
optical harmonic generation is allowed, i.e., for the
MnAS/Si(111) interface (buffer layer/Si), whose sym-
metry can be described by the point group 3m, as well
as for the CaF,/MnAs(0001) interface, point group
6mm. Using equations for vector transformation from
the laboratory reference frame to the crystallographic
one and back, we can obtain the following dependences
of nonlinear polarizations on the azimutha rotational
angle ¢ of the sample for the 45° angle of incidence.

The crystalographic contribution from the
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MnAS/Si(111) interface is determined as

(2) (2) (2)
cr [j(xxx (2) szx Xzzz
I:)PP -0 2 COS3¢ Xixz T 2 D,\/é'
2
P(';rs — XXXXS|n3¢

? ©
ng - ( XxxxCOS3¢ +X(2) i.

7xx ,\/é
(2

PSS - Xxxxsn?’q) .

The crystallographic contribution from the

CaF,/MnAs(0001) interface is given by

@)
cr _ (2) szx Xzzz cro_
PP D Xxxz 2 D,\/é, F)PS - 0!

(4)

P§=JJ£,P§=Q
The  magnetic  contribution  from  the

CaF,/MnAs(0001) interface for the meridional geome-
try can be written as

3 3
Pmag — 0 Pmag X§/X)><x Xiz)zy
PP 2 ’ (58.)
mag _ mag _ ,(3)
0 P - nyyx
The  magnetic  contribution  from  the

CaF,/MnASs(0001) interface for the equatorial geome-
try isasfollows:

m _ l (3) mag _
PPSQ - X XXX P ’
J2
(5b)
mag _ 1 R nyyx (3 szzyD mag _
PSP ,\/ED 2 Xzzxy 2 O P = 0.

The superscripts on the nonlinear polarization P, ; indi-
cate the states of input (1) and output (J) polarizations.
All the nonlinear polarizations are normalized to the
intensity of the incident wave. It should be noted that
the isotropic component of the crystallographic contri-
bution from the MnAs/Si(111) and CaF,/MnAs(0001)
interfaces and the magnetic contribution from the
CaF,/MnASs(0001) interface for the meridional geome-
try in each combination of polarizations are incompat-
ible. Thus, the crystallographic and magnetic contribu-
tions to SHG can be separated using the rotational
anisotropy method, in which the SHG intensity is mea-
sured as afunction of the angle of crystal rotation about
the normal. This method was used successfully in the
experiments on SHG in garnet-ferrite epitaxial films
[25, 26].
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4. DISCUSSION OF RESULTS

Figure 4 shows the dependences of the SHG inten-
sity on the azimuthal angle ¢ of sample rotation about
the normal for the CaF,/MnAs(40 nm)/Mn/Si(111)
heterostructure. The dependences for CaF,/MnAs
(40 nm)/Ag/Si(111) have asimilar form. The measure-
ments were made for four combinations of the input—
output light polarizations PP, PS, SP, and SS in the
meridional geometry, when the magnetization +M was
in the plane of light incidence. The azimuthal depen-
dences of the intensity for the PP and SP combinations
of polarizations exhibit a 120° periodicity typical of a
(111)-type plane in crystalline silicon. The magnetic
contribution to SHG for these polarization combina-
tions is not manifested; i.e.,, there is no difference
between the SHG intensities corresponding to two
directions of magnetization +M. The azimuthal depen-
dences of the SHG intensities for the PSand SS polar-
ization combinations exhibit a 60° periodicity for a
demagnetized sample and a 120° periodicity for amag-
netized sample. Thus, the application of an external
magnetic field imparts the sample a single domain
structure, resulting in nonequivalence of the SHG
intensities for the two directions of magnetization for
certain angles ¢ and, accordingly, in the change in the
anisotropy type. The nonequivalence of the SHG inten-
sities emerges as aresult of the coexistence of the crys-
tallographic and magnetic contributions to the nonlin-
ear polarization and their interference.

o PY(—M)
o P>+ M)

Fig. 4. Azimuthal dependences of theintensity of the second
optical harmonic generation in the CaF,/MnAs
(40 nm)/Mn/Si(111) heterostructure for the meridional
geometry and four combinations of the input—output polar-
izations of radiation: (a) PP, (b) PS, (c) SP, and (d) SS. Dark
circles correspond to 129(+M), and light circles, to 12°(—M).
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° 12(;0(_ M)
« 29+ M)

180

180

Fig. 5. Azimuthal dependences of theintensity of the second
optical harmonic generation in the CaF,/MnAs
(40 nm)/Ag/Si(111) heterostructure for the equatorial
geometry and four combinations of the input—output polar-
izations of radiation: (a) PP, (b) PS (c) SP, and (d) SS. Dark
circles correspond to 129(+M), and light circles, to 12°(—M).

Figure 5 shows the azimuthal dependences of the
SHG intensity in the CaF,/MnAs(40 nm)/Mn/Si(111)
heterostructure for four polarization combinations in
the equatorial geometry when the magnetization £M is
perpendicular to the plane of light incidence. In this

BANSHCHIKOV et al.

geometry, other combinations of the nonlinear suscep-
tibilities differing from those in the meridional geome-
try can operate [see expressions (5)]. In the given
geometry, the magnetic contribution to SHG is mani-
fested for the PP and SP polarization combinations and
is not observed for the PSand SS combinations.

The experimental dependences showninFigs. 4 and
5 are described correctly by the following expressions:

1”(¢) = (Acos3¢ + B)? (6)
for the PP and SP polarization combinations and
1°(¢) = (Asin3¢ + B)® (7)

for the PS and SS polarization combinations, where A
and B are the coefficients characterizing the anisotropic
and isotropic components of the SHG intensity, respec-
tively. We can separate the crystallographic B and the
magnetically induced B™¢ components of the B coeffi-
cient asfollows:

B = [B(+M) + B(-M)]/2,
B™9 = [B(+M) —B(-M)]/2.

Tables 3 and 4 show the coefficients A, B, and B™9
obtained as aresult of the approximation of the experi-
mental dependences on the basis of formulas (6) and
(7). It can be seen that in the meridional geometry,
B™d = O for the PP and SP polarization combinations.
This means that the isotropic contribution to SHG is
purely crystallographic. On the contrary, in the case of
the PSand SS combinations, B™9 # 0 and B¢ = 0, and

(8)

Table 3. Results of approximation of azimuthal dependences of SHG by formulas (6)—(8) for meridional and equatorial
geometries and four combinations of polarizationsin the CaF,/MnAs(40 nm)/Mn/Si(111) heterostructure

Coefficients PP PS sP SS
Meridional A, rel. units 16+1 139+0.2 10.9+0.2 94+0.1
eridion - .
geometry B, rel. un|t§ 29.7+0.2 0 53+0.3 0
B™9, rel. units 0 47+0.6 0 27+04
E il A, rel. units 16+ 1 149+ 0.1 11.2+0.1 10.3+0.1
quatorl cor .
geometry BY, rel. un|t§ 30+0.1 0 6.0+£0.2 0
B™9, rel. units 1.2+0.2 0 0.9+0.2 0

Table 4. Results of approximation of azimuthal dependences of SHG by formulas (6)—(8) for meridional and equatorial
geometries and three combinations of polarizations in the CaF,/MnAs(40 nm)/AS/Si(111) heterostructure

Coefficients PS sP
Meridiondl A rel. units 6+1 45+0.1 29+03
eridion or .
geometry B, rel. units 245+0.1 0 49+0.1
B™9, rel. units 1.2+0.3 0
E ” A, rel. units 45+04 45+0.1 19+02
quatori - .
geometry BY, rdl. umts 25.3+05 0 53+0.2
B™9, rel. units 1.0+0.3 0 0.7+0.2
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the isotropic contribution to SHG is purely magnetic.
The phenomenological expressions (3)—5) imply that
the anisotropic contribution to SHG can only be the
crystallographic contribution from the MnAS/Si(111)
interface. In the case of equatorial magnetization, the
isotropic crystallographic and magnetic contributions
coexist in the PP and SP. polarization combinations but
are absent in the SP and SS combinations. This is in
good agreement with the phenomenological expres-
sions (3)—(5).

Figure 6 shows the azimuthal dependences for the
CaF,MnAs(70 nm)/Ag/Si(111) heterostructures with
the PP polarization combination in the meridional (b)
and equatoria (a) geometries. It can be seen that the
azimuthal dependences of SHG for the given hetero-
structure are isotropic (A = 0), and the magnetic contri-
bution to the SHG in the meridional geometry for the
PP combination is absent (B™¢ = 0). However, this
contribution takes place for the PP and SP polarization
combinations in the equatorial experimental geometry.
Table 5 contains the results of approximating the azi-
muthal dependences of SHG by formula (6).

Expressions (3)—5) show that anisotropy inthe SHG
can be due to the interfaces (buffer layer)/S and
MnAS/S) or open Si regions (see Fig. 1a). It should be
noted that in view of the strong absorption of the light at
frequency w in the MnAs film, we can expect that the
largest contribution to the anisotropic component of
SHG comes from open regionsin Si. The fact that het-
erostructures are characterized by the different ampli-
tudes A can aso be attributed to strong absorption of the
light at frequency w in MnAsfilms (the absorption coef-
ficient k = 2.8 for light with the wavelength A = 800 nm
[17]).

The dependence of the SHG intensity on the magne-
tization M can be used for determining the magnetic
contrast p:

POEM) +179-M) X PP+ [x©Om)?

Figure 7 shows the magnetic contrast p of the SHG as
a function of the analyzer rotational angle a for the
P-type polarized light incident on the sample of the
CaF,/MnAs(70 nm)/As/Si(111) structure in the merid-
ional geometry. This experimental dependence was
approximated by the function [27]

)

_ 2Ccosdtana

: (10)
1+ Ctana’®

where 0 is the phase difference between the crystallo-
graphic and magnetic contributions and C is the ratio
between the amplitudes of the magnetic and crystallo-
graphic contributions. As aresult of approximation, we
obtain = 146° and C = 0.12. Thus, analyzing the SHG
inthe meridional geometry asafunction of the analyzer
rotational angle, one can obtain important information
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915

° 12(;0(_ M)
o P9+ M)

Fig. 6. Azimuthal dependences of the intensity of the sec-
ond optical harmonic generation in the CaF,/MnAs
(70 nm)/Ag/Si(111) heterostructure for (a) equatorial and
(b) meridional geometries and the PP-combinations of the
input—output polarizations of radiation. Dark circles corre-

spond to 12(+M), and light circles, to 129(-M).

1.0 fit
o p

-0.5

o

-1.01 ©
| | |

0 45 90

| |
135 180

Fig. 7. Dependence of the magnetic contrast p of the second
optical harmonic on the analyzer rotational angle a. Light
circles correspond to experimental points, and the solid
curve described the approximation by formula (14).

concerning the relation and phase difference between
the crystallographic and magnetic contributions.

Figure 8 presents the field dependences of SHG
and magnetooptical Kerr effect in the heterostructures
CaF,/MnAs(70 nm)/Ag/Si(111) and CaF,/MnAs
(40 nm)/Mn/Si(111) in the meridional geometry for the
analyzer angle a = 80°, which corresponds to a high
magnetic contrast and a favorable signal-to-noise ratio.

Table 5. Results of approximation of azimuthal depen-
dences of SHG by formula (6) for meridional and equatorial
geometries and two combinations of polarizations in the
CaF,/MnAs(70 nm)/As/Si(111) heterostructure

Coefficients | PP (merid.) | PS(equat.) | SP (equat.)
A, rel. units 0 0 0
B, rel. units 231+01 | 233+0.2 36+02
B™9, rel. units 0 1.2+02 0.7+0.2
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Fig. 8. Field dependences of the intensity 12 of the second optical harmonic and the angle of rotation of polarization plane (Kerr
effect) for the (a) CaFo/MNnAS(40 nm)/Mn/Si(111) and (b) CaFo/MnAS(70 nm)/As/Si(111) heterostructures.

It can be seen that the hysteresis loop for SHG is nar-
rower than that for the Kerr effect. This result can be
interpreted as follows. In the electric-dipole approxi-
mation, a SHG signal is formed in defective noncen-
trosymmetric regions such as the surface and the inter-
face. The formation of a domain wall is most probable
at a defect. Since the motion of domain walls takes
place at the first stage of technical magnetization [28],
the magnetization reversal can be carried out more eas-
ily in the region of nonlinear-optic probing, and hence,
the hysteresis loop for SHG can become narrower. The
field dependences of SHG show that the hysteresis|ioop
is asymmetric relative to the ordinate axis and is dis-
placed toward positive fields. This effect can be
observed at the interface between aferromagnet and an
antiferromagnet [29]. The emergence of the antiferro-
magnetic state in a MnAs crystal under the effect of
applied pressure was studied in [30]. It can be proposed
that some interfacial regions of the MnAs film were
transformed from the ferromagnetic state to the antifer-
romagnetic state due to stresses emerging as a result of
mismatching of the unit cell parameters of MnAs and
Si crystals. The effect of hysteresis loop asymmetry
forms the basis of operation of magnetic valves, and
hence, MnAsfilms can find application in such devices.

CONCLUSION

Thus, we have studied the ferromagnet—semicon-
ductor heterostructures CaF,/MnAs/Si(111) by using
two mutually complementing magnetooptical methods.
On the basis of symmetry analysis of the azimuthal
dependences of the second optical harmonic genera-
tion, we proved that the nonlinearity of the optical sig-
nal is accounted for by the interference of the anisotro-
pic contribution and the isotropic crystallographic and
isotropic magnetic contributions. These contributions
were separated by using the azimuthal and field depen-
dences. It was found that the field dependences of the
two magnetooptical phenomenaare different due to the
sensitivity of the second optical harmonic and the mag-

PHYSICS OF THE SOLID STATE Vol. 42

netooptical Kerr effect to the interfaces and the bulk of
the film, respectively, which are characterized by dif-
ferent magnetic properties.
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Abstract—~For a system of superparamagnetic particlesin ahigh external constant magnetic field, atechnique
for calculating the nonlinear response to a sudden change in the field direction and magnitude is proposed. A
set of momentary equations for the averaged spherical harmonics, which is derived from the Fokker—Planck
equation for the magnetization-orientation distribution function is the basis of this technique. As an example,
the nonlinear response of a system of particles with anisotropy of the easy-axistypeis examined. For this case,
a solution to the momentary equations is obtained by using matrix continued fractions. The magnetization
relaxation time and the spectrum of the relaxation function are calculated for typical values of anisotropy, dis-
sipation, and nonlinearity parameters. It is shown that the magnetization kinetics is essentially dependent on
these parameters. © 2000 MAIK “ Nauka/Interperiodica” .

1. Single-domain ferromagnetic particles are char-
acterized by internal anisotropy magnetostatic poten-
tial, which may have several local minima separated by
potentia barriers. If particles are small (~10 nm) and,
hence, the potentia barriers are low, the magnetization
vector M (t) may be reoriented from one equilibrium
portion to another, overcoming the potential barriers
owing to thermal fluctuations [1]. The magnetization
thermal instability gives rise to a so-called superpara-
magnetism [2], because each particle is similar to a
paramagnetic atom with a magnetic moment equal to
about 10°-10° Bohr magnetons. Presently, studying
thermal fluctuations and the relaxation of single-
domain particle magnetization comesto the attention in
the context of getting better characteristics of magnetic
recording media[3].

The kinetics of the magnetization of superparamag-
netic particles (SPs) is described by the Fokker—Planck
equation for the probability density W of the magneti-
zation M. This equation was first obtained by Brown
[4] from the Gilbert equation with afluctuating field [5]
that takes into account thermal fluctuations in the mag-
netization of an individual particle. On the basis of the
Gilbert and Fokker—Planck equations, atheory of mag-
netic relaxation in asystem of SPswas elaborated (see,
for example, [6-8]). The similar Fokker—Planck equa-
tions, describing the Brownian rotation of particles, are
often used in studies of dielectric relaxation in molecu-
lar and liquid crystals [9, 10], of birefringence kinetics
inliquids[11], etc.

In an external magnetic field H, of a moderate mag-
nitude, due to the large magnetic dipole moment of a
particle, the particle energy becomes comparable to kT
(k is Boltzmann’s constant, T is the temperature). In
view of the magnetization relaxation time being essen-
tially dependent on the external field intensity [12-14],
it isnecessary to consider nonlinear effectsin analyzing
the magnetization kineticsin an external field changing
in both magnitude and direction (e.g., in the case where
H, is reversed). If the field variation is faster than the
process of relaxation, such a variation may be consid-
ered sudden. Therefore, the problem may be formu-
lated as a usual problem of calculating a nonlinear
response (NR) to a sudden change in the external field.
However, until now, the appropriate theory was elabo-
rated only for the case of the linear response (LR) of
superparamagnetic particles, i.e.,, when the particle
energy change due to the external field variation is far
smaller than KT. The theory of the response to high
magnetic fields has barely been developed. It is very
difficult to calculate the response to the strong external
action, because the response depends on the type of an
external action, and thereis no universal response func-
tion being ableto describe al types of action, asit takes
place in the case of a linear response. For nonlinear
problems, the main results were obtained by using the
perturbation theory (see, for example, [15-17]), which
implies that they are applicable only in the range of
weak fields.

The primary aim of this work is to investigate the
kinetics of the SP magnetization after a sudden change

1063-7834/00/4205-0918%$20.00 © 2000 MAIK “Nauka/Interperiodica’



NONLINEAR RESPONSE OF SUPERPARAMAGNETIC PARTICLES

in both the intensity and direction of the high constant
magnetic field. The results of the examination of the
nonlinear response of superparamagnetics to a high
varying field shall be described in another paper.

2. Let the system of noninteracting SPsto belocated
in an external uniform magnetic field H,, which is sud-
denly changed in magnitude, aswell asin directioninto
H, at the instant t = 0. Up to the instant of the field
change, the system was in the equilibrium state, which
is characterized by the distribution function

—B[U-(MH))]

w, = z e ™ . )

After the field change, the system relaxes to the new
equilibrium state 11, characterized by the distribution
function

-1 BIU-(MH,))]
W, = ane . 2

In (1) and (2), U is the particle free energy density
in the absence of any externa field, 3 = v/KT, v isthe
volume of the particle, and Zy (N =, I1) isthe normal-
ization constant. This problem is essentially nonlinear,
because it is assumed that the field change, in both
magnitude and direction, may be considerable. The
kinetics of the magnetization nonlinear response
(MNR) is described by the normalized relaxation func-
tion

Orul{t) — Orulf
ODrulj— Crul),

|:Mrut) — Equ —

"= Wo-mg

©)

where M, is the projection of the magnetization on the
direction of the unit vector r =ivy +jvy +kv},

M = Mgu = Mg(iuy + juy + Kkuy); 4@

Ms is the spontaneous magnetization; uy = sinBcosd,
Uy =sinBsing, u, = cosB; B and ¢ are the polar and azi-
muthal angles, respectively; and the angle brackets
denote averaging with respect to the function W,

919

For the diffusion model, the kinetics of the magne-
tization vector M (t) of a single-domain particleis sim-
ilar to the Brownian rotation of amacromoleculein lig-
uid and described by the Fokker—Planck equation for
the distribution function W(3, ¢, t) [6, 8]

I\ = b[au(gradV, x gradW)

ot (6)
+div(WgradV,)) + B AW] (t>0)

with theinitial conditionW(3, ¢, 0) =W,. Here, Aisthe
angular part of the Laplace operator, V,, = U — (MH,))
is the particle density free energy in the state I, a =
NyMs is the dimensionless dissipation coefficient, y is
the gyromagnetic ratio, ) is the coefficient of friction,
b = p/2t,, and

Ty = BMg(1 +a®)/2ya @

is the characteristic time of thermal fluctuations of the
magnetization. Equation (6) was derived under the
assumption that the random field causing the magneti-
zation fluctuations possesses white noise properties.
Therefore, the possible effects of “memory” are also
not taken into account in (6). The surface effects are not
taken into account here, and, furthermore, it is assumed
that the magnetization is uniform inside the particle.
These assumptions are discussed in detail, for example,
in[18].

From (6), using the results of [19, 20], the following
equations can be obtained for the relaxation functions

Cl,m(t) = IyI,mmt) - Dﬁ,mﬂli

TN%CI,m(t) = szl',misl,mcl',mis(t) (8)

:
with theinitial conditions
¢ m(0) = O, 0= 0 o 9

where Y, (6, ¢) are the spherical harmonics [21].
Explicit expressions for d. .5 m in terms of the
Clebsch—Gordon coefficients and the expansion of the
free energy V in terms of spherical harmonics are given
in [19, 20]. Thus, in (3), the nonlinear response func-
tion f(t) may be expressed in terms of ¢ (t) as

(10)

21 T
Guly = J'd(I)J'Sinede(ru)WN. (5)
0 0
f(t) = A/é\)rzcl,o(t) + (Vi + iV;()Cl, () = (v — iV:()Cl, 1(t)
«/éVrzcl,o(O) + (Vi + iV:()Cl, _1(0) = (vy— iV:()Cl, 1(0)
PHYSICS OF THE SOLID STATE Vol. 42 No.5 2000
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3. Equations (8)—10) are applicable for particles
with arbitrary anisotropy: of the easy-axis type, cubic,
etc. Inthiswork, wewill consider, for simplicity’s sake,
only the particles with uniaxial anisotropy, whose free
energy takes the form [§]

V = —Kcos’8—(MHy)

21 .
= _HNMS/\/%[(V)'\: +ivy) Yo+ 207 (12)

Tt
A/%Yz,o—

where K isthe anisotropy constant and v, v¥, and v}
are the direction cosines of the vectors Hy,. In this case,
equation (8) for ¢ (t) takes the recurrent form

4K

3

K

—(VX=iv§)Yi] - 3

d
TNa{CI'm(t) = z z dl',mis,l,mcl',mis(t)

KALMYKOV, TITOV

From the mathematical point of view, solving (12) is
reduced to solving an infinite set of linear differential
equations. In [22—24], it was shown that the solution of
this problem may be simplified significantly by using
matrix-continued fractions (MCFs) [25, 26]. To do this,
equation (12) should be transformed to a matrix egqua-
tion with the following form:

TEC,(1) = QCos(8) + QuC(t) * QiCoat),
n=123,...

(13)

Here, the vectors C,(t) can be represented in the same

form asin [23]; thematrices Q,, Q;, and Q; aregiven
in the Appendix. The expect solution of (13) for the
spectrum C; (w) hasthe form [25, 26]

Cu(w) = TyAy(w)

. (12)
I'=-2s=-1 o n 0 . (14)
U +
(t>0), XG0+ Y §‘| Qi 1A(W)EL(0) T
where dy.om+1nm = 0; explicit expressions for the 0 n=2 k=2 O 0
eleven nonzero coefficients d, ., | ,, ae given in the
Appendix. where
I
Bn(w) =- - | - (15)
|mTNI—Qn—Qn' - I — Q1
Tyl = Qi1 — Qpy i .Qn+2

is an MCF, and tilde denotes the Fourier transform

[

F(w) = J’F(t)e‘"”‘dt. (16)

T =

_ «/évrzal,o(o) + (Vi + iV:()El,—l(o) _(V;(_iV:()El,l(o)

Tyl —..

Theinitia values C,(0) in (14) area so calculated using

MCEFs (see Appendix). With C (w) determined from
(14), it becomes possible to calculate the spectrum of
the RF and the relaxation time from (10):

f(t)dt

O by 8

The above results are true for a system of particles
whose easy axes are oriented along the OZ axis. If the
easy axes of the particles are randomly distributed in
space, then, in order to calculate the spectrum and the
relaxation time, they must be probably averaged. More-
over, in the above consideration, it was assumed that all
particles are identical. To take the poly-dispersion of
the particles into account, averaging with the corre-
sponding distribution functions must be performed
(e.g., over the volumes of the particles).

J2v5e, o(0) + (Vi +ivh)e L(0) — (Vi —ivh)ey 1(0)

(17)

4. For uniaxia particles, there is a certain geometry
of the problem in which the relaxation time T may be
calculated with quadratures. It corresponds to the case
when, in both states| and |1, the constant magnetic field
coincides with the easy axis of the particle. In this case,
dueto the symmetry of the problem, the Fokker—Planck
equation (6) becomes one-dimensional, and, therefore,
we can use the results of [27], where the problem of
time relaxation was solved in the general form for the
nonlinear response of one-dimensional systems, whose
dynamics may be described with the one-dimensional
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Fig. 1. Logarithm In(t/ty) asafunction of o and h = |h| =
|hy | for the case of the sudden reverse of the field direction
(Hy =—-Hy).

Fokker—Planck equation. Applying the results of [27] to
our problem, it can be shown that the relaxation time t
is defined by the quadrature

= 21y
~ [tosBl, — [boshl_,

(18)

22+2h”z)

§ Lo(W(2)e” dz
1-7 '

n=12,

o

¥
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where
®(z) = I[W..(Z)—W.(Z)]di, (19)
_ ’ B —a(2%+2h,2)
W.(2) = :[[z' [tosol)]e dz, 20)
o = BK, hy = HyMg/2K.

In (18)—20), h, > 0 or h; < 0 when H,, is parallel or
antiparallel to H,, respectively.

5. In our calculations, for simplicity’s sake, we lim-
ited ourselves to the case when the field H, is directed
along the easy axis of the particle, and the response is
calculated in the direction of the field H,,. In this case,
it can be assumed without loss of generaity that the

direction cosines of the vector H,, are vy = sin®, vy =

0,and vg = c0s0O, since the response does not depend

on the azimuthal angle because of the symmetry of the
problem. At @ # 0, the nonlinear response depends on
the dissipation parameter o because the longitudinal
and transverse modes are coupled. However, qualita
tively, this dependence is similar to that of the linear
response, which was examined in detail in [23, 28]. The
experimental and theoretical methods of estimating a
were discussed, for example, in[7, 19, 29]. The estima-
tionsassignitsvalue to the range of ~0.01-0.1. For def-
initeness, we carried out our calculations at o = 0.1.
Figure 1 showsthe relaxation timet asafunction of
anisotropy parameter o and of field h = |h,| = |h,,| for the
case of the field direction being reversed suddenly

Fig. 2. Logarithm In(t/ty) asafunction of o and h = h;;/2 = h; for when the external field intensity is suddenly doubled.

PHYSICS OF THE SOLID STATE Vol. 42 No. 5

2000



922

In(t/ty)
12

P e R T T
O *;;;:++++++++++++ Fhbdbb g,

***
*

4

* ok x
i T ™
*
**************************

| | |
0 5 10 15 20
o

Fig. 3. Logarithm In(t/ty) asafunction of o: (1 and 4) cor-
respond to the linear response, (2 and 3) to the nonlinear
one. (1) h|| = h| -e=01(—0); (4 h|| = h| -£=05
(8 — O), (2) h| =05— h|| =0.1; and (3) h| =01—
h|| =0.5.

(H, = —H,)). Figure 2 exhibits the behavior of T in the
case where the external field intensity is suddenly dou-
bled, i.e., h,, = 2h,. In these cases, T does not depend on
o and can be determined from (18)—(20). In alow exter-
nal field, T is mainly determined by the lower-fre-
quency relaxation mode, which characterizes transi-
tions of the magnetization vector through the potential
barrier of the double-well potential (11), from one
potential well to the other. In this case, the dependence
of T on the anisotropy parameter ¢ is of an activation
character, namely, it increases exponentially with o
growth. However, when the field H,, is fairly high, the
time T decreases with o growth (see Fig. 2). Thiseffect,
first discovered in [14] by analyzing the linear response
(LR) of asystem of uniaxial particles in the low-tem-
perature limit, is due to the depletion of the population
of the higher well. The last circumstance, in particular,
explains the fact that the relaxation time T ceases to be
of the activation type when values of h are larger than a
certain critical value h, (for potential (14), h, = 0.17 at
© = 0 [30]). This means that the relaxation time T
decreases, rather than increases, with o growth. The
absolute value of the NR time T may differ substantially
(see Fig. 3) from the magnetization relaxation times T,
and 1, characterizing the LR of the particle to a weak
external probefieldinstates| and Il (t, and T,, are deter-
mined by the eigenvalues of the Fokker—Planck opera-
tor! () in states | and 11, respectively [7, 14, 28]).

In Fig. 4, the results of calculations of the modulus
of the Fourier transform f of the relaxation function are
presented for the case of the sudden switch of the high
field (i.e., for h; = 0 and h;, = h) forming an arbitrary

L with the matrix continued fraction method used in this work, the
eigenvalues A of the Fokker—Planck operator are determined from

the equation det|Al + Qq + Q; Ay(-\)Q, =0.
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Fig. 4. Logarithm log 10\ ﬂ as afunction of logyg(wTty) and

© at the sudden switch-on of the constant magnetic field
(hy=0; h; =0.1; 0=10; and a = 0.1).

angle © with the particle axis. In al these figures, three
bands are seen in the f spectrum. The characteristic fre-
guency and half-width of the lower-frequency band are
defined by the reciprocal value of the mean lifetime of
the magnetization vector in the less deep potential well.
The significantly weaker relaxation band associated
with intrawell modes manifests itself at high frequen-
cies (at © = 0 and 0 > 1, and the characteristic fre-
quency of thisband is w,q = 20(1 + h)/ty [30]). More-
over, in Figs. 3and 4, in the high-frequency range of the
spectrum, the resonance band is seen, which is due to
the contribution of the transverse modes at the frequen-
cies of the magnetization vector precession. With a
decrease in a, this high-frequency band is narrowed
down and displaced to the high-frequency region. At
© =0, thisband compl etely disappears, because, in this
case, the transverse modes do not take part in the relax-
ation process. In Fig. 5, theresults of the cal culations of

| f |are presented for the cases of the sudden change in
the field direction, with |H,| = |H,,|. Asin Fig. 4, three
typical bands, which are associated with long-lived,
intrawell, and transverse modes, respectively, are seen
here. Besides, in Fig. 5, the effect of a low-frequency
mode suppressed by a constant field, when the field
vector rotates through the angle © < 172, is clearly
demonstrated.

6. So, in this work, the method of calculating the
spectrum f (w) and relaxation time T for the nonlinear

relaxation function f (w) describing the kinetics of the
SP magnetization after a sudden change of the constant
magnetic field is proposed. For uniaxia particles, f (w)
and 1 can be calculated from (14) using MCSs for al
ranges of nonlinearity, anisotropy, and dissipation
parameters. In this way, the cubic anisotropy particles
may be examined, for which asimilar technique of LR
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characteristics calculations was developed in [24]. It is
hoped that our approach will be useful in setting and
interpreting experiments in the nonlinear response
investigation.

APPENDIX
In (13), the matrices Q,,, Q;, Q, are of the form

Q, = E X2n W2n % Q; - EZZn Y2n EL
OYon-1 Xon_1 O 00 Z,_, 0
O O Al
0_2nt1 T 0 O (A1)
" E 2n 7 H
a Won-1 =57 3%2n-3 E

Here, the index T denotes the transposition of the

matrix. The dimensions of Q,, Q;, Q, matrices are
8n x 8n, 8n x 8(n + 1), 8n x 8(n — 1), respectively. The
explicit forms of the tridiagonal submatrices X, Y;, W,
Z, of formula (A1) aregivenin[23]. However, their ele-
ments, used in our work, differ from those presented in
[23] and are asfollows:

) _ a(n(n+1)-3m?)
Xom = Onmnm = (2n-1)(2n+3)

_n(n+1)_.mohyyz
2 a

+

Xn,m = _(X;,—m)D = dn,m+1,n,m

1 ll
2a
yn,m = dn+1,m,n,m

2 2
_ —GB1||n+imD (n+1)"—m

aly(2n+1)(2n+3)’

y;,m = _(y;,—m)EJ = dn+1,m+1,n,m

_ nohy(yx=ivy) [(n+m+1)(n+m+2)
- 2 (2n+1)(2n+3)

WI,m = dn—l, m,n, m

2

oo mg|__n’-m
= 0'B1||yz(n+l)_lq (2n+1)(2n-1)’

+

_ - O _
Wn,m - _(Wn,—m) - dn—1,m+1,n,m

_ (n+1)ohy(yx—ivy) (n—m)(n—-m-1)
- 2 (2n+1)(2n-1)
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Zn,m = dn+2,m,n,m
(

on [[(n+2)°—m’][(n+1)°—m’]
2n+3 (2n+1)(2n+5)
The calculation of the initial values C(0) in (14) is

carried out in the following way. Let us introduce the
vector

0 Dfonalk B
E D{2n,—2n+lELI E
L
RN - D{Zn,anLI ] (AZ)
n 0 )
O D{2n—1 —2n+1EILJ O
E |]{Zn—l —2n+2|r|LJ |:|
3 . f g
0 D¥on_g, 200y O

Then, in accordance with (12), for R}, the following
matrix recurrent relation is true:

QR ,+Q,R +Q!R,, =0, n=1,23 .. (A3

Its solutionis
R = AN ;R{j_:_l__nANo . (A4
(0)QnRy-1 mﬂ[ «(0)Q].  (A4)

Here, it is taken into account that Ry = 1/./4Tt. Thus,

<7 L7
e
2R =

2T AL

7
's'ﬁ
vy
A
Sta
v

Fig. 5 Logarithm log 10\?\ as afunction of log;o(wty) and

O for the case of the sudden rotation of the constant mag-
netic field (h=|h/| = |h,;| = 0.3; 0 = 10, and a = 0.1).
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C.(0), we have
C,(0) = R —R\.
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AND FERROELECTRICITY

| nter face Phenomena and Microwave M agnetor esistance
in Polycrystalline La; _,Ca,MnO; Lanthanum Manganites
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Abstract—A study is reported of the dc and 9.2-GHz electrical and magnetoresistance (pg, MRy, P, &d
MR inLa; _,CaMnO; polycrystals (x = 0-0.3) in the 77-300 K temperature interval. The microwave mag-
netoresistance exhibits a sharp peak within anarrow interval near the Curie temperature T, while MR, = 01is
far from Tc. The microwave absorption in low magnetic fieldsis shown to be due to avariation of the microwave
magnetic, rather than electrical losses. The peaks of pg, P, MRy, and MR, do not coincide in temperature.
The specific featuresin the behavior of pg, MRy, Py, @Nd MR, are explained as being due to aninhomogeneity
of the grains, which generates in the grain close to the interface a magnetic-field-dependent contact potential
difference. The origin of the inhomogeneities can either be traced to the formation on agrain of a surface layer
with properties differing from those in the grain bulk, or understood in terms of the model postulating grain
separation into a conducting and a nonconducting phase. © 2000 MAIK “ Nauka/Interperiodica” .

We pointed out that the current flowing through a
structure of two different contacting substances whose
Fermi level positions depend on magnetic field should
be also magnetic-field dependent [1]. We hypothesized
that, in view of the observed sensitivity of the band
structure of the manganites to magnetic ordering and
magnetic field [2], a colossal magnetoresistance
(CMR) in polycrystalline manganites can be realized
due to the presence of a surface layer, whose properties
differ from those of the grain bulk. Such alayer forms,
e.g., inferrites[3] as aresult of the sample not being in
equilibrium with the atmosphere in the course of its
preparation (for instance, during cooling). Our study of
the microwave surface resistance R; and of the electri-
cal properties asfunctions of the electric field E permit-
ted an estimate of the surface layer thickness and the
height of the potential barrier between the surface layer
and the manganite grain.

Thiswork reports on a study of the electrical resistiv-
ity Po, Pmw @Nd magnetoresistance MR, (= [p(H) —p(H =
0)]/p(H = 0)), MR,,,, both in the dc mode and at a fre-
quency of 9.2 GHz, aswell as of the microwave complex
permesbility u* = ' + in" of Lg _,CaMnO; polycrys-
talline manganites (x = 0-0.3), performed at tempera-
tures from 77 to 300 K in magnetic fieldsof upto 1.8 T.
The results of the study indicate that the grains are not
homogeneous, and this can be explained in terms of the
model proposed in [1]. Besides, some publications[4-6]
maintained that in polycrystalline manganites MR, >
MR,. We show that at low temperatures T < T, areverse
relation, MR,,, <€ MR,, holds for these substances, and
that the substantial microwave absorption observed in
low magnetic fields is due to the contribution of the nat-
ural ferromagnetic resonance to the permeability p*.

1. EXPERIMENTAL TECHNIQUES
AND SAMPLES

The samples, prepared by solid-state reaction
among the starting powders of La0; CaCO; and
Mn;O, at T = 1300°C, were shown by x-ray diffraction
to be single phase. The unit cell was found to be orthor-
hombic for LaMnO; and cubic for the other com-
pounds. The dc measurements of p, were performed by
the standard four-probe method. To determine R,, apol-
ished plate of thickness t and with surface area S was
placed at the center, at the antinode of the microwave
magnetic field h of a rectangular reentrant resonator
[7]. The resonance frequency w and the passband dw of
the resonator with the magnetic material inside are also
determined [8], in addition to the electrical resistance
[7], by the complex permeability p = ' + in". Follow-
ing [7-9], it can be shown that for T =t/d > 1, we have

(3w —3w)/w’ = RSC,/V, + U"28SC,/V,, (1)
(0" — )/’
= (Vs—238S)Cy/V, — (W' —1)28SC,/V,.
For an arbitrary T, including T < 1, the first term of
equation (1) can be written as[1]
(3w —dw)/w’
= 2V(sinht —sint)/(cosht + cost)TV,.

Here R, = P /0, 0 = /2P me/ WH IS the skin depth, V
and V, are the volumes of the sample and of the resona-
tor, respectively, ()% = (U')? + (u")?, C,—C, are some
known constants, and the superscripts L and O identify

)

©)
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Activation energies AE, and AE,,, of polycrystalline lantha-
num manganites in a magnetic field

AE,, eV AE,,, eV
Compound
H=0|H=16kOe| H=0 |H=9kOe
Lay7Ca;3MnO3 | 0.150 0.140 0.074 0.072
LaggCay1MnO; | 0.144 0.135 0.074 0.073
LaMnO, 0.157 0.154 0.100 0.100

the parameters of the resonator with and without the
sampleinside.

Solving the coupled equations (1)—3) for two sam-
plesof different thicknesses, t; > d andt, < 9, yieldsthe
three unknowns, W', 1", and p,,, However, because of
the large values of W' and ", their contribution to the
resonator parameters may far exceed that due to the
electrical resistance of the sample. Therefore, prelimi-
nary measurements of the temperature dependences of
W' and 1" were carried out on very thin samples, with
t < o (sometimes down to t = 25 um), which, in accor-
dance with (3), provide a small contribution to p,,,
compared to those due to the magnetic losses. The stud-
iesof p,,,and MR, in amagnetic field were performed
for H || h, because in this case the transverse ac magne-
tization in a ferromagnet magnetized to saturation is
zero, and W' = 1 and K" = 0 [10]. The microwave elec-
trical resistivity p,,, Was derived from R; (1) and refined
in measurements on samples with different thicknesses
using (3). Equation (2) was used to estimate the skin
depth and, thus, to provide an additional check on the
results of p,,, Measurements.

The dc and 9.2-GHz measurements were performed
on a computer-controlled setup. The dc current, tem-
perature, microwave transmission, and sweep generator
signals were fed into the computer, and the values of
the resonator 6w and w were obtained by a least-
squares fitting of the absorption line shape. The mea-
surements were made in steps of approximately 2 K,
and the Q-factor of the silver-coated measuring resona-
tor was about 7000.

2. RESULTS

Figure 1 presents temperature dependences of the dc
and 9.2-GHz electrical and magnetoresistance, and ac
magnetic susceptibility x,. a 1 kHz obtained in a zero
magnetic field on a series of La, _,CaMnO; samples
with x = 0, 0.1, and 0.3. Measurements of the X,
(curve 5in Fig. 1) show that the La, _,CaMnO; com-
poundswe studied (x = 0-0.3) are magnetically ordered
and have a Curie temperature T = 160-215 K, depend-
ing on the calcium concentration x. Phase diagrams
plotted for the stoichiometric composition suggest that
LaMnQO4 should be an antiferromagnetic diglectric. Itis
known, however, that ferromagnetic manganites can
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also be prepared quite often without any doping by
making them nonstoichiometric in lanthanum and oxy-
gen [11]. The polycrystals studied in the dc mode
exhibited properties typical of manganites (curves 1
and 2 in Fig. 1), namely, a maximum in p, and a peak
of the negative magnetoresistance MR, near T.. The
temperature dependences of p, and p,,, are approxi-
mately the same; indeed, they show a semiconducting
behavior at high temperatures and a metallic onein the
low-temperature domain. Note that p,,, < po through-
out the temperature range covered, with the variation of
Pmw bEINg strongest at the temperatures where P, (T)
reaches its maximum value.

One readily sees (Fig. 1) that in samples with high
Te=205-215K (x=0and 0.3), P MR» Po» @d MR,
pass through amaximum at about the same temperatures
close to Te.. The maxima of p,(T) and MR,,(T) in the
sample with a low Te = 160 K (x = 0.1), which also
exhibited the largest dc and ac resistivity, differ from
those of py(T) and MRy(T) by about 70-80 K. Interest-
ingly, the values of p,,, and MR,,, for all samplesreach
amaximum near T [1190-225 K.

Note that the field dependences MRy(H) are also
typical of polycrystaline manganites; indeed, in the
paramagnetic region, MR, ~ H2, while in the ferromag-
netic region, up to the demagnetizing field, one
observes astrong growth (upto MR, 0-0.1a T=77K
in al samples), followed by aweak, approximately lin-
ear rise of IMRy| with the increasing magnetic field H.

Thetable lists the activation energies AE, and AE,,,,
derived from the temperature dependences of p, and
Pmw IN the paramagnetic region. The dc activation
energy AE, is less than the microwave one, AE,,,, and,
unlike the latter, it depends noticeably on the magnetic
field.

Some publications [4—6] maintained that when mea-
sured in the ac mode, MR, > MR,. To check this point,
we studied R, in amagnetic field H || h on two samples
of the same composition but with different thicknesses,
t; > dandt, < d. Asfollowsfrom (3), for 1> 1, R, ~
(dwr — duP), while for T < 1, Ry ~ (dut — duf) Y2
Therefore, a negative magnetoresistance MR, should
bring about adecrease of dwin thethick sample, and an
increase of dwin the thin one, with an increasing mag-
netic field. The experiment (Fig. 2) showed both sam-
plesto follow about the same pattern; indeed, dwand w
decrease with the increasing magnetic field up to about
the demagnetizing field Hy = 41iM, after which they
remain practically constant. The variation of dw(H) and
w(H) does not correlate with that of p. If the decrease
of dw(H) (curves1and 2in Fig. 2) were connected with
that of p,,,. this should have resulted in a decrease of
the skin depth and, according to (2), in an increase,
rather than decrease, of w (curves 3 and 4 in Fig. 2).
This shows that the variations in microwave absorption
in manganites observed to occur in amagnetic field are
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Fig. 1. Temperature dependences of the dc and 9.2-GHz electrical and magnetoresistance (pg, MRy, Pmw: MRy, @d of the mag-
netic susceptibility X, at 1 kHz of Lg; _,CaMnO3 polycrystals (a, b, and ¢ for x = 0, 0.1, and 0.3, respectively). (Curves 1) py,

(curves 2) MR, (curves 3) pyy, (curves 4) MRy, (curves 5) X 4.

due primarily to variations in the permeability p*,
rather than in the electrical resistivity p,,, of the man-
ganites. One readily sees that as the magnetic field
increases up to saturation, p' — 1, and 4" — 0
(curves5and 6inFig. 2).

Both experiments and cal cul ations show that at low
temperatures (T = 77 K), the microwave magnetoresis-
tance of other La, _,CaMnO; manganitesisalso small,
IMR,,,| < 0.02-0.03 (curves 4 in Fig. 1). The high val-
uesof W' and u" (Fig. 3) result in alarge error in MR,
determination. The most reliable values of MR, can be
obtained for T = T, where both 1 and 1" are small. The
sharp peak of MR,,, is seen to occur in the samples
studied (curves 4 in Fig. 1) in the temperature region
where the behavior of the microwave electrical resistiv-
ity crosses over from semiconducting to metallic.
Although we have not been able to determine MR,,,
with a high enough accuracy within a certain tempera-
ture interval because of the effect of p*, additional
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studies and calculations give one grounds to suggest
that MR,,, decreases here from the high values near T
tolow MR, a T =77 K. Notethat MR, increases near
T with increasing cal cium concentration, and was a so
found to reach amaximum at x = 0.3.

Figure 3 displays temperature dependences of W'
and p" for Lg _,CaMnO; samples. The largest and
strongest variations of Y' and Y" near T are seen to
occur in La, ;CaysMnOs,.

3. DISCUSSION

Thus, microwave experiments confirm that polycrys-
talline samples consist of a conducting grain [1, 4, 5],
whose T, derived from the maximum of MR, for dif-
ferent calcium concentrations, is about the same,
Tc = 190-225 K. Because the microwave response is
dominated by the contributions due to single-crystal
grains, the temperature dependence of MR,,, in this
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Fig. 2. Magnetic-field dependences of the resonator passband dw(curves 1 and 2), resonance frequency w (curves 3 and 4) for samples
with thicknesst = 1.12 mm = & (curves 1 and 3) and t = 0.23 mm < & (curves 2 and 4), and microwave permeabilities ' (curves5) and
W (curves 6) for polycrystalline Lag gCag ;MnO5 obtained at 77 K.

T

0
250 300

Fig. 3. Temperature dependences of the microwave permeabilities p' (curves 1-3) and n" (curves 4-6) for polycrystaline
La -, CaMnOz withx=0 (curves 1, 4), x=0.1 (curves 2, 5), and x = 0.3 (curves 3, 6).

region should have a pattern typical of single crystals
measured in the dc mode [12], namely, a sharp peak of
MR, near T and asmall MR, far from T, exactly what
we observe experimentally for MR, (curves4inFig. 1).

The high values of p, in polycrystas can be
accounted for by surface phenomena [12, 13]. How-
ever, the simplest model, by which the high p, values
for polycrystals are dueto high values of pyinthegrain
surface layer, cannot explain, for instance, why sub-
stantialy below the ferromagnetic transition the values
of MR, for polycrystals are higher than those for single
crystals [12]. Since below T, the conduction electrons
in manganites are completely polarized, carrier tunnel-
ing between grains with different magnetization direc-
tions givesriseto additional scattering, which resultsin
negative MR when the sampl e reaches saturation mag-
netization [13]. This model cannot, however, account
for the linear decrease of py(H) above the demagnetiz-
ing field, observed to occur in polycrystalline mangan-
itesfor T < Te.

We suggested [1] that polycrystals could have,
besides the intergrain barrier, an additional barrier
inside a grain because of the formation of a surface

PHYSICS OF THE SOLID STATE Vol. 42

layer on the former. An analysis of the energy diagram
of the contact between two different substances[14, 15]
(metal—semiconductor, p—n junction) reveas the for-
mation in such a structure of a space charge generating
a contact potential difference. This contact potential

difference U, = Er = EZ is determined by the differ-
ence between the thermionic work functions, or Fermi

energies Ex and EZ, of these substances. If the contact

potentia difference depends on the magnetic field, one
should also expect p, to vary with the magnetic field.
One could also expect the band structure of the manga-
nites undergoing magnetic ordering to depend on the
magnetic field. Thisisindicated by the optical proper-
ties of manganites being sensitive to magnetic ordering
and to the magnetic field in the ferromagnetic region
(the redshift effect) [2]. As follows from studies of
magnetic semiconductors of the type of EuO and
HgCr,Se, [16-18], the sensitivity of their band struc-
tureto the magnetic field ismaximal near T, whilealso
being quite large above and below it. This may account
for the peak in the magnetoresistance of polycrystaline
manganites near T, and for MR, remaining fairly high
both above and below T.
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To transfer from one region to another, carriers have
to overcome the potential barrier U, due to their ther-
mal energy KT. The exponential nature of the electrical
conductivity gives one grounds to expect that small
changesin U, can giverise to large values of MR, in a
magnetic field. The existence of a surface layer is
argued for by the comparatively slow decay of the mag-
netic susceptibility x,. within a 30-K interval near T,
(curve 5in Fig. 1) and by the strong effect of the elec-
tric field on p, [1]. The thickness of this surface layer,
estimated by us[1] as=10% A, may reach afew percent
of the grain size and can depend on the temperature,
sample composition, and magnetic field.

Thismodel allowsinterpretation of some featuresin
the behavior of MR, and p, in the samples studied. The
samples with x = 0 and 0.3 have T, O 205-215 K
(Fig. 1), which is close to the maximum value T¢ =
230 K in the La, _,CaMnO; system, and this appar-
ently accounts for the properties of the surface layers
not differing much from those of the grain bulk (core).
The sample with x = 0.1 has alower value T 0160 K
(as follows from x,. data in Fig. 1), and so one can
expect that the properties of its surface layer (for
instance, T¢) should differ substantially from those of
the core, whose Curie temperature T [ 200 K esti-
mated from the maximum of MR,,, (see Fig. 1) isalso
high. In this case, the values of U, may be higher and
vary within a broader temperature range than those in
the samples with x = 0 and 0.3. The behavior of U, can
account for the higher value of p, the difference
between the temperatures of the maximain py and Py,
MR, and MR,,,, the smoother growth of MR, within a
broad temperaturerange T = 225-125 K, and the higher
value of MR, at 77 K in the sample with x = 0.1 com-
pared to thosein the sampleswith x =0and 0.3 (Fig. 1).

The part played by the contact potential difference
U, and the effect of the magnetic field on the band
structure of manganites are also evidenced by the vari-
ation in the activation energy AE,, and by the indepen-
dence of AE,,, on the magnetic field (see the table).
Besides, when considered in terms of this model, carri-
ers excited in the dc mode should overcome an addi-
tional potential barrier compared with thoseinvolvedin
microwave measurements of p,,, by theinduction tech-
nique [7]. As seen from the table, in the paramagnetic
region, AE,,, is smaller than AE, by 0.05-0.07 eV. This
value of the additional potential barrier coincides with
the potential barrier derived from the breakdown volt-
age in astrong electric field for the samples with x = 0
and 0.1 [1].

The nature of the CMR in manganites still remains
unclear, with the double exchange [19] or phase sepa-
ration [11] models being most popular. In the case of
phase separation, space charge and a contact potential
difference U, may appear at the boundaries of inhomo-
geneities, and one may observe approximately the same
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temperature and field dependences of py, MRy, P, @0d
MR, asinthe sample with x = 0.1 (Fig. 1b). It may be
conjectured that the conducting grain is divided by non-
conducting (for instance, antiferromagnetic) layers
with a thickness d = 102 A. Such estimates of d are
obtained when adapting the calculations of py(E) [1] to
the phase-separation model. The small layer thickness
d could account for the stronger effect of the electric
field on the electrical properties of the sample with x =
0.1 compared to those with other x; indeed, in the sam-
ple with x = 0.1, deviations from Ohm’s law start from
very low fields E = 1 V/cm, with p, decreasing by
nearly two orders of magnitude at E = 10°V/cm (Fig. 2
in[1]). Notethat the results obtained in the optical stud-
ies of these samples also agree with the phase-separa
tion model.

In ferrites, the nature of the dispersion in permesabil -
ity has largely been established long ago [3, 10].
Because the manganites are “poor” metals, the skin-
layer thickness (& = 102 cm) in the highest conductivity
samples (p = 10°-10* Q cm) at 10 GHz islarger or of
the order of the equilibrium linear domain size
(103-10%) cm [21], with the result that the electro-
magnetic field acts on the domain as a whole. There-
fore, the conventional concepts of the quasi static mag-
netization mechanism used to explain the dispersion of
W in ferrites should also be applicable in most cases to
the manganites. Polycrystalline materials actually rep-
resent aggregates of small, arbitrarily oriented single
crystals. In nonsaturated samples, the tiny magnets
break down into domains magnetized in various direc-
tions. In the regions where an magnetic field hasacom-
ponent perpendicular to the domain walls, one will
observe the so-called “natural ferromagnetic reso-
nance’ (NFMR). The dependences of p' and p" of fer-
rites at low frequencies (below 300 MHZz) are usually
related to domain wall vibrations, and the higher-fre-
guency losses, to the NFMR, whose extreme frequen-
cies in polycrystals are determined by the Polder—
Smith relations wy,i, = YHa and Wy = Y(H, + 41iM)
[10]. Because in manganites the anisotropy field is
small (H, = 10? Oe) and the saturation magnetization
4tM = 5 kG, the NFMR-induced dispersion of p*
should be observed within a broad frequency region
extending from 10> MHz to 15-20 GHz. The field and
temperature dependences of p' and W' in La_
LaMnO; (Figs. 2 and 3) generaly follow behavior
typical of ferritesat NFMR, namely, @' = 1, u" =01in
the paramagnetic region; in the ferromagnetic region,
they depend on temperature and the magnetic field; and
M =1, 1" =0in asample magnetized to saturation at
H || h. Note[3, 10] that the values of u' and " are gov-
erned by many factors, primarily by the size and shape
of the grains, pores, and specific features of the domain
structure, which could be the subject of a dedicated
study. A new aspect of the problem of CMR in the man-
ganites is the finding that the variation of microwave
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absorption in magnetic fields at low temperatures, T <
Tc, isassociated with the change in the magnetic rather
than electrical losses.

Thus, intergranular surface phenomena in inhomo-
geneous structures (interface layers) may lie at the ori-
gin of the colossal magnetoresistance.
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Abstract—Theinfluence of the polarization interactions on the state and phase transitionsin magnetic-ordered
and dielectric crystals with two interacting order parameters has been investigated. Consideration is given to
the case when the interaction in one of the subsystemsis considerably weaker than that in the other subsystem.
It is demonstrated that the polarization interactions in the weak subsystem can substantially affect the state and
the character of phase transitions in the strong subsystem. These interactions can bring about the disordering
(formation of the random-field state or the state of spin glass) in the critical region near the second-order phase
transition in the main subsystem and al so the smearing of the phasetransition. At the sametime, the polarization
interactions can give rise to the ordered and disordered states in the weak subsystem. © 2000 MAIK

“ Nauka/Interperiodica” .

1. INTRODUCTION

In this paper, the polarization interaction will be
taken to mean the interaction between polaron states
(polarons) in crystals. It is the effective interaction due
to the mutual polarization of interacting subsystems
and manifests itself in the second-order approximation
of the perturbation theory.

In the solid-state physics, the polarization interac-
tions have been most extensively investigated for semi-
conductors. There are works dealing with the polaron
effect caused by the self-consistent action of free elec-
trons and anionic lattice skeleton. The study was aso
given to the decrease in energy of the ground level of a
system due to the electron—phonon interaction, the
renormalization of effective masses of electrons and
excitons, the polaron mobility, etc. (see, for example,
thereview [1]).

However, the polaron effects and polarization inter-
actionsin crystals should be taken into account not only
in consideration of the electron—phonon interaction for
charge carriers. Similar effects and polarization interac-
tions are observed in dielectric crystals and other sys-
tems involving at least two interacting subsystems. In
the present work, we analyzed how the exchange polar-
ization interactions affect the properties of magnetodi-
electric crystals and how the polarization interactions
associated with the mutual influence of ionic displace-
ments in dielectric crystals affect the structure of these
crystals.

The situation when the unit cell contains several dif-
ferent-type magnetic ions that form interacting sub-
systems with their own order parametersis characteris-
tic of many magnetic crystals. In this case, the states of
subsystems produce a mutua effect on each other,

which depends on the character of interactions within
the subsystems and between them. It is clear that the
phase transitions (their temperature and character) in
these magnetic crystals also depend on the interaction
between the subsystems.

Note that, in the case when a magnetic crystal con-
tains magnetic ions of only one type, there also exist
nonmagnetic subsystemsin thiscrystal that can interact
with the magnetic subsystem. Examples of such sub-
systems can be provided by the orbital subsystem of the
magneticionsor ionic displacementsinthelattice. This
gives rise to the spin—orbit and magnetoel astic interac-
tions, respectively, which, in turn, can lead to the polar-
ization effects.

A situation completely similar to that observed for
two interacting magnetic subsystems arises in the case
when the nonmagnetic order parameter is described
within the pseudospin formalism and the correspond-
ing interactions can be represented by the exchange
Hamiltonians. The most characteristic example of this
situation is the order—disorder structural second-order
phase transition (see, for example, [2]).

2. POLARIZATION EXCHANGE INTERACTION
Let us consider the case of a magnetic-ordered
dielectric in which the unit cell involves magnetic ions
of two types (A and B) with the spins $* and S, respec-
tively. The Hamiltonian of exchangeinteractions can be
written in the following form:

H = 3,J7°S"S]' + 2, J5°S’S] + 2, 91°S"'S]. (1)
Here, the quantities J;", J;°, and J;° are nonzero for
the ith and jth nearest neighbor ions and characterize

1063-7834/00/4205-0931$20.00 © 2000 MAIK “Nauka/Interperiodica’
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the exchange interactions in a subsystem of the S$* and
S spins and between the S$* and S spins, respectively.
Now, we assume that the exchange interactions obey
the following hierarchy, which is often realized in mag-

netic crystals: J;* > Ji° > J5°. For example, this
hierarchy of exchange interactionsis observed in mag-
netic crystals of rare-earth garnets, rare-earth orthofer-
rites, and rare-earth orthochromites [ 3] containing both
the 3d (S spins) and 4f (S spins) ions.

In the framework of perturbation theory, the effec-
tive Hamiltonian describing the spin statesin the B sub-
system can be written to the second order in the small

parameter J;° / 37" asfollows:

Her = 30 [S'8)

—zij,kl(JﬁAKﬁAJGB)llJAASlBSJB+ziJJﬁBS‘BS? @

=2 Hn ST+ ZVi STS) + Z,31°STS)

The quantity [SADcharacterizesthe spin averaged over
the states in the A subsystem. This quantity is nonzero
when the A subsystem possesses a homaogeneous long-
range magnetic order and is equal to zero in the para
magnetic phase. Moreover, this quantity isalso equal to
zero at any temperature if the A subsystem involves a
cooperative, but disordered state (for example, the ran-
dom-field state or the state of spin glass[4]).

The quantity K. = (5:S" - [B, 15" Ocharacter-
izes the correlation function of spin fluctuations in the
A subsystem, which is nonzero at any temperature and
for any state of the crystal.

The first sum in the effective Hamiltonian (2)
accounts for the magnetic biasing of the S spinsby the

mean field of the A ordered subsystem, that is, Hi; =

5P 80

The second sum in Hamiltonian (2) describes the
effective exchange interaction between the $ spins
through the correlations in the spin orientation in the A
subsystem. This polarization exchange interaction is
represented in the form

VEP = =3 (0K IR 119 ©)

The summation in the second term in expression (2)
[and, correspondingly, in formula (3)] is carried out
over al sites of the lattice. In this case, the polaron
effect (exchange polaron) is described by the self-
action, i.e., the exchange interaction between oneion B

at theith site with the spin SB and the whole matrix of
the Aionswith the spins Sf . The polarization exchange
interaction (3) describes the interaction between the

exchange polarons. The polarization exchange V"~ is
efficient when the direct exchange interaction of spins
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in the B subsystem is weaker than the polarization
exchange interaction (J;° < V;") or when the role of

the mean field HrEfm- is considerably weakened (by vir-
tue of the crystal symmetry in the critical region near
the phase transition in the A subsystem or when the A
subsystem is disordered).

Note that the effective exchange interaction
between impurity atoms in interstitial sites of a meta-
magnet lattice due to the polarization of spins in the
main sublattice was originally treated by Ivanov and
Shender [5]. Earlier [6], we considered the f—d—f polar-
ization exchange in rare-earth magnets and wrote the
Hamiltonian inthe explicit form (2) in order to interpret
the magnetic phase transition induced by high-power
optical pumping in EUCrO;. The polarization (fluctua-
tion) exchange was studied in antiferromagnetic gar-
nets [7] and in rare-earth orthoferrites and ortho-
chromites[8].

It should be emphasized that, unlike the orienting

action of the mean field Hpy; on spins in the B sub-

system, the polarization exchange V;;° can resultin the
ordering of the S spins characterized by the specific
temperature of ordering and the proper symmetry. Such
an ordering of the opticaly excited Eu®* ions, which
was brought about by the polarization interaction
through spin excitations in the main magnetic sub-
system of Cr3* ions, was first found in EUCrO; crystals
inour earlier works[6, 9].

Unlike the mean field Hpy;, which is equal to zero

in the disordered state, the polarization exchange is
nonzero at any temperature. At the same time, the
polarization exchange depends on the temperature and
state of the crystal, which determine the correlation

function K.

;?A, JiI?B,
Ji® exchange interaction constants are nonzero only
for the nearest neighbors, the range of the polarization
exchange interaction Vi [see expression (3)] is deter-
mined by the correlation radius of spin fluctuations in

the A subsystem. This meansthat the polarization inter-
action is, by definition, the long-range interaction, and,

therefore, the corresponding molecular field HEAF =

It isimportant to note that, when the J and

Vi [§’ Osenhanced by thislong-rangeinteraction. As

aresult, the temperature of the ordering of spins of the
B ionsat the expense of the polarization exchange inter-

action V;° can be considerably higher than the temper-
ature of the ordering of the $ spins through the
exchange interaction J;;".

In the case when appreciable spin fluctuations with
large correlation radii take place in the A subsystem, the
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contribution of the V{;° interaction becomes especially

noticeable. This situation arises either in the vicinity of
the second-order phase transition in the A subsystem or
in the cases when this subsystem is low-dimensional
and disordered.

Apart from the ordering of the B subsystem, the

polarization interaction V;.° in a number of cases can

substantially affect the state and phase transitionsin the
main magnetic subsystem A. Let us now consider these
situations in more detail.

3. EFFECT OF POLARIZATION INTERACTIONS
ON THE CHARACTER OF MAGNETIC PHASE
TRANSITIONS IN CRYSTALS
WITH TWO ORDER PARAMETERS

As mentioned above, the polarization interaction

Vi can induce the ordering of the B subsystem with
the specific temperature of ordering and the proper

symmetry. In this case, the polarization interaction V"

and the direct short-range exchange interaction J;;° can
be opposite in sign. This leads to frustrations in the B

subsystem, provided that the J;;° interaction is not neg-

ligibly small compared to the V;;° interaction. As a

conseguence, the frustrations due to the presence of
exchange interactions with opposite signs can arise in
the B ordered subsystem containing no impurities of
other ions (i.e., in the subsystem without ionic disor-
der). In some cases, the effect of these frustrations can
be quite significant.

(A) If the magnetic biasfield Hyy =, 31° (5 [ton-
siderably exceeds the molecular field Hy,e = Vi° (§° 0

(and, especially, J; (5 [, then, at temperatures below

the ordering temperature of the A subsystem, the state
of the B subsystem is homogeneous and will be deter-

mined by the magnetic bias field H?nfj of the A ordered

subsystem. However, the situation can radically change
in the vicinity of the magnetic phase transition in the A
subsystem (in the critical range of temperatures). Actu-
ally, in the critical range, the effect of the mean field

HS; weakens (the order parameter [ [decreases in
accord with the Brillouin function), whereas the corre-

lation radius of critical fluctuationsin the A subsystem
and, correspondingly, the V{;° interaction increase.
Taking into account the competition between the inter-

actions Vi;® and J;°, which leads to frustrationsin the
B subsystem, the random-field state or the state of spin
glass [4] can arise in this subsystem. As a result, the

mean molecular field in the B subsystem, which is
determined by the Vi® and J;° interactions [the last
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two terms in Hamiltonian (2)], proves to be random.

Then, the ESB Oquantity characterizes the frozen ran-

dom local spin in the B subsystem [4]. Owing to the
interaction between the A and B subsystems, the ran-
dom field Hpe = J{°[8’ Darises in the A subsystem,
too. Furthermore, in the critical region near the phase
trangition, the random-field state or the state of spin
glass also arises in the A subsystem. Indeed, according
to the Imre-Matheorem [10], the state with a homoge-
neous long-range order is unstable toward the forma-
tion of bounded regionswith the same order in the pres-
ence of random field.

Therefore, the polarization interaction in the B sub-
system and the competition with its own exchange
interaction in the same subsystem give rise to the disor-
dered state in the critical region near the phase transi-
tion in the A subsystem and lead to the smearing of the
phase transition in this state.

(B) A similar situation always arises in the critical
region near the second-order phase transition in the A
subsystem with allowance made only for the polariza-
tion interaction (even without regard for the competi-

tion with the exchange interaction J;.°), provided that
the A subsystem is an antiferromagnetic subsystem. In
this case, in the critical temperature range of the A sub-
system, when the correlation radius of antiferromag-
netic spin fluctuations & > a (where a is the lattice

spacing), the polarization exchange interaction V-
[see expression (3)] appears to be both long-range (on

the & scale) and aternating-sign simultaneously for
every lattice spacing (because the antiferromagnetic

correlation function K{* changes sign every lattice

spacing). The interaction of this type brings about the
stochastization of the spin state in the B subsystem and
theformation of glass state, even though thereisno fro-
zen random disorder in the ion arrangement of the B
subsystemin the crystal. Thereverse effect of the B dis-
ordered subsystem on the A subsystem al so givesriseto
arandom-field (or glass) state in the critical region in
the A subsystem. A similar situation was considered in
studying the mechanism of the formation of orbital
glassin Eu,CuO, crystalsin our earlier work [11].

4. THE CASE OF LOW-DIMENSIONAL
OR DISORDERED A SUBSYSTEM

A specific situation occurs when the A subsystem
originally exhibits a cooperative, but disordered state,
for example, the random-field state or the state of spin

glass. In this case, the mean molecular field qufj bias-

ing the B subsystemis equal to zero at all temperatures,
and the polarization interaction (3) becomes predomi-
nant for the B subsystem. If the A subsystem involves
sufficiently large regions of spin correlations, the polar-
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ization interaction Vi° is rather strong. Under these

conditions, both ordered (order from disorder) and dis-
ordered states can arise in the B subsystem not only in
the critical region, but over the entire range of temper-
atures.

In the quasi-two-dimensional Heisenberg antiferro-
magnets R,CuO, (R = Eu, Pr, and Gd) studied in [12,
13], we experimentally observed the random-field state
over awide range of temperatures (at both T < T and
T> Ty, where T isthe Néel temperature). In our opin-
ion, this state stems from the random anisotropy in the
A subsystem due to the polarization interactions in the
B subsystem [14]. In this case, the A subsystem is the
guasi-two-dimensional Heisenberg antiferromagnetic
subsystem of spins of the Cu?* ions (in the CuO, lay-
ers), and the B subsystem at different temperatures can
be either the magnetic orbital subsystem of Cu?* ionsor
the subsystem of magnetic rare-earth ions R3*.

Asanillustration, let us consider the effect of mag-
netic rare-earth ions on the state of the quasi-two-
dimensional Heisenberg antiferromagnetic subsystem
of Cu?* ionsin the CuO, layers. In analyzing Hamilto-
nian (2), we will take into account the first two terms
and disregard the exchange interaction between rare-
earth ions.

(A) Assume that, at T < T, the quasi-two-dimen-
sional antiferromagnetic subsystem possesses the long-

range order and the mean molecular field H E]fj is non-

zero. Under the action of this field, the moments of
rare-earth ions (the S spins in our model) should be
antiferromagnetically biased; i.e., the staggered field

should occur in the B subsystem. Then, the V{° polar-
ization exchange interaction is determined by the inter-
action between the S spinsthrough the spin wavesin the
A ordered subsystem. Note that, as was shown in 7, 8],
the polarization interaction tends to ferromagnetically
order the $ spins. As aresult, in the case of the homo-
geneous antiferromagnetic long-range order in the A
subsystem, the polarization interactions bring about the
emergence of competing interactions, which result in
the frustrations and the disordering of the B subsystem.
In turn, this gives rise to arandom anisotropy for the A

subsystem (H’QF ) and arandom-field statein the A sub-

system. Therefore, in the antiferromagnetic A sub-
system, the homogeneous antiferromagnetic long-
range order cannot be realized, and a state of the ran-
dom-field type arises if the polarization interaction in
the B subsystem is not negligibly small compared to the

mean field Hoy .

(B) If the A subsystem originally (without consider-
ing the influence of the B subsystem) exhibit spin fluc-
tuations with large correlation radii (for example, the
guantum two-dimensional Heisenberg antiferromag-
netic spin fluctuations in the CuO, layers in quasi-two-
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dimensional crystals R,CuQ,), the role of the polariza-
tion exchange becomes quite significant beginning with
the lowest temperatures—the long-range and alternat-
ing-sign (frustrating) polarization interaction takes
place in the B subsystem. This interaction can result in
both the disordering of the B subsystem and the forma-
tion of the random-field state in the A subsystem.

5. EFFECT OF POLARIZATION
INTERACTION ON THE STRUCTURAL PHASE
TRANSITION IN CRYSTALS
WITH TWO ORDER PARAMETERS

The manifestation of polarization interactions upon
the second-order structural phase transitions can be
illustrated by the isostructural phase transition in
EuCrO;, which was observed with a change in the con-
centration of thermally excited ions Eu®* ('F,) [15, 16].
This transition was revealed at temperature T ~ 280—
290 K in studies of the dielectric susceptibility and X-
ray diffraction analysis. The transition was accompa-
nied by strong anomalies in the dielectric properties,
which isusualy typica of smeared ferroelectric phase
transitions [2]. According to the X-ray diffraction data,
the transition leads to the uniform displacement of the
Eud* ionsby ~0.0076 A, all the other lattice parameters
being the same [16].

The EuCrO; crystals belong to the rare-earth ortho-
chromite class and have the symmetry of orthorhomb-

ically distorted perovskite with the space group D

(Pbnm). The Eu®* ionsin the ground state (F,) are non-
magnetic. The first excited state ('F,) differsin energy
from the ground state ("Fy) by ~300 cm. The first
excited state is magnetic and degenerate (triplet J = 0,
+1), so that the thermal filling of the excited level gives
rise to the magnetic moment and local lattice distor-
tions (the local Jahn—Teller pseudoeffect [17]). In the
temperature range T > 200 K, the thermal filling of the
excited levels of Eu®* ions rapidly increases, and the
possibility exists of forming the metastable clusters
consisting of the structurally correlated, thermally
excited ions. A further increase in the concentration of
thermally excited ions results in the isostructural phase
transition, which is attended by the correlated displace-
ments of all the Eu®* ionsin the crystal [16].

In the case under consideration, two interacting sub-
systems take place: the Eu®* ions in the ground state
and the thermally excited ions. There are two interact-
ing order parameters—the displacements of the Eu®*
ions in the ground state and the displacements of the
Eu® thermally excited ionsin the | attice with respect to
the central position in the cubic praphase. The local
ionic displacements in the lattice are described by the
pseudospins, and the Hamiltonian of the corresponding
interactions within the subsystems and betweenthemis
similar to the exchange Hamiltonian (2). Moreover, the
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following condition is met: additional displacements of
the thermally excited ions are small in comparison with
theinitial displacementsof ionsin the ground state. The
antiferrodlectric ordering isrealized in the original sub-
system of the Eu®* ions (in the ground state). The polar-
ization interaction between the excited ions has aferro-
electric nature and leads to an increase in the concen-
tration of the ferroelectric clusters and also to the
structural phase transition in the whole crystal. Thisis
accompanied by the antiferroelectric ordering of the
europium ions in the ground state and the thermally
excited europium ions throughout the crystal [16].

Thus, in the present work, we demonstrated that the
polarization interactions play an important role in the
crystals with two interacting order parameters. The
polarization interactions can bring about changesin the
state of crystals and affect the character of phase tran-
sitions in these crystals.
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Abstract—The dielectric and electromechanica characteristics of the (1 — X)PMN—XPZT ferroelectric ceramics
have been obtained at different temperatures, amplitudes, and frequencies of the measuring field and at different
bias field strengths. It is shown that this ferroelectric ceramics at low and infralow frequencies possesses pro-
nounced relaxor properties in a certain temperature range and ferroelectric properties in other temperature
range. The temperature and amplitude ranges have been determined, in which the permittivity €' either only
decreases or first increases and then decreases with an increase in the measuring field amplitude Eq. The tem-
perature ranges of existing the phases similar to the superparagel ectric phase, dipole glass phase, and ferroel ec-
tric phase are evaluated from the temperature dependences of the coercive field E.(T) and the remanent polar-
ization P,(T) and also from the reverse dependences of €* and the electromechanical characteristics. The PZT
concentration in the PMN-PZT system is determined, at which the electrostrictive constant M4 is maximum.
It is demonstrated that, in the neighborhood of the temperature at a maximum of €', the strain S;is quadratic in

thefield E; that is, S; = M;;E2 © 2000 MAIK “ Nauka/Interperiodica’ .

1. INTRODUCTION

It isknown that ferroel ectric ceramics based on lead
magnesium niobate (PMN) is one of the most promis-
ing materials for the use as micropositioners, adaptive
mirrors, actuators, etc. In addition to their technical
applications, these materials are very attractive from
the viewpoint of basic research, because they are con-
venient (model) objects in studies of various nonequi-
librium processes proceeding in disordered systems. In
particular, these materials belong to the class of the so-
called relaxor ferroelectrics [1].

Despite a considerable amount of available experi-
mental information regarding relaxors, there has been
no unified interpretation of the physics of processes
occurring in these materials under different experimen-
tal conditions. For example, a number of properties are
explained in the framework of the superparaelectric
model [1, 2]. Within this modél, it is assumed that, in
the temperature range T = T,,, (where T, isthe tempera-
ture at a maximum of the permittivity €'), there exist
thermally activated polar nanoregions that can be
switched (reoriented) in an external (even weak) field
and, thus, contribute to the dielectric response of asys-
tem. At the same time, the behavior of the dielectric
properties in the temperature range T < T,, under the
action of a dc electric field E- [3] and without field
(when very prolonged processes of polarization relax-
ation—aging [4] and different memory effects [5, 6]—
are observed) can be more adequately described either
within the model of spin or dipole glass [7], in the
framework of the random field model [8], or in the con-

text of concepts developed by Isupov [9, 10]. In these
works, Isupov has attached much importance to the
influence of paraelectric interlayers on the time depen-
dences of different processes occurring in the course of
smeared phase transitions, specifically on the possibil-
ity of forming a macrodomain state in relaxors.
However, recent works published by Tagantsev and
Glazounov [11-13] cast some doubt on the above
approaches (for example, for lead magnesium niobate
materials). Particularly, in order to describe the proper-
ties of ceramics and crystals of lead magnesium nio-
bate, they proposed the model based on the statement
that the contribution to the permittivity €' in the ergodic
phase is determined by the interphase boundary oscil-
lations (irreversible hysteresis motion of interphase
boundaries [14]); i.e., in the authors' opinion [11-13],
the depinning of phase boundary is more probable than
the reorientation of polar nanoregions under the action
of an ac electric field at temperatures above 200 K.
Note that, in principle, there is no considerable differ-
ence between the notion of the polar nanoregion reori-
entation and the notion of the interphase boundary
vibration, particularly where the activation by electric
field is concerned [14]. The matter is that the “vibra-
tion” of interphase boundary can be reversible (ther-
mally activated) and irreversible (activated by the ac
measuring field [14]). The former case is virtually not
considered [11-13], even though it is completely anal-
ogous in physical nature to the reorientation of ther-
mally activated polar nanoregions. It should be empha-
sized that, in the recent work [15] concerned with the
investigation of lead magnesium niobate by high-reso-
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lution electron microscopy, Yoshida and coworkers
conclusively proved that, in the “nonergodic phase” of
lead magnesium niobate, the formation of domain
boundaries does not require externa action, as it was
earlier assumed in discussions of the results obtained
for this material. According to [15], the noninduced
(spontaneous) formation of domains occurs upon cool-
ing of the crystal at very low temperatures correspond-
ing to the reversible phase transition from the relaxor
phase (on the average, with a cubic symmetry) to the
rhombohedral ferroelectric phase. Yoshida et al. [15]
demonstrated that, upon cooling of the lead magnesium
niobate crystal, this phase transition begins only at a
temperature of 200 K and ceases at T, = 135 K. There-
fore, thetemperature T, = 135K can be considered the
average (most probable) temperature of the structural
ferroelectric phase transition, at which alarger part of
the phase becomes rhombohedral.

It should be mentioned that the occurrence of asimi-
lar reversible phase transition not induced by the electric
field was earlier established by Heike and William [16],
reasoning from the Raman scattering when a sharp
changein thewavenumber and thewidth of the 227-cm™
band attributed to the bending mode was observed in the
spectrain therange of T ~ 200 K. Still earlier, Kuznets-
ovaet al. [17] reported that the extrapolation of the tem-
peratures of field-induced phase transitions to zero field
amplitude resulted in Ty, = 100-120 K for lead magne-
sium niobate, which is in good agreement with the data
obtained by the high-resolution electron microscopy
[15]. On the other hand, the results presented by Korol-
eva[18] and Vakhrushev [19] do not agree with the data
obtained in [15-17] and are not quite consistent with the
conclusions made in [11-13]. Note aso that the
approach developed in [11-13] was applied to relaxors
even in our earlier works [5, 6] in the interpretation of
memory effectsin the PLZT and PMN relaxor ceramics
within the model of pinning and depinning of interphase
boundaries at mobile point defects. Furthermore, Nado-
linskaya et al. [20] emphasized that the dispersion of €*
in the lead magnesium niobate crystal at low and
infralow frequencies in different temperature ranges is
determined by the contribution of domain walls, inter-
phase boundaries, and (or) polar nanoregions to €*; in
other words, these authors considered the thermally acti-
vated reversible motion (oscillation or vibration) of the
domain and interphase boundaries.

A very large body of experimental data accumu-
lated up to now for different relaxors and their rather
contradictory interpretation mentioned above gave
impetus to the complex investigations into the dielectric
response a low and infralow frequencies over wide
ranges of temperatures, measuring field amplitudes, and
bias field strengths, as well as the studies of the electro-
mechanica parameters and pyroelectric current [21] in
the (1 —x)PMN—XPZT relaxor ceramic system similar in
properties to the lead magnesium niobate ceramics. In
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the present work, we made a further attempt to give
insight into the mechanisms of polarization, repolariza-
tion, and electromechanical responsein typical relaxors.

2. SAMPLE PREPARATION
AND EXPERIMENTAL TECHNIQUE

The dielectric parameters—the real (€') and imagi-
nary (") partsof the permittivity e*—were measured at
low (10-10° Hz) and infralow (0.1-10 Hz) frequencies
in the dynamic mode upon cooling at arate of 1 K/min
from 353 to 90 K by using the bridge method [22] and
in the quasi-static mode with the use of amodified Saw-
yer—Tower hysteresis scheme involving an S9-8 digital
storage oscilloscope equipped with a computer.

Intheformer case (in the ultraweak measuring fields
at amplitude E; = 1 V/cm), we determined the initial

values of thereal (&) and imaginary (€y) parts of the

complex permittivity €5 . In the latter case (in the
medium and strong fiel ds E;), we obtained the effective

quantities €. and €. and evaluated the contributions

from the hysteresis and relaxation mechanisms of
domain and interphase boundary motions [14]. More-
over, the maximum (P) and remanent (P,) polarizations
and the coercive fields E, were obtained from the anal-
ysis of the polarization loops. The latter parameters
were also evaluated from the reverse dielectric and
reverse piezoelectric characteristics obtained by the
resonance and antiresonance methods. The induced
strain S; in ferroel ectric ceramics was measured with an
instrument based on a capacitance-type transducer
[23]. These measurements were carried out above the
T,, temperature in the range from 298 to 318 K.

The samples of the (1 — X)Pb[Mg;sNbys]
O4-XPb[Zry55Tig 47105 (Where 0 < x < 0.3) ferroelectric
ceramics were prepared according to the usual ceramic
technology. The dielectric measurements were per-
formed using the samples with size S=5 x 5 mm and
thickness from 0.2 to 0.5 mm. The ceramic discs with
diameter D = 10 mm and thickness from 0.5 to 3 mm
were used for measuring of the electromechanical
parameters. Electrodes were applied by burning-in sil-
ver solder paste.

3. RESULTS AND DISCUSSION

3.1. Characterization of the phase state of the mate-
rial. Figure 1 demonstrates the temperature-field
dependences e.(T, Ey) and e (T, E;) for the

0.89PMN-0.11PZT ferroelectric ceramics at the mea-
suring field frequency v = 1 Hz. It is clearly seen from
Fig. 1 that, as the measuring field amplitude E,

increases, the maximum values of &.(T) and, espe-
cialy, € (T) first increase and then decrease, shifting
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€\orp, 10°

Fig. 1. Temperature-field dependences e (T, Ep) and
€qt¢ (T, Ep) of the 0.89PMN-0.11PZT ferroelectric ceramics

at frequency v = 1 Hz. Measuring field amplitude Eg
[kV/cm]: (1) 0.001, (2) 0.6, (3) 1.8, (4) 3, (5) 5.4, (6) 10.8,
(7) 16.2, and (8) 21.7.
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Fig. 2. Field dependences of the temperatures at amaximum
of the real T, (Eg) (solid line) and imaginary T, (Ep)
(dashed line) parts of the permittivity at frequencies of 1 and
10 Hz. The inset shows the frequency dependence
T, ([In(vive)]™) at vg = 3 x 108 Hz [11] for ultraweak
measuring fields (Eg = 0.001 kV/cm).
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toward the low-temperature range. It is worth noting
that, at the measuring field amplitude E, = 15 kV/cm,
the temperature dependences e4;(T) exhibit new

anomalies in the form of small additiona maxima at
temperatures of about 155 K.

Thefield dependences of the temperatures at a max-
imum of the effective permittivity €. (T, (Ey)) and the

effective dielectric losses €4; (T, (Eo)) at two measur-

ing field frequencies of 1 and 10 Hz for the 0.89PMN—
0.12PZT ferroelectric ceramics are depicted in Fig. 2.

The frequency dependence T, (v) of the temperature at

a maximum of the permittivity €, measured in

ultrawesk fields for the same sampleisdisplayed in the
inset of Fig. 2.

Ascan be seen from Fig. 2, asubstantial decreasein
temperatures T, and T, isobserved only at a measur-

ing field amplitude exceeding a certain threshold field
(inour case, Ey = Ejyegoig 1600-700V/cm).

Anincreaseinthevaluesof €. and €4; at measur-
ing fields less than Ey,eoq (Fig. 1) and a shift of tem-
peratures T,, and T,, toward the low-temperature

range with an increase in the field amplitude, on the
whole, agree with the data reported in [11-13] for the
lead magnesium niobate crystal. However, there are

certain differences. For example, the T,,(E,) depen-

dencegivenin[11] showsalinear behavior. In our case,
one can see two field rangesin Fig. 2: in the first range
(at the relatively low prethreshold field amplitudes E),

the T, temperature very weakly dependson E,, and, in
the second range (at the relatively strong fields when
Ey > Eiresoid), the T, (Ey) dependence is sufficiently
well approximated by the logarithmic relationship
T, ~f(log(E,)) . Moreover, in [11], the value of €' in
the temperature range T < T,,, dlways increases with an

increase in the field. By contrast, according to our data
(Fig. 3), at the temperatures T < T,,, and frequencies of

0.1-10 Hz, an increase in the values of & (Ey) and
€t (Eo) givesway to their decrease (Fig. 3, curves 1, 2).

On the other hand, at asufficiently high temperature
when (T-T;,) =60 K (Fig. 3, curves 3), thereis a por-

tion of the curve in which the value of € isindepen-

dent of E,, and also a portion in which e noticeably

decreases with an increase in the measuring field
amplitude E,.

Therefore, it can be argued that an increase in the
measuring field amplitude leadsto adecreasein thereal
and imaginary parts of the effective complex permittiv-
ity at thetemperatures T, above T, i.e., in the tempera
ture range where the interaction between elements con-
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Fig. 3. Amplitude dependences & (E) of the 0.89PMN-

0.11PZT ferroelectric ceramics at frequencies of 0.1, 1, and
10 Hz and temperatures of (1) 271, (2) 303, and (3) 355 K.
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Fig. 5. Dependence of the induced strain %(EZ) for the
0.89PMN-0.11PZT ferroelectric ceramics at temperature
T=328K > T,,. Theinset shows the concentration depen-
dence of the electrostrictive constant Mq4(X) for the
(1 = X)PMN—XPZT ferroelectric ceramicsat T =298 K.
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Fig. 4. (8) Reverse dependences of the permittivity €'(E-)
and (b) polarization loops P(Eg) in weak and strong fields
for the 0.89PMN-0.11PZT ferroelectric ceramics at tem-
peratures above Ty,.
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Fig. 6. Temperature dependence of the remanent po-
larization P,(T) at the measuring field amplitude Ey =
21.7kV/cm.
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Fig. 7. Polarization loops P(Eg) in the 0.89PMN-0.11PZT ferroelectric ceramics at temperature T = 283 K for frequencies of 0.1,

1, and 10 Hz.

tributing to the dielectric response is actually absent
(ergodic phase). To put it differently, the polarizationis
saturated, and the assumption can be made that the
sample exhibits a superparaelectric behavior in the
repolarizing field.

The above inference is conclusively supported by
analysis of the reverse dependence €, (E.) obtained at
T=326 Kwhen T >T,, and the difference AT=T-T,,
is sufficiently large (Fig. 4a). Actualy, the dependence
shown in Fig. 4a[€'(E.) =b—dE2, whereb and d are
the approximate constants for a given temperature] is
similar to the curve of the dielectric nonlinearity of the
parael ectric phase in ferroelectrics when (at T = const)

we have restricted ourselves to two terms of the rapidly
convergent series €(E) [24].

Thefact that this phase state isidentical to the super-
paraelectric stateis corroborated by the following facts:
() the strong dependence €, (E-) (Fig. 4d), (b) the occur-
rence of nonzero spontaneous polarization (P # 0)
detected by the pyroelectric current [21] at the above
temperature, (c) the shape of the polarization loops in
strong fields (Fig. 4b), and (d) the character of thefield
dependence of the induced strain Sy(E?) (Fig. 5). The
concentration dependence My;(X) is depicted in the
inset of Fig. 5. This dependence shows a maximum at
x = 0.11, which has motivated a more detailed investi-
gation of the material with the given concentration.
Likely, we can believe with afair degree of confidence
that the af orementioned polar state stemsfrom the pres-
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ence of the polar nanoregions—polar clusters—in the
bulk of the sample[19].

Analysis of the dependence P,(T) represented in
Fig. 6 allows us to conventionally separate the studied
range of temperatures into three portions. In the first
temperature range from ~350 to ~285 K, the rate of
increase in the remanent polarization (—dP,/dT) with a
decreasein thetemperatureisrelatively low. In the sec-
ond range from ~285 to ~230 K, the magnitude
|dP,/dT]| is appreciably larger than that in the first por-
tion. Finally, in the third portion from ~230 to ~150 K,
the magnitude |dP,/dT| is somewhat less than that in
thefirst portion.

Therefore, taking into account the foregoing, it can
be concluded that the superparaglectric phase being
ergodic exists at temperatures above ~285 K.

The fact that a phase similar to the dipole glass
phase exists in the second temperature range is sup-
ported, in particular, by a virtual coincidence between
the “glass’ transition temperature calculated by the
Vogel—Fulcher formula and T; = 285 K. Moreover, the
polarization loops obtained in very weak electric fields
at a frequency of 10 Hz take the shape of concentric
ellipses at atemperature closeto T; (Fig. 7), which indi-
cates the polarization relaxation at infralow frequen-
cies. Furthermore, in the same temperature range, the
minimum dispersion of €%; at infralow frequencies is
observed in relatively weak fields, which also is charac-
teristic of the dipole glass.

The third portion in the P,(T) dependence (Fig. 6)
correspondsto the polar phase. Thisis evidenced by the
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Fig. 8. Evolution of the polarization loops in the 0.89PMN-0.11PZT ferroel ectric ceramics at temperatures of 187 and 218 K, fre-

quenciesof 0.1, 1, and 10 Hz, and different amplitudes Ej,.

polarization loop family (Fig. 8) typical of ferroelec-
trics, the character of the reverse dependences €'(E-)

and s’l‘lE (E.) (Figs. 93, 9b), and the temperature depen-
dence of the piezoelectric coefficient gg;(T) ~ Py(T)

whose extrapolation leads to the phase transition tem-
perature T = 230 K (Fig. 9¢).

It should be remarked that, within the polar phase,
there is one more ferroelectric transition, which, asfol-
lows from the maximum in the €, (T) dependence [25]
and the behavior of P, (Fig. 6), occursin the vicinity of
T = 113 K. Note that this phase transition in strong
fieldsis observed at T = 123 K (Fig. 1a) and at higher
temperatures according to the data on the piezoelectric
coefficient (Fig. 9¢). However, no structural investiga-
tions were performed in thiswork.
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3.2. On the mechanisms of polarization and repo-
larization. Analysis of the polarization loops (Figs. 4b,

7, 8) and the reverse dependences €, (E.) (Fig. 9a),

SLE (E-) (Fig. 9b), and the piezoelectric characteristics
[dx(Eo), Gai(E-), and ky(E-)] indicates that different
mechanisms of the interphase and domain boundary
motions contribute significantly to the corresponding
dielectric and electromechanical characteristics of the
material in all threetemperature ranges studied (Fig. 6).

In the first temperature range, the reversible elastic
and reversible relaxation motions of interphase bound-
ariesin relatively wesk fields make the contributions to
the permittivities €5 and €%; and also to the piezoel ec-

tric characteristics (dsy, Ga1, Ky, and s’l‘lE). In the rela
tively strong fields characterized by the depinning of
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Fig. 9. Reverse dependences of (a) the permittivity €'(E-)

and (b) the compliance sIlE (E-) at temperatures of 220,
173, 143, and 123 K and (c) temperature dependences of the
piezoelectric coefficient g3;(T) at bias field strengths of (1)

17.84, (2) 5.88, (3) 1.98, and (4) 0 kV/cm for the 0.89PMN—
0.11PZT ferroelectric ceramics.

interphase boundaries, these quantities are contributed
by the irreversible hysteresis (jumpwise) motion of
interphase boundaries. Therefore, the statement made
in [11-13] isvalid only for this (last) case.

In the second temperature range, unlike the first
range, the reversible elastic motion of interphase
boundaries is not observed; however, the interphase
boundaries execute an irreversible relaxation mation
(in addition to al the other types).

The mechanisms of the domain boundary motion in
the course of the polarization and repolarization in the
ferroelectric phase do not radically differ from those
considered earlier for ferroelectrics [26, 27].

Thus, the results obtained in the present work can be
summarized as follows:

(1) The phase transitions in the (1 — X)PMN—xPZT
ferroelectric ceramics are characterized. It is demon-
strated that compounds in this system undergo at least
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three phase transitions, namely, the transition from the
superparael ectric phase to a phase similar to the dipole
glass, transition from the glasslike phase to the “first”
ferroelectric phase, and transition from the “first” ferro-
electric phase to the “second” ferroelectric phase.

(2) It is established that different mechanisms of

interphase and domain boundary motions contribute to
the dielectric and piezoel ectric properties.
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Abstract—The processes of polarization evolution in single crystals of the PbMg;,3Nb,,30; model ferroelec-
tric relaxor in asinusoidal electric field are investigated at temperatures near and above the temperature Ty, of
destruction of theinduced ferroelectric state upon heating in zero electric field. The polarization switching cur-
rent loops are measured in the ac electric field applied aong the [1110and [1100pseudocubic directions. The
el ectroluminescence intensity loops are obtained under the combined action of ac and dc electric fields applied
along the [100irection. In acertain temperature range above T, and the freezing temperature T; in lead mag-
nesium niobate, there are electric current anomalies, that correspond to the dynamic formation and subsequent
destruction of the ferroel ectric macroregions throughout each half-cycle of the ac electric field. The measure-
ments of electroluminescence hysteresis loops demonstrate that the observed depolarization delay (related to
the ac electric field amplitude) increases with an increase in the dc electric field and decreases as the ac field

amplitude increases. The nature of the observed phenomenais discussed. © 2000 MAIK “ Nauka/ I nterperiod-

ica”.

INTRODUCTION

Research in disordered materials is a rapidly pro-
gressing direction in solid-state physics. An exampl e of
ferroelectric disordered materials is provided by the
ferroelectrics with a smeared phase transition or ferro-
electric relaxors, which were first discovered by Smo-
lenskit and coworkers (see, for example, [1]). In these
materials, there exists only a short-range order in the
distribution of different ions over single-type crystallo-
graphic sites, and considerable random fields can arise
at the boundaries of ordered regions. Despite a large
number of works dealing with these materials, even for
a model relaxor such as the lead magnesium niobate
crystal, there is no generally accepted concept regard-
ing the nature of induced dielectric polarization and its
evolution with variations in the temperature and the
electric filed applied to the crystal. In particular, the
guestion as to whether the low-temperature state in the
absence of eectricfieldisastate similar to adipole glass
or a state of frozen polar regions remains open [2-7].
The hysteresis phenomena observed in strong electric
fields near the temperature of phase transition between
the field-induced macrodomain ferroelectric state and
the higher temperature nonpolar state also have not
been adequately investigated. [Upon cooling in zero
electric field, the phase transition occurs at temperature
Ty = 210K (see, for example, [8-12])]. A further accu-
mulation of information about the processes associated
with the polarization evolution in lead magnesium nio-
bate crystals at different temperatures and in various

electric fields can contribute to the devel opment of con-
cepts on the nature of relaxor properties and changesin
the correlation interactions between polar regionsin an
inhomogeneous medium. Moreover, these data can be
useful in expanding practical applications of relaxors.
Specifically, it isof interest to investigate the hysteresis
phenomena in the course of polarization and depolar-
ization at temperatures near and above the T, temper-
ature. It is also instructive to reveal the possibility of
observing the induced phase transition to the ferroelec-
tric state in lead magnesium niobate crystals in the ac
electric field at these temperatures.

EXPERIMENTAL RESULTS AND DISCUSSION

In this paper, we report the results of investigations
into the processes of polarization switching and the
attendant hysteresis phenomena. The presented data
were obtained by measurements of the current loopsin
the ac electric field E and the electroluminescence hys-
teresis loops in the ac and dc electric fields applied
simultaneously. The lead magnesium niobate crystals
were grown by amodified method of spontaneous crys-
tallization [13].

The current loopsi(E) were measured in the ac el ec-
tric field with a frequency of 50 Hz upon heating (see
also [14]). The electric field E was applied along the
[111Bnd [110Cpseudocubic directions at temperatures
near (and above) the T, temperature. The electric field
was switched off between measurements.

1063-7834/00/4205-0944%$20.00 © 2000 MAIK “Nauka/Interperiodica’
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Fig. 1. Schematic representation of the polarization switch-
ing current loops i (E) measured at different temperaturesin
lead magnesium niobate crystals in ac electric field E
applied along the (1 11pseudocubic direction. T, K: (a) 176,
(b) 236, and (c) 239. Arrows indicate the current anomalies
arising upon the induced ferroel ectric phase transition.

The electroluminescence in ferroelectricsis a sensi-
tive tool for studying the processes of polarization evo-
lution. The luminescence is usually observed upon
radiative recombination of nonequilibrium current car-
riers formed during the transformations of domain and
heterophase structures, which are accompanied by the
appearance of strong local electricfields[15]. The elec-
troluminescence hysteresis loops are the dependences
of the electroluminescence intensity on the applied
eectric field I(E) [16]. The sinusoidal field and the dc
electric bias field E were simultaneously applied along
the [100irection (see also [17]). The technigque based
on the electroluminescence hysteresis loops provides
moreillustrative information on the evolution of polar-
ization and depol arization processes as compared to the

PHYSICS OF THE SOLID STATE Vol. 42 No. 5

2000

945

1, arb. units

é ()

E, kV/cm

Fig. 2. Schematic representation of the polarization switch-
ing current loops i (E) measured at different temperaturesin
lead magnesium niobate crystals in ac electric field E
applied along the [110phseudocubic direction. T, K: (a) 235,
(b) 237, and (c) 247. Arrows indicate the current anomalies
arising upon the induced ferroel ectric phase transition.

oscillograms of the electroluminescence intensity as a
function of time[12].

Itiswell known that, inthe case when the dc electric
field is applied to the depolarized lead magnesium nio-
bate crystal at temperatures below T, the time it takes
for the stationary ferroelectric state to be attained is
equal to tens of minutes (see, for example, [8, 18, 19]).
Analysis of the current loops measured in the present
work shows that, at temperatures above ~230 K, the
collective processes of formation and destruction of the
ferroelectric regions can be observed in the sinusoidal
electricfield. Thisisclearly seen from the current loops
displayed as an examplein Figs. 1 and 2.

For the ferroelectric phase of lead magnesium nio-
bate, the polarization branches of the current loops
measured in electric fields applied along the [1110and
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Fig. 3. Schematic representation of the electrolumines-
cence intensity loops | (E) measured in ac electric field E =
Egsin(2rvt) with frequency v = 6 kHz at a temperature of
~293 K. Theac electric field E and dc electric biasfield E-
are jointly applied along the [1000pseudocubic direction.
Eg (kV/cm): (a d) 6.45, (b, €) 9.7, and (c, f) 19.4. E_
(kV/cm): (a, b, c) 8.3 and (d, e, f) 23.5. Electrolumines-
cenceintensity | isgivenin arbitrary units. The scale of the
ordinate axisin (c and f) ishalf asmuch asthat in (a b, d,
and e).

[110Cdirections are characterized by two current max-
ima (with different coercive forces) associated with the
domain reorientations. At atemperature of ~230 K, the
coercive force of the low-field maximum reduces to
zero [14]. Above ~230 K, the polarization branches of
the current loops exhibit a smeared maximum of the
current, and a maximum of the current appears in the
depolarization branches. These maxima are shown by
arrows in Figs. 1b, 1c, 2a, and 2b. An increase in the
temperature leads to the shift of the maximatoward the
high-field range.

The presence of current maxima in the polarization
and depolarization branches of the current loops at tem-
peratures above 230 K and their shift toward the high-
field range with an increase in the temperature suggest
the dynamic formation and the subsequent suppression
of the ferroel ectric state in macroregions with a change
in the instantaneous el ectric field. The polarization cur-
rent maximum corresponding to the formation of ferro-
electric regions is superposed on the high-field maxi-
mum associated with the domain reorientations. This
superposition leads to an additional smearing of the
maximum of electric current.

The collective processes of formation and destruc-
tion of the ferroelectric regions manifest themselves
only in the limited range of temperatures from ~230 to
240 K. Thisis not contradictory to the inference about
the smearing of the ferroelectric phase transition with
anincreasein the electric field and its possible transfor-
mation to the second-order transition [18, 19]. It can be
seen from Fig. 2c that, at higher temperatures, the
polarization and depolarization branches of the current
loop show spread-out inflections instead of current
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maxima. In this case, small currents of the depolariza-
tion branchesthat indicate the delay of the devel opment
of depolarization are observed in a narrower range of
the decreasing electric field.

It can be assumed that two maxima in the polariza-
tion branches of the current loops at temperatures
below 230 K in the electric fields applied aong the
[1110and 1100directions (see Fig. 1a and [14]) are
caused by the domain reorientations in different local
regions of the crystal. Then, the induced ferroelectric
phase transition occurs only in macrovolumes of the
studied crystals where the domain reorientations with a
smaller coercive force corresponding to the low-field
maximum of the current are observed at temperatures
below ~230 K. It should be noted that the current max-
ima associated with the domain reorientations, rather
than with the induced ferroel ectric phase transition, are
also observed at temperatures above the transition tem-
perature T,,; moreover, the coercive force becomes
zero only at ~230 K. These findings demonstrate that,
at temperatures immediately above Ty, the crystal in
the ac electric field is in the metastable state. At these
temperatures, the fluctuation times of ionic displace-
ments and diel ectric relaxation arerather large, because
the temperature T; of freezing the local correlated
polarization states in the lead magnesium niobate crys-
tal fallsjust in the range of ~230 K [20-22]. The obser-
vation of the collective processes of forming and
destroying the ferroelectric regions at temperatures
above ~230 K reveds that the rates of these processes
and, hence, the rates of formation and motion of the
heterophase boundaries are higher than those in the
experiments with the dc electric field [8, 19]. The
breakdown of interlayers of the glasslike phase and also
changes in random fields under the action of applied
electric field facilitate the liberation of defects pinning
the boundaries. These factors can be responsible for the
decrease in the duration of the formation and destruc-
tion of the ferroelectric regions at temperatures above
230 K.

The coexistence of the local ferroelectric regions,
which earlier possessed a large coercive force, and the
regions of the crystal, in which the ferroelectric phase
transition occurs in the electric field, apparently per-
sists over the entire temperature range from ~230 to
240 K. A further increase in the temperature brings
about a weakening of the correlation interactions
within and between the local ferroelectric regionsand a
decrease in the concentration of the ferroelectric
regions. This manifestsitself in achange in the charac-
ter of the field dependences of the current and in a
decrease of the current magnitude.

Now, let us consider the results obtained in the study
of the electroluminescence hysteresis loops I(E) and
analyze the combined effect of ac and dc electric fields
on the polarization in the lead magnesium niobate crys-
tal at atemperature of ~293 K.

No. 5 2000
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Figure 3 clearly demonstrates the difference
between the electroluminescence intensity I, upon
polarization with an increase in the electric field mag-
nitude E and the el ectroluminescence intensity |4 upon
depolarization with a decrease in the electric field (see
designationsin Fig. 3f). Thel4(E) dependencesaresim-
ilar to the dependences of the depolarization current
ig(E), which are observed at temperatures above 240 K
(cf., for example, Figs. 2c and 3). As the instantaneous
magnitude of the ac electric field E approaches zero, the
magnitudes of 1yand iy rapidly increase. Thefield range
that corresponds to the decreased magnitudes of |4 and
iy characterizes the delay of depolarization evolution.
In the electroluminescence loops, the depolarization
delay more clearly manifests itself under the combined
action of the alternating E and constant E. electric
fields, especialy when E- > E,. The electric fieldswere
applied along the [100Cjpseudocubic direction (Fig. 3).
Thefield range of the depolarization delay can be eval-
uated from the difference E, — E;, where E; is the ac
field amplitude and E; is the field below which a
decrease in the electric field leads to a more rapid
increase in |4 (see Fig. 3f). In addition to the range of
depolarization delay, we also estimated the relative
delay (Ey— E;)/E,.

The field dependence of the depolarization delay
can qualitatively characterize how the applied electric
fields affect the correlation interactions between polar
regions. Moreover, the depolarization delay can depend
on the kinetic processes of motion of the domain and
heterophase boundaries, which are associated with the
transformations in a system of defects pinning the
boundaries.

In the case when the dc eectric field E- and the ac
field E exciting the eectroluminescence are jointly
applied along the same crystallographic direction
[100C]the depol arization delay increases at the constant
amplitude E,. We consider the depolarization delay for
a half-cycle of the ac field when the directions of the
electric fields E and E. coincide with each other
(Figs. 4a, 4b). An increase in the dc electric field E-
brings about an extension of thefield range of the delay
and an increase in the relative delay of depolarization,
which suggests an increase in the correlation interac-
tions. At the same time, it was found that an increasein
the ac field amplitude E, at a constant value of E_ leads
to a decrease in the relative depolarization delay
(Fig. 4b). This decrease can be explained by a more
intense formation of new local polar regions at large
instantaneous fields and the subsequent destruction of
these regions when the field decreases. The destruction
of the arisen regions is reflected by an increase in the
electroluminescence intensity |4 beginning with elec-
tric fields that are higher than E; and close to the field
amplitude E,. This suggests a continuous distribution
of local critical fields inducing the formation of differ-
ent polar regions and the absence of a common collec-
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Fig. 4. Relative depolarization delay (Eg — E;)/Eq in the
lead magnesium niobate crystal at atemperature of ~293 K

under the combined action of ac electric field with ampli-

tude Eg and dc electric field E- applied along the (1000
pseudocubic direction as a function of (a) the dc field E_ at

constant valuesof Eg= (1) 6.45, (2) 9.7, and (3) 19.4kV/cm

and (b) the ac field amplitude Eg at constant values of E- =

(1) 8.3,(2) 19.5, and (3) 23.5kV/cm.

tive process of formation. In order to elucidate how the
increasein thefield amplitude E, affectsthe depolariza-
tion delay, allowance should be madefor theincreasein
the number and the mobility of domain and het-
erophase boundaries, which, during the course of the
increase in the electric field, have no time to be pinned
on defects and be shielded. It is this motion of more
mobile boundaries that is responsible for a jumpwise,
rapider increase in the electroluminescence intensity |
with an increase in E,. This motion was observed in
lead magnesium niobate crystals in our earlier work
[16]. The effect of incompleteness of changes in the
polarization on the rate of development of these
changes also showed itself in lead magnesium niobate
in pulsed electric fields when the current pul se duration
was shorter than, and of the order of, the probable time
taken to accomplish the polarization [12].
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The above changes in the delay of depolarizationin
lead magnesium niobate can also depend on changesin
the distribution of random fields under the action of
applied electric fields.

Therefore, the analysis of the current loopsin single
crystals of the lead magnesium niobate ferroelectric
relaxor demonstrates that the heating in the ac electric
field applied aong the [1110and 1100 pseudocubic
directions givesriseto collective processes of the forma
tion and subsequent destruction of theferroel ectric phase
in the temperature range ~230-240 K. These processes
are observed throughout each half-cycle of the ac el ectric
field in certain regions of the crystal. Note that the col-
lective processes under consideration are observed only
beginning with temperatures above the freezing point of
lead magnesium niobate (T; = 230 K) and not with the
temperature of destroying the ferroelectric state (T, =
210 K). It can be assumed that, in strong ac fields, the
ferroelectric regions with two different effective coer-
cive forces coexist in lead magnesium niobate crystals
at temperatures above the T, point. The coercive force
inthe regions characterized by its smaller value reduces
to zero at T = 230 K. An increase in the temperature
leads to a decrease in the relaxation times in these
regions, because they are apparently more homoge-
neous, possess weaker random fields, and involve
smaller volumes of glasslike interlayers. Therefore,
although the stationary state is not attained in the
applied ac field, it is possible to observe the processes
of forming and destroying the ferroelectric phasein the
temperature range ~230-240 K until the correlation
interactions between the polar regions remain suffi-
ciently strong. Upon further increase in temperature,
the current maxima corresponding to these processes
become amost completely smeared. The origin of this
smearing calls for further investigation. At tempera-
tures above 240 K, the correlation interactions between
the persistent polar regions, as well as the correlation
interactions between the polar regions whose formation
is induced by sufficiently strong instantaneous fields,
manifest themselvesin the delay of depolarization pro-
cesses with adecrease in the instantaneous magnitudes
of the applied electric field. During the course of the
depolarization delay, the depolarization current has
decreased magnitudes.

Consideration of the loops of the electrolumines-
cence intensity as a function of the strength of the sinu-
soidal electric field applied simultaneoudly with the dc
bias field shows that, at a temperature of ~293 K, the
depolarization delay is observed in electric fields in the
range from several kV/cmto atotal field of ~40 kV/cm.
The luminescence intensity remains low and virtually
constant in the ac electric field range corresponding to
the depolarization delay. Thismadeit possibleto exam-
ine the character of the field dependences of the depo-
larization delay. The delay increaseswith anincreasein
the dc electric field. At the same time, it was found that
an increase in the ac field amplitude brings about a
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decrease in the ratio between the field range of depolar-
ization delay and the field amplitude. The found
decrease in the relative depolarization delay can be
explained by moreintenselocal processes of theforma-
tion and subsequent destruction of new polar regions.
The observed change in the kinetics of depolarization
processes depending on the electric field can be caused
either by changes in the concentration of polar regions
or by changes in the rate of motion of the heterophase
boundaries due to the incompl eteness of the processes
of pinning the boundaries by defects and their shield-
ing. The effect of changes in the distribution of random
fields under the action of the applied eectric fields is
also possible.

The hysteresis phenomena observed in lead magne-
sium niobate in sufficiently strong electric fields indi-
cate that the motion of heterophase and domain bound-
aries plays an important role in the processes of polar-
ization evolution over a wide range of temperatures
above the temperature of phase transition between the
ferroelectric state and the high-temperature nonpolar
State.
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Abstract—The heat capacity of dimethyl ammonium-aluminum sulfate crystals (DMAAYS), both nonirradiated
and y-irradiated to fluences of 107, 5 x 107, and 10® R, has been measured by the adiabatic method near the
ferroelectric phase transition (PT) within the 80-300 K temperature range. The C,, = f(T) curve exhibits a
A-shaped anomaly near the phase-transition point T = 152 K. The PT temperature and the magnitude of the
anomaly are shown to decrease with increasing y-irradiation fluence. It has been established that the ferroelec-
tric PT at T¢ = 152 K, which lies close to the tricritical point, shifts progressively more under y irradiation
toward the second-order PT, and that the behavior of the anomal ous part of the heat capacity in the ferroelectric
phase is described by the thermodynamic theory of Landau. The experimental heat-capacity data have been
used to calculate the variation of the thermodynamic functions of the DMAAS crystal. © 2000 MAIK

“ Nauka/Interperiodica” .

DMAAS crystals, which are representatives of a
new family of ferroelectrics—ferroelastics, have been
synthesized fairly recently and are presently widely
studied by a variety of methods. It is known [1] that at
T =152 K the DMAAS crystals undergo phase transi-
tion (PT) from the 2/m parael ectric-ferroel astic to them
ferroelectric phase. Below T, = 152 K, the crystals
exhibit ferroelectric properties and are ferroelastics
throughout the temperature range covered. Besides, as

Cp, J/(K mol)

400

300

200

shown in [2, 3], one observes near T = 75 K a second
low-temperature PT, whose nature ill remains
unknown and whose low-temperature phase symmetry
has not been established.

This paper presents the results of a study of the heat
capacity of crystalline DMAAS within the 80-300 K
temperature range, as well as of the effect of yirradia-
tion on the heat capacity in the vicinity of the ferroelec-
tric PT at To = 152 K.

1
100

1
200

Fig. 1. Temperature dependence of the heat capacity of crystalline DMAAS.
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EFFECT OF y IRRADIATION ON THE HEAT CAPACITY

EXPERIMENTAL TECHNIQUES
AND THE RESULTS OF THE STUDY

The heat capacity measurements were carried out on
an UNTO setup with automatic temperature control in a
vacuum adiabatic calorimeter providing discrete heat
supply to the sample (m = 7.67 g). The sample was
heated with a heating rate of 0.04-0.09 K/min. The sam-
ple temperature was monitored by a platinum resistance
thermometer capable of temperature determination to
within £0.01 K. The heat capacity was measured in steps
of 0.8-1.8 K to within 0.3%. The sample was irradiated
with Co® yrays, with adoserate of = 300 R/sintheirra-
diation zone. The fluence was accumulated in succes-
sive exposures of the same sample to 107, 5 x 107, and
108 R.

Figure 1 plots the temperature dependence of the
heat capacity of DMAAS crystals in the range from 80
to 300 K. At the phase-transition point T = 152 K, one
clearly sees a A-shaped anomaly in the heat capacity
characteristic of second-order phase transitions. The
dashed line represents the lattice component of the heat
capacity determined by interpolation with a C =

-_ oA T' polynomial. Numerical integration yielded

for the changes in the enthal py and entropy at the tran-
sition 702 Jmol and 4.8 J(K mol), respectively. The
smoothened values of the heat capacity of DMAASand
the calculated changes in the relevant thermodynamic
functions, namely, the entropy, enthal py, and Gibbsfree
energy, arelisted in Table 1.

Figure 2 presents a C,(T) dependencefor aDMAAS
sample irradiated to various y-ray fluences. The phase-
transition point is seen to shift toward lower tempera-
tures with increasing fluence, but the transition itself
does not become diffuse. Also, the anomaly peak
noticeably decreases in amplitude. As pointed out in
[1], the transformation occurring in DMAAS at T =
152 K isaproper, order—disorder-type ferroelectric PT,
which is close to the tricritical point. This has stimu-
lated our investigation of the evolution of the heat
capacity anomaly with y-irradiation fluence.

For transitions close to the tricritical point, the

dependence of the thermodynamic potential on a one-
component order parameter ) has the form [4]

®(P,T,n) = ®,+An’°+Bn*+Cn°

where A = A(T — T), T isthe transition temperature,
C >0, and the sign of B depends on the type of the tran-
sition (B < O for afirst-order PT, and B > O for a PT of
the second kind). The excess heat capacity below T is
given in this case by [4]

- _ 4B*  12C
AC) = ==+ =—=(T.-T). (1)
AITZ ASTS
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Table 1. Smoothened values of the heat capacity and of the
changes in the DMAAS thermodynamic functions

2000

TK Cp(M) |(N-SBOK) | S(T)-P(BOK)| p(1)-H(80 K),
’ J(K mol) Jmol
80 | 154.1 0.000 0.000 0.0

100 | 196.1| 38.87 8.974 3502

120 | 2308 | 77.71 2214 7771

140 | 2603 | 1155 37.42 12680

160 | 286.7 | 152.1 53.77 18150

180 | 311.4 | 187.3 70.65 24130

200 | 3355 | 2214 87.74 30600

220 | 359.8| 2545 104.9 37560

240 | 384.7 | 286.9 122.0 45000

260 | 4100 | 3187 139.0 52950

280 | 4356 | 350.0 155.9 61400

300 | 460.5| 380.9 172.7 70370

Table 2. Thermodynamic parameters of the phase transition
inDMAAS

Irrediation Arx 103 |Bx 108 | Cx 101,
fluence, R Te. K12 " [ imol | 72moi2 | N 10t
0 152.16 54 0.31 0.46 6.20
107 151.25 54 0.33 0.87 7.14
5x 107 [149.85 54 0.38 0.95 7.91
108 148.68 54 0.46 1.29 8.25

Using the (ACp) ~ T — T plot (Fig. 3), one can deter-
mine the coefficients of the thermodynamic potential
for the pure and irradiated DMAAS samples. One can
readily verify that function (1) remains linear in the
vicinity of the PT point for all fluences. Table 2 liststhe
expansion coefficients Ar, B, and C in the Sl system.
The value of A; was derived from the measurements of
the permittivity made in [1] and was assumed not to
change under irradiation. By Landau’s theory, in the
case of the tricritical point, the behavior of the heat
capacity in the ferroelectric phase near the transition
point obeysapower law with an exponent of 0.5[4]. An
analysis of the experimental data obtained on the

T =TI -
DMAAS crystal showed the AC, relation

C
to hold for a = 0.47 + 0.06. This observation, aswell as
the positive sign of the B coefficient, provides support-
ive evidence for the existencein DMAAS of a second-
order phase transition close to the tricritical point. The
B and C coefficients increase with increasing fluence.
The increase of coefficient B indicates that the phase
transition moves gradually away from the tricritical
point along the phase-transition line for this crystal.
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Fig. 2. Temperature dependence of the heat capacity of crys-
talline DMAAS subjected to various irradiation fluences
(R): (1) 0, (2) 10, (3) 5 x 107, and (4) 105.

The degree of closeness to this point can be character-

BZ
2A;CT. (41
Asseen from Table 2, N increases in magnitude, which
suggests that y irradiation changes the nature of the PT
in DMAAS from close to the tricritical point to a sec-
ond-order phase transition. A similar effect was found
earlier in TGSel and DTGSel crystals[5, 6].

An anaysis of the origin of ferroelectricity in
DMAAS, i.e, of the PT a T =152 K, madein[7, §],
gave preference to the mechanism associated with ori-
entational ordering of the dimethyl ammonium (DMA)
ion in the crystal lattice. However, a Raman scattering
study [9] suggests the existence of strong hydrogen
bonding between the[Al(H,0)4]** complex and the sul-
fate sublattice in DMAAS and that the order—disorder-
type PT can be driven by orientational ordering of
water molecules on the AlI-O—H-...—O-S bonds. As
follows from experimental studies of the dimethyl
ammonium-gallium sulfate crystal (DMAGS), whichis
isomorphous with the DMAAS, such a PT of the sec-
ond kind occursin the former at 135 K. Substitution of
Ga** for AI®* lowers the PT temperature, and the inter-
atomic distancesin thelatticeincrease. It isalso known
that the [Ga—6H,0] cations are looser than the
[Al-6H,0] ones, because the (Ga—OH) distance is
1.91-1.98 A, whereas the (AI-OH) oneis 1.86-1.91 A
[10]. It was shown earlier [11] that the PT point in
DMAGS also shiftstoward lower temperatures under y
irradiation. Thus, the experimentally observed dis-

ized by a dimensionless quantity N =

SHELEG et al.

ACI,’2 x 1%, J-2 K2 mol?
2

6
T-T,K

Fig. 3. (ACp)‘2 vs Tct—T plot. Notation same asin Fig. 2.

placement of the PT point in DMAAS to low tempera
tures permits one to suggest preferential effect of yirra-
diation on the AI-O—H-...—-O-S chains, which causes
bond deformation in these links. The above reasoning
permits one to maintain that the mechanism of the fer-
roelectric PT proposed in [9], as well as the DMA ori-
entational ordering, plays a certain role in the phase
transitionin DMAAS.
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Abstract—The effects of the phase transition in Hg,(Br,1), crystals have been investigated over awide range
of temperatures by the Raman scattering spectroscopy and X-ray diffraction analysis. The overtones (at the X
point of the Brillouin zone boundary) and the fundamental tones (at the center of Brillouin zone) of soft modes
are found in the Raman spectra of these crystals and studied in detail. The density of one-phonon states of the
soft TA branch manifestsitself in the Raman spectra of mixed crystals. The potentialities of the soft-mode spec-
troscopy are realized in full measure. Analysis of the ratio between intensities of overtones and fundamental
tones of the soft modes has demonstrated the applicability of the Landau phenomenological theory of phase
transitions. The orthorhombic splitting of the reflections corresponding to the basal plane is reveded in the
X-ray diffraction patterns and thoroughly explored. The temperature dependences of the isotropic and shear
spontaneous strains are obtained. It is shown that the shear spontaneous strain plays a decisive role. The critical

indices are determined and the model of the improper ferroel astic phase transition Dﬂ, — Dg] inthevicinity

of thetricritical point is corroborated. © 2000 MAIK “ Nauka/Interperiodica” .

1. INTRODUCTION

Crystals of the univalent mercury halides Hg,Hal,
(Hal = Cl, Br, and I) at room temperature form the tet-

ragonal body-centered lattice Dy, with two linear mol-

ecules (formula units) in the unit cell [1]. They possess
unique physical properties, in particular, the highest
birefringence, the lowest sound velocity, and high
acoustooptical constants[2]. In technology, these crys-
tals have found awide use as basic elements of polariz-
ers, acoustic delay lines, acoustooptical filters, etc.
Considerable attention drawn to these objects is
explained by thefact that they can be regarded as model
crystalline systemsin studies of general problems con-
cerning structural phase transitions. The improper fer-

roelastic phase transitions D/, —» D5, from atetrag-

onal phase to the orthorhombic phase were found in
these crystal's upon their cooling down to the tempera-
ture T, equal to 186 K for Hg,Cl, and 144 K for Hg,Br,
[3]. These transitions are induced by the condensation
of the slowest soft TA branch at the X point of the Bril-
louin zone boundary and accompanied by the doubling
of the unit cell and the X — I" “crossover” in the Bril-
louin zone. The phase transition in the Hg,l, crystals
was observed only under a high hydrostatic pressure
(P, =9kbar at T=293K) [4].

In recent years, particular interest has been
expressed by researchers in the lattice dynamics and
phase transitions in mixed crystals. The Hg,(Cl,Br),
crystals were investigated in our earlier work [5].
Moreover, the Hg,(Cl,1), [6] and Hg,(Br,1), [7] crystals

have come under the study. In the present work, the
phase transitions in a system of the mixed Hg,(Br,l),
crystals were studied for thefirst time by the X-ray dif-
fraction and optical (Raman light scattering) tech-
nigques. We investigated the mixed Hg,(Brg gg,lo.12)2 SIN-
gle crystals and, for comparison, the iodine-free crys-
tals Hg,Br—the last component in the Hg,(Br,l),
system. Consideration was also given to the soft modes
in the paraphase (overtones at the X point of the Bril-
louin zone boundary), which are responsible for the
phase transitions, the soft modes in the ferroelastic
phase (the fundamental tones at the center of Brillouin
zone—the " point), the orthorhombic splitting of the
fundamental Bragg reflections, spontaneous strains,
critical indices, etc.

2. EXPERIMENTAL TECHNIQUE

The optical spectra were measured on a Dilor-Z24
triple Raman spectrometer with the use of argon (A =
5145 A) and helium—neon (A = 6328 A) lasers whose
powers were varied from tens to hundreds of mW. The
X-ray diffraction patterns were recorded on a two-cir-

cle diffractometer (CuK, _, radiation). The low-tem-

perature (optical and X-ray structural) measurements
were carried out using Cryogenics closed-cycle helium
cryostats with a good temperature stabilization
(~0.1K). For these measurements, samples of the
Hg,(Br,I), single crystals 5 x 5 x 5 mm in size were

split along the cleavage planes (110) and (110), cut
along the (001) plane, ground, and polished. Moreover,

1063-7834/00/4205-0954%$20.00 © 2000 MAIK “Nauka/Interperiodica’
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Fig. 1. Low-frequency Raman spectra (Stokes and anti-Stokesregions) for crystals (a) Hg,Br, and (b) Hgx(Brg gg,l g.12)2 at different

temperatures. The second-order spectra (2

are shown on a scale enlarged by afactor of ~20. The maxima corresponding to the

density of one-phonon states of the soft TA branch at the X point of the Brillouin zone are marked by asterisks.

in order to perform the X-ray diffraction experiments,
the samples were additionally treated by an etching
agent—a solution of aquaregiain distilled water.

3. LOW-FREQUENCY RAMAN SPECTRA

The Raman spectra of the mixed Hg,(Br,l), crystals
at room temperature were studied earlier in [7]. In the
present work, most attention was focused on the inves-
tigation into the effects of phase transitions, i.e., on the
observation and exploration of soft modes in the
paraphase (at the X point of the Brillouin zone bound-
ary) and in the ferroelastic phase (at the I' point—the
center of Brillouin zone).

Figure 1 displays a number of the most characteris-
tic low-frequency Raman spectra of the Hg,(Br,l),
crystals in the Z(XX)Y geometry at different tempera-
tures above and below T.. It can be seen from Fig. 1a
that the Stokes and anti-Stokes spectral regions at tem-
peratures T > T, = 144 K (Hg,Br,) are characterized by
the clearly defined broad 2wy, maxima at about 12 cmr?
(293 K) and the narrow intense vg, linesat T < T,
whose frequencies tend to zero as the phase transition
temperatureis approached (T — T.). The above max-
ima correspond to the 2w, overtone of the soft TA
branch (primarily, at the X point of the Brillouin zone
boundary), and thelines, to the v, fundamental tone of

PHYSICS OF THE SOLID STATE Vol. 42 No. 5
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the soft mode at the center of Brillouin zone. Thistone
is excited at temperatures T < T, due to the phase tran-
sition or, in other words, the doubling of the unit cell
and the X — I crossover in the Brillouin zone.

Typical low-frequency Raman spectra of the mixed
Hg,(Brogs,l912), Crystals are depicted in Fig. 1b. Ascan
be seen from this figure, al the soft-mode spectra are
similar to the spectra of pure Hg,Br,; however, thelines
(maxima) are somewhat broadened, which is associ-
ated with the inhomogeneous broadening caused by the
disordering of anionic sublattice. Moreover, the spectra
exhibit new broad maxima (marked by asterisks),
which most clearly manifest themselves at tempera-
tures near room temperature in the frequency range of
~6 cm. The nature of these maxima stems from the
density of one-phonon states of the soft TA branch. The
excitation of the fundamental tone of the soft mode (the
I" point of the Brillouin zone) is observed at the lower
temperature T, = 100 K; i.e., theintroduction of a small
amount of Hg,l, (12%) into pure Hg,Br, results in an
anomalously large shift (decrease) of the transition
temperature T.. In this case, as for pure Hg,Br,, the
intensity of the 2wy, overtone of the soft mode is con-
siderably (approximately twenty times) less than the
intensity of the v, fundamental tone of the soft mode.

The temperature dependences of the frequency of
soft modes for the studied crystals are constructed in
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Fig. 2. It is clearly seen that the fundamental tone and
the overtone of the soft mode are substantially softened
as the temperature approaches the T, point. Figure 3
demonstrates similar dependences on the reduced tem-
peraturet = (T —T.) / T, on thelog-og scale. As can be
seen from Fig. 3, at T > T, the dependences of the log-
arithm of the 2w,,, overtone frequency of the soft mode
on the logarithm of the reduced temperature t for pure
and mixed crystals are described well by straight lines.
Therefore, the dependence of the overtone frequency of
the soft mode can be approximated by the formula

200, = gtf, )

where g isaconstant, and 3' is the critical index.

The critical indices 3' determined from this formula
are equal to 0.50 + 0.02 for Hg,Br, and 0.51 + 0.02 for
Hgy(Brogs:l012)2- These indices are completely consis-
tent with the Landau phenomenological theory of sec-
ond-order phase transitions (B' = 0.5). An analysis of
the plotsin Fig. 3 (the logarithmic dependences of the
V4 fundamental tone frequency of soft modes on the
reduced temperaturet at T < T.) showsthat these depen-
dences over a wide range of temperatures are approxi-
mated by nearly straight lines and, as for the overtones
of the soft mode, can be described by the simple power
law

Vg, = Ot°, )

where d isaconstant, and " isthe critical index.

Thisformulaenabled usto evaluate the critical indi-
cesB" (at T<T,). Their values were found to be equal
to 0.34 £ 0.02 for the pure Hg,Br, crystal and 0.33
0.02 for the mixed Hg,(Brq gs,10.12)2 Crystal.

4. X-RAY DIFFRACTION MEASUREMENTS

The temperature dependences of the basal plane
parameters for the aforementioned crystals Hg,(Br,l),
were examined down to helium temperatures. Specifi-
cally, we studied the orthorhombic splitting of the fun-

damental (440) reflections of the D/ tetragonal

paraphase dueto the phasetransition (Fig. 4). The split-
ting of thesereflectionsat T < T, isbrought about by the
formation of orthorhombic domains rotated through
90° with respect to each other around the tetragonal
axis; i.e., thereflections of the (110) plane are superim-

posed on the reflections of the (110) plane. In the low-
temperature phase, the parameters (sizes) of a new unit

cell along the [110] and [110] directions become non-
equivalent, and the Bragg peaks aong these directions
are split below the T, temperature. A further decreasein
the temperature leads to an increase in the orthorhom-
bic splitting. The temperature corresponding to the
appearance of this splitting (Fig. 4), as well as the
instant of the excitation of the v, fundamental tone of

No. 5 2000
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the soft mode at the Brillouin zone center (the ™ point),
serves as a reference point of the phase transition tem-
perature T, which is equa to 144 K for Hg,Br, and
100 K for Hgy(Brggs,l12),- The orthorhombic splitting
was measured upon both cooling and heating; however,
within the limits of experimental error, no hysteresis
was observed for these crystals. In both cases, the
orthorhombic splitting occurs without jumps, which
suggests a continuous character of the phase transi-
tions. For the mixed crystals (T < T.), the orthorhombic
splitting has a somewhat |esser val ue at the same differ-
encein temperatures T and T, which can be reasonably
explained by the disordering of the anionic sublattice.
The aforementioned anomalous temperature depen-
dences of the lattice parameters are associated with the
appearance of spontaneous ferroelastic strains at tem-
peratures T < T.. According to [3], the spontaneous

strains €2 (i = 1, 2, 3, and 6) in the basal plane of the
Hg,(Br,l), crystals are characterized by the following
nonzero components (in terms of tetragonal phase):
£ = £ = €5 = &, €5 = £, and &g = £,,, wherex, y, and
zarethetetragonal crystal axes. The shear spontaneous
strain is defined as

dyp—d. -
gl = M 3
d110
Theisotropic strain in the basal planeis represented
in the form

dypo+d,:
g = —— 401, (@)
2d110

where d(l)10 isthe crystal |attice parameter correspond-

ing to a temperature of 0°C, at which the spontaneous
strains are equal to zero.

Figure 5 demonstrates the temperature dependences
of the spontaneous strains calculated from the experi-
mental data for the studied crystals Hg,(Br,1), accord-
ing to relationships (3) and (4). It isclear that, above the
phase transition temperature, the shear spontaneous
strain is egual to zero [see formula (3)], whereas the
isotropic strain in this temperature range varies linearly
with temperature. At T < T, the temperature depen-
dences of the strains for both the pure Hg,Br, and
mixed Hg,(Brgs:l0.12)- Crystals are typical of structural

phase transitions. The share €2 and isotropic €; sponta-
neousstrains (T < T,) were determined as the difference
between the experimental values and the background
strains obtained by the extrapolation of the high-tem-
perature dependence of € toward the low-temperature

range. In the case of the shear spontaneousstrain sg, the
background strain is equal to zero at any temperature
[see formula (3)]. The temperature dependence of the

PHYSICS OF THE SOLID STATE Vol. 42 No.5 2000

dyyo. A
6.56 4

000
6.54—.,,.000oo /
o

6.52 - °

6.50 o’

6.58 b

**®
6.56 - ooy

6.54 o*

6.52 -

| | |
0 50 100 150 200
T,K

Fig. 4. Temperature dependences of the basal plane param-
eter dy1q for crystals (a) HgoBr, and (b) Hgx(Brg gs.lg.12)2-

gd x 10*
0 Midesioaos b o
N
ah
—4r A A f
b A '
—6— A ‘“
oo
L a oo
8 o
-10
€2 x 103
ol Mssemia w &

-1.0 -0.5 0 0.5 t

Fig. 5. Dependences of the isotropic sg and share 8(6) Spon-

taneous strains on the reduced temperaturet for crystals (a)
Hg,Br, and (b) Hgy(Bro gs.lo.12)2-



958

Iogstl), Iogsg
-20F a
(a) 5.
¢
»°
-25¢F "..,."
‘.
*
2
—30 - ,’ ] -
/./
. AAW““
35k {Af»
Ak
A 5/
40} a
—2.0 I~ (b)
2 o
25+ . 9"‘
»
C‘.’
-3.0} Kl I
{.‘.. A
‘ -~
. /' IYV'e
35 - A
.7 AR
A)AAKA/AAA
—4.0F sat
-2 -1 0 logt

Fig. 6. Dependences of (1) isotropic 82 and (2) share eg
spontaneous strains on the reduced temperaturet on thelog—
log scale for crystals (a) Hg,Br, and (b) Hgx(Brggs:l0.12)2-
Dashed lines represent the linear approximation.

spontaneous strain € (i = 1 and 6) at T < T, can be
described by the following expression:

e = at”, (5)
where g, isthe constant multiplier, and 23 isthe critical
index.

Similar dependences on the log-og scale are dis-
played in Fig. 6. The experimenta data for the studied
crystals Hg,(Br,l), are described by the linear depen-
dences (dashed lines in Fig. 6). The critical indices 23
determined from the slopes of the linear dependences
are equal to 0.48 + 0.08 (g7), 0.56 + 0.05 (g5) and

0.46 + 0.08 (gY), 0.55 + 0.05 (g7) for the Hg,Br, and
HO,(Brogs,lp12), Crystals, respectively. It should be
mentioned here that the critical indices describing the
temperature dependences of the shear spontaneous

strain sg can be more precisely determined, because, in
this case, there is no problem with the background (the
background strain is absent), and the absol ute values of

sg are aimost one order of magnitude larger than those
of the isotropic spontaneous strain 8(1).
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5. RESULTS AND DISCUSSION

The investigations into the effects of phase transi-
tionsinthe Hg,(Br,l), crystals demonstrate that the soft
modes are observed in the Raman scattering spectra of
the paraphase and the ferroel astic phasein both crystals
under study. The 2w, overtone of the slowest soft TA
branch at the X point of the Brillouin zone boundary
predominantly manifests itself in the low-frequency
spectra of the paraphase. The spectra of the ferroelastic
phase are characterized by the v, fundamental tone of
the soft mode at the Brillouin zone center (the ™ point).
The appearance of this overtone is associated with the
phase transition or, in other words, with the doubling of
the unit cell and the X —~ I crossover in the Brillouin
zone. The low-frequency spectra of the pure Hg,Br,
and mixed Hg,(Brggg:lo.12)» Crystals are similar to each
other. However, there are certain differences. Specifi-
cally, the spectra of the mixed Hg,(Br,1), crystals even
at small degrees of doping show maxima (in both
Stokes and anti-Stokes regions) marked by asterisksin
Fig. 1, which are likely accounted for by the density of
one-phonon states of the soft TA branch. Note that the
main contribution is made by the vibrational states at
the X point of the Brillouin zone. As should be
expected, the frequencies of these maxima are approx-
imately two times less than the frequencies of the cor-
responding overtones (2ws,,) of soft modes; they anom-
alously depend on the temperature and, similar to the
overtone, are softened at T — T.. The effect associ-
ated with the density of one-phonon statesis caused by
the disturbance of trandational symmetry dueto aran-
dom distribution of the bromine and iodine atomsin the
anionic sublattice of mixed crystals. Thisdisturbanceis
rather large and arisesfrom aconsiderable differencein
the ionic radii of bromine and iodine, which, upon
replacement of bromine ions by iodine ions, can give
rise to large local elastic stresses and produce condi-
tions favorable for the nucleation of clusters of the low-
temperature orthorhombic phase in the high-tempera-
ture tetragonal paraphase matrix. [Recall here that the
ratio between the change in the phase transition tem-
perature and the change in the external hydrostatic
pressurefor theHg,Br, crystalsisequal t0 46.8 K / kbar
[8]. A similar strong dependence of the T, temperature
on the elastic stresses can aso be expected for the
mixed Hg,(Br,1), crystals at small degrees of substitu-
tion.]

A comparison of the intensity of the 2w, overtone
of the soft mode (the X point of the Brillouin zone
boundary) at temperatures T > T, and the intensity of
the v, fundamental tone (the Brillouin zone center) at
T < T, in the Raman scattering spectra of the Hg,(Br,1),
crystals demonstrates that the former intensity is
approximately twenty times less than the latter inten-
sity. This implies that the Landau phenomenological
theory of phase transitions [9] is applicable over the
entire temperature range under consideration. The crit-
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ical indices characterizing the temperature behavior of
soft modes at temperatures above and below T, are also
consistent with the Landau theory of second-order
phase transitions. In the paraphase, the critical indices
for the pure Hg,Br, (0.50) and mixed Hg,(Br,l), (0.51)
crystals are in complete agreement with the predicted
value (' = 0.5) given by the Landau theory in the case
of the second-order phase transitions and weak first-
order transitions close to the second-order structural
transitions. However, at T < T, the 3" indices, which are
equal to 0.34 and 0.33 for the pure Hg,Br, and mixed
Hg,(Br,l), crystals, respectively, can be interpreted
only by invoking the model of phase transitions in the
vicinity of the tricritical point, which we successfully
applied earlier for the pure Hg,Cl, and Hg,Br, crystals
[10].

Analysis of the experimental data on the orthorhom-
bic splitting for the studied crystals Hg,(Br,1), (Fig. 4)
shows that, at the same difference in temperatures T
and T, (T £ T, the splitting brought about by the phase
trangition in the mixed Hg,(Brygs,lo10), Crystal is less
than that for the pure Hg,Br, crystal. Since the sponta-

neous strains sio arerelated to this splitting and the tem-
perature dependence of the basal plane parameters for
the ferroelastic phase, it can be expected that, over the

entire temperature range covered, the values of eio for
the mixed Hg,(Brggs,lo.12), Crystals are less than those
for the pure Hg,Br, crystals (see Fig. 5). The smaller

spontaneous strains €. for the mixed Hg,(Brogs,l012):
crystals are explained by the disordering of anionic
sublattice and the appearance of substantial random
elastic stresses and strains upon substitution of iodine
ions for bromine ions. It should be noted here that the
mechanism of the phase transition in the Hg,(Br,I),
crystalsis primarily determined by the shear spontane-

ous strain eg, which is amost one order of magnitude

larger than the isotropic spontaneous strain 52 over the
entire temperature range studied (T < T.), including
helium temperatures. Let usdwell briefly on the critical
indices 23 abtained by analyzing the temperature

dependences of the spontaneous strains sio. As can be
seen, their values are close to 0.5, which is characteris-
tic of the phase transitions occurring near the tricritical
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point. It should be recalled that the temperature behav-
ior of the soft modes in these crystals and the relevant
critical indices can be interpreted only by invoking the
model of phase transitionsin the vicinity of the tricriti-
cal point.
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1. Interest in the two-particle problem on a low-
dimensional bounded lattice is provoked by the search
for mechanisms of high-temperature superconductivity
[1], the study of magnetic properties of strongly corre-
lated electron systems [2], and the problem of zero-
point defectons in adsorbed He>~-He* monolayers on
the graphite surface [3]. The properties of these sys-
temsareinvestigated on the basis of lattice modelswith
o-interaction (Hubbard-type models, the model of zero-
spin lattice bosons, etc.) [4, 5]. The knowledge of exact
two-particle states in these models allows us to investi-
gate the effective two-particle interaction in a many-
particle system and a possible rearrangement of the
ground state of the system associated with this interac-
tion [6]. Exact two-particle states are known only for a
1D bounded lattice [ 7], while exact resultsfor a 2D lat-
tice have not been obtained. Chen and Mei [8] studied
two-particle states on 1D and 2D bounded Hubbard | at-
tices by using the variational method, while Dong and
Yang [9] investigated bound states on 2D and 3D lat-
tices; however, the Lifshitz approach used does not lead
to exact results in the case of high dimensions.

In this paper, we consider the problem of two Hub-
bard electrons (&-interacting zero-spin bosons) on a
guadratic N x N lattice. Exact two-particle states and
the energy spectrum are constructed. The lattice is
assumed to coil into atorus, ensuring the fulfillment of
the cyclic boundary conditions.

2. In the center-of-mass system, the Schrodinger
equation for two particles on a quadratic | attice has the
form

—t(AZ + A2 W(X, y) + UB,d,0W (X, Y)
= E¥(xy),

)

where t is the tunneling amplitude, U is the &-interac-

tion amplitude, Aiy are the second-order finite-differ-

ence operators, and x and y are the components of the
2D discrete position vector describing the relative
motion.

Henceforth, we shall assume that the eigenvalues
are parametrized as follows:

E = —4t(cosp, + cosp,). 2

We divide the coordinate plane into the four regions: |
x<0,y<0), 1l (x>0,y>0),1ll (x<0,y>0),and IV
(x>0, y <0) and seek the wave function in the form of
a superposition of plane waves in each of the four
regions:

LP|(X, y) — Alel(p1X+p2Y) + Aze—'(p1X+pzy)

+ A3e|(plx_ P,Y) + A4e—|(p1X— pz)’)’

=i (P X+ poy)

i(pyx+
(PLX+ poy) + Bze

W, (x,y) = Be

i(P1X—P2Y) =i (P1X—P2Y)

+ Bse +B,e ,

©)

Whlxy) = Clel(plx+ PaY) + Cze"(F’l“ PY)

X=P,Y) X=PaY)

+C3el(p1 +C4e—I(D1 ,

=i (PLX+ Poy)

i(pyx+
(PLX+ poy) + Dze

Wy(x,y) = D€

i(pyx— —i(pX—
+Dge(pl pzy)+D4e (py sz).

We must impose the following conditions on wave
functions (3):

W (=x,=y) = Wu(xY),
W (=% =y) = WX y),

because the states W are a so eigenfunctions of the par-
ity operator.

Conditions (4) and expressions (3) imply that
B,=A, B, = A, B,=A; B;=A,
D,=¢C, b,=C, D,=C; D;=C,.

(4)

()
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We also take into account the fact that the wave func-
tions must coincide at the boundaries of the regions,
i.e,

W (0y) = Wy(0y); ¥u(0y) = Wy(0y);

(6)
W (x,0) = W,(x,0); W,(x,0)=Wy(x0),
so that we ultimately have
Al+A, =C+C5 A+A; =C+GCy, @

A, +A; = C,+C, A, +A, = C,+C,.

Among other things, these conditions imply that the
wave functions (3) coincide at zero.

Substituting expressions (3) into equation (1) and
taking into account the parametrization (2), we obtain
the following equations:

(3 -i(sinpy+ snpy) | A,

+[_%+i(sinp1+ Sinpz)}Az ®
+ _%—i(sinpl—Sinpz)}As
+[_g+i(sinpl—8inpz)}A4 =0
[—g—i(sinpl—Sinpz)}Cl
+[_%+i(sinpl—sinpz)}cz
+[—g—i(sinp1+ sinpz)}Cs ®

+[ =3 +i(sinpy + snpy)[Cq = 0,

We introduce vectors

IE—g—l(sinpﬁ sinp,), —g +i(sinp, +sinp,),

—%—i(sinpl—sinpz), _% + i(sinpl—sinpz)%

ai(A, Ay Ag Ay, G(C5,Cy CpL Gy).

In this case, equations (8) and (9) assume the form
na = 0,

nc, = 0, (10)
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implying that the vectors g and ¢; are linearly depen-
dent:

C = Ag,. (1D
Supplementing this relation with the condition of the
equality of the wave functions (3) at zero, we find that
A =1, and, hence, conditions (7) are satisfied automat-
icaly.

Carrying out complex conjugation in equations (8)
and (9), we can easily see that

AS = uA,, AF = uA,,
2 HA, 1 HA, (12)
Ag = IJ'AA! AZ = UAs,
whence
AL = (AL AT = AL P =10 (19
We write these relations in the form
A = |Ale?, A, = |Ale® A, = [AJe",
1= A 2 = A i¢3 |AY 1
A, = |A3|e nu=-e"
In this case, equations (8) and (9) can be written in the
form
¢0D
0(|A1|cos§ +¢,+
(15)
+B|A2|cos% +¢2+¢°D 0,
where
n 1/2
a,B =%+ (snpyxsinp,)’|
(16)
O, = —arctanr](smpl +snp,).
Equation (15) holdsif we put
¢0 Tt
$1, =9, 2"'2 (17)

and choose ¢, = Tt to satisfy the boundary condition

lim WY(x,y) =0,
xy -0

(18)

according to which, two particles cannot get to the
same lattice site in the case of infinitely strong repul-
sion.
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Then the wave functions (3) assume the form
W, 1 = |Aycos(px + poy F 8,)

+|Agcos(py X — P2y F5,), (19)
W v = |Aqcos(pix—poy F 9y)

+|Aglcos(pyX + poy F9,).
Here, we have changed the notation of the products
a| A| and B|Ag| for [Ay, 5.
It should be observed that the transposition of the

parameters p; and p, leads to new two-particle states
corresponding to the same eigenvalues, i.e.,

Wi = |Ajlcos(p.x + py F 0,)

+|Az|cos(px—piy £ 8,),
. . (20)
Wi = |Ajlcos(pX—pry F9;)

+|Ag|cos(pX + pry £ ,),
where we have taken into account that

01(P2: P1) = O1(P1s P2),
0,( P2 P1) = —0x(P1, P2)-

Consequently, the general solution of equation (1)
should be presented as a superposition of the two-parti-
cle states (19) and (20):

W(xy) = W(px; poy) + W(pX; pry). (22
We impose on the wave function (21) the constraints

Wiy, —Xx) = W(XYy), ¥ily,—x) = Wu(x Y),(23)
Wiy, —x) = Wi(x,y), Yu(y,—x) = Py(xy).
These relations are accounted for by the following cir-
cumstance: the rotation of the coordinate axes through
the angle 6 = 172 should not change the state of the sys-
tem, while the rotation through 26 = 1tleads to (4) (in
view of the symmetry of a quadratic lattice).

A direct verification shows that |A;| = |A}| and

|As| = | A3 |. Moreover, the transformation p; —» —p; or
p, — —p, must transform the wave function into itself.
This constraint is due to the fact that the wave function
is single-valued in each of the four quadrants. It gives
[A;] = |Ag], and hence we obtain the following expres-
sionsfor W(x, y) correct to an arbitrary factor:

W, |\, = cos(py X+ poy F9,)

(21)

+CoS(P1X— P2y F 9z) + COS(PoX + pyy F 0y)
+Cos(PoX— Pry £ 0y),
Wiy = Cos(pyX— P2y ¥ 01)
+Cos(PX + PaYy F9,) + cos(PX — P.Y ¥ 0,)
+Cos(PoX + Pry £ d;).

(24)
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Thus, two-particle states can be presented as a superpo-
sition of standing waves, while on an infinite lattice
they can be expressed in terms of Bessel’s functions
[10]. In our opinion, it would be interesting to rel ate the
states (24), derived here, to expressions (16) from [10]
for the lattice constant tending to zero or the lattice size
tending to infinity.

We must impose cyclic boundary conditions on the
states (24). For this purpose, note that (24) can be writ-
tenintheform

Y = l-Ple(—X)e(—Y) + l-IJHG(X)e(y)

(25)
+W,,0(=x)6(y) + W, 8(x)8(-y),
where 6(X) is a Heaviside function.
This obviously leads to
W (x+N,y+N)+W¥,(x+N,y+N)
+W,(Xx+N,y+N)+ ¥, (x+N,y+N) (26)

= W(xy),

and relations (24) and (26) can be used to derive thefol-
lowing equations for p; ,:

0,+90, m(n+m
P = = 24 )

2N

2N @7)
_0;-9, m(n—-m)
TN TV

wheren,m=0, 1, ..., N-1.

Thus, the energy spectrum is defined completely by
relations (2) and (27).

The ground-state energy of the systemis

_ % 9
E, = —8tcosm cosﬁ

In particular, for U = +o0, we have

(n=m=0). (28)

2 T
E, = -8tcos —
0 4N

or, for an asymptotically large N,
™ [
E, = -8t=l—
° ? 16N
Thevariational calculations made by Chen and Mei [8]

prove that, for N > 1, the ground-state energy can be
written in the form

(29)

(30)

_ og
Ey = 8t -5

(31)
where, in particular, for U/t = 10, the parameter a varies
from 0.618 to 0.682 depending on the size of the lattice,
and it increases dowly with U/t. The results (29) and
(30), obtained here, prove that the energy of the true
ground state is lower than the variationa value; besides,
the parameter a is independent of the lattice size in the
[imit U = +co0,
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1. Correlations between particles are important in
explaining various effects in many-particle systems.
Some model staking these correl ationsinto account can
be exactly solved in the thermodynamic limit in the 1D
case [1-3]. However, in certain cases, the transition to
the thermodynamic limit is incorrect (as for a finite
number of particles), and the problem should be solved
on abounded lattice. This problem is of importance, for
example, in relation to the recent discovery of atomic
clusters of rhodium possessing strong ferromagnetism,
which is not observed in bulk samples[4]. Theanalysis
of the two-particle problem on abounded lattice isa so
important for determining the mechanisms of high-
temperature superconductivity, for elucidating the
effective two-particle interactions in a many-particle
system, and for analyzing magnetic properties of
strongly correlated systems [5-8].

In this communication, we consider the behavior of
two interacting particles (U > 0) on afinite 1D latticein
aconstant uniform magneticfield. A ssmple model used
here allows usto obtain exact solutions for two-particle
states and to analyze the energy spectrum as a function
of the magnetic field strength.

2. We choose the Hamiltonian of the system in the
form

H = Z sOoa;roano _VH Z (a;r an; — agx am)
no n
+ U + + (1)
-t Z an+ Icano + E Z 6nn'60, —o'anoanoan'c'an'o‘ .
nlo cr;g"
Here, o is the spin index; €y, are the centers of the
bands; 2t isthe width of the energy bands, which isthe
same for the two particles; and U isthe amplitude of the
Hubbard interaction. Henceforth, we shall assume that
the term corresponding to the spin—magnetic-field
interaction isincluded in thefirst addend in (1), and the

same notation will be used: €, FYH — &g Thus,

the energy bands are separated, the separation between
the band centers being €4, — €,,. Carrying out the trans-
formation

Doy 2 = %Z(am +a,,) @

in the Hamiltonian (1), we obtain

H = —tz b-r:+|5br|s+ gzés,—sb:;sbns‘
nls ssn (3)

U + +
+ E z bnsbnsbns’bns‘as —s1

where s, s are the pseudospin indices, the energy is
measured from the value € = (1/2)(gy; + €yp), and g =
(U4) (€01 — €n2)-

Thus, we arrive at the pattern of two mutually scat-
tering pseudosinglet fermions in the band; the system
displaysasort of hybridization at alattice site, whichis
dependent on the magnetic field.

We present two-particle states of the Hamiltonian
(3) in the form of the following expansion in terms of
the occupation-number states:

[e0="y W(s.n; s, m)by, by ¢[00] 4

ss
nn'

where W is the first-quantized two-particle wave func-
tion. Applying the operator (3) to the state (4), we arrive
at the Schrodinger equation

~t(AT+ A3)W(Ny, i Ny, Sy)

+ gz [Lp(nb S, Ny, S2)65 -S; + l'I',(nl’ S1, Ny, 3)65, —32]
s ©)
+UQ, 1,05, 5, Y (Ny, 15 Ny, S5) = EW(Ny, S35 Ny, Sy),

where Ai , are second-order finite-difference operators

1063-7834/00/4205-0964%$20.00 © 2000 MAIK “Nauka/Interperiodica’
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with respect to the variables n; ,. We write equations
(5) in an explicit form:
—t(1+ D) Wi(ny, ) + UGy, o, Wiy, ny)
+g[Wa(ny, Ny) +Wy(ny, ny)] = EW,(ny, ny),

—t(AT+ AJ)W,(ny, ) + U, Wy(ny, )
+9[Ws(ny, ny) + W,(ny, ny)] = EW,(ng, ny), ()
—t(A7 + A3)Ws(ny, ny)

+g[Wi(ny, Ny) +Wo(ny, Ny)] = EW5(Nny, 1y),

—t(7+ 83)Wa(ny, ;)
+g[Wi(ny, ny) + Wy (ny, ny)] = EW,(Nny, ny).
Here, W, »(ng, ny) and W 4(ny, ny) are the wave func-

tions corresponding to the pseudosinglet and pseudot-
riplet states, respectively.

Equations (6) can be written in the matrix form:
~tA" P+ 9P+ 0w = EY, 7)
where A? = (A% + A2)T, T isa4 x 4 unit matrix, U =
us, ., 1, E =El,and

UooggH A%
900990 Uy, U

ggo0oO0 oWy, O
[l [l N 3D
HggooD OWsD

We write a solution of equation (7) in the form
L’p — eiQ/z(n1+n2)ZL’p(k, Q)eik(nl_nZ), (9)
k

where Q is the quasi-momentum of the center of mass
of two particles, kisthe“bare” quasi-momentum of the

relative motion, and W (k, Q) isthe Fourier transform of
the column vector (8). Here and bel ow, we assume that
cyclic boundary conditions are satisfied, so that k =
2m/N,n=0,1,...,N-1

Substituting (9) into (7) and carrying out transfor-
mations, we obtain

Gk Q)

L(k Q) = L(k I,
L(k, Q) = —2t[cos(k + Q/2) + cos(k—Q/2)],

~(L+§-B)t,

(10)
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and the column vector T can be determined from the
self-consistency condition

= —Z(E+g—rz) 0%. (11)
The condition for the existence of anonzero solution of
system (11) isthe equality of the determinant to zero:

det = 0. (12)

i+S(L+g-B)'0
2

This condition leads to the following equations for
determining the eigenvalues of the problem (Lifshitz—
Yang equations):

1 1 N 1
N Z [L(k, Q) -E-2g9g L(k,Q-E+ 29} (13)

1 1 _ 1
NZL(k,Q)—E_ U (14)
Solving the system of the homogeneous equations (11),
we obtain

1+UA
=g v Taa = UC(t1+1y), (15)
where
1 1 2n° O
A=Y L+ 2 Al
N2 TR Q-ES  [L(k Q) -EP 49’

2

1 1 2n
B - = ’
N2 Tk Q-E{L(k 0) - £/ 45’

(16)

-1 n
C== .
NZ[L(k, Q) -El"~4g’

It can be easily seen that the condition (12) for the exist-
ence of honzero solutions or, what is the same, the con-
dition for the solubility of equations (13) and (14) has
the form

U(A+B) = —1. (17)

Taking into account (15) and (16), we can write the
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wave functions W, ,(ny, ny) in the form the form
Wy (g, Ny) Cot——Fll cot—= NP,
2 2 2t
gkn - + — = —c0sQ/2,
_ 'Q/Z(n1+n2)|:| U (=) snp, snp, U (25)
12 ZL(k Q) -E g
COSp; , = COSP£N, N = ———
ikn (18) 2tcosQ/2

u e
4N Z)Z[L(k Q)-E-2g

eikn 0

+ } 0
L(k, Q) —E+29]

For the solutions of equation (17), we obtain

T, = Ty, Tg4 =0, (19)

and, finally,
ikn |Q/2(n1+ ny)

Z L(k, Q) E '
q"3,4(”1, n,) = 0.

W, o(ny, ny) = + (20)

The constant T can be determined from the self-con-
sistency condition defined by equation (8) from [6] and
has the form

-1

0 u
T:U%Il.+— (21)

1
NZL(k, 0)—E-

Thus, the wave functions of two-particle states coincide
in form with those obtained in [6], but the eigenvalues
E are determined from (13).

If wetry to determine the eigenvalues from (14), we
will find that the t-matrix Ut divergesfor U = +oo; i.e,,
the states defined by (14) are deprived of any physical
meaning.

Parametrizing the eigenvalues of the problem in
accordance with

E = —4tcosQ/2cosp, (22)
we obtain
W(ny, ny)
Q2 [cos[p(n;—n,) =98], ny<n, (23
DCOS[ p(nl - nZ) + 6] ’ nl > n21
and the scattering phase is given by
_ U
0 = acanza pcosQ/2’ (24)

Analyzing equation (13), we note, in particular, that, in
the region |cosp| < 1 -1 (n < 1), it can be reduced to
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by using a method similar to that described in [6].

The denominator sin p, in the expression on the | eft-
hand side of equation (25) vanishes for p, =
arcsin./n(2—-n); expanding it into a power series in
p — po, We obtain

2rmn . 2 U

p = =— +-actan————.
211/3t /p_po

N N
Henceforth, we assume the parameter n to be small
(n < 1). Taking into account the fact that expression
(26) istransformed into

2nn+_11

Po = N N
under the substitution p = p, and that (26) holds in the
neighborhood of p,, we can write it, to a fairly high
degree of accuracy, in the form

(26)

(27)

Zm, 2%
N N

Expression (27) implles that, for the value of the
parameter n = T¢/2N?, the particles acquire arigid core;
i.e., the scattering phase becomes & = 1/N, and the
wave function W, , assumes the form

p= T[Z/N -2n (28)

. TT
Wy (g, ny) Dgnﬁ(nl—nz)- (29)

Thevalues (28) of the parameter p correspond to the
following ground-state energy of the two-particle sys-
tem:

n_ga

= —4tc TC/IN*=2n (30)

Intheregion n > 1, the sum (13) immediately leads to
E = ¢, — 2yH, and the magnetization of the system is
M = 2y. Thus, the transition described by (28) and (30)
obviously correspondsto atransition to the triplet state.

It should be noted that the singlet-triplet transition
described here occurs for any finite value of the Hub-
bard interaction potential. The case when U = +oo
should be analyzed separately.

It should also be noted that the canonical transfor-
mation (2) does not mix up even and odd solutions; this
followsfrom the commutativity of the Hamiltonians (1)
and (3) with the parity operator, which enables us to
speak not of pseudo-, but of true singlet and triplet
states.
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Abstract—The self-propagating high-temperature synthesis in the two-layer and multilayer Pt/Co(001) thin
films has been investigated. It is shown that the initiation of the synthesis occurs at temperatures of 770-820 K.
After the synthesis in the two-layer film samples, the PtCo(001) disordered phase exhibits an epitaxial growth
at the interface between cobalt and platinum layers. In the multilayer Pt/ Co(001) thin films, the self-propagat-
ing high-temperature synthesis also brings about the formation of the PtCo(001) disordered phase on the
MgO(001) surface. Further annealing at atemperature of 870 K for 4 h resultsin the transition of the PtCo(001)
disordered phase to the ordered phase. Rapid thermal annealing of the Pt/ Co(001) multilayer films at atemper-
ature of 1000 K leads to the formation of the CoPt; phase. The magnetic characteristics change in accord with
the structural transformations in Pt/Co film samples. © 2000 MAIK “ Nauka/Interperiodica” .

1. INTRODUCTION

In recent years, intensive studies of the Pt/Co mul-
tilayer films have been caused by their possible use as
a medium for high-fidelity magnetooptical recording
[1-7]. The Pt/Co multilayers deposited onto glass sub-
strates are characterized by the (111) texture and a con-
siderable perpendicular magnetic anisotropy whose
nature remains unclear. In the Pt/Co/MgO(001) epi-
taxial multilayer films, the easy magnetization axis
either can be aligned perpendicular [8] or within the
plane of the film [9, 10], or can form an angle with the
sample plane[11]. In the course of annealing [8, 12] or
ionic bombardment [13], the structural and magnetic
properties of the Pt/Co multilayer films exhibit sub-
stantial changes. Actually, the Pt/Co/MgO(001) multi-
layer films due to annealing in the temperature range
475-675°C for 14 h undergo a transformation into the
CoPt ordered tetragona phase with the c axis perpen-
dicular to the surface of the sample [8, 12].

However, in analyzing the results of heat treatments
or the action of ionic bombardment, it is usual practice
to ignore the possibility of initiating the self-propagat-
ing high-temperature synthesis between cobalt and
platinum layers. Unlike the self-propagating high-tem-
perature synthesis occurring in powders, which is
rather well understood [14], this process in thin films
has come under the scrutiny of science only in the very
recent years [15, 16]. Upon fast heating of the two-
layer film samples above the initiation temperature T,
at a rate of higher than 20 K/s, the self-propagating

high-temperature synthesisin thin films proceedsin the
form of a surface combustion wave. Since the velocity
of the front of self-propagating high-temperature syn-
thesis at temperatures close to the initiation tempera-
ture T, is equal to ~(0.2-0.5) x 102 m/s, its propaga-
tion can be observed visualy. The temperature of the
front is considerably higher than the temperature of the
rest of the film, and, hence, most of the mass transfer
and the formation of reaction products take place solely
at the front of self-propagating high-temperature syn-
thesis. As aresult, upon fast cooling at the rear of the
front, the metastable, quasicrystalline, and amorphous
phases, apart from the equilibrium compounds, can be
formed in the reaction products [15-17].

The purpose of the present work was to investigate
the self-propagating high-temperature synthesis and its
influence on the structural and magnetic properties of the
epitaxia two-layer and multilayer Pt/Co/MgO(001)
films.

2. SAMPLE PREPARATION AND
EXPERIMENTAL TECHNIQUE

The two-layer and multilayer Pt/Co film samples
were prepared by the ion—plasmasputtering onto glass
substrates and onto the freshly cleaved MgO(001) sur-
faces. The total thickness of cobalt was equal to
30-50 nm, and the total thickness of platinum was
50-70 nm. In the experiments, their ratio was taken to
be close to the atomic ratio 1 : 1. The character of the
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propagation of high-temperature synthesis essentially
depends on the thermal properties and substrate thick-
ness. In order to decrease the heat transfer into the sub-
strates, their thicknesses were taken to be minimum as
far as possible. The glass substrates used in the experi-
ments were 0.18 mm thick, and the thickness of the
MgO substrates was varied in the range from 0.35 to
0.40 mm. The Pt/Co two-layer film samples were pro-
duced by the sequential evaporation of cobalt and plat-
inum layers onto a substrate in the following way: the
cobalt film was first evaporated at a temperature of
550 K, and then, the platinum layer was applied at a
temperature of 300 K. The Pt/Co epitaxial multilayers
were deposited at a temperature of 550 K onto the
MgO(001) substrates and contained from 60 to 90 pairs
of the cobalt and platinum layers. The thicknesses of
cobalt and platinum layersin each pair fell in the ranges
0.40-0.44 and 0.51-0.55 nm for cobalt and platinum,
respectively.

The phase composition of the samples was deter-
mined on a DRON-4-07 instrument (K,-radiation). The
X-ray fluorescence analysis was employed to deter-
mine the chemical compoasition and thickness of the
studied films. The magnetic properties of sampleswere
examined with the use of vibrating-sample and tor-
sional magnetometers. The biaxial anisotropy constant
was determined as 2|, Where |, iS the maximum
torque moment per unit volume of the sample. To ini-
tiate the self-propagating high-temperature synthesis,
the samples prepared were placed on a tungsten heater
to produce a uniform temperature field in the sample
plane. The heating was performed under a vacuum of
~1 x 10~ Pa at arate of no less than 20 K/s up to the
temperature T, of the initiation of self-propagating
high-temperature synthesis followed by cooling at a
rate of ~10 K/s.

3. EXPERIMENTAL RESULTS AND DISCUSSION

The self-propagating high-temperature synthesis in
the Pt/Co two-layer films deposited onto glass sub-
strates was initiated at temperature T, = 770-820 K.
The front of the propagation of high-temperature syn-
thesiswas observed visually (Fig. 1). A visua observa-
tion showed that the self-propagating high-temperature
synthesis proceeded across the whole width of the film
sample.

Figure 1 demonstrates the autowave motion of the
front of self-propagating high-temperature synthesis,
whichistypical of the two-layer film samples[15, 16].
The temperature profile of the front and the mechanism
of its autowave propagation were described in [15, 16].
However, in the case of the two-layer and multilayer
Pt/Co films deposited onto the MgO(001) substrates,
the motion of the front of self-propagating high-tem-
perature synthesis was not visually observed. This can
be dueto the fact that the heat transfer from the front to
the substrate is quite significant even if the thickness of
the MgO substrate is equal to ~0.35 mm. As a conse-
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Fig. 1. A micrograph of the self-propagating high-tempera-
ture synthesis in the Pt(50 nm)/Co(40 nm) film on a glass
substrate 0.18 mm thick. The arrow indicates the direction
of the front of self-propagating high-temperature synthesis.

guence, the temperature of the front decreases, and the
wave of self-propagating high-temperature synthesis
covers only the thin boundary layer between platinum
and cobalt, which isinvisible to the eye. An adternative
explanation resides in the fact that, upon reaching the
initiation temperature T,, the self-propagating high-
temperature synthesis proceeds throughout the phase
boundary rather than in the form of a surface combus-
tion wave. Hence, the cycle of the self-propagating
high-temperature synthesis consisted in heating the
two-layer and multilayer Pt/Co/MgO(001) film sam-
ples at arate of higher than 20 K/s up to atemperature
of 870 K, which exceeded the initiation temperature T,
Thereafter, the samples were alowed to stand at this
temperature for 30 s, followed by cooling at a rate of
~10 K/s. Thistime is large enough for the self-propa-
gating high-temperature synthesis to extend over the
whole sample, including the induction period.

The heat treatment similar to the above cycle of self-
propagating high-temperature synthesis is often
employed in thin films and is referred to as the rapid
thermal annealing [18]. The rapid therma annealing
was also used in studies of the Fe/ Pt nanoscale multi-
layers[19].

The X-ray diffraction patterns of the Pt/Co/MgO(001)
two-layer film samples prior to the initiation of the
self-propagating high-temperature synthesis indicated
that the B-Co film grew up with the (001) orientation
on the MgO(001) surface at the substrate temperature
T, = 470 K. The upper platinum layer, which was
deposited onto the 3-Co(001) film at the temperature
T, = 300 K, grew up with the predominant (001) orien-
tation. However, in this case, the (111) orientation of the
platinum phase is aso observed, but to a lesser degree
(Fig. 2a). According to the magnetic measurements, the
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Fig. 2. X-ray diffraction patterns and schematic diagrams
of the phase composition and phase orientation in the
Pt(50 nm)/Co(40 nm)/MgO(001) two-layer films: (@) ini-
tial sample and (b) sample after the cycle of self-propagat-
ing high-temperature synthesis.
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Fig. 3. X-ray diffraction patterns and schematic diagrams of
the phase composition and phase orientation in the
Pt(5.3 nm)/Co(4.2 nm)/MgO(001) multilayer films: (&) ini-
tial sample and samples after (b) the cycle of self-propagat-
ing high-temperature synthesis, (c) annealing at a tempera-
ture of 870 K for 4 h, and (d) annealing at a temperature of
1000K for 30 s.

saturation magnetization | and the first constant of mag-
netocrystalline anisotropy K; for these samples (per unit
volume of the cobalt film) correspond, respectively, to
the values of | and K, for the 3-Co phase.
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An analysis of the X-ray diffraction patterns and
magnetic measurements demonstrate that the 3-Co film
and the MgO substrate are characterized by the epitax-
ia relationships (001), Co[100] || (001), MgO[100],
which were observed earlier in [20]. The X-ray diffrac-
tion patterns of samples after the cycle of self-propagat-
ing high-temperature synthesis indicate that, in addi-
tion to the residua layers of cobalt and platinum, the
reaction products contain alayer of the CoPt disordered
phase with a coherent orientation with respect to the
(001) plane. As follows from the magnetic measure-
ments, the self-propagating high-temperature synthesis
between cobalt and platinum layers proceeds not across
the whole width of the film sample, but extends for a
depth of no more than 25-30 nm (Fig. 2b). The biaxial
anisotropy in the plane of the sampleincreases by afac-
tor of 1.5-2 after the cycle of self-propagating high-
temperature synthesis, whereas the easy magnetization
axes do not change their directions.

The discrepancy between thelattice parameters of the
-Co and CoPt phases has a minimum value when the
CoPt disordered phase growsin an epitaxial fashion and,
in the case of the 3-Co matrix phase, followsthe orienta-
tional relationships (100), CoPt[100] || (100), Co[100].
This implies that the CoPt disordered phase, like the
-Co matrix phase, possesses the negative magnetoc-
rystalline anisotropy. Similar epitaxial relationships are
observed upon self-propagating high-temperature syn-
thesis in the Al/Fe/MgO(001) two-layer films [21]. It
seemslikely that the cooling at high rates makesimpos-
sible the formation of the CoPt equilibrium tetragonal
ordered phase.

The X-ray diffraction patterns of the
Pt/Co/MgO(001) multilayer film samples prior to the
initiation of the self-propagating high-temperature syn-
thesisexhibit apeak corresponding to the I attice param-
eter intermediate between the unit cell parameters of
cobalt and platinum (Fig. 3a). The absence of large-
angle and small-angle satellite reflections suggests a
partial mixing between the cobalt and platinum layers.
The magnetic measurements show that the easy axes of
the Pt/Co/MgO(001) multilayers coincide with the
MgO[111]-typedirectionsrather than liein the plane of
the film. Asfollows from the curves of torque moments
measured in the (100), (010), (001), (110), and
MgO(110) planes, the magnetocrystalline anisotropy
of the Pt/Co/MgO(001) multilayer films is ade-
quately described by the anisotropy constant K, = 1 x
106 erg/cm?3, which considerably exceeds the shape

anisotropy of the sample 212 (K, > 2ml2). The mea-
sured values of the saturation magnetization of these
samples (I = 200-220 emu/cmd) satisfy thisinequality.
Thisgives grounds to believe that the multilayers under
consideration are not asuperposition of cobalt and plat-
inum layers, but represent a weakly modulated phase
that consists of mutually penetrating layers of cobalt
and platinum.
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After the cycle of self-propagating high-tempera-
ture synthesis, the diffraction peak shifts and, thus, cor-
responds to the reflection from the (200) plane of the
CoPt disordered phase (Fig. 3b). The magnetic proper-
ties of the samples upon self-propagating high-tempera-
ture synthesis exhibit radical changes. The plane of the
film becomes the easy magnetic plane. The easy axes of
magnetization in the plane of the film do not change
their directions; however, the biaxial anisotropy in the
film plane and the saturation magnetization increase
up to the values of 2l = (2.5-2.0) x 106 erg/cm?® and
| = 560-580 emu/cm?, respectively. From the forego-
ing, it is evident that the CoPt disordered phase epi-
taxially grows on the MgO(001) surface in the same
manner as in the course of growth in the Pt/Co two-
layer films, follows the orientationa relationships (100),
CoPt[100] || (100), MgO[100], and has the first magne-
tocrystalline anisotropy constant K, = —|2.5-2.0) x
106 erg/cm?.

In the experiments, we also used the thermal anneal-
ing of the Pt/Co/MgO(001) multilayer filmsat atemper-
ature of 870K for 4 h. After the annealing, the easy mag-
netization axes are located at an angle of 10-15 deg with
theplane of thefilm, rather than liewithin thisplane. The
biaxial magnetic anisotropy in the plane of the sample
retains the directions of easy magnetization axes. How-
ever, the magnetic anisotropy and the coercive force
along the direction of easy magnetization drastically
increase and become equal to (10-12) x 10° erg/cm?® and
10 kOe, respectively. That large values of the magnetic
anisotropy and coercive force correspond to the forma-
tion of the CoPt tetragonal ordered phase [8, 12]. This
is corroborated by the diffraction data. The X-ray dif-
fraction patterns of these samples display the (002)
reflections and also the (001) superstructure reflections
from crystallites of the CoPt tetragonal ordered phase,
which is oriented by the c axis perpendicular to the film
plane (Fig. 3c). The presence of reflections from the
CoPt(200) phase suggests that crystalites of the CoPt
tetragona phase are ordered by the c axis aong three
mutually perpendicular axes of the MgO phase. The
magnetocrystalline anisotropy energy E, of the tetrag-
onal crystal per unit volume of the sample without
regard for anisotropy in the basal plane can be written
in the following form: Ex = E, + K;sin?0 + K,sin*9,
where 8 is the angle between the magnetization | and
the ¢ axis. Under the assumption that crystallites of the
CoPt ordered phase equiprobably grow with the c axes
along three mutualy perpendicular axes of the MgO
phase, the magnetocrystalline anisotropy energy of this
film system can be represented as Ex = E, +
V6K, (sir2psin*Psin?2g), where ¢ is the angle
between the projection of the magnetization I onto the
film plane and the MgO[100] axis, and Y is the angle
between the magnetization | and the normal to thefilm.
The torque moment curve L = —dE,/dg in the plane of
the sample (Y = 10/ 2) has amaximum that can be deter-
mined as 2|, = K,/ 3; the experimental value of this
maximum is equal to (1.0-1.2) x 107 erg/cm?3. From
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this, one can obtain the second constant of magnetoc-
rystalline anisotropy K, = (3.0-3.6) x 107 erg/cm? for
the PtCo ordered phase. The CoPt ordered phase of the
bulk alloy is characterized by the values K, = 5 x 107
[22] and K; + K, = 2 x 107 erg/cm?® [23]. The found
value of the second magnetocrystalline anisotropy con-
stant K, = (3.6-4.2) x 107 erg/cm? for the PtCo ordered
phase on the films is inconsistent in sign with the K,
value for the bulk samples.

The  magnetic measurements  of the
Pt/Co/MgO(001) multilayer films after the cycle of
self-propagating high-temperature synthesis carried
out at a temperature of 1000 K demonstrate that no
anisotropy is observed in the plane of the sample. In
this case, the samples exhibit alow saturation magneti-
zation (~100 emu/cm?3) with the easy magnetic plane
coinciding with the plane of the film. The diffraction
patterns indicate that crystallites of only the CoPt;
phase with the predominant orientation of the (001)
plane parallel to the MgO(001) plane are formed in the
samples. There exists also a small amount of the CoPt,
phase with an orientation of the (111) plane parallel to
the MgO(001) plane (Fig. 3d). The CoPt; ordered phase
is nonferromagnetic at room temperature, whereas the
CoPt; disordered phase possesses the magnetization
equal to 500 emu/cm? [24]. Hence, it follows that the
CoPt; phase formed during the self-propagating high-
temperature synthesis exhibits alarger degree of order-
ing. The sequences of the phase formation with an
increase in the annealing temperature, which are simi-
lar to the sequence Pt/Co — CoPt — CoPt;, can be
frequently observed in the solid-phase reactions. As
mentioned above, the Pt/Co/MgO(001) multilayer
films, as well as the CoPt phase formed upon the heat
treatment, have the larger negative magnetocrystaline
anisotropy constant K,. Therefore, in the Pt/Co multi-
layer films with the (111) texture, the easy magnetiza-
tion axis is perpendicular to the plane of the sample,
and the perpendicular magnetic anisotropy constant is
primarily determined by the magnetocrystalline anisot-
ropy constant K. It isimportant to keep in mind that the
temperature of the initiation of self-propagating high-
temperature synthesis T, = 770-820 K for the Pt/Co
film samples coincides with the ordering temperature
for the CoPt alloy [25]. This gives grounds to assume
that there is a certain interrelation between the chemi-
cal mechanisms of the synthesisand ordering. The FePt
phase is formed as the result of annealing in the Fe/Pt
multilayer films [8, 12, 19, 26]. Hence, it can be
expected that the self-propagating high-temperature
synthesis should be initiated in the two-layer and mul-
tilayer Fe/Pt film samples with the formation of the
FePt phase in the reaction products.

Therefore, in the Pt/Co two-layer films deposited
onto glass substrates, the self-propagating high-tem-
perature synthesis in the form of a surface combustion
wave isinitiated between the cobalt and platinum lay-
ers at temperatures T, = 770820 K and proceeds
across the whole width of the film sample provided that
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the total thickness of the films does not exceed 100 nm.
In the same film samples, but deposited onto the MgO
substrates, the self-propagating high-temperature syn-
thesis covers an interphase boundary between cobalt
and platinum whose thickness is equal to 20-30 nm.
After the cycle of self-propagating high-temperature
synthesis at temperatures T, = 770-820 K, the reaction
products contain a layer of the CoPt disordered phase,
which epitaxially grows on the surfaces of cobalt and
platinum. Upon annealing at atemperature of 870K for
4 h, the CoPt disordered phase undergoes atransforma-
tion into the ordered phase. It is assumed that crystal-
lites of the CoPt ordered tetragonal phase equiprobably
grow with the ¢ axes, which coincide with the crystal-
lographic directions of the MgO[100] type. This
assumption made it possible to determine the constant
K, = (3.0-3.6) x 10" erg/cm? in the expression of the
magnetocrystalline anisotropy energy for the CoPt
ordered tetragonal phase. The cycle of self-propagating
high-temperature synthesis in the Pt/Co/MgO(001)
multilayer films at a temperature of 1000 K resultsin
the formation of the CoPt; phase, which grows with the
predominant (100) orientation on the MgO(100) sur-
face.

ACKNOWLEDGMENTS

Thiswork was supported by the Russian Foundation
for Basic Research, project no. 99-03-32184.

REFERENCES

1. F P Carcia, A. D. Meinhaldt, and A. Suna, Appl. Phys.
Lett. 47, 178 (1985).

2. F. P.Carcia, J. Appl. Phys. 63, 5066 (1988).

3. Y.Ochiai, S. Hashimoto, and K. Aso, IEEE Trans. Magn.
25, 3755 (1989).

4. W. B. Zeper, F. J. A. M. Greidanus, and F. P. Carcia,
IEEE Trans. Magn. 25, 3764 (1989).

5. S.Sumi, K. Tanase, Y. Teragaki, et al., Jpn. J. Appl. Phys.
31, 3328 (1992).

6. W. B. Zeper, H. W. van Kesteren, B. A. J. Jacobs, et al.,
J. Appl. Phys. 70, 2264 (1991).

PHYSICS OF THE SOLID STATE Vol. 42

MYAGKOV et al.

7. F. P.Carcia, D. Coulman, R. S. McLean, et al., J. Magn.
Magn. Mater. 164, 411 (1996).

8. B.M. Lairson, M. R.Visokay, R. Sinclair, etal., J. Magn.
Magn. Mater. 126, 577 (1993).

9. C.H. Lee, R. F. C. Farrow, C. H. Lin, et al., Phys. Rev.
B 42, 11384 (1990).

10. C. L. Canedy, X. W. Li, and G. Xiao, J. Appl. Phys. 81,
5367 (1997).

11. R. L. Stamps, L. Louail, M. Hehn, et al., J. Appl. Phys.
81, 4751 (1997).

12. B. M. Lairson and B. M. Clemens, Appl. Phys. Lett. 63,
1438 (1993).

13. C. Chappert, H. Bernas, J. Ferre, et al., Science (Wash-
ington, D.C.) 280, 1919 (1998).

14. A. G. Merzhanov, in Physical Chemistry, Ed. by
Ya. M. Kolotyrkin (Khimiya, Moscow, 1983), p. 6.

15. V. G. Myagkov and L. E. Bykova, Dokl. Akad. Nauk
354, 777 (1997).

16. V. G. Myagkov, V. S. Zhigaov, L. E. Bykova, et al., Zh.
Tekh. Fiz. 68, 58 (1998) [Tech. Phys. 43, 1189 (1998)].

17. V. G. Myagkov, L. E. Bykova, and G. N. Bondarenko,
Pis'ma Zh. Eksp. Teor. Fiz. 68, 121 (1998) [JETP Lett.
68, 131 (1998)].

18. R. Singh, J. Appl. Phys. 63, R59 (1988).

19. J. P Liu,C.P Lio,Y. Liu, etal.,Appl. Phys. Lett. 72, 483
(1998).

20. V. G. Pyn'ko, A. S. Komalov, M. A. Ovsyannikov, et al.,
Izv. Akad. Nauk SSSR, Ser. Fiz. 31, 485 (1967).

21. V. G. Myagkov, L. E. Bykova, and G. N. Bondarenko,
Dokl. Akad. Nauk 368, 615 (1999).

22. P. Brissonne, A. U. Ablanchard, and H. Bartholin, |IEEE
Trans. Magn. 2, 479 (1966).

23. R. A. McCurrie and P. Gaund, Philos. Mag. 13, 567
(1966).

24. T. Taoka, K. Yasukochi, R. Honda, et al., J. Phys. Soc.
Jpn. 14, 888 (1959).

25. K. Barmak, R. A. Ristau, K. R. Coffey, et al., J. Appl.
Phys. 79, 5330 (1996).

26. B. M. Lairson, M. R. Visokay, R. Sinclair, et al., Appl.
Phys. Lett. 62, 639 (1993).

Trandated by O. Borovik-Romanova

No. 5 2000



Physics of the Solid State, Vol. 42, No. 5, 2000, pp. 973-980. Translated from Fizika Tverdogo Tela, Vol. 42, No. 5, 2000, pp. 942—-949.
Original Russian Text Copyright © 2000 by Shikin, Grigor’ ev, Prudnikova, Walykh, Mol odtsov, Adamchuk.

LOW-DIMENSIONAL SYSTEMS

AND SURFACE PHYSICS

I nteraction of Thin Silicon Layerswith the (0001) Surface
of Rare-Earth Metals

A. M. Shikin, A. Yu. Grigor’ev, G. V. Prudnikova,
D. V. Vyalykh, S. L. Molodtsov, and V. K. Adamchuk
Institute of Physics (Petrodvorets Branch), S. Petersburg State University, Petrodvorets, 198904 Russia
e-mail: shikin@snoopy.phys.spbu.ru
Received September 15, 1999

Abstract—The electronic and crystalline structures of the systems formed upon deposition of silicon layers
onto the Gd(0001) and Dy(0001) surfaces of single-crystal films anneal ed subsequently at T = 450-500°C have
been studied by low-energy electron diffraction (LEED) and also by the Auger electron and angle-resolved pho-
toelectron spectroscopy of the valence band and the Si(2p) corelevel. It isshown that the systemsthus produced
can be described as starting single-crystal films of Gd and Dy, with 3D islands of the silicides of these metals
on the surface of the corresponding metal films. © 2000 MAIK * Nauka/Interperiodica” .

1. INTRODUCTION

At present, there is a wealth of publications on the
interaction of rare-earth metals (REM) with silicon sur-
face. It isreliably established that the REM deposition
onto the Si(111) surface followed by annedling at a
temperature of ~400-500°C givesriseto astrong inter-
action of Si with the rare-earth metals and epitaxia
growth on the surface of ordered layers of REM disili-
cides with an AlB,-type structure and a stoichiometry
closeto MeSi; ; [1-9]. These disilicides have alayered
SI-REM-Si structure with a hexagonal arrangement of
S and REM atoms inside the corresponding layers
[1, 5-9]. Note that if rare-earth metal atoms form cen-
tered hexagons (i.e., with an atom at the hexagon cen-
ter) with alattice constant of ~3.8 A, the silicon atoms
inside the corresponding layers build noncentered
graphite-like hexagons with one additional vacancy in
each hexagon[1, 2, 6-8]. Thesevacanciesform, inturn,
an ordered structure of a larger size whose diffraction

patterns are of the (/3 x ./3)R30° type with respect to
the principal structure. These vacancies account for the
silicon hexagon matching to the corresponding basal |at-
tice constant of the system (~3.8 A). It isthisthat stimu-
lates the growth of epitaxial layers of nonstoichiometric
REM disilicides on the Si(111) surface with a good lat-
tice match between the disilicide film and the silicon
substrate. This work was aimed at studying the interac-
tion between silicon and rare-earth metals (Gd, Dy) in a
SI/REM system obtained by deposition of silicon onto
an REM surface, which can be called “reverse” with
respect to the system formed by REM deposition on the
silicon surface.

We studied the electronic and crystaline structure
of the systems produced by deposition of thin silicon

films onto the (0001) surface of the gadolinium and
dysprosium single-crystal films grown on a W(110)
single-crystal surface. The basal constants of the crystal
structure of these rare-earth metals are smaller than
those of the epitaxial silicides in the “direct” system:
3.63 A for Gdand 3.59 A for Dy [10]. On the one hand,
this removes the requirement of lattice matching
between the silicide phases and the REM substrate. On
the other, these metals readily form silicide-like struc-
turesin the direct system; i.e., when arare-earth metal
is deposited onto the Si(111) surface with its subse-
guent thermal annealing [3, 4, 11, 12].

In this work, the studies were carried out by the
methods of Auger electron and photoel ectron spectros-
copy of the valence band and the Si(2p) corelevel inthe
course of deposition of thin Si layers on the (0001) sur-
face of Gd and Dy single-crysta films, followed by
thermal annealing at ~450-500°C. Low-energy elec-
tron diffraction (LEED) spectroscopy was employed to
characterize the crystal structure of the systems.

It was shown that the systems formed by deposition
of silicon thin layers on the (0001) surface of the gado-
linium and dysprosium single-crystal films annealed
subsequently at ~450-500°C can be described as sin-
gle-crystal films of rare-earth metals (Gd, Dy) with 3D
islands of the silicides of these rare-earth metals cre-
ated on the surface of the system.

2. EXPERIMENTAL TECHNIQUE

The photoelectron studies were carried out at the
Synchrotron Radiation Center (BESSY |, Berlin) on
the TGM-3 channel with the use of a WSW-ARIES-
type electron spectrometer capable of angular resolu-

1063-7834/00/4205-0973%20.00 © 2000 MAIK “Nauka/Interperiodica’
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W(110) ~ Dy/W(110) Si/Dy/W(110)

(a) (©)

Fig. 1. LEED patterns (E,, ~ 83 eV) for (a) clean W(110) surface, (b) Dy(0001) single-crystal film on the W(110) surface, and (c)
Si(12 A)/Dy(0001)/W(110) system after annealing at 450-500°C.
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Fig. 2. Valence-band photoelectron spectra for different photoelectron polar takeoff angles (®) measured for the systems (a)
Si(4 A)/Gd(0001)/W(110) and (b) Si(4 A)/Dy(0001)/W(110) after annealing at 450-500°C. Shown in the bottom of Fig. 2b isthe
photoelectron spectrum of the Dy/Si(111) system after annealing at 400-500°C.
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tion and provided with a LEED diffractometer. The
total energy resolution of the system during experi-
ments was no worse than 0.2 eV. We measured the pho-
toelectron spectra of the valence band and the Si(2p)
core level in the course of deposition of silicon thin
films of different thicknesses onto the (0001) surface of
the gadolinium and dysprosium single-crystal films,
followed by warming the systems up to temperatures of
450-500°C. The exciting photon energy was chosen so
as to reduce the contribution of the REM 4f and 5d
states to the valence-band photoelectron spectra and
was equal to 26 eV. The Si(2p) photoelectron spectra
were measured at an incident energy of 130 eV, which
provided the maximum possible surface sensitivity of
the experiment. The Auger electron spectra of the
SI/REM systems studied during the Si deposition and
thermal annealing were measured by means of a four-
grid retarding-field energy analyzer at a primary-elec-
tron energy of ~1 keV.

The gadolinium and dysprosium single-crystal films
were grown on the (110) surface of a tungsten single
crystal according to the standard procedure [13, 14] by
depositing these metals to a thickness of ~150-200 A,
followed by thermal annedling at a temperature of
~400-500°C. The films thus prepared had a hexagonal
structure characteristic of the REM(0001) surfaces.
The diffraction patterns obtained from a clean W(110)
surface and a dysprosium single-crystal film grown on
the W(110) surface are compared in Figs. 1a and 1b,
respectively. The LEED patterns of a gadolinium sin-
gle-crystal film were similar. Silicon was deposited
onto the REM films from a silicon plate heated directly
by passing through it electric current. The thickness of
the deposited Si and REM layers was determined from
the frequency shift of a quartz resonator placed inside
the chamber so as to be at the same conditions as the
sample. The base pressure in the chamber during the
experiment was no higher than 1 x 1071° Torr. After the
silicon deposition, the Si/Gd(0001) and Si/Dy(0001)
systems were annealed at 450-500°C. As a result of
this treatment, both systems recovered the hexagonal-
structure LEED patterns characteristic of the origina
surfaces of the gadolinium and dysprosium single-crys-
tal films. Figure 1c shows a typical LEED pattern for
the Si/Dy(0001) system after its annealing at 450—
500°C. Similar patterns were observed for the
Si/Gd(0001) system.

3. RESULTS AND DISCUSSION

Figures 2a and 2b present the photoelectron spectra
of the valence band near the Fermi level at different polar
photoelectron takeoff angles for the Si(4 A)/Gd(0001)
and Si(4 A)/Dy(0001) systems after annealing at 450—
500°C. [The spectraof thicker (up to 12 A) predeposited
Si layers measured after thermal annealing had the same
pattern.] The photoel ectron spectraof both systemswere
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measured along the T-M—I" direction of the surface Bril-
louin zone of the rare-earth metal. As is seen from
Figs. 2aand 2b, the photoel ectron spectra obtained for
polar angles below 30° relative to the normal to the
surface for both systems have a strong feature (A) in
the range of binding energies near the Fermi level
(0-0.5 eV). The structure of the spectra changes with an
increase in the polar angle. The A feature first shifts
toward higher binding energies and, at polar angles
above 30°, splits into two features (A and B), one of
which (B) strongly dispersestoward higher binding ener-
gies. The A structure near the Fermi level is more com-
plex. However, one can likewiseisolate herefeatures dis-
persing with avariation in the polar angle and reaching a
maximum binding energy at polar angles of ~25 and 50°.
The above variations in the binding energy within the
main electron groups (features) in the valence band of
the Si/Gd(0001) and Si/Dy(0001) systems after anneal-
ing are shown graphically in more detail in Figs. 3aand
3b, which display the dispersion relations E(ky) derived
from the photoemission spectra with the use of the stan-
dard expression

k,00.51,/E,SinO,

wherek isthe parallel component of the quasi-momen-
tum in the Brillouin zone, E, is the photoelectron
kinetic energy, and © is the photoelectron polar takeoff
angle relative to the surface normal.

The features corresponding to different thicknesses
of the predeposited silicon layers (2, 4, and 12 A) are
identified in Figs. 3a and 3b by different symbols. For
comparison, crossesin Fig. 3a show the corresponding
dispersion relations for the original Gd(0001) single-
crystal film, which were measured in thiswork also for
hv =26 eV.

For comparison, Fig. 2b presents a photoelectron
spectrum of epitaxial Dy disilicide obtained in the
direct system by depositing Dy onto the Si(111) sur-
face, with its subsequent annealing at ~500°C. This
spectrum exhibits a clearly pronounced silicide-like
structure with the main features at binding energies of
0.8, 1.1, and about 2.5 €V—a pattern similar to that of
the valence band of the disilicides of other rare-earth
metals, including Gd [3-8]. Asis seen from compari-
son with the spectrum of dysprosium silicide, the
Si/Dy(0001) system does not exhibit distinct spectral
features characteristic of epitaxial bulk phases of REM
disilicides. One can distinguish only very weak features
near the binding energies of 2-2.5 and 1-1.5 eV (C and
C", which areidentified in the figure by dashes.

The photoelectron spectra of the Si/Gd and Si/Dy
systems presented in Figs. 2a and 2b resemble more
closely those of the valence band, which are character-
istic of the origina Gd(0001) and Dy(0001) single-
crystal films. A comparison with the dispersion rela-
tions obtained for a clean Gd(0001) surface shows that
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Fig. 3. Dispersion relations of the main valence-band features in the T-M-I" direction of the surface Brillouin zone of rare-earth
metals for the systems () Si/Gd(0001)/W(110) and (b) Si/Dy(0001)/W/(110) after annealing at 450-500°C. The different symbols
identify the Si layer thicknesses. For comparison, crossesin Fig. 3ashow the dispersion relations of the ground electronic states for

aclean Gd(0001)/W(110) film.

the main features in the electronic structure of the
Gd(0001) film and the Si/Gd(0001) system after
annealing are clearly similar to each other. Thisrelates
primarily to the B feature, which disperses strongly
toward higher binding energy for polar angles © > 25—
30° (k> 1-1.2 A-1). The pattern of the variation and the
binding energies of the main features (A and B) in the
valence band of the original Gd(0001) film and the
Si/Gd(0001) system after annealing practically coin-
cide.

The variations in the photoelectron spectra and in
the binding energiesfor the main valence-band features
(A, B, and C) of the Si/Gd and Si/Dy systems presented
here correlate with the theoretical and experimental
studies made for the Gd(0001) and Dy(0001) surfaces
inthe '-M-I" direction [13-17]. This provides support
for the above assumption that the main features in the
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photoelectron spectra characteristic of the starting
Gd(0001) and Dy(0001) single-crysta films are
retained after deposition of thin silicon layers, which
are subsequently annealed at 450-500°C.

Figure 4 displays the Si(2p) core-level photoelec-
tron fectra measured for the Si(12 A)/Gd(0001) and
Si(4 A)/Dy(0001) systems after annealing at ~450—
500°C. Also shown for comparison is a photoelectron
spectrum for a~20-A-thick silicon layer deposited onto
a Gd film and measured directly after a room-tempera-
ture deposition of silicon. An anaysis of the spectra
permits the following conclusion. If a spectrum
obtained before the annealing of the system hasasingle
broad peak with a maximum at a kinetic energy of
~27.2 eV, the annealing leads to the formation of adis-
tinct Si(2p) doublet and a shift of the spectrum as a
whole toward higher kinetic energies (and, hence,
toward lower binding energies). After the annealing of
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the Si/Dy system, one can observe a similar Si(2p)
doublet at the same energies (with one peak at about
27.3 eV, and another, at ~27.8 eV). The energies of the
peaks in the doublet do not depend on the thickness of
the predeposited silicon layer. At the same time, the
location of the maximum of the Si(2p) peak before the
annealing of the system does depend on the thickness
of the Si layer deposited preliminarily and varies from
27.510 26.8 eV for the thicknesses studied in the work
(from 2 to 20 and 50 A). Following the annealing of the
Si/Gd and Si/Dy systems, the intensity of the Si(2p)
peak decreases substantially.

Figures 5a and 5b demonstrate the variations in the
silicon and rare-earth metal (Gd, Dy) Auger spectra
obtained after the deposition of silicon layers with the
different thicknesses (3, 12, and 15 A) on the Gd(0001)
and Dy(0001) surface and annealing of the Si/REM
systems with the different thicknesses of the deposited
Si layer at atemperature of 450-500°C. Analysis of the
spectra shows that the Si(LVV) Auger peaks before and
after the annealing differ substantially in shape. While
before the annealing (particularly in the case of the 50-
A-thick silicon layer), the Si(LVV) Auger peak is close
in structure to that characteristic of pure noninteracting
silicon, after the annealing, this peak has a structure
observed in direct systems upon formation of the bulk
REM silicides [12, 18], particularly the Gd silicide
[12].

Thus, analysis of the Si(2p) photoelectron spectra
and the Si(LVV) Auger electron spectra evidences the
presence of silicon on the surface of REM films after
the silicon deposition and following their heating
despite the fact that the valence band manifests itself
primarily in the features typical of REM films. The
location of the Si(2p) doublet and its structure are sim-
ilar to those of thefeaturesin the Si(2p) spectraof REM
silicides [3-6]. The Si(LVV) Auger electron spectra
obtained after the annealing of the Si/Gd and Si/Dy sys-
tems also have a structure characteristic of REM sili-
cidesindirect systems. All thisevidencesasilicide-like
nature of the interaction between surface silicon and the
underlying REM film and the formation of the corre-
sponding Gd and Dy silicides on the surface of these
systems.

We believe that the totality of the features observed
in the photoelectron and Auger spectra can be
accounted for by an intense interaction of deposited sil-
icon with a part of surface atoms in the REM film,
which occurs during annealing of the S/REM systems
at 450-500°C and leads to the formation of silicide-like
bonds between Si and the rare-earth metal. The silicide
thus formed, rather than producing a uniform coating,
growsin three-dimensional islands on the surface of the
starting REM films. This can be due, on the one hand,
to the fact that this silicide is a chemically saturated
phase and is not bonded to the surface of the REM film.
On the other hand, the fairly large lattice mismatch
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Fig. 4. The Si(2p) core-level photoelectron spectra mea-
sured for the Si(4 A)/Gd(0001)/W(110) systems after
annealing at 450°C. Shown in the bottom is a Si(2p) photo-
electron spectrum obtained immediately after deposition of
a20-A-thick Si layer onto the Gd(0001) surface.

between the silicide and the metal precludes formation
of epitaxial silicide phases on the REM surface. The
REM silicideislands occupy asmall fraction of the sur-
face (they grow apparently primarily near defect clus-
tersin the starting REM films) and, hence, do not affect
appreciably the photoelectron spectra and the LEED
patterns. As a result, the photoel ectron spectra and the
LEED patterns generally have a structure and symme-
try similar to those observed in the original REM films.
The 3D silicideislands become manifest in the valence-
band spectra as weak features at binding energies of 1—
1.5 and 2-2.5 eV (Fig. 2), aswell asin the form of a
clearly pronounced silicide-like doublet in the photo-
electron spectra of the Si(2p) level and a modified
Si(LVWV) Auger peak in the Auger spectra of the final
systems. Experiments involving layer-by-layer Ar-ion
etching of the Si/Gd and Si/Dy systems bear out the
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Fig. 5. Variations in the Auger electron spectra during the deposition of silicon layers with different thicknesses (3, 12, and 50 A)
onto the single-crystal films (a) Gd(0001)/W(110) and (b) Dy(0001)/W(110) measured at room temperature and after annealing at

450-500°C.

above assumptions of the bulk of the REM films
remaining unaffected after the interaction with thin Si
layers and the accumulation of the reacted silicon on
the surface of the REM films. The experiments showed
that silicon (in the form of silicide) is distributed
directly on the surface of the system, so that etching it
off leaves afilm of a pure rare-earth metal down to the
REM/W(110) interface.

In conclusion, we note that silicide-like bonds
between the deposited silicon and an REM start to form
already at room temperature. As is seen from Figs. 5a
and 5b, the Si(LVV) Auger spectra measured after the
deposition of ~3 A Si have a nearly silicide-like struc-

ture. Heating the system to 450-500°C only makes the
process more intense, which permits all deposited sili-
con to react with the rare-earth metal and, thus, to form
athermodynamically stable system.

Thus, the above analysis of the experimental photo-
electron spectra [of the valence band and of the Si(2p)
core level] and the Auger electron spectra of the
SI/REM systems studied permits the conclusion that
the deposition of thin silicon layers on the surface of the
Gd(0001) and Dy(0001) single-crystal films, followed
by their annealing at 450-500°C, favors the formation
of 3D island films of the silicides of the corresponding
REM on the REM surface. After the annealing, the sili-
No. 5
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cideislands occupy a small fraction of the surface. The
island-free surface represents the Gd and Dy single-
crystal surfaces with a valence-band structure and a
symmetry similar to those of the starting REM films.
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Optical Anisotropy of the (100) Surfaces
in Al,Ga, _,As Ternary Compounds
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Abstract—The reflectance anisotropy spectra of the clean (100) surfaces of the Al,Ga, _,As ternary com-
pounds at aluminum concentrations O < x < 0.5 have been measured and thoroughly studied. In the spectral
rangefrom 1.6 to 3.5 eV, the signal caused by the optical transitionsin the arsenic dimers dominatesin the spec-
traof the clean arsenic-terminated GaAs surfaces. For the ternary compounds, an increasein the aluminum con-
centration brings about the broadening of thissignal and its shift toward the low-energy range. Thisisexplained
by the appearance of additional signals associated with the optical transitions in the nonequivalent arsenic
dimers, in which a part of the Ga atoms in the bulklike bonds is replaced by the Al atoms. An increase in the
number of the substituted gallium atoms leads to a decrease in the energy of optical transition in the dimer. The
fundamental optical transition energies are determined for the nonequivalent dimers. © 2000 MAIK

“Nauka/Interperiodica” .

1. INTRODUCTION

In recent years, an optical modulation technique—
reflectance anisotropy spectroscopy—has been widely
used in studies of electronic states on the surfaces of
semiconductors [1]. For cubic semiconductors, this
method provides a means for separating weak signals
of optical transitions on the surface from much stronger
signals of the optical transitions in the bulk of a mate-
rial due to the difference in the polarization properties.
The (100) surfaces of A;Bs semiconductors, unlike
their bulk, possess a pronounced optical anisotropy. In
particular, the clean surface becomes anisotropic owing
to the reconstruction, which leads to the lowering of its
symmetry. This brings about the polarization of optical
transitions on the surface, as a result of which the
reflectances for the light linearly polarized along two
principal axes of the surface appear to be different. For
the (100) surface, the signal in the reflectance anisot-
ropy spectrum is defined as

AR/R = 2(R,;,— R10)/(R5, + Ri0),

110 110

where R ;, and Ry, are the reflectances for the nor-

mally incident light linearly polarized along the [110[]
and [1100Cbxes, respectively. Since the bulk of the A;B.
semiconductors, to a first approximation, can be
regarded as an optically isotropic medium, the reflec-
tance anisotropy signal from the bulk is equal to zero.
Nonzero signal can beformed only in the reconstructed
layer of atoms on the surface.

The clean GaAs(100) surfaces have been exten-
sively investigated in recent years by the reflectance
anisotropy spectroscopy under growth conditions of

molecular beam epitaxy [2], MOS hydride epitaxy [3],
and upon annealing of samples passivated by sulfide
solutions [4]. These studies made it possible to obtain
the characteristic spectra corresponding to the known
reconstructions of the (100) surface. However, the
interpretation of these spectra involves considerable
difficulties, because, apart from the signals of optical
transitions between surface states, the spectra can
exhibit signals brought about by the transitions in the
adjacent bulk region perturbed by the surface of the
crystal. Specificaly, the spectrum of the As-rich
GaAs(100) surface with the (2 x 4)/C(2 x 8) recon-
struction [2] shows a similarity to the spectrum of the
imaginary part of the permittivity for GaAs and con-
sistsof two broad lineslying in the range of the bulklike

transitionsE,, E; + A, (3€eV), and E; (4.5€V). Reason-
ing from this coincidence, the spectral features
observed were assigned to the transitions in the subsur-
face layer of the bulk [5].

According to another viewpoint [6-8], the reflec-
tance anisotropy spectrum of the GaAs(100) surface
with the (2 x 4)/C(2 x 8) reconstruction can be directly
connected with the transitions between el ectronic states
of the arsenic dimers, which represent the basic units of
the given reconstruction. The dimer is formed by the
two nearest-neighbor arsenic atoms on the (100) sur-
face and linked to four gallium atoms of the underlying
layer of the crystal. The optical transitions can occur
between orbitals of the dimer that are predominantly

oriented along the [110] axis of the surface. The tight
binding calculations have assigned the spectral feature
at an energy of 3eV tothetransition of an electronfrom

1063-7834/00/4205-0981$20.00 © 2000 MAIK “Nauka/ Interperiodica’
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Fig. 1. Reflectance anisotropy spectraof theAl,Ggy _,As(100)
oxidized surfaces at different aluminum concentrations x:
(@) 0, (b) 0.27, (c) 0.35, and (d) 0.5. Arrows show the ener-
gies of the bulklike transitions Egand E;. Horizontal
straight-line segments at the left indicate the levels of zero
signals.

the occupied dangling orbital to the antibonding orbital
of the arsenic dimer [7, 8].

It is obvious that, in the former case, the anisotropy
of the GaAs(100) surface is associated with the transi-
tions between the electronic states delocalized in the
subsurfaceregion, and, in the latter case, it is caused by
the transitions between the localized states on the sur-
face.

The validity of these viewpoints can be experimen-
tally verified by the investigation of solid solutions of
the Al,Ga, _,Asternary compounds. The lattice param-
eter of these compounds does not depend on the alumi-
num concentration. Consequently, it can be expected
that the configuration of arsenic dimers formed on the
As-terminated Al,Ga, _,AS(100) surface is identical to
that on the GaA s(100) surface. However, the nonequiv-
alent arsenic dimers should be formed in the ternary
compound due to the substitution of the Al atoms for
the Ga atoms in the nearest environment of the dimer.
It can be assumed that the spectral feature at an energy
of 3 eV stemsfrom the transitions between the del ocal -
ized states in the subsurface layer. Then, anincreasein
the aluminum concentration in the composition of the
solid solution should lead to the shift of this feature
toward the high-energy range, asit was observed in the
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permittivity spectrum of the bulk of a material [9]. If
the spectral feature results from the transitions between
the electronic states of the arsenic dimer, one can
expect its broadening and even splitting due to the for-
mation of dimerswith other energies of the optical tran-
sition.

In the present work, we measured and investigated
the reflectance anisotropy spectra of the clean As-ter-
minated Al,Ga, _,As(100) surfaces. The main purpose
of our investigation was to revea the extent to which
these spectra are contributed by the optical transitions
localized at the arsenic dimers on the surface.

2. EXPERIMENTAL RESULTS

An experimental setup for recording the reflectance
anisotropy spectra was described in detail in [10]. The
experiments were performed using the Al,Ga, _,Aslig-
uid-phase epitaxial layers 6 um thick with composi-
tions x = 0 and 0.27; moreover, we used the MOS
hydride epitaxia samples 2.3 um thick with x = 0.35
and 0.5. The compositions of the solid solutions of ter-
nary compounds were refined from the reflectance
anisotropy spectra of the oxidized surfaces of samples.

Figures 1la—1d demonstrate the reflectance anisot-
ropy spectra of the oxidized (100) surfaces of the
p-Al,Ga, _,As layers at several concentrations x in the
range from 0 to 0.5. In the spectrum of GaAs, the spec-
tral feature most clearly manifests itself in the energy
range of the bulklike transitions E; and E; + A,. This
feature is associated with the anisotropy of the linear
electrooptical effect induced by the space-charge elec-
tric field in the subsurface layer [10, 11]. As the alumi-
num concentration in the Al,Ga, _,As solid solution
increases, the spectral feature shifts toward the high-
energy range, thus reflecting an increase in the energy
of the E; and E; + A, transitions [9]. The compositions
of the solid solutions were refined from the location of
a minimum that corresponds to the energy of the E;
transition. It should be noted that a broad structureless
signal is also observed in the reflectance anisotropy
spectraover the entire energy range studied. A possible
reason for this signal isthe shielding effect at the semi-
conductor—oxide interface [12]. In the energy range
below the absorption edge, the spectrum shown in
Fig. 1c exhibits oscillations caused by the interference
in the solid solution layer.

At present, there has been no technique for prepar-
ing clean Al,Ga,; _,AS(100) surfaces by annealing of the
samples under ultrahigh vacuum. Earlier [13], it was
shown that the reconstructed GaA s(100) surface can be
obtained when the sample isin situ treated in a passi-
vating sulfide solution. The experimental procedure
devised in [13] was applied in the present work to the
ternary compounds. This procedure was as follows. A
sample was fixed in a quartz cell. The quartz cell was
filled with a1 M Na,S - 9H,0 solution, and immedi-
ately afterward the reflectance anisotropy spectrum of
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the sampl e in the solution was recorded. Then, the sam-
ple was isolated from the external lighting and left to
stand in the solution for 90120 min. In thistime inter-
val, the natural oxide was removed, instead of which
the passivating coating was formed on the sample sur-
face to prevent a further contact between the surface
and the solution. Then, the spectrum was recorded
again. The difference between the spectra obtained
characterizes the anisotropy due to the formation of a
passivating coating on the surface. Thereafter, the sam-
ple was exposed for a short time (several minutes) to
light with a quantum energy higher than the band gap
of the semiconductor, and the reflectance anisotropy
spectrum was recorded again. As was shown for the
GaAs(100) surface, exposure to the light brings about
the breaking of the As-S chemisorption bonds, which
are formed in the course of the “dark” treatment and
dominate on the crystal surface. Asaresult, the arsenic
dimers are formed on the surface under the passivating
coating. Note that the difference spectrum obtained
from the spectra prior to and after the exposure to light
appears to be identical to the spectrum of the clean
(100) surface with the (2 x 4) reconstruction [14].

The spectra of the GaAs(100) surfaces obtained
according to the above experimental procedure are
depicted in Fig. 2 (curves a—). In all the spectra, the
signal decreases down to zero at energies above 3.5 eV
due to the absorption of light by the solution. Spectrum
d in Fig. 2 (the difference between spectra b and a)
characterizes changes observed in the reflectance
anisotropy spectra due to the dark treatment of the sur-
faceinthe solution. At energiesbelow 3.5 €V, this spec-
trum is the sum of the monotonically increasing signal
caused by the formation of passivating coating on the
surface [13] and the narrow spectral feature near 3 eV,
which reflectsthe changein the subsurface electric field
[10]. Spectrum e (the difference between spectra c and
b) is associated with the anisotropy induced by theillu-
mination of the passivated surface by the light. This
spectrum isrepresented by the spectral line with amax-
imum at about 3 eV and coincides with the characteris-
tic spectrum of the clean GaAs(100) surface with the
(2 x 4) reconstruction (spectrum ) [14].

Figure 3 displays the reflectance anisotropy spectra
of the clean As-terminated Al,Ga, _,AS(100) surfaces,
which were obtained in the same manner as spectrum e
in Fig. 2. It can be seen that, in the spectra of ternary
compounds, an increase in the aluminum concentration
leads to a considerable broadening of the line observed
in the spectrum of GaAs(100) at about 3 eV toward the
low-energy range, and, at x = 0.5, the signal maximum
is also shifted toward the low-energy range.

3. DISCUSSION

It is evident that the reflectance anisotropy spectra
of the Al,Ga, _,As ternary compounds (Fig. 3) do not
follow the behavior observed in the spectra of theimag-
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Energy, eV

Fig. 2. Reflectance anisotropy spectraof the (100) surface of
the GaAs sample in situ treated in a Na,S solution: (a)
immediately after the pouring of the solution, (b) after the
treatment in the solution without lighting for 120 min, and
(c) after exposure of the surface to the light. (d, €) Differ-
ence spectra characterizing the anisotropy induced at the
corresponding stage of treatment. (f) The characteristic
spectrum (obtained under ultrahigh vacuum [10]) of aclean
(100) surface with the (2 x 4) reconstruction. Horizontal
straight-line segments at the left indicate the levels of zero
signals.

inary part of the permittivity for these compounds,
which are displaced toward the high-energy range with
an increase in Xx. At the same time, the aforementioned
spectral changes can be easily explained under the
assumption that the reflectance anisotropy spectra in
the range 1.6-3.5 eV are predominantly contributed by
the optical transitionslocalized at the arsenic dimerson
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AR/R

Energy, eV

Fig. 3. Reflectance anisotropy spectraof the clean As-termi-
nated Al,Ga; _,As(100) surfaces at different aluminum
concentrations x: (&) O, (b) 0.27, (c) 0.35, and (d) 0.5. Hori-
zontal straight-line segments at the | eft indicate the level s of
zero signals.

the surface. In the spectrum of GaAs, this contribution
is reflected by a single line at an energy of 3 eV. The
broadening and shifting of the reflectance anisotropy
spectra of the ternary compounds toward the low-
energy range with an increase in x are reasonably
explained by the splitting of this line due to the forma-
tion of nonequivalent arsenic dimerswhen the Al atoms
substitute for the Ga atomsin the bulklike bonds of the
dimer. In this case, as can be seen from the spectra, the
energy of optical transition in the nonequivalent dimers
should decrease with an increase in the number of the
substituted gallium atoms. This decrease can be quali-
tatively explained in the following way. The replace-
ment of the Ga atom by the more electropositive Al
atom leads to an increase in the electron density on the
Asatom in the dimer. Then, the energy level of an elec-
tronin thedangling orbital of the dimer, from which the
optical transition occurs, is shifted toward the energy

PHYSICS OF THE SOLID STATE Vol. 42

BERKOVITS et al.

AR/R
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Energy, eV

Fig. 4. Decomposition of the reflectance anisotropy spectra
of the clean surfaces: (a) GaAsand (b) Alg 5Gag sAS. Dotted
lines show the spectral lines corresponding to the optical
trangitions in the nonequivalent As dimers. Dashed lines
represent the contributions of the bulk to the reflectance
anisotropy signal.

level of the electron in vacuum. The level of the anti-
bonding state of the dimer is aso shifted upward; how-
ever, since this state is more delocalized, the shift is
smaller. As a consequence, the energy of the optical
transition contributing to the reflectance anisotropy
spectrum is shifted toward the low-energy range. The
energies of optical transitions in arsenic dimers of dif-
ferent types can be exactly calculated within the tight
binding approximation.

The decomposition of the reflectance anisotropy
spectrum of the GaAs(100) surface with the (2 x 4)
reconstruction (see Fig. 3, spectrum a) is demonstrated
in Fig. 4. According to [14], in the spectral range from
1.6 to 3.5 eV, this spectrum can be represented as the
sum of the spectral line described by the Gaussian con-
tour with a maximum at 3 eV and the monotonically
increasing structureless signal. As follows from the
experimental data [15], the latter signal persists after
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Spectral parameters of optical transitions in the nonequivalent As dimers on the Al sGay 5AS(100) surface
Atomsin bulklike bonds of As dimers 4Ga 3Ga+ 1Al | 2Ga+2Al | 1Ga+ 3Al 4Al
Energy location of lines of optical transitions, eV 29 2.6 2.25 1.95 (1.6-1.65)?
Normalized integrated intensity (experiment) 0.06 0.255 0.38 0.255
Relative concentration of As dimers (calculation) 0.0625 0.25 0.375 0.25 0.0625

the complete oxidation of the surface. Therefore, it can
be assumed according to [16] that this signal reflects
the contribution of the subsurface bulk region to the
reflectance anisotropy spectrum.

The spectrum of the clean Al sGay 5AS(100) surface
(Fig. 3, spectrum d) can be decomposed in a similar
way asthe spectrum shown in Fig. 4aon the basis of the
following simple considerations. First, the broad struc-
tureless signal arising from the bulk anisotropy should
be strongly shifted toward the high-energy range owing
to an increase in the energy of the bulklike transitions
in the ternary compound and virtually should not over-
lap with the spectral feature attributed to the optical
transitions in the arsenic dimers. Second, it can be
assumed that the half-width of the decomposition com-
ponents corresponding to the optical transitions in the
nonequivalent dimers isidentical to that of the Gauss-
ian contour in Fig. 4a. Since, at x = 0.5, the percentage
of the Gaand Al atoms isthe same, the As dimers with
two Ga atoms and two Al atoms in the nearest environ-
ment are most probably formed on the clean
Al sGay sAS(100) surface. Consequently, the energy of
the appropriate optical transition should coincide with
the location of amaximum in the reflectance ani sotropy
spectrum of the AlysGaysAS(100) surface. The total
number of the splitting components for the line associ-
ated with the arsenic dimers is equal to five, provided
that the energy of optical transition dependsonly onthe
number of substituted gallium atoms. In Fig. 4b, a part
of the spectrum associated with the optical transitions
indimersis represented as the sum of four components
corresponding to nonequivalent dimers of four types.
The neighboring components of the decomposition are
separated in energy by 0.3-0.35 €V. This allows us to
assumethat the fifth component of decomposition asso-
ciated with the transitionsin the As dimers with four Al
atoms in the nearest environment should lie in the
energy range 1.6-1.65 eV, which corresponds to the
boundary of the operating range of the experimental
setup. The energies and the normalized integrated
intensities of the decomposition components are listed
in the table.

Itisclear that the intensity of each component of the
decomposition should be proportional to the concentra-
tion of dimers of a particular type on the surface. The
relative concentrations of nonequivalent arsenic dimers
of each type on the AlysGaysAs surface can be esti-
mated from probability considerations. If the total con-
centration of dimersis equal to unity, the sought con-
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centrations are equal to Ckx{(1 — X)*~¥ where k is the

number of Al atoms in the nearest environment, and x
is the Al concentration in the solid solution. The table
presents the concentrations of nonequivalent dimers at
x = 0.5, which were calculated using this relationship.
It is seen from the table that the calculated concentra-
tions correlate well with the normalized integrated
intensities of the spectral lines corresponding to the
nonegquivalent dimers.

Thus, in the present work, we obtained and examined
the reflectance ani sotropy spectraof the (100) surfaces of
the AlLGa, _,As ternary semiconductors. It is revealed
that the spectra of the oxidized surfaces of the ternary
compounds are similar to the spectrum of GaAs. This
enables us to draw the inference that the reflectance
anisotropy in the ternary compounds, asin GaAs, can be
represented as the sum of two contributions, one of
which isassoci ated with the subsurface el ectric field, and
the other contribution is due to the shielding effect at the
semiconductor—oxide interface. The spectra of the clean
As-rich AlLGa, _,As surfaces were obtained using non-
vacuum technique under conditions when the samples
were in the sodium sulfide solutions. It is found that, in
the spectral range 1.6-3.5 eV, the reflectance anisotropy
signalsare primarily brought about by the localized opti-
cal transitionsin the nonequivalent arsenic dimersdiffer-
ing in the number of Al atoms in the bulklike bonds
(from O to 4). As the number of Al atoms increases by
one atom, the energy of optical trangition in the dimer
decreases by approximately 0.3 €V. The fundamental
optical transition energies are determined for the non-
equivalent dimers of four types.

Moreover, it was found that the spectra of the clean
AlLGa, _,As surfaces, like the spectra of GaAs, exhibit
a structureless monotonically increasing signal attrib-
uted to the transitions in the subsurface perturbed layer
in the bulk of the semiconductor. With an increase in X,
the signal shifts toward the high-energy range in much
the same manner as the spectrum of the imaginary part
of the permittivity for ternary compounds.
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AND LIQUID CRYSTALS

Per mittivity of Liquid Crystalsof the Alkylcyanobiphenyl Group
In a Decimeter Wavelength Range
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Abstract—The high-frequency dielectric spectra of liquid crystals of the alkylcyanobiphenyl group with vari-
ous length of the mobile akyl chain C,H,, . 1 (n =5-8) are experimentally studied. It is established that areso-
nance feature is observed in the frequency range of 300 MHz for all the crystals on the high-frequency branch
of the orientational part of dielectric spectra. It is shown that the position of the dielectric resonanceisvirtualy
independent of the temperature and the degree of crystal dilution by benzene, but its intensity essentially
depends on both factors. The nature of the dielectric resonance found is probably caused by the intramolecular
motion of methylene fragments, which are strongly bound with a rigid core of molecules. © 2000 MAIK

“Nauka/Interperiodica” .

For anumber of mesomorphic phasesof liquid crys-
tals, the didlectric spectra often involve portions with a
significant deviation from the Debye dispersion law. As
arule, the spectra are characterized by high- and low-
frequency distortions depending on the molecul e struc-
ture, magnitude, and type of the liquid-crystal order.
The low-frequency part of the dispersion (radio-fre-
guency range) is usually associated with the features of
the orientational collective motion of molecules and
mobileionic charges[1, 2]. The high-frequency part of
the spectrum is the least understood, and additional
mechanisms of dielectric relaxation related to the
intramolecular mobility are currently only assumed to
take effect in a decimeter wavelength range [3, 4]. In
our earlier detailed study [5] of the dielectric spectra of
the 4-n-pentyl-4'-cyanobiphenyl (5CB) liquid crystal in
the frequency range 50-1000 MHz, we found that, in
the vicinity of 300 MHz (and at higher frequencieswith
an increase in the temperature), there is a rather strong
deviation of the spectrum from the Debye monotonic
dependence.

The present work is devoted to the study of the
dielectric spectra in a decimeter wavelength range on
the samples of liquid crystals from the series of 4-n-
alkyl-4'-cyanobiphenyls with a various length of the
mobile alkyl chain C H., . ; (n =5-8). Asisknown, the
rigid core of molecules in the cyanobiphenyl com-
pounds of liquid crystals is formed by two benzene
rings, along the axis of which the strongly polar group
C=N is situated on one side of the core (this group has
a large dipole moment oriented along the long axis of
the molecule) and the flexible hydrocarbon chains
(“tails’), which consist of -CH,—groups, arelocated on
the other side of the core. All the samples under study
are nematic liquid crystals by type of liquid-crysta

ordering, and only for the 8CB crystal, there is also the
smectic phase in the temperature range 209 <t <
33.5°C. The dielectric spectrum of each sample was
taken twice for two states of the crystal. For measure-
ments in the nematic phase, the temperature was set
5K below the temperature t,; of transition from the
nematic state to theisotropic state, and in the case of the
isotropic phase, the temperature was set 2 K abovet,,.

The dielectric properties of liquid-crystal
mesophases were investigated in the frequency range
50-500 MHz, which corresponds to the most pro-
nounced resonance feature in the spectrum [5]. This
range of decimeter wavelengths is rather difficult to
carry out reliable measurements. For this reason, we
used specialy devised miniature tunable microwave
sensors based on the ring-shaped microstrip resonators.
The sensors and techniques of resonance measure-
ments were described in [5, 6]. A liquid crystal was
placed inside an UHF measuring cell in the antinode of
a high-frequency electric field between two gold-
coated surfaces 2 x 2 mm in size with a spacing of
100 pm. The parallel orientation of long axes of thelig-
uid crystal molecules with respect to the high-fre-
quency field was achieved with the help of the uniform
constant magnetic field H = 2.5 kOe. The temperature
of the measuring cell was stabilized with an accuracy of
0.1°C and could be varied from 0O to 60°C.

The spectra of the real part of the permittivity for
5CB, 7CB, and 8CB liquid crystal samples, whichwere
taken in the nematic phase under the molecular director
orientation parallel to the polarization of the high-fre-
quency field g(f), are given in Fig. 1 (curves 1, 2, and
3 respectivelys. In order not to overload the figure, the
spectrum for a6CB liquid crystal isnot shown, because
it almost coincides with the spectrum of the 5CB liquid

1063-7834/00/4205-0987$20.00 © 2000 MAIK “Nauka/Interperiodica’
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Fig. 1. Frequency dependencesof thereal part of the permit-
tivity for (1) 5CB, (2) 7CB, and (3) 8CB liquid crystalsin
the nematic phase.

crystal sample. The absolute precision of the g;(f) mea-
surements is shown in curve 1. This precison was
observed in al the experimental curves and was equal
to £0.02. It can be seen that all the curves are qualita-
tively similar to each other, and the main feature of each
dielectric spectrumisaclearly revealed maximum near
280 MHz (€1,%) and aminimum near 350 MHz (&)
The behavior of g(f) in the range under consideration
indicates the existence of dielectric resonance, whichis
observed at about the same frequency for all the sam-
ples under study.

To put it differently, the resonance location is inde-
pendent on the length of the alkyl chain in cyanobiphe-
nyls. However, as is known, this length rather strongly
affects the Debye relaxation frequencies f. Actually,
the fp frequencies measured for 5CB, 7CB, and 8CB
liquid crystals at temperatures 5 K below t,; are equal
7.2, 6.2, and 5.45 MHz, respectively [7]. As the length
of alkyl “tails’ increases, i.e., when passing from the
less “inertial” composition to the more “inertial”
(Fig. 1), one can observe not only a decreasein the per-
mittivity of the liquid crystal samples at high frequen-
cies, but also a significant decreasein the dielectric res-
onance intensity, which can be evaluated from the dif-
ference (€rmax — Emin)-

Note that the intensity of the resonance observed
monotonically increases with anincrease in the temper-
ature. It follows from the experiment that, upon transi-
tion from the nematic phase to the isotropic phase, the
resonance intensity increases for al the samples stud-
ied more than three times. However, in this case, the
characteristic frequencies corresponding to €,,,, and
€min Virtually do not change, and, hence, the location of
the dielectric resonance does not change aswell. Itis of
interest to note that the resonance observed rather well
manifestsitself in the smectic phase, which existsin the
8CB liquid crystal. The dielectric spectra of thisliquid
crystal are shown in Fig. 2. These spectra were mea-
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Fig. 2. Frequency dependences of thereal part of the permit-
tivity for 8CB liquid crystal in (1) smectic phase, (2) nem-
atic phase, and (3) isotropic state.

sured for three different phases, namely, the smectic
(t =28.5°C), nematic (t = 35.8°C), and isotropic liquid
(t=42.2°C) phases. It is seen that, upon transition from
the nematic phase to the smectic phase, the intensity of
resonance decreases approximately three times, but its
location on the frequency axis remains as before.

It is known that the Debye relaxation frequency of
liquid crystalsincreases with an increase in the temper-
ature. Asaresult, the orientational part of the dielectric
spectrum shifts to the right toward the high-frequency
range. It isaso known that, asthe length of alkyl chain
inaliquid crystal molecule increases, the f, frequency,
on the contrary, decreases, and, as a consequence, the
orientational part of the dielectric spectrum shifts
toward the low-frequency range. Therefore, taking into
account the results of experiments presented in Figs. 1
and 2, we can conclude that the intensity of the dielec-
tric resonance observed increasesin any caseswhen the
relaxation region of the spectrum (induced by the polar-
ization of liquid crystal molecules) approachesthisres-
onance.

The degree of deviation of the experimentally
observed dielectric spectra from the Debye frequency
dependences of the permittivity for liquid crystals from
the series of akylcyanohiphenylswas evaluated in [1-4]
according to the Cole-Cole diagrams. The high-fre-
guency distortions in the diagrams, as a rule, are
described by a set of internal relaxation regions of the
Debye type. In this case, the frequency dependence of

thereal part of the permittivity € (w) isrepresented in
theform

€ —Eu

ep(w)—e, = H

k

(D)

2_2'
1+w'Ty

where €, and T, are the kth components of the static
permittivity and relaxation time, respectively; and €., is
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Fig. 3. Frequency dependences of the imaginary part of the
permittivity for (1) 5CB, (2) 7CB, and (3) 8CB liquid crys-
talsin the nematic phase.

the rf permittivity. Because of the limited number of
experimental points presented in the papers, the spec-
tral components of these regions and, first of all, the
reasons for their appearance still remain unclear.

However, in the present work, we established that
the deviation from the Debye dependence in the high-
frequency part of the dielectric spectrum most likely
can be connected with the resonance behavior of alkyl-
cyanobiphenyls at high frequencies rather than with
their relaxation behavior. Evidence for this conclusion
is the absence of the characteristic frequency shift in
the dispersion region of the dielectric spectrum with a
change in the temperature of samples, which is cer-
tainly not typical of the relaxation processes. The loca-
tion of a maximum in the frequency dependence of the
imaginary part of the permittivity (Fig. 3) determines
the resonance vibrational frequency, which turned out
to be approximately identical (about 320 MHz) for all
the samples studied.

The experiments performed demonstrate that the
origin of the dielectric resonance found is brought
about by the excitation of intramolecular vibrations.
This is confirmed by the following findings. First, the
resonance intensity increases with an increase in the
temperature of samples, which especially clearly man-
ifestsitself in the nematic— sotropic liquid phase transi-
tion. Second, upon dilution of liquid crystals by ben-
zene (up to 50% benzene content in the sample vol-
ume), the resonance intensity first significantly
increases and then monotonically decreases, the reso-
nance frequency being unchanged.
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The vibrations of flexible alkyl groups can be the
most probable intramolecular motions connected with
the dielectric resonance. However, the fact that the fre-
guency of the resonance found is virtually independent
of the length of the alkyl chain suggests that only cer-
tain methylene fragments can contribute to the vibra-
tional process. This assumption is well justified with
the data obtained by the NMR method [8, 9]. According
tothesedata[8, 9], the order parameter is strongly non-
uniform along the length of alkyl chain. Its value dras-
tically decreases toward the chain end and remains
almost the samefor thethreefirst fragmentsin all alkyl-
cyanobiphenyl compounds. It isquite probablethat itis
these vibrations of the first alkyl chain fragments
strongly bound with the rigid core that manifest them-
selves asthe dielectric resonance found at the end of the
Debye dispersion region. The natural frequencies of
vibrations of the next alkyl chain fragments are signifi-
cantly higher, and, probably, the resonances observed at
frequencies of 450-1000 MHz in the isotropic phase of
a5CB liquid crystal are caused by these fragments[15].
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