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Abstract—The transport coefficients of conductors with degenerate carrier statistics in a magnetic field have
been calculated with the inclusion of the mutual electron and phonon drag. The calculation is carried out in the
linear approximation in the degeneracy parameter. A study has been made of the mutual drag on the thermo-
magnetic and thermoelectric phenomena in conductors, in both isothermal and adiabatic conditions. © 2000

MAIK “ Nauka/Interperiodica” .

Investigating the influence of e ectron-phonon drag
on the thermomagnetic phenomenain conductorsis not
only more interesting than studying galvanomagnetic
effects, but more complex aswell [1-14]. Thermomag-
netic (TM) phenomena, such as the longitudinal and
transverse Nernst—Ettingshausen effects, are much
finer probes to study the carrier scattering mechanism
than mobility [2]. When the dominant scattering mech-
anism changes, the carrier mobility changes only in
magnitude, whereas TM effects, which are proportional
to the energy derivative of the relaxation time, can
reversetheir sign[2, 13]. Therefore, the investigation of
their dependences on the magnetic field and tempera-
ture yields more complete information, both on the
mechanisms of carrier and phonon relaxation and on
the spectrum of quasiparticles in the compounds under
study.

This work aimed to study the influence of the
mutual electron and phonon drag on the thermomag-
netic and thermoel ectric effects in metals and semicon-
ductors with degenerate carrier statistics. The theory
developed in [7, 8] in zeroth approximation in the
degeneracy parameter kgT/( < 1 ({ is the Fermi
energy) cannot be used to analyze these phenomena,
because in this approximation diffusion fluxes, as well
as the Nernst—Ettingshausen effects, vanish. Therefore,
in order to study TM effects, one should solve coupled
transport equations for nonequilibrium distribution
functions of the electron-phonon systems, taking into
account the higher terms of the expansion in the kgT/C
parameter. This solution, with due account of the
mutual electron-phonon drag, was found in our work
[15] inalinear approximation in the degeneracy param-
eter.

In thiswork, we shall use this solution, calculate the
charge and heat fluxes, and analyze the role played by

the mutual electron-phonon drag in thermomagnetic
and thermoelectric effects in degenerate conductors
with an isotropic carrier spectrum. In Section 1, the
conduction current in a nonequilibrium electron-
phonon system is calculated, and the transverse and
longitudinal Nernst—Ettingshausen effects are consid-
ered. Section 2 deals with a calculation of the heat flux
and analyzes the magnetic-field dependence of the heat
conductivity and the Maggi—Righi—Leduc effect in a
linear approximation in the degeneracy parameter.
Thermomagnetic and thermoelectric phenomena in
degenerate conductors in adiabatic conditions are stud-
ied in Section 3 with the inclusion of the mutual elec-
tron-phonon drag.

1. TRANSVERSE AND LONGITUDINAL
NERNST-ETTINGSHAUSEN EFFECTS

The transverse Nernst—Ettingshausen (NE) effect
consistsin the generation of an eectric field in asample
inthedirection perpendicular to the temperature gradient
VT = ([O,T, 0, 0) and to the magnetic field H = (0, O, H).
The magnitude of this effect is determined by the coef-
ficient Q(H) [3]

Q(H) = -HO,T/E,. (1)

The coefficient of the longitudina NE effect Aa(H)
characterizesthe variation of the electric field along the
temperature gradient induced by the magnetic field; it
is actually the variation of the thermopower in a mag-
netic field

E(H) -EJ0) = (a(H)-a(0))0,T

= Aa(H)O,T. @)
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In isothermal conditionsj, =0, j, =0, L,T =0, and in
order to find the Q(H) and Aa(H) coefficients, it is suf-
ficient to calculate the conduction current j.

We separate the part of the conduction current pro-
portional to the nonequilibrium extratermsin the elec-

tron distribution function, 3" and 8f(? [15]. Then,

for aconductor with an isotropic carrier dispersion law,
we obtain

._de

af,
e %r‘;((?))(xm(s) +2ou(®))

= J1tia
yon(®) = (5)‘“(% ©).

Qu(e) = Q(e) + \/(8)(h x Q(¢)),

() ©)
W(e) PR
Kan®) = {2a(6) + VO (h x X2(8))} (1 +Y(E))
fi(e))”

x.(8) = —eI(s)[E+ 5= &3 A(E ).|.S vaT[L

i = 325 e

Here, m(€) = m(g)/mg, m is the effective electron mass

a the Fermi level, k = k/kg, fike isthe Fermi momentum,
y(€) = Qt(g), where Q isthe cyclotron frequency, T(€) is
the total electron relaxation time, T7(g) = vg(k) =
Ve(K) + Ve pn(K), Va(K) and v 54(K) are the electron relax-
ation rates at impurities and phonons, respectively, and
the function Q(g) is defined in [15]. The current j, is
caused by the direct action of the electric field and of
the temperature gradient on the el ectron subsystem and
also includes the phonon drag of electrons. It can be
expressed in the well-known way [3]

j1 = ng{ Ein+VYe(hxEjp)},

Ejin = Ea+t eBT:fD,NVT
By = E+2ALQVT, @
_ (KEWEWE)" D
Din = keT de [ m(g) DL:Z’
0o _ e’ NeTe

Me(1+YE)
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The charge flux j, takes into account the interaction of
nonequilibrium electrons with the phonon subsystem.
The only contribution to it in the linear approximation
in kg T/{ comes from the symmetric part Q4(€) of the
function Q(g). Substituting the solution of the integral
equation for the Q(g) function foundin[15] into (3) and
integrating over the parameter € yields

. oxxl'
I2 = (—1——r—)—_—{ Ein+VYe(hxEp)},

Ejon = Bj2vEa+ Evons

CDo(1+ VF)(l VF)

Bjxn = 1_r—V2
1+VF
2C,Do(1+ V2
Biz2 = 2-I —— 2% ol Y;)
(1_r)(1+yF) (5)
kg
Ery = __[(1 M)Do1— yFDQZ]VT

kg
Erp = T[Z[DQI (1-T)Dg,] VT

Don = ke[ IN[mE)W(e) (V)" )] ]e .

= kg T L IN(PE)]e=c.

where d(e) = 5 e po(ke, QVin(ke, @)/ Vi@, . Cr =
A

In(2) +J, by [14], and J; =0.31. Thel =1®({) param-
eter characterizes the extent of the mutual effect of the
deviation of the electrons and phonons from equilib-
rium in the absence of amagneticfield. Itisequal to the
ratio of the electron mean free time to the time required
for the momentum imparted by electronsto phononsto
transfer back to the electron system [14]. As seen from
(5), in strong magnetic fields for y- > 1, aswell asfor
N <1, wehavej, <j,, sothat the mutual drag effects
may be neglected. The significance of the j, current
increases with increasing the parameter I, and for I >
1/2 disregarding the mutual drag in weak magnetic
fields will produce qualitatively inaccurate results in
the interpretation of experimental data. It should be
pointed out that the drift current (which is proportional
to the electric field E) and the drag current (propor-
tional to A,,VT renormalize in the same way due to the
influence of the nonequilibrium electron distribution on
the electrons through the phonon system. Expressing
the total current j in terms of the tensor components of
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the electrical conductivity o, and thermoelectric coef-
ficients B,

ju = z (oquv - BuvaT)!

\

(6)
we can write the o, and [3,,, components as

o0 C,TDg(1-v3)0O
50, — =l Dell—¥e) YZ)D
O (A-MA+ypO

Oxx =

o~ O
F
O

2C,ID, O
—~2D
(1-M@A+ys)0O

_ _ kBD T[2 0 (1) U
Bxx - Byy - _E 5p-xxAph(Z) + onx[ Djl + DF ] E (7)
5w = FI(1=)Dgs ~ VD]
r - 2 ’
(1-)"+v¢
ks na O
Byx = _Bxy = _EB %p-yxAph(Z) + §GSX[DJZ + D(FZ)] E

D|('2) - M[Doi+(1-T)Do
(1-T)°+yZ

where Gy, = €n.Te/m(1 + Vz) and Gy, = YOy . For
H — 0, the expression for o, coincides with the
result given in [14]. In zero the approximation in
degeneracy, the effect of mutual drag on the conductiv-
ity tensor components reduces to replacing T by Tr =
/(1 -T). Inthis approximation, the diffusion termsin
the tensor components of the thermoelectric coeffi-
cients B,, vanish, and Equations (7) reduce to the
results quoted in [7, 8]. The extra term linear in the
ks T/C parameter in the tensor components g, can
become significant in the case of a strong drag, where
1-T<1.

Inisothermal conditions, the coefficient of thetrans-
verse Nernst—Ettingshausen effect Q(H) and the ther-
mopower o(H) can be expressed through the tensor
components g,,, and f3,,, in the following way [3]:

nyBxx — O-><><By><

QH) = :
H(0% + 0})
P (8)
G(H) - XX ;X ;/X yx.
o-xx + ny
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Inserting (7) in (8) yields
Tk
Q(H) = ———2fE
3eH(1+vV;) 9
X[Dj;=Dj;—=T(Dg2—Dj))],
a(H) = K

] [l
X DAR(Q) + L2[[)11 + ViDjz +(Do;—Dj)]l0O
g 3(1+ve g

= Opp + Q- (10)

We note, first of al, that the mutual influence of the
electron and phonon nonequilibrium distributions does
not lead to renormalization of the contribution of
phonon drag to the thermopower, because the drift cur-
rent and the drag current renormalize in the same way
[see (5)]. The appearance of the extraterm in the diffu-
sion component of thermopower is aso physically
clear. Because the average velocity of the ordered elec-
tron motion is zero, the momentum transfer from elec-
trons to the phonon subsystem occurs owing to the
dependence of the electron effective mass, electron
guasimomentum, and scattering parameters on the
electron energy near the Fermi level; hence, this contri-
bution should be proportional to the derivative of the
above-mentioned parameters with respect to the elec-
tron energy. Thisiswhat followsfrom (5). Note that, in
their calculation of the thermopower, the authors of
[7, 8] limited themselvesto the zeroth approximationin
electron-gas degeneracy, and therefore both the diffu-
sion contribution and the contribution of mutual drag to
the thermopower were disregarded. In zero magnetic
field, the expression for the thermopower a(0) coin-
cides with the one derived in [14]. Taking into account
that

= D, = k. 79[ |nELD
DjZ_Djl - DO - kBT&[InGn(S)DiL:Z’

Don—Djn = Dy

Y L (1 C) KO
= oTae "B e
we finally cometo
T[szVF
H) = ——2F _[D,+ Dy,
Q(H) 3eH(1+y§)[ o+ Dgl
KgyZ (D
Aa(H) = ——8Y¢ _p 4D,
a(H) 3eH(1+y;2:)[ o+ Dgl

For I =0, the expressionsfor the Q(H) and Ao (H) coef-
ficients coincide with those abtained in [16, 17]. Asfol-
lows from (11), taking into account the mutual drag of
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electrons and phonons does not change the magnetic-
field dependence of the transverse and longitudinal
Nernst—Ettingshausen coefficients, but affects only the
magnitude of the effects through the terms proportional
to the mutual drag parameter I'. The magnitude of
Ao (H) grows quadratically with the magnetic field in
the weak-field domain, where y: < 1, and tends to sat-
uration for y- > 1, asin the case when no mutual drag
ispresent [17]. The Q(H) coefficient decreasesdowly in
absolute value for y- <€ 1 and tends to zero for v > 1.
Thus, the inclusion of the mutual drag within the gen-
eraly accepted approximations [ 7—-15] cannot account
for the experimentally observed sign reversal of the
Q(H) coefficient and the absence of saturation of the
Aa(H) quantity [18].

2. HEAT CONDUCTIVITY
AND THE MAGGI-RIGHI-LEDUC EFFECT

Calculate the electronic, W, and phonon, W, heat
fluxes by separating them into parts proportional to the
nonequilibrium terms in the distribution functions of

dectrons, 5f(" and 3f?, and of phonons, g{"(q) and
9'2(q) . We obtain

_ M1 9f0
We= Hp_{d a 68% Z)m(s) (12)
X (%1n(€) + Aan(€)) = W+ W,
Wy = Vzﬁwms a8 (@ + g(@) 3

= th th,e

The contribution Wgh is due to the direct action of the
temperature gradient on the phonon subsystem

wgh = Ky VT,

(14)

Kph =

ZkBS)\qTJ-d A (Zg) gA(Ng)\_Fl)’

where zg = hiwg/kKs T and wy, is the Debye frequency
for phonons of polarization A. The second part, W, ,
appears due to the action of nonequilibrium electrons
on phonons. It resultsin the renormalization of both the
electronic and phonon heat fluxes, and can also be
divided in two parts proportional to the nonequilibrium
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terms added to the electron distribution functions & f (kl)
and 5f?:

Wi = stxﬁqg(z’(q)

ke T 2 — (e (15
i T (@ + 5
= Wine+ Wiie

The flux WS’ is due to a direct action of the electric
field and temperature gradient on the electronic sub-
system and also includes the phonon drag of electrons.
The expression for the latter has the form [3]

e
W(l) — —k—B Loo-gx{ EW]_]_ + yF(h X EWlZ)} !

0 K 0
Evan = DWE+ Z(AxDan+ VT (16)
U U

v = ke T S (N[WEME AR VED" ] -,

where L, = (T8/3)(kg/€)%. One can readily verify that the
Onsager relations for the thermoelectric coefficientsin
the fluxes of heat (16) and charge (4) are not satisfied.
Asshown in [14], one has to take into account the heat
flux W, & Which is transported by phonons but is due
to the nonequilibrium electrons. Calculation of the flux

W} connected with the nonequilibrium term &f{”
yields
T PO Epner + Ye(N X Egy )},

nzk (17)

ke T
W&\?e = _B?

Asin [14], we include the drift and diffusion compo-

nents of the heat flux WY, which are related to the

effect of the nonequilibrium electron distribution, into
the electronic heat flux. Theterm

(18)
X TOR(An(Q){ VT +ye(h x VT)}
in (17) appears as a result of nonequilibrium phonons

acting on phonons through the conduction el ectron sub-
system. It should be included into the phonon heat flux
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[14]. We finally obtain for the heat conductivity tensor

components Ky

- 3O

i = E%E T (AQY, 0%,

= VFOSX! (19)

2
K = Ko+ E%B Top(ARQ)*.

Thus, taking into account the effect of nonequilibrium
phonons acting on phonons through the conduction
electrons gives rise to the appearance of off-diagonal

components in the phonon heat conductivity tensor.
Note that expressions (19) for k), are applicable

when the phonon relaxation rate in normal scattering
processes, Vy(Q), is substantially lower than that

involving momentum |oss, vghR(q) [19]. Here and in
what follows, into the electronic heat flux Wy

W, U = z(yvav_szDvT)! (20)
v

besides the heat flux W, we include the drift and diffu-

sion components of the flux W, .. In this case, the
Onsager relations for the thermoelectric coefficients

v and BLY are satisfied:

1 1
v = T =

00T mAph(Z) %‘2

kg O
Vo' = TBy = ~0 T DA +

and the expression for the components of the electronic
heat conductivity tensor Ke(l) takes on the form

K LOGXXT{ 1+A(()(Dj1+Daj)},

KD = Lo T{1+ An@Q(Dj2 + Dan)}.

Thus, in order for the relations of microscopic
reversibility to be met, when calculating the total elec-
tronic heat flux, one must take into account the heat
transported by phonons and originating from the elec-
trons being not in equilibrium; note that al three fluxes
j,» W, and W,  should be calculated using the same
nonequilibrium electron distribution function. In this

case, they are calculated with the function 3" taking

into account the phonon drag of electrons. As we shall
see later on, this conclusion is also valid when taking

e(l)
Hv

(22)
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into account the mutual drag. Note that the Onsager
relations for the transport coefficients calculated with
inclusion of the electron-phonon drag [3] are not met,

because the th o flux was disregarded.

The heat flux W is calculated similar to the man-
ner this was done for the j@ current. We substitute the
expression for Q(¢) in (12) and integrate over €, limit-
ing ourselves to the linear approximation in the degen-
eracy parameter:

e
W = _EFLOGSXT{ Ewar + Ye(h X Ewz)},
- Eal(1-T)Dgi-yiDe]
WIN (1-T)2+y?
k 1- y
FCZDQVT
e1+y? 23)

C, = InZ—%J?,DO.S??,
£ _ EA[DQ1+(1—F)DQ2] +k_BC2D¢VT
W2N (1_r)2+y'2; € 1+y,2: ’

J’dn nf OEh f,(n) 00.381.

On calculating the heat flux W, from (15) and (23) and
comparing the transport coefficientsin the fluxesj and
W,, we can seethat they do not satisfy the Onsager rela-
tions. Obviously enough, one has to take into account
the heat flux th o transported by phonons but origi-
nating from the nonequilibrium extraterm added to the

electron distribution function 8 . In alinear approx-

imation in the degeneracy parameter, we obtain for this
flux

k .
Wie = —2TAQ)]. (24)
Asaresult, the total flux W,  acquires the form
Kg 0
th,e = __TAph(Z) %p-xxEA + oyx(h X EA)
(25)

nzk O
3 2% Doned VT + VD o x V) 0

— (1) — (2)
Dpner = Dar+Dr?, Dprer = Dap+ Dy

Next we include the drift and diffusion components of
the heat flux W, ¢ into the electronic heat flux, while

the term taking into account the effect of nonequilib-
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rium phonons on phonons through the conduction elec-
trons, into the phonon heat flux. After this separation,
we obtain the following expressions for the transport
coefficients

yuv = Tprv v“v(H) = v“v(_H)v H¢V,
Ky = Kyy

O 1-y:0O
= LoOLT(L+ 2A4(Q)[ Do + D] +7CoDo VZD
O +Yel
Kjx = _Kiy (26)

O 2C,I'D,0

= LoOy Tl + 2A(Q)[ D, + DP] + =2—25

0 1+ye O

3
Kphxx = Kphyy - K(O) + %LOTGXX(Aph(Z))Z;

3
Konyx = Koy = SLoTO(AR(Q))’,

us

where the thermoelectric tensor components (3, are
given by relations (7). Thus, we have verified by direct
calculation that the Onsager relations for the transport
coefficients gy, By, and y,,, as determined in alinear
approximation in the degeneracy parameter including
the mutual electron and phonon drag, are satisfied. This
gives us grounds to believe that we have consistently
taken into account both the mutual influence of non-
equilibrium electrons on electrons through the phonon
subsystem and the mutual effect of the nonequilibrium
state of phonons on phonons through the conduction
electrons.

Caculate now the isothermal heat conductivity
K(H). To do this, we substitute into the expression
_TBXXG(H) -TH Bny(H) (27)

the results obtained above for the transport coefficients
tofind

phyx

_ e pn
K(H) - Kxx+Kxx

K(H) = Kpy + Lo0'O T

1-yio (28)
Dji] +T'C;Dy ZD
1+ye0

Equation (28) can be used to obtain the expression for

O
X %ﬂ- + 2A(Q)[Dar -

I—00 J{1+2A;(()[Dpr +

KULEEV

the Maggi—Righi—Leduc effect

L o Ty2

AK(H) = K(H) —k(0) = —220YF

+VYe
0 3+y2[]
X[+ 2A4(Q)[Dsa =Dl + FC:Do Vzu
0 +yiQ

K(0) = Kp (29)

+Lo0gT{1+2A({)[Dpar—Dj1] +TC,De}

= th + K (0).

In isothermal conditions, mutual drag contributes only
to the diffusion component of the electronic heat con-
ductivity, which is small in degenerate conductors at
low temperatures where kg T/ < 1. If the function d(g)
does not exhibit an anomal ous dependence on the elec-
tron energy near the Fermi level on the kg T scale, then
mutual drag will not affect the dependence of the
Maggi—Righi—L educ effect on the magnetic field.

3. THERMOMAGNETIC
AND THERMOELECTRIC EFFECTS
IN DEGENERATE CONDUCTORS IN
ADIABATIC CONDITIONS

The preceding sectionswere devoted to TM effectsin
isothermal conditions. TM effects are measured, how-
ever, in close-to-adiabatic conditions[2], becauseit turns
out to besimpler toisolate side faces of asample by plac-
ing it in vacuum and ensuring zero transverse heat flux
than to experimentally realize the condition O, T = 0.
Therefore, we shall consider TM effectsin adiabatic con-
ditions, namely, j, = 0, j, =0, and 0,W = 0. To do this,
we havefirst to analyzethe Righi- ~Leduc effect, because
the adiabatic corrections to the TM effect are directly
expressed through the S(H) coefficient characterizing
the latter [3]. The Righi-Leduc effect consists in the
formation of a transverse temperature gradient [J,T in
the presence of the gradient [, T and of amagnetic field
perpendicular to it in the sample

_ o1 _ 1
SH) = HD T Hk(H)
X { ny_TByxa(H) +TH Bny(H)} .
We make use of (7), (8), (10), (26), and (28) to obtain

(30)

D;.] +(2C,M Do)/ (1 +Vp)}

SH) =
H{KS + Loo T[1+ 2A5(Dps —

Asis seen from (31), mutual drag contributes only to
the diffusion components of the effectsin both isother-
mal and adiabatic conditions. The smallness of these

PHYSICS OF THE SOLID STATE Vol. 42

(31)
Djq) +2C,I' Dy (1~ YF)/(l + VF)]}

contributions to the S(H) coefficient is due to the small-
ness of the degeneracy parameter, ksT/( < 1. There-
fore, in our subsequent analysis of the adiabatic correc-
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tionsto the TM effect, we shall restrict ourselvesto the
approximation

Ye& Ke(0)
= —T1 = == 32
= e Kpn )
Using the expressions [ 3]
Qu(H) = Q(H) + YH)a(H),
(33)

U(H) = a(H) —H*SQ(H),

for the transverse or longitudina NE effects in adia-
batic conditions we obtain

_ T[ZkBYF
) = e v)
XBD0+FDQ]+E|:T[2 +3kBT[kk((8))} j% (34)
Ad4(H) = keVe [Do+ T Dgl.

3eH(1+ & +vy7)

The magnitude of the adiabatic correction to the longi-
tudinal NE effect is determined by the & parameter. If
the electronic heat conductivity is not too small com-
pared to the phonon one, it will affect both the magni-
tude of thelongitudinal NE effect and its magnetic-field
dependence. Any deviation from isothermality more
strongly influencesthe transverse NE effect. In contrast
to the isothermal contribution, the adiabatic correction
to this effect does not contain the degeneracy parame-
ter. For 3EA,/TE > Dy, it will determine both the mag-
nitude and the sign of the effect, with the Q.4(H) coef-
ficient being positive throughout the magnetic field
range covered, irrespective of the dominant carrier scat-
tering mechanism. It should be taken into account that,
for a parabolic dispersion law, we have D, = akgT/g,
where aisabout —3/2 for electron scattering from aran-
dom charged-center system and a ~ 1/2 for scattering
from acoustic phonons [16]. In the case where electron
scattering from acoustic phonons is dominant, Q.4(H) >
0 for al magnetic fields. If electron scattering from
charged impurities predominates, one can conceive two
possi ble magnetic-field dependences of the Q,4(H) coef-
ficient, depending on the relative magnitude of the diffu-
sion and phonon drag contributions. For 38Ay/T? <
3k T/2, the coefficient Q,4(H) is negative, and in the
opposite case we have Q,4(H) > 0 throughout the mag-
netic-field range covered. Thus, in degenerate conduc-
tors and at low temperatures, the nonisothermality of
the transverse NE effect substantially affects both the
magnitude and sign of the effect and changesits depen-
dence on the magnetic field.
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Equations (28) and (32) can be used to find the heat
conductivity in adiabatic conditions

Kad(H) = k(H)(1+ H’S)

222 35
_ g((o) Veke QL | Ve ft (35)
0 1+yF (1+§+y§)D

It can be reduced to the expression for the Maggi—
Righi—L educ effect:

DD 2 (1] 22 0O
Ak 4(H) = €3 Ve 1+ Ve =0
DE(1+VF)(1+E)ED 1+&+yeO
(36)
__ & O
1+&+Yyi0

A numerical analysis of thisrelation showed that the
magnetic-field dependence of Ak,(H), similar to
Ak(H), follows a characteristic pattern with saturation
in the strong magnetic-field domain, y- > 1. The mag-
nitude of the adiabatic correction in weak fieldsis con-
trolled by the & parameter, but in strong fields the role
it plays decreases in inverse proportion to the squared
magnetic field.

In conclusion, we present an expression for the
Ettingshausen effect, which consists in the onset of a
transverse temperature gradient [, T in a conductor
with current j, placed in amagnetlcfleld H=(0,0,H)
in the absence of transverse flows j, = 0, W =0,
as well asfor azero longitudinal temperature gradient
0,T=0:

TQ(H) _ ks TY(Dg + rDQJ)

P =
KH)  eHk(1+E+vD)

(37)

Mutual drag does not result in a change of the mag-
netic-field dependence of the Ettingshausen effect, as
well as of the isothermal Nernst—Ettingshausen and
Maggi—Righi—L educ effects, while affecting the mag-
nitude of the phenomenon itself through the term pro-
portional to the mutual drag parameter.

Thus, we have considered thermomagnetic and ther-
moelectric phenomena in conductors with degenerate
carrier statisticsin both isothermal and adiabatic condi-
tions. We have calculated the transport coefficients for
nonequilibrium electron-phonon systems by including
the mutual drag of electrons and phonons in a linear
approximation in the degeneracy parameter. It has been
shown that in isothermal conditions, mutual drag con-
siderably influences the magnitude of the Nernst—
Ettingshausen effects while not changing their depen-
dences on the magnetic field. The contribution of the
mutual drag to the isothermal Maggi—Righi—Leduc
effect turns out to be proportional to the degeneracy
parameter.
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We calculated the Righi-Leduc effect and analyzed
the adiabatic correctionsto the TM effect. It was shown
that the contribution of mutual drag to the Righi-Leduc
effect is proportional to the degeneracy parameter and
should be small in the case of strong degeneracy. The
magnitude of the adiabatic correction to the longitudi-
nal NE effect is determined by the ratio of the elec-
tronic to phonon heat conductivity, and it decreasesin
inverse proportion to the squared magnetic field in the
strong magnetic-field domain. The influence of noniso-
thermality is strongest on the transverse NE effect. In
contrast to the isothermal contribution, the adiabatic
correction to this effect does not contain the degeneracy
parameter. |n degenerate conductorsand at low temper-
atures, it strongly influences both the magnitude and
sign of the effect, and is capable of changing the mag-
netic-field dependence of the transverse NE effect.

Note that this work has been performed within the
commonly accepted approach [7-15] to the consider-
ation of effects associated with the mutual drag of elec-
trons and phonons. This approach assumes that the
phonon relaxation rate in normal scattering processes,

vﬁhN(q), is much less than that involving momentum

loss, véh =(Q) [19], and that the momentum rel axation of

anoneguilibrium phonon system can be described with
a single parameter, the total phonon-momentum relax-

ation rate vy, In the conditions where VQhN(q) >

v?)h =(0) , one hasto take into account the specific role of

the normal phonon-scattering processes, which result
inthe relaxation of the phonon system to alocally equi-
librium distribution with an average drift rate. In this
case, the momentum relaxation in the nonequilibrium
phonon system should be described by three parame-
ters, namely, two relaxation rates and the drift velocity.
Note that the drift velocity should be found by solving
coupled transport equations for nonequilibrium elec-
tronic and phonon distribution functions. This
approach should permit a better description of momen-
tum relaxation in a nonequilibrium €l ectron-phonon
system and, accordingly, of the transport phenomenain
degenerate conductors.
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Abstract—The thermal conductivity and electrical resitivity are measured in the temperature range 160-300 K
for two compositions of the “golden” phase of the Sm; _,Gd,S system with x = 0.14 and 0.3, in which ahomo-
geneous variable valence of samarium ions is observed. It is found that, in this temperature range, the experi-
mentally obtained Lorentz number L appearing in the electron component of thermal conductivity for these
compositions exceeds the theoretical Sommerfeld value Lo = 2.45 x 108 WQ/K? typical of metals and highly
degenerate semiconductors. It is also proved that the value of L increases with temperature in the interva
160-300 K starting from 160 K. A theoretical model capable of explaining the obtained experimental resultsis

discussed. © 2000 MAIK “ Nauka/Interperiodica” .

The physical properties of the Sm; _,Gd,S system of
solid mixtures have been investigated since 1973 [1],
and many papers devoted to the study of this system
have been published. Unfortunately, the thermal con-
ductivity k of Sm, _,Gd,S was investigated only in [2],
where the value of Kk was measured in the temperature
range 80-300 K for two compositions with x = 0.1 and
0.14, pertaining to the so-called “black” phase of this
system. At the same time, the data on k(T) provide
interesting information on the scattering mechanisms
for charge carriers and phonons in the substance, as
well as the information on the electron band structure
of amaterial under investigation.

Let us first recal
Sm, _,Gd,S system.

(1) In Sm, _,Gd,S with x = 0.16, a first-order isos-
tructural (NaCl-NaCl) phase transition occurs from a
strongly degenerate semiconductor (or “poor” metal) to
ametal in which samarium ions are in the state with a
homogeneous variable valence (Sm?6*) [1, 3-6]. Dur-
ing the phase transition (x = 0.16), the crystal lattice
constant (at 300 K) changes from a,. .5 = 5.85 A to
a,- 016 = 5.68 A [7, 8]. The phase transition occurs due
to the intrinsic “chemical compression” of samarium
ions, emerging due to a difference in the ionic radii of
Sm?* and Gd** ions.

(2) Samples are black in the composition range x =
0-0.16 (“black” phase B), but acquire golden-yellow

the main features of the

color after the phase transition at x > 0.16 (“golden”
phase G).1

(3) The samples of Sm, _,Gd,Swith x =0.16 (up to
X ~0.3-0.35) at T = 120-150 K undergo aG — B
phase transition with a change in the lattice constant
from ~5.68 to 5.83-5.85 A. The transition (which is
reversible in temperature) occurs jumpwise, the bulk
sample being transformed into a powder. As the tem-
perature increases from 300 to 900 K, a “gradual”
phase transition is observed from a metal to a strongly
degenerate semiconductor (B). The lattice constant at
900 K becomes 5.53-5.85 A. The transition is revers-
ible in temperature, and the sample is not destroyed as
aresult of thermal cycling (Fig. 1) [5, 7, 9, 10].

(4) Under a hydrostatic pressure P, ~ 6.5 kbar
(300 K), SmS experiences an isostructural (NaCl ~—
NaCl) first-order semiconductor—metal phasetransition
(B — G) with the lattice constant changing from 5.95
to 5.68-5.7 A. After the remova of pressure, the
reversetransition (G — B) takes place, with aconsid-
erable pressure hysteresis. The reverse transition is
accompanied by sample cracking and pulverization
[5, 6, 11].

Inthe Sm, _,Gd,S system, compositionswith x up to
0.16 under a hydrostatic pressure for P,(Sm, _,Gd,S) <

1 For the sake of brevity, we shall henceforth denote by theB — G
and G — B transitions the isostructural phase transitions from
a strongly doped semiconductor (“poor” metal) to a metal in
which Smions are in a state with ahomogeneous variable valence
(Sm?%%), aswell as the reverse phase transition, respectively.

1063-7834/00/4206-1017$20.00 © 2000 MAIK “Nauka/Interperiodica’
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Fig. 1. Dependence of the crystal lattice constant on the
composition in the Sm, _,Gd,S system: (1) x=0.17 (G) [5,
7,9, 10], (2) x ~ 0.13 (G) (after the application of a hydro-
static pressure ~4 kbar [7, 14, 15]), and (3) x=0.15 (B) [7,
9, 10].
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1'0.16
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Fig. 2. Dependence of the crystal lattice constant on the
composition in the Sm, _,Gd,S. The solid curve describes
the results obtained in [8], and symbols are experimental
results for compositions with x = 0.14: (1) “black” B phase
[2]; (2) “golden” G phase (after the hydrostatic compression
of the sample with x = 0.14 (B) to ~4 kbar); X, isthe critical
concentration of Gd for which the B — G phasetransition
takes place; (3) x=0.3 (“golden” G phase); B and G are the
regions of “black” and “golden” phases, respectively.

P.(SmS)? also undergo aB —» G transition similar to
that observed in SmS [5-7]. After the removal of pres-
sure, the reverse phase transition G —» B takes place.
The only exception in the Sm, _,Gd,S system are com-

2 Pg(Sm; _ «Gd,S) < P (SmS) in view of the presence of an addi-
tional intrinsic “chemical compression” in the solid mixture.
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positionswith x = 0.12-0.15. The samples of such com-
positions can be transformed into the “golden” phase G
under a hydrostatic pressure of ~4 kbar (300 K). After
the removal of pressure, the state with a homogeneous
variable valence of Smionsis preserved in these sam-
plesin the temperature range ~150-400 K for an indef-
initely long time (Fig. 1) [5, 7, 12-17]. After the
removal of pressure, the samples do not crack, and the
changes in the sample structure are insignificant: after
the treatment by pressure, monocrystalline blocks in
them are broken into fragments having a size of
~100 um and disoriented by 4° [14]. The reversible
G — B phase transition can be induced in such sam-
ples by temperature [7, 14, 15]. A transition accompa:
nied by the sample breakdown occurs at T ~ 150 and
400K (Fig. 1).

(5) The conduction band of Sm;_,Gd,S is con-
structed from the “heavy” d and “light” s subbands for
the “black” phase and s, d, and f (“superheavy”) sub-
bands in the “golden” phase [5, 18, 19].

Let us now describe the results obtained in the
present research.

The aim of thiswork is (1) to determine the magni-
tude and temperature dependence of K of the “golden”
phase for compositions with x = 0.3 and 0.14 (of the
sample subjected to a hydrostatic pressure) of the
Sm, _,Gd,S system in the temperature range 160-300 K,
and (2) to find out whether the Lorentz number is
affected by the presence of a homogeneous variable
valence of samarium ionsin the “golden” phase.

The samples for experiments were prepared as fol-
lows. SmS and GdS were synthesized from the elements
[20, 21]. The obtained material was used to prepare
melted polycrystaline or monocrystaline Sm,; _,Gd,S
sampleswith x=0.14 and 0.3. The synthesisand melting
of the samples were carried out in sealed tantalum con-
tainers [20, 21] in an induction furnace. Material losses
were reduced to a minimum, owing to the reliable seal-
ing of the containersin which the melting and annealing
of the samples were carried out.

The samples with x = 0.14 were subjected to hydro-
static compression in special bombs up to pressures of
~4 kbar which led to a B — G phase transition in
them. The “golden” phase remained stable at 300 K
indefinitely.

We measured the crystal lattice constants (a) at
300 K, the thermal conductivity (K) and the resistivity
(p) in SMm, _,Gd,S samples with x = 0.3 and 0.14 in the
temperature range 160-300 K (in the “black” and
“golden” phases).

The x-ray diffraction analysis was carried out on a
DRON-2 setup (in the CuK, radiation), and the values
of kK and p were measured on a setup similar to that used
in[22].

The results of measurements are presented in
Figs. 2-5.

No. 6 2000



THERMAL CONDUCTIVITY AND LORENTZ NUMBER

| L | |
100 200 300 T,K

Fig. 3. Temperature dependence of p for Sm, _,Gd,S for
variousvaluesof x: (1 and 4) x =0.14 for the B and G phases
respectively, (2) x=0.3 (G phase), (3) x=0.1 (B phase). The
data for the dependences 3 and 4 are borrowed from [2].

Figure 2 shows the crystal lattice constants for a
number of compositions of Sm, _,Gd,S compositions.
Thevalue of a for acomposition with x = 0.3 (G phase)
agreed with the available data [8]. The values of a for
x = 0.14 (G phasg) fit to the a(x) dependence extrapo-
lated from the region with x> 0.16 to that with x < 0.16.
The same figure also shows the results obtained for
x=0.14 (B phase) in[2].

Figure 3 presents the data on p(T). For both compo-
sitions of the G phase with x = 0.3 and 0.14, the p(T)
dependence is of the metallic type. For comparison,
Fig. 3 showsthevaluesof p(T) obtainedin [2] for the B
phase with the compositions x = 0.1 and 0.14. It should
be noted that the p(T) curve for x = 0.14 (G phase)
exhibits a behavior differing from that of p(T) for the
compositions of the Sm; _,Gd,S system presented in
Fig. 3. A similar behavior of p(T) was observed in [8]
for Sm, _,Gd,S with a composition x = 0.17 (G phase)
in the vicinity of the“critical” concentration x ~ 0.16.
The difference in the values of p for samples with x =
0.14 (B) and 0.14 (G) is probably due to alower mobil-
ity of samples with the “golden” phase as compared to
those with the “black” phase. This also refers to the
sample with the composition x = 0.3 (G).

Figure 4 presents the experimental datafor the mea-
sured total thermal conductivity (K., for the “golden”

PHYSICS OF THE SOLID STATE Vol. 42 No.6 2000

Kior, W/m - K

1 L 1 1
100 200 300
T,K

Fig. 4. Temperature dependence of the total thermal conduc-
tivity Kot for Sm; _,Gd,Swith various values of x: (1 and 3)
x = 0.14 for the G and B phase, respectively, (2) x=0.3 (G
phase). The data described by curve (3) are borrowed from
[2]. The crosses and circles on curves 1 and 2 correspond to
measurements with the temperature decreasing from 300 to
200 K and increasing from 200 to 300 K, respectively.

Ko W/mK

8 Kior(1)

1 L 1 1
100 200 300
T,.K

Fig. 5. Temperature dependences of the total thermal con-
ductivity (Kqy) and lattice conductivity component (kp,) for
x=0.14in the B and G phases of Sm; _,Gd,S: (1) G phase,
(2) B phase[2]. While cal culating the el ectron component of
thermal conductivity (Ke), weassumedthat L = Lg, T, isthe
temperature of the inverse phase transition G — B for a
sample with x = 0.14 (G).
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Fig. 6. Temperature dependence of the thermal resistance of
the crystal lattice for various values of x in Sm; _,Gd,S:
curves 1 and 3 correspond to x = 0.14 for the G and B phase,
respectively [2], curve 2 corresponds to x = 0.3 (G phase),
and curves 46 represent data obtained for SmS, Smy 5155
[23, 24], and Smg oGd, 1S (B phase) [2]. Pointson curves 1,
2, and 3 are taken from the averaged experimental curves.
While calculating K, we assumed that L = L.
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Flg 7. (a) EXperlmentaI value of L/Lo(T) for Smo,gﬁGdo'MS
(G phase), points represent dependence 1; curves 2 and 3
correspond to L/Ly(T) for Kpn(G) smaller or greater than
Kpn(B), respectively; (b) temperature dependence of L/Lo;
points correspond to experimental values for
Smp gsGdy 14S(G). Dashed curve describes the dependence
L/Lo ~ T?according to [29] [(seeformula(7)], given to com-
pare the slopes of the theoretical and experimental curves.
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(x=0.14 and 0.3) and “black” (x = 0.14 [2]) phases of
the system under investigation:

Ktot = Kph + Kev (1)

where K, and K, are the lattice and electron compo-
nents of thermal conductivity, respectively.

The value of K, can be calculated from the Wiede-
mann—Franz law

K, = Lp/T. @)

For metals and strongly degenerate semiconductors
with elastic scattering of charge carriers, we have

L = L, = 245% 10° WQ/K>. (3)

Figure 5 showsthe values of K and K, for the compo-
sition x = 0.14 in the G and B phases. The values of K,
were calculated by formula (2) taking into account (3).
The data for the composition x = 0.14 in the B phase
were borrowed from [2].

Finally, Fig. 6 depicts thermal resistances W,,(T) =
LKy(T) for samples of the G phase with x = 0.14 and
0.3, for which Kk, was calculated by (2) and (3). For the
sake of comparison, the same figure gives information
for samples of the B phase with x = 0.1 [2] and SmS
[23, 24].

Let us try to interpret the obtained experimental
data. The results presented in Figs. 5 and 6 lead to the
conclusion that the behavior of K,(T) and W,,(T) for
samples of the*black” phase[(x = 0.1 (B) and 0.14 (B)]
when K, is separated from the total thermal conductiv-
ity Ky, under the assumption that L = L, in the Wiede-
mann-Franz law for K, does not contradict the basic
theory for the lattice thermal conductivity: Ky, ~ T for
T = O, where © is the Debye temperature [25]. This
does not apply to samples of the “golden” phase [(x =
0.14 (G) and 0.3 (G)]. In this case, the parameters
exhibit anomal ous behavior upon a change in tempera-
ture. What is the reason behind the observed anomaly?
It is hard to assume that this is associated with K,(T).
In all probability, this anomaly appears because of
incorrect determination of k.. In other words, L # L, for
samples of the “golden” phase of Sm, _,Gd,S.

Let us consider in greater detail the results obtained
for the composition with x = 0.14 (G). Considerable
difficulties are encountered in separating K, from the
data on K in the case when K, = K. In our situation,
wetried to solve this problem by using anot quite stan-
dard technique. Asthefirst approximation, we assumed
that K n(G) is equal to Kyy(B). Then the actual value of
L for the composition x = 0.14(G) can be calculated
from the following relation:

[ = Ll n(B0(S) @

PHYSICS OF THE SOLID STATE Vol. 42 No.6 2000
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Thevalues of L/Ly(T) obtained according to (4) are pre-
sented in Fig. 7a. Thevalue of L/Ly(T) can be smaller or
greater than that in Fig. 7a (curve 1) if the value of
Kph(G) is respectively smaller than Kph(B_) (curve 2 in
Fig. 7a) due to the emergence of defects in the forma-
tion of defects in the sample after the B — G phase
transition (although, as mentioned above, only a small
rotation of crystallitesis observed during the formation
of the metallic phase in this sample due to hydrostatic
compression [14]), or if K(G) is greater than K,(B)
(curve 3 in Fig. 7a) due to the crystal lattice “compac-
tion” as a result of a decrease in the lattice parameter
during the phase transition (see Fig. 2). Our calcula-
tions proved, however, that in both cases, the value of
L/Ly(T) for reasonably chosen parameters does not dif-
fer significantly from the values depicted by curve 1in
Fig. 7a. It should be noted that in al cases, the value of
L/L, increases with temperature.

On the basis of the data presented in Fig. 4, one can
expect similar behavior of L/Ly(T) for a composition
with x = 0.3 (G).

Let us try to interpret theoretically the obtained
experimental results.

The temperature dependence of the L orentz number
L(T) in the “golden” phase can be explained in the the-
ory of first-order isostructural valence transitions in
compounds with a variable valence, which was pro-
posed in arecent publication by Goltsev and Bruls[26].
Although this theory was developed thoroughly for
describing the isostructural valence transition in the
compoundsY bin, _,Ag,Cu,, itsgeneral results can also
be applied to Sm,_,Gd,S. The main physical idea
underlying this theory lies in the fact that a nonmag-
netic metallic state of rare-earth ions with a fractional
valence (suchionsin Sm, _,Gd,S are Smions; as noted
above, Gd ions here play therole of a“chemical press’,
their valence before and after the phase transition
remaining unchanged and equal to +3) is a result of
coherence stabilization in the Kondo scattering of con-
duction electrons (holes) at the electrons localized in 4f
shells of rare-earth ions. As a result of this effect, qua-
siparticle excitations are of a hybrid nature, being a
guantum-mechanical superposition of states from the
conduction band and localized 4f states. Such quasipar-
ticlesare usualy referred to as“heavy fermions’. Inthe
framework of the theory [26], the isostructural transi-
tion in Sm; _,Gd,S should be treated as a transition
from astrongly degenerate semiconductor and a heavy-
fermion metal, i.e., the “golden” phase is a state with
heavy fermions. This conclusion could be confirmed by
afairly large value of the linear coefficient of specific
heas (y) observed for many typical heavy-fermion com-
pounds. However, the information on y for Sm, _,Gd,S
obtained from heat capacity measurementsis not avail-
able. There are data on y for the “golden” phase in
Sm, _,Y,SinwhichY, like Gd in Sm; _,Gd,S, ensures,
due to the difference in theionic radii of Sm?* and Y 3*,

PHYSICS OF THE SOLID STATE Vol. 42 No. 6

1021
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Loin/Lo = 0.648

Fig. 8. Theoretical dependence of L/Ly on T [29]. The solid
curve describesthe low-temperature segment corresponding
to dependence (7) and the high-temperature segment corre-
sponds to numerical calculations [29]. The dashed curve
represents a possible dependence L/Lg(T). The formulas for
calculating this segment are not given in [29]; Ty isthe low-
temperature Kondo scale.

a“chemical compression” of samarium, which is suffi-
cient for its transition to a state with a variable valence
of Sm?¢* for x = 0.2. For a composition of Sm, _,Y,S
with x = 0.33, y = 50 m¥mole K2 [27].2 We can assume
that the value of y for compositions of the “golden”
phase of Sm,; _,Gd,S investigated by us will be of the
same order of magnitude.

Another argument in favor of the above assumption
isthe enhanced paramagnetic susceptibility of the elec-
tronliquid in Sm, _,Gd,S of the“golden” phase, in con-
trast to the Curie-Weiss susceptibility of Sm? ions in
the “black” phase [5, 6, 23].

In the framework of such aphysical interpretation of
the “golden” phase, one can explain the behavior of
L(T) presented in Fig. 7. Indeed, according to [29], the
collisions between heavy fermions in the heavy-fer-
mion stateat T < T, lead to the following expression for
the Lorentz number:

L(T) = Lo+a(T/T)?, (5)

where a is a certain numerical coefficient and T, isthe
low-temperature Kondo scale (Fig. 8). The value of T,
can be estimated from the data on the magnetic suscep-
tibility x at T=0:

C(1-Any)

X(T=0) = ==

(6)

(where C is the Curie-Weiss constant for Sm3* ions,
and An; is the deviation of the valence of Smionsfrom

2000

3 For the “golden” phase of SmS obtained under hydrostatic com-
pression of the sample up to 7-12 kbar, the value of y obtained
from heat capacity measurements amounted to ~145 m¥mole K2
[28].
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the integral value +3) and from the data for the linear
coefficient of specific-heat

y = 1/31°K5N;

T ™

where N; = 1 —Any.

The estimation of the value of T, on the basis of
formula (7) for y ~ 50 mJmole - K2 gives the vaue
To = 500 K. Such avalue of T, fits well to the descrip-
tion of the behavior of L/Ly(T) in a system with heavy
fermions [29]. The application of this modd is justified
by the closeness of the experimental dependence L/L, ~
TY7 to the quadratic law [cf. formula (5)] [29].

The main conclusion of thiswork can be formulated
as follows. For samples in the “golden” phase of
Sm, _,Gd,S exhibiting a homogeneous variable
valence of samarium ions, L > L, in the temperature
range 160-300 K, the value of L/L, increasing with
temperature. Such a behavior of L/LyT) can be
explained on the basis of the theory [29], in which the
isostructural phase transition B — G isregarded as a
transition from a strongly degenerate semiconductor to
a heavy-fermion metal.
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Abstract—Absorption of microwave power by single-phase Bi(2212) crystals with abroad (15 K) phase tran-
sition has been studied. A temperature-localized drop of microwave power absorption at the beginning of the
superconducting transition at 80 K has been established. A possible mechanism of this absorption feature based
on the concept of synchronization of Josephson junctions near T, is discussed. © 2000 MAIK “ Nauka/Inter pe-

riodica” .

Two main directions can be singled out in the experi-
mental studies of coherent effects associated with the
formation of the superconducting state. One of them
dealswith the so-called coherent effects 11 [1], which are
directly related to the coherent Cooper-pair interaction.
The other involves the investigation of macroscopic
guantum effects associated with the existence of amulti-
ply connected Josephson medium [2]. Our earlier micro-
wave studies of coherent effects were carried out on
Bi(2212) single crystals in the mm-wavelength range
[3]. We observed effects of two types, namely, the exist-
ence of acoherent conduction peak, which is anisotropic
in single-phase crystas, and a change in the standing-
wave profile near the sample surface. The latter effect
was attributed by us to the existence of Josephson junc-
tions in single- and multiphase crystals. The threshold
condition for the manifestation of Josephson effects is
the Josephson frequency

w; = Z%V = 10" s'l,

whichis of the order of 100 GHz (for avoltage of 10#V
[2], if onetakesinto account rectification at inhomoge-
neities in the sample). At the same time, the threshold
condition for coherent effects |l is

27

(.l)s— 7,

which amountsto 2.4 x 10 s for a binding energy of
1038 eV.

To study the coherent conduction peak, one should
naturaly perform measurements in the mm-wavelength
range, because the generation of quasiparticle pairs

occurs at frequencies starting with the threshold value.
Note that the coherence factor is manifested most
strongly at the energies of the pair localized near the gap
edge.

This work deals with the absorption of microwave
power by single-phase HTSC crystals Bi,Sr,CaCu,Oq
[Bi(2212)] in the 10-cm wavelength range, where the
condition w < wj is satisfied. The idea underlying the
experiment is based on the assumption that individual
Josephson junctions become synchronized near the
phasetransition [2]. An analysis of the Josephson current
in the reverse Josephson effect indicates that odd har-
monics do appear, even in the absence of a constant
potential difference. Hence, the temperature dependence
of the power absorbed by a sample should have afeature
similar to the formation of harmonicsin ceramic HTSC
samples near T.. This work is devoted to searching for
such features.

1. SAMPLES AND TECHNIQUE

The samples used by us were Bi,Sr,CaCu,0Og single
crystals prepared by spontaneous crystallization from
the melt in air [4]. The sample dimensions in the (ab)
plane were 4 x 3 mm. In contrast to the samples studied
earlier [3], these samples were not annedled after the
growth at 800-820°C in air and, hence, had a composi-
tion differing more strongly from the optimum cation
oxidation for this materia [4]. The deviation in compo-
sitionisa so accompanied by lower temperatures of tran-
sition to the superconducting state and awider transition
width for the samples compared to those studied in [3].
The superconducting transition temperature was deter-
mined from the appearance of a microwave absorption
signal in the EPR experiment [5]. The transition to the

1063-7834/00/4206-1023%20.00 © 2000 MAIK “Nauka/Interperiodica’
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Fig. 1. Segment of the resonator probe scanning the sample
surface.
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Fig. 2. Temperature dependence of power P for a
Bi,Sr,CaCu,Og single crystal (curve 1) and reproduction of
the peak in two consecutive thermal cycles (curves 2 and 3).

superconducting state started at 80 K. The width of the
phasetransition wasnot lessthan 15K i.e,, thetransition
was broad and terminated at 65 K. The existence of a
broad superconducting transition in asingle crystal is a
key factor in experimentsaimed at revealing specific fea-
tures of a Josephson medium, because it is well known
that the transition width is determined primarily by the
size ditribution of the Josephson network [2].

The microwave properties were studied on a setup
based on acoaxia quarter-wave resonator probe made of
a symmetrical twin line [6]. The sample was placed at
the antinode of the electric field at the center of arectan-
gular waveguide. Figure 1 shows a segment of the probe
scanning the sample surface. The probe dimensionswere
D =1mm, d=0.16 mm, and L = 0.5 mm. The resonance
frequency of the probe was 0.942 GHz. Measurements
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were made in the temperature interval from 78 to 300 K.
The resonator probe was used to measure the power P
related inversely to the microwave power absorbed by
the sample. The microwave power absorbed by the sam-
ple decreased with increasing signal P.

2. RESULTS AND DISCUSSION

Figure 2 shows the temperature dependences of the
signal P obtained from the probe when the basal plane of
the sample is paralld to the electric field. As seen from
Fig. 2, awell-reproducible peak appears at the begin-
ning of the superconducting transition, at approximately
80 K, (the temperature corresponding to the onset of the
transition coincides with the peak). In our opinion, the
presence of this peak may indicate a manifestation of
coherence effects in a Josephson medium with a broad
network-size distribution. The existence of coherence
effects in a medium with a narrow size distribution (the
transition width did not exceed 5 K) was reported in [3].

It may be surmised that, using ceramics as an analogy
[2], the key factor in the onset of superconducting state
inthe case of single-crystal sampleswith abroad Joseph-
son-network size distribution is the existence of a super-
conducting network; at temperatures closeto critical, the
network breaks up into separate contours with built-in
Josephson junctions, and the process is accompanied by
a sharp drop in the microwave power absorbed by the
sample (the peak of the signal in Fig. 2).

Note that the process of breakup and formation of a
Josephson network is reversible, which is evidenced by
apersistent recurrence of the peak of signa P upon ther-
mal cycling (curves 1-3in Fig. 2).

The origin of the coherent interaction among a large
number of Josephson junctionsin thefield of an electro-
magnetic wave remainsobscure. It is conjectured that the
so-called “effective junctions’ play a dominant role [2].
In the case of monocrystalline Bi(2212) samples, it can
be assumed that superconducting currents produce loops
at the defects associated with compositional nonstoichi-
ometry, including oxygen deficiency, or at twinning
boundaries, which can exist in single-phase samples.
The relation between the character of structural defects
and the parameters of the observed sharp drop in micro-
wave power absorbed by a sample will be the subject of
future study.
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Abstract—The electric, magnetic, and physicochemical properties of yttrium barium hydrocuprate
(H,YBay,Cuz0;) and its oxidized form (H,Y Ba,Cuz0; g) are governed, to a large measure, by poorly studied
behavior of hydrogen atomsin the lattice. The crystal chemical state and the mobility of a proton intercal ated
into yttrium barium cuprate have been investigated by the isotope exchange and inelastic neutron scattering
techniques. By their behavior in the process of inelastic neutron scattering, asubstantial fraction of protons can
be considered mechanically free particles without chemical bonding with oxygen ions. The self-diffusion coef-
ficient of aproton is estimated to be several orders of magnitude larger than that of oxygen ions, the latter coef-
ficient being equal to 10722 cm? s at 490 K. Considerable changes in the lattice parameters and local charge
distribution in the copper—oxygen subsystem are revealed by the x-ray powder diffraction analysis and nuclear
guadrupole resonance (NQR). Discrete changesin the interplanar spacings along the ¢ axis and in the Cu NQR
frequencies with agradual variation in the degrees of hydration and oxidation indicate the formation of hydro-
cuprate and (or) oxyhydrocuprate in the matrix of the initial material. © 2000 MAIK “ Nauka/Interperiodica” .

1. INTRODUCTION

Yttrium barium cuprate of composition'Y Ba,Cu;O,,
6 <y <7, (heredfter, YBCO,) was synthesized in Feb-
ruary 1987 [1] almost immediately after the discovery
of high-temperature superconductivity in complex
oxides. Investigationsinto the influence of hydrogen on
the properties of YBCO, (and the “ nearest related com-
pounds” in which yttrium is replaced by rare-earth ele-
ments) have already been started in summer 1987. The
history and results of these investigations were
described in detail in the reviews [2, 3]. The main
objective of researchesin thisfield of high-temperature
superconductivity physics was to modify the electronic
subsystem of an oxide by electrons of intercalated
hydrogen atoms. Nuclei of these atoms (protons) were
assigned the role of a probe sensitive to local features
of magnetic fields in the lattice. These explorations
were carried out with a wide variety of physical meth-
ods at different laboratoriesin Europe, America, Japan,
and Israel. However, the results obtained were not uni-
versally unambiguous. Some effects, for example, the
direction of variationsin the lattice parameters or the T,
temperature upon hydrogen incorporation (see [2, 3]),
differed qualitatively. It has become evident that there
are uncontrollable “nonphysical” factors, among which
the process of hydrogen intercalation is of decisive
importance, as it was demonstrated in the review [2]
prepared with the author’s participation. At present,
chemical aspects of the interaction between hydrogen
andY BCO, have been studied in sufficient detail [4-6].

The conditions for hydrogen intercalation were estab-
lished with due regard for the competition of three pro-
cesses. One of these processes—deintercal ation of oxy-
gen—does not lead to hydrogen incorporation but
accompanies two other processes—the formation of
hydride-like “ hydrogen bronze” at alow hydrogen con-
tent (less than 10 at. %) and the formation of a hydro-
genated formin theinitial cuprate matrix at a hydrogen
content as much as two atoms per formula units. (In
what follows, H,YBa,Cu;0, = H,...O, will be referred
to as hydrocuprate at y < 7 and as oxyhydrocuprate at
y > 7.) In the vast majority of research works, the wide
diversity of hydrogen (proton) forms occurring in
yttrium barium cuprate were disregarded in studies of
physical phenomena, which resulted in the discrepancy
of the data obtained. Moreover, the investigation into
chemical aspects of the hydrogen intercal ation reveal ed
that the intercalated proton is an extremely active
“guest,” so that the hydrogen-containing derivatives of
yttrium barium cuprate with the empirical formula
H,YBa,Cu;0O, (0 < x < 2 and 6.9 <y < 7.8) represent
new members of the Y-Ba-Cu-O (or, more precisely,
H-Y-Ba—Cu-0O) family. These compounds possess
some interesting physical properties, but in a manner
that is different from those of superconductivity. In par-
ticular, among these compounds are antiferromagnets,
semiconductors, and proton conductors [3, 7, 8]. Of
crucial importance in the understanding of the physical
properties of new membersin the H-Y-Ba-Cu-O fam-
ily is having information on the state and mobility of a

1063-7834/00/4206-1026%$20.00 © 2000 MAIK “Nauka/Interperiodica’
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proton (guest) in the crystal lattice and the interaction
of the proton with ionic and electronic subsystems of
the “host.”

Thefact that yttrium barium cuprateisa*“ hospitable
host” for hydrogen is undisputed, but the question of
the chemical structure of the proton (hydrogen) incor-
porated into yttrium barium hydrocuprate and yttrium
barium oxyhydrocuprate remains open for discussion.
The contrary viewpoints are represented by the
“hydride” and “hydroxide” hypotheses. They were
thoroughly considered by the author and his colleagues
inthereview [2]. Actually, these hypotheses can also be
formulated in a somewhat different way: (i) hydrogen
can exist as a “free” monoatomic particle (H-, HO, or
H*) inthe crystal lattice, and (ii) hydrogen can form the
chemical bond with an oxygen ion (OH- or H,0). The
latter statement seems more “ natural” for oxides. How-
ever, the hydride hypothesis historically appeared first
and was more popular for along time. For this reason,
the problems concerning the localization of a proton in
the Y BCO lattice and its mobility (including self-diffu-
sion, chemical diffusion, and electromigration) have
remained controversial or completely unsolved up to
this time. In order to obtain further insight into these
problems, inthe present work, we employed theisotope
exchange and inelastic neutron scattering techniques.
Both methods are characterized by the selective sensi-
tivity just to hydrogen, its mobility, and the state of
hydrogen in crystal lattice. It was necessary to answer
the principal question: How much is the degree of pro-
ton delocalization if oxygen serves as aproton “trap”?

Another aspect of the “hydrogen—yttrium barium
cuprate” problem concernsthe influence of intercalated
hydrogen on the oxide properties. According to the
available data [8-10], the proton turns out to be an
extremely active guest modifying the crystal and, espe-
cially, electronic structures of the oxide host. Electrons
carried by hydrogen atomsfill the hole states of theini-
tial cuprate, asaresult of which it losesthe metallic and
superconducting properties and becomes antiferromag-
net and semiconductor. Changes observed in the charge
states of copper (Cu?* + e —= Cu'*) and oxide sites
(0> + H* — OH"), along with the appearance of an
interstitial proton, bring about changes in the inter-
atomic interactions (Coulomb and covalent) and mani-
fest themselves in variations of the crystal lattice
parameters. These changes, as a rule, were ignored in
studies of the samples with a relatively low hydrogen
content. Analysis of the correctness of this approach is
beyond the scope of the present work. Our attention
was focused on high hydrogen concentrations when we
really dealt with new compounds in the Y-Ba—Cu-O
family at a high hydrogen content and an increased
oxygen content. From the data availablein theliterature
by the time our explorations started (1997), it has
become clear that the YBCO compounds with a high
hydrogen content (up to two atoms per formula unit)
have been studied only by three research groups—two
groups in Germany (under the guidance of R. Schéll-

PHYSICS OF THE SOLID STATE Vol. 42 No. 6

2000

1027

horn at Berlin Technical University and A. Weidinger at
Hahn—Meitner University) and our group (loffe Physi-
cotechnical Institute, Russian Academy of Sciences).
The investigations performed reveal ed the universal fea
ture of variations in the lattice parameter, irrespective of
means for intercalating hydrogen into YBa,Cus0O,,
namely, the appearance of an intense peak of x-ray scat-
tering at small angles corresponding to the interplanar
spacings in the range 1.25-1.35 nm, which exceed the
“standard” parameter ¢ ~ 1.17 nm for YBCO. In the
light of the available data for metal hydrides (arelative
increase in the volume per one hydrogen atom is as
much as 17% [11]), the lattice expansion upon hydro-
gen intercalation did not appear as an anomalous phe-
nomenon; however, the cause of variationsin the lattice
parameter upon hydrogenation of YBCO remained
unknown. It could be assumed that the above variations
are primarily caused by changes in the copper—oxygen
subsystem, specifically in its charge state and coordina-
tion. In order to examine these changes, we chose the
copper nuclear quadrupole resonance (Cu NQR) tech-
nique, because its efficiency was proved in studies of
nonhydrogenated members of the family LnBa,Cu;0;_5
(Ln=Y, Gd, Nd, La, etc.; 0< d < 1) [12-14]. The com-
bined employment of the x-ray powder diffraction anal-
ysis and Cu NQR technique for the study of the same
samples made it possible to perform areliable compar-
ison between averaged and local changes in the lattice
of yttrium barium cuprate. The main purpose of the
present work was to trace the evolution of variationsin
the lattice parameters and NQR spectra in going from
the initial nonhydrogenated YBCO, cuprate to the
H,Y Ba,Cu;0; hydrocuprate and its oxidized form. For
lack of theoretical methods for analyzing a very com-
plex system, the investigation into the evolution of the
lattice parameters in going from the well-known com-
pound to the new system seems to be most justified.

2. EXPERIMENTAL TECHNIQUES

Yttrium barium hydrocuprate with the empirical
formula H,Y Ba,Cu;0; was used as the main object in
the investigation of the state and mobility of a proton.
(Here, for brevity, the hydrogen and oxygen stoichio-
metric indices are integers, even though they actually
vary intheranges 1.9 < x < 2.05 and 6.85 <y < 6.95).
It should be noted that the hydrogen modification of the
cuprate properties was studied with due regard for the
evolution of the x-ray diffraction patterns and Cu NQR
spectraunder variationsin the content of both hydrogen
and oxygen. Thetechnological aspects of hydrogen and
oxygen treatments were reported in [4, 6].

The basic principles of the experimental techniques
and their features specific for the object under investi-
gation—yttrium barium cuprate—were described in
the other works, including those of the author of the
present paper.

The indlastic neutron scattering technique for pro-
ton conductors was considered generally, for example,
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Table 1. Degreesof isotope exchange F for hydrogen (columns F—Hydr) and oxygen (columns F-Ox) in the H,Y Ba,CuzO—

water vapor system at 413, 443, and 490 K

BAIKOV

T, K 413 443 490
Pyaters P2 7 44 460
Qglid» MY 6 35 70
. 413K 443 K 490 K
t, min
F—Hydr? F—Ox® F—Hydr? F—OxP F—Hydr? F-Ox®
5 - — 0.60 0.05 — -
15 0.12 0.00 0.92 0.12 1.00 0.29
30 0.22 0.05 0.98 0.25 1.00 0.47
60 0.39 0.12 1.00 0.32 - 0.62
150 0.78 0.19 — 0.51 - 0.87
300 0.92 0.25 - 0.64 - -
600 1.00 0.36 - 0.81 - -
1400 1.00 0.48 — — - —

Note: Specific surface area, 1 m? g™\; mean grain size, 1 pm. Pyyzer

phase.

isthe partial pressure of water vapor, and Qgyiq i the amount of solid

8The mean accuracy of determination AF = +0.03.
b The mean accuracy of determination AF = +0.05.

in [15], and more specifically for hydrocuprate in [16].
The experiment was carried out on a TFXA backscat-
tering spectrometer (resolution Aww = 2%) with the
use of an ISIS pulsed neutron source (Rutherford
Appleton Laboratory, Chilton, UK).

The Cu NQR technique as applied to the exploration
of cuprate superconductors was described in consider-
abledetail in many works. The measurementswere per-
formed on a setup at the Julich Research Center. The
experimental details, specific for our investigation,
were reported, for example, in [13].

The x-ray powder diffraction analysis was carried

out on a STADI diffractometer (Stoe & CIE GmbN,
Germany) at the Julich Research Center.

The isotope exchange technique was thoroughly
described in [5, 17]. The features, essentia for the
understanding and analysis of the experimental data
obtained for the given system, are reported below. In
the present work, unlike our earlier work [17], the iso-

topically substituted water vapor species D§6 o, H§8 o,

vessel (~ 3000 cmd®) containing a gas mixture. In this
mixture, nitrogen or argon served as a gas carrier and
the partial pressure of isotopically substituted water
vapors was equal to the vapor pressure in the small
closed volume over the sample. The above experimen-
tal technique made impossible variations in the chemi-
cal composition of the solid phase, i.e., the appearance
of chemical concentration gradients for hydrogen and
oxygen, which could lead to the chemica diffusion.
According to the experimental conditions (volume of
gas phase, partial pressure of water vapors, and amount
of solid phase), the content of D and (or) 2O in the gas
phase upon attainment of an equilibrium should be
halved and amount to ~ 45 at. % D and 28 at. % 0.
This estimate was obtained under the assumption that
all the intercalated hydrogen atoms are involved in the
exchange and only oxygen atoms that occupy the Cu(1)
plane are capable of participating in the exchange
(~ one atom per formula unit or ~ 14% of the total oxy-
gen content inYBCO,) (seereview [18]). Since aset of
peaks corresponding to masses in the range from 16 to
22 in the mass spectrum virtually elude analysis, the
isotopic composition of selected vapor phase samples
was determined by the decomposition of vapor on hot
carbon to hydrogen (H,, HD, and D,) and carbon mon-
oxide (C'®0 and C*80). Thisconsiderably improved the
accuracy of analysis but drastically decreased the num-
ber of pointsin the kinetic curve.

and DQBO brought to physicochemical equilibrium
with hydrocuprate were chosen as counterparts. This
allowed simultaneous observation of the behavior of
both oxygen and hydrogen. In the experiment, an equi-
librium water vapor pressure (for example, 460 Pa at
490 K) was first established in a small closed volume
(~100 cm?®) over the studied sample. Then, this volume
was connected through a circulating pump to a large
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3. RESULTS AND DISCUSSION

3.1. Mobility and Sate of Proton
in Yttrium Barium Cuprate

3.1.1. I sotope exchange. In the first experiments, it
wasfound that the dependences of the degree of isotope
exchange F on thetimet for hydrogen and oxygen can-
not be described by the same equations. As arule, the
F(t) curves are fitted to the appropriate mathematical
models, which enables one to determine two main
parameters of the process: (i) the rate of chemical con-
version J of water vapor atoms into oxygen ions and
(or) protons of a solid on the surface and (ii) the diffu-
sion coefficients of oxygen Dg and (or) hydrogen Dy, in
the bulk of a grain. As can be seen from Table 1, the
exchange rate of hydrogen in the temperature range
studied is considerably higher than that of oxygen.
However, these differences cannot be completely
judged from comparison of the observed degrees of iso-
tope exchange. The matter isthat the kinetic curves F(t)
for hydrogen and oxygen differ in shape. This suggests
that the rates of the process are controlled by different
stages. Figure 1 displays the kinetic curves on the gen-
eralized coordinates. It can be seen from the figure that
all the data for oxygen well fit the model curve corre-
sponding to the diffusion-controlled rate in the bulk of
a grain when the ratio between the numbers of
exchanging atoms in the gas and the solid is equal to
1:1. The shape of this curve is determined by the
parameter G = d?/TPD,. At temperatures of 413, 443, and
490 K, the values of G are equal to 140, 14, and 3 h,
respectively. By assuming that the grain sizes are iden-
tical at al the temperatures, we obtain the temperature
dependence of the diffusion coefficient for oxygen in
the hydrocuprate under consideration, which is charac-
terized by an activation energy of approximately 1 eV.
Thisvaluefallsinthe range of energies presented inthe
review [18]. As regards the absolute value of Do, it can
be determined only with the knowledge of the grain
sizes. The grain-size analysis proved to be not suitable
for their determination, because the hydrogenation
resulted in the refinement of the initial grains down to
micron and submicron sizes. According to the data on
the specific surface area obtained by the krypton adsorp-
tion technique (~ 1 m?/g instead of 0.05 m?/gintheinitial
sample), the mean size of the hydrocuprate grains is
equal to ~ 1 um. Then, Dg =2 x 10715, 2 x 1074, and
10713 cm?/s at 413, 443, and 490 K, respectively. These
values are close to those determined by the extrapola-
tion of the Dy coefficients for yttrium barium cuprate
toward the high-temperature range [18]. Yoshimura et
al. [19] obtained a somewhat lesser value of the diffu-
sion coefficient for the hydroxideion in yttrium barium
cuprate treated with water (107> cm?/s at 470 K); how-
ever, this coefficient actually characterizesthe chemical
diffusion into the sample with alow hydrogen content.

Since the kinetic curve for the isotope exchange of
hydrogen on the In(1 — F)-t coordinates is represented
as a straight line, the factor responsible for the rate of
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Fig. 1. Experimental and model dependences of the degree
of isotope exchange F onthetimet for (1, 2) H-D and (3-5)
180150 exchanges in the H,YBa,CuzO~H,0 system.
Temperature, K: (1, 3) 413, (2, 4) 443, and (5) 490. A=F,
and B = —-In(1 — F). The solid line represents the results of
calculations within the model determining the diffusion rate
in the bulk of a grain when the ratio between numbers of
exchanging atomsinagasand asolidisequal to1: 1. G
specifies the time scale (see text). Dashed lines are drawn
for the benefit of clarity and correspond to the model deter-
mining the rate of hydrogen exchange at the interface.

the process in this case is the chemical reaction at the
vapor-hydrocuprate interface. Then, the lower limit of
the diffusion coefficient at these conditions can be esti-
mated from the relationship A = Jd/DN, where d is the
characterigtic grain size, and N is the concentration of
diffusing particles. The exchange rate J at the interface
was eva uated taking into account the characteristic grain
size or, what is the same—the specific surface area of
powder. Thevalue of Jisequal to 102 mol cm™ s and
only dlightly depends on temperature. Hence, AD,, =
10 cm? st The linearity of the In(1 — F)-t curve sig-
nifiesthat A< 0.1[5, 17, 18]; i.e., Dy > 103 cm? s,
Undeniably, in order to evaluate the diffusion coeffi-
cient Dy, it was necessary to use considerably more
large-sized crystalline grains, which we did not have at
our disposal in this experiment.

Despite the semiquantitative character of the data
obtained, they unambiguously indicate that a proton
migrates in the hydrocuprate | attice “independently” of
oxygen, rather than together with it. Although the oxy-
genionsare not proton “carriers,” their participation in
the migration of a proton is of crucial importance,
becauseit isthese ionsthat form the network of sitesin
which the proton executes a hopping motion. Certainly,
this does not follow immediately from our experiments
on isotope exchange, but it is the universally accepted
concept used in analysis of the proton migration in
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Fig. 2. The inelastic neutron scattering spectrum of
H1 9oY Bay,Cu30g o @t a temperature of 20 K. Low-energy
spectral details are not shown. Absolute error of measure-
ments is shown in the range characteristic of the O-H
stretching vibrations (2000-3500 cmi2) for assessment of
the reliability of the increase in intensity. The arrow indi-
cates the upper bound of the phonon spectrum of
YBayCuz0;. The region below the dashed line can be
defined asacontinuum of “mechanically free protons” (pro-
ton gas).

oxides [20]. Note, for comparison, that a considerable
difference between the mobilities of hydrogen and oxy-
genwas aso revealed in our earlier works by the isotope
exchange technique for another perovskite, namely,
fused crystaline HyoBaCey Y ¢,05_o @ 920K (Dg =
4.2x10°cm?stand Dy = 3.8 x 107 cn? s?) [21], and
alsofor solid KOH at 600K (Dp =10°cm?s*and D, =
107" cm?s?) [22].

3.1.2. Indlastic neutron scattering. In addition to
the traditional approach to the proton migration
through a “crew” (together with oxygen) or hopping
mechanism, we consider the probability of the migra-
tion of a free proton along appropriate channels run-
ninginthe Cu(1)O andY planesintheYBCO structure.
This migration can be realized with monoatomic
hydrogen forms (“free protons” atoms, or hydride
ions). The arguments in favor of the existence of these
forms were obtained by using the inelastic neutron
scattering technique. An idea of invoking the incoher-
ent inelastic neutron scattering technique for the inves-
tigation into the proton dynamics arose from consider-
able progress achieved in this field of spectroscopy in
studying the behavior of protons in solids (see, for
example, the review [15]). Since neutrons, unlike elec-
trons and protons, interact only with nuclei of ions con-
stituting the lattice, the observed energy and intensity
of scattering are closely connected with the lattice
dynamics. At the same time, compared to any nuclei,
protons exhibit an anomalously largeincoherent inelas-
tic neutron scattering cross-section, which noticeably
manifests itself in the intensity of vibrational modes
connected with protons in one or another way. One can
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expect not only changesin the intensity of the observed
lines, but also the appearance of new lines and the shift
of the lines attributed to the nonhydrogenated samples.
A detailed analysis of the experimental datawill be the
subject matter of a separate paper. In the present work,
the main attention was concentrated on the general con-
clusions concerning the behavior of a proton in
H,Y Ba,Cu;0;.

Figure 2 demonstrates the overall inelastic neutron
scattering spectrum at 20 K (the total hydrogen content
in the sample is 8 x 10% atoms). The sample was pre-
pared in the form of two ceramic plates 35 x 35 x 3mm
in size. The stoichiometry of the sampleis described by
the empirical formulaH; g,Y Ba,Cu;05 g

From general considerations, the inelastic neutron
scattering spectrum of the studied hydrocuprate can
exhibit about 40 lines due to the vibrational modes of
the crystal lattice. However, many of these lines corre-
spond to the motion of heavy atoms (Y, Ba, and Cu),
and their contribution to the inelastic neutron scattering
spectrum is virtually unnoticeable. Initiadly, the fea-
tures in the inelastic neutron scattering spectrum of
H,Y Ba,Cu;0; can be interpreted using the known ana-
logues. In actual fact, this approach touches on the dis-
cusson of the chemical state of hydrogen in
H,Y Ba,Cu;0O,, which, in essence, reducesto the “com-
petition” between the hydroxide and monoatomic mod-
els. The former model suggests the presence of the
O—H bond and rests on the general chemica concepts
of protophilic properties of an oxide ion. The latter
model is based on the metal-like properties of the
Y Ba,Cu;0,; compound. Although the metalic charac-
ter of conductivity—the negative derivative with
respect to temperature—is observed only at a low
hydrogen content (< 0.2 at. %), its electronic character
isretained at a high hydrogen content [7]. In a number
of works[15, 20], it was noted that the O—H stretching
vibrations do not manifest themselves in the inelastic
neutron scattering spectrum of electron-conducting
oxides, because the O-H bond is broken under the
action of conduction electrons. A similar explanation
seems to be reasonable in the case of hydrocuprate.
However, at 20 K (the temperature at which the inelas-
tic neutron scattering spectrum was recorded), the con-
ductivity of H,:--O; islikely to be extremely low (below
room temperature, the conductivity is far less than 10~
2.5 cm™). Therefore, the breaking of the O-H bond
subject to conduction electrons can hardly be responsi-
ble for the lack of indicators of this bond in the
observed inelastic neutron scattering spectrum of
H,YB&a,Cuz;O,. Another possible reason is a strong
broadening of the line attributed to the O—H bond,
which is aobserved, for example, for hydrogen-contain-
ing BaCe; _,Y,O; [23]. In this case, the IR absorption
that corresponds to the line of the O-H bond is
observed in the range 35002000 cm™ and exhibits
three submaxima. The traditional explanation of this
broadening—the formation of a strong hydrogen bond
at the OO distances of shorter than 250 pm—isin con-
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tradiction with the absence of so very short O-O bond
lengths according to the crystallographic data: the
shortest O—O distance (312 pm) isobserved in BaCeOs.
However, in the YBa,Cu;0; structure, there are the
shorter OO distances, for example, the apical oxy-
gen—‘chain” oxygen or oxygen—oxygen bond lengths
(=270 pm) in the BaO and Cu(2)O planes. As follows
from the data on the muon—spin rotation, only the posi-
tion between former oxygens can be occupied by the
intercalated proton at high hydrogen concentrations
(morethan 0.7 atom per formula unit).

The third reason for the lack of indications of the
O-H bond in the inelastic neutron scattering spectrum
can be a broadening of the line assigned to the O-H
bond and, correspondingly, a decrease in its intensity
due to the short lifetime of a proton near the oxygen
ion. The short lifetime of a proton near the oxygen ion
can be explained by the presence of a “competitive’
position for localization of the proton, namely, in cer-
tain crystallographic interstices as a specific potential
box. Thishypothesisis confirmed by the second feature
observed in the inelastic neutron scattering Spectra,
namely, the peaks in the range 800-1000 cm™. The
lines in the range of 1000 cm are characterized by a
sufficiently high intensity, and, hence, they cannot be
treated as the second harmonics of modes in the range
of 500 cm. These lines could be assigned to the bend-
ing vibrations of OH~ or H,0, but the aforementioned
absence of the relevant O—H stretching vibrations per-
mits one to propose an aternative explanation for this
group of lines. The proposed approach is based on an
analogy with transition metal hydrides [11], in which
the lines observed in the inelastic neutron scattering
spectrain the range 600-1200 cm™ are attributed to the
vibrations of monoatomic hydrogen forms (H*, H-, and
HO) in tetrahedral and (or) octahedral intersticesformed
by metal cations. A proton in these interstices experi-
ences a complex combination of attractive and repul-
siveforces. In thisrespect, the actua role of theseinter-
stices as “traps’ of a mechanically free proton and the
character of hopping between the traps (providing a
high migration mobility of the proton) call for special
theoretical consideration. Moreover, the intercalation
of hydrogen results in an anisotropic expansion of the
YBCO lattice, and a change in the interatomic dis-
tances can essentially affect this analysis. Nonetheless,
the concept of the interstitial position of a proton in
yttrium barium hydrocuprate is in good qualitative
agreement with the data obtained from analysis of the
inelastic neutron scattering spectrum.

The third feature of the inelastic neutron scattering
spectrum—a structureless continuum observed up to
4000 cm™ (and above)—is of specia interest. The
existence of free protons in solids has long been the
subject of discussions, and until recently, no experi-
mental evidence has been put forth. The regularities of
neutron scattering by an ideal gas of free particles were
considered in [24]. The spectrum of HY BCO is charac-
terized by an intensity continuum observed over the
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entire energy transfer range. The free proton gas can be
responsible for this continuum, but, in fact, the forward
inelastic neutron scattering cannot be observed upon
recording of the backscattering. This is explained by
the fact that the angular momentum and energy conser-
vation laws hold true only for forward scattered neu-
trons. However, in the case of samples characterized by
a sizable probability of secondary (elastic) scattering,
the continuum observed can be associated with the
multiple scattering, including the scattering by free
protons.

3.2. Hydrogen-Induced Madification
of YBa,Cu;0;, Properties

3.2.1. Structural changes according to the x-ray
diffraction analysis. The unit cell parameter ¢ most
considerably changes upon hydrogenation of samples.
The a and b parameters also vary with an obvious ten-
dency for the larger parameter to be retained and the
smaller parameter to increase until they become equal
(tetragonalization). However, these changes do not
exceed 2%, whereasthe c parameter varies by 10-17%.
In the range of scattering angles usually observed for
Y BCO, the diffraction patterns are characterized by the
disappearance of many peaks and a broadening of the
remaining peaks; however, the location of the latter
peaks changes insignificantly [25]. This evolution is
most clearly observed with an increase in the hydrogen
content x up to one hydrogen atom per formula unit. In
our opinion, these findings argue for retaining the cat-
ionic skeleton of theinitial cuprate. Hence, ignoring the
ortho—tetra transformations, hereafter, we will use the
line assignment corresponding to theY Ba,Cu;0; struc-
ture. However, the question arises about the assignment
of peaks at small diffraction angles, which correspond
to the interplanar spacings in the range 1.20-1.77 nm.
For theinitial YBCO, the (001) peak in this range cor-
respondsto ~ 1.17 nm, and its intensity isless than 1%
of the intensity of the most intense peak (013). Upon
hydrogenation, the x-ray diffraction pattern in this
range changes in an intricate way (Table 2) [9, 26]. To
the zeroth approximation, the main tendencies are the
shift toward smaller scattering angles and a relative
increase in the intensity. Closer examination of this
evolution demonstrates that an increase in the degree of
hydrogenation leads to discrete changes in the interpla-
nar spacingsin thefollowing order: 1.17-1.25-1.35 nm.
Note that the “mixing” of the 1.25-nm line with the
1.17-nm line characteristic of O; (YBaCu;0O;) is
observed only at small degrees of hydrogenation.
(Here, we will not discuss the lines observed in the
range 1.55-1.70 nm for oxygen-deficient samples.) In
this range, the evolution of x-ray diffraction patterns
upon hydrogenation of films with a small step in the
film composition was investigated in [9, 10]. It was
clearly shown that the interplanar spacings changein a
discrete manner, and, as the measurements were per-
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Table 2. Characteristic interplanar distances (hm) corre-
sponding to small diffraction angles for the H,YBa,Cu;0,
samples

y
X 6.4-6.7 6.8-7.0 7.4-1.8
1.68a
<05 1.17s 1.17s
1.24s 1.25s
1.77s [19]
1.24s 1.26s
1.55w 1.25s
0.8-1.4 125 1.25[9] 1.35
1.26s 1.26s 1.18 }
1.34w } 1.29w
[9], [10], [25] | [9], [25]
1.8-2.0 1.35 1.35
+0.03 +0.02

Note: x isthe number of hydrogen atoms per formula unit; y isthe
number of oxygen atoms per formulaunit; sindicatesthat the
intengity of lines is higher than 20% of the intensity of the
(013) line; and w designates a weak, more often broad line.
Distance denoted by a is observed in the samples with x = 0
andy ~ 6.5, prepared by low-temperature treatment [2]. Two
values united by curly brackets refer to the same sample.

formed with the c-oriented films, the assignment of the
above lines to the (00I) reflectionsis beyond question.

3.2.2. Comparison of hydrogen-induced changes
in the coordination sphere of copper and the lattice
parameter sof yttrium barium cuprate. Although the
aforementioned data of x-ray diffraction analysis indi-
cate structural transformations observed upon hydroge-
nation of cuprate and subsequent oxidation of hydrocu-
prate, they give no way of revealing the reasons for
crystal chemical changesin thelattice. For instance, the
case in point is the correlation between an increase in
the ¢ parameter and a decrease in the copper valence as
a result of the reducing action of hydrogen. Qualita-
tively, this correlation also manifests itself upon a
decrease in the copper valence due to oxygen elimina-
tion, but the quantitative changes in this case are sub-
stantialy less than those upon intercalation of hydro-
gen: the parameter c is equal to 1.168 nm in YBCO,,
1.187 nminYBCQOg, and 1.35 nmin H,YBCO..

L et usconsider this phenomenon in moredetail. The
intercal ation of two hydrogen atomsis equivalent in the
reducing action to the removal of one oxygen atom and
leads to a decrease in the formal copper valence from
2.33 for YBCO; to 1.67 for YBCOg or H,--O;, which
was experimentally established in [5, 6]. According to
more detailed approaches, the elimination of oxygen
brings about the formation of Cul* at the Cu(1) site.
Further elaborated models treat a complex process of
changes in the charge state of the copper—oxygen sub-
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Table 3. Frequencies (MHz) of the ®3Cu(1) nuclear quadru-
ple resonance in the H,Y Ba,Cu;0; samples

y
X
6.0 6.5 7.0 7.4 7.8
0 30s 22w 22s
24
27w 27w
0.5
30 30a
27 20b
30 27
1.0 30
27 20
14 30w 24
27s 30 20s
2.0
30w 30vw

Note: sindicatesastrong line; w refersto aweaker linein the given
pair; and vw designates a very weak but observable, more
often broad line. Line denoted by a isbroadened and overlaps
with the %3Cu(2) line at 31.5 MHz. Line designated by b is
observed after oxidation of the sample (6.5/1.0). CuNQR fre-
quency for Cu,0O is27 MHz.

system with the charge redistribution between Cu(1)
and apical oxygen. However, in any case, variationsin
the charge state of Cu(1) upon elimination of oxygen
are associated with the oxygen-induced change of the
Cu(1) coordination from a “square” in YBCO; to a
“dumbbell” inY BCOg. At an intermediate oxygen con-
tent (from O, to Og), there exist the Cu(l) threefold-
coordinated ions; i.e., there is one vacant site in the
square [13, 14]. Theintercalation of hydrogen does not
affect the oxygen content, but causes the charges of
copper ions and (or) their environment to change. The
chemical dissociation of hydrogen atoms gives rise to
electrons filling the hole states of the electronic sub-
system and protons forming either OH-ions at the oxy-
gen site or quasi-free protons in the region close to the
Cu(1) plane. Since the electric field gradient on nuclei
is responsible for the Cu NQR freguency, the latter
guantity is sensitive to changes in both the outer elec-
tron shell and the coordination sphere of copper ions.
Therefore, the investigation into the evolution of Cu
NQR spectra upon intercalation of hydrogen makes it
possible to elucidate the origin of crystal chemical
changes on the atomic level.

At present, the Cu NQR spectraof LnBCO (Ln =Y,
Cd, Nd, La, etc.) have been interpreted by separating
the lines attributed to both different crystallographic
sites [Cu(1) and Cu(2)] and the isotope doublet (53Cu
and ®Cu). In the subsequent discussion, we will deal
with the lines associated with 8Cu(1). In the case when
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some doubts were cast upon the assignment of linesto
the Cu(1) or Cu(2) sites, we determined the relaxation
time T,, which considerably differed for these two sites
[13]. Furthermore, in some cases, the spectrum of
H,GdBa,Cu;0, was studied at a temperature of 1.2 K
(rather than at the conventional temperature of 4.2 K).
Then, the ordering of Gd spins produced a considerable
effect on the Cu(2) NQR response and did not affect the
Cu(1) NQR response, which served as a basis for the
assignment of the observed linesto aparticular site[13].

Table 3 presents our experimental results and the
data available in the literature on Cu NQR frequencies
for the YBCO compounds of different oxygen and
hydrogen content. Only one tendency is clearly traced:
the smaller the copper valence, the higher the Cu NQR
frequency. Since Cu'* has the closed electron shell,
only surrounding ions contribute to the electric field
gradient at nuclei in the case of YBCOg, H,---O;, and
Cu,O. The difference in frequencies for YBCO, and
Cu,O can be explained by the small difference in the
Cu—0 distances (0.181 and 0.185 nm at room tempera-
ture, respectively). The coincidence of the CUNQR fre-
guencies for Cu,O and H,...0O, most likely is acciden-
tal. The assumption that Cu,O arises as aproduct of the
chemical decomposition is ruled out, because the for-
mation of Cu,O in appreciable amounts is not
observed. For H,---O, g and Y BCO;, with ahigher oxida-
tion state of copper, the electron shell of the copper ion
also makes a contribution to the electric field gradient.
Thisis likely the reason why the Cu NQR frequencies
for these compounds are less than those for the Cut*-
containing samples of YBCQOg and H,,--O, by approxi-
mately the same value (8 and 7 MHz, respectively). The
coordination numbers for the hydrogen-containing
samples were not determined experimentally. It can be
assumed that, upon hydrogenation, the coordination
number of Cu(1) with respect to oxygen remains equal
to four, but the charge of this coordination sphere
decreases owing to the proton incorporation. Upon oxi-
dation of hydrocuprate, “excess’ oxygen (i.e., above
seven atoms per formula unit) fills “empty” sitesin the
Cu(1)-O plane. Therefore, the unit cell can contain eight
atomic oxygen ions (or OH"), and the oxygen octahe-
dron can be formed around Cu(1) (coordination number
issix).

Since the Cu(1) coordination sphere undergoes a
considerable change dueto theinfluence of intercal ated
hydrogen, according to the Cu NQR data, we can argue
that the protons and electrons carried by hydrogen
atoms are localized in the crystal lattice region near the
Cu(1)-O basal plane. This conclusion is in complete
agreement with the data obtained in the muon-spin
investigations [27, 28].

It should be emphasized that only the NQR fregquen-
cieslisted in Table 3 manifest themselvesin the spectra
with agradual change in the composition YBCO; —~
YBCO7, YBCO7 — Hz'"O7, and H2"'O7 I
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H,--O; 4 NoO shift in these frequencies is observed,
even though the broadening of peaks (attended by a
decrease in the intensity at a maximum) is a “typical”
situation. In essence, the evolution of the Cu NQR
spectra is similar to the above-described evolution of
the x-ray diffraction patterns in the case when the
appearance of particular peaks, rather than their regular
shift, is observed in the x-ray diffraction patterns at
small angles. The coincidence in the behavior of local
(NQR) and macroscopicaly averaged (x-ray diffrac-
tion) characteristics can be explained in the simplest
way by the formation of new phasesin the matrix of the
initial compound, for example, H,---O; in YBCO; or
H,--Oygin H,---O,. Note that the ratio “new phase : ini-
tial phase” varies with absorption of hydrogen or oxy-
gen. This brings up the question asto which form of the
mixed state of initial and new phases is realized. Rea
soning from numerous investigations into the phase
state of YBCO, samples with an intermediate oxygen
content (6 <y <7), most likely, the case in point is the
microheterogeneity, domain structure, and “ phase sep-
aration” in the electronic subsystem. In any case,
according to the x-ray powder diffraction analysis, no
macroscopically detectable separation of the material
into components occurs. At the same time, it should be
remarked that the term “initial phase” does not reflect
the essence of the matter. Theline at 31.5 MHz, which
is characteristic of 83Cu(2) in YBa,Cu;0;, is retained
(even if broadened) in the spectrum only at small
degrees of hydrogenation (less than one atom per for-
mula unit). Consequently, in a certain sense, we are
dealing with a partia retention of the YBCO; initia
phase. An argument, even if indirect, in support of this
inference is the observation of superconductivity with
T, ~ 70-80 K in the hydrogenated samples containing
to 0.8-1 hydrogen atom per formula unit. However, at
a higher hydrogen content, the spectrum of Cu(2) is
observed only in the frequency range 70-110 MHz due
to the antiferromagnetic ordering in the Cu(2)-O
planes, which implies the disappearance of theYBCO;
initial phase. This correlates with the fact that the peaks
corresponding to the interplanar spacings in the range
1.17-1.19 nm, characteristic of the YBCO, phase, are
not observed in the x-ray diffraction pattern. Upon oxi-
dation of hydrocuprate to H,Y Ba,Cu;0; g, the high-fre-
guency spectrum of Cu(2) “disappears,” which also is
typical of superconducting Y Ba,Cu;0,. Note also that,
according to the diamagnetic measurements, oxyhy-
drocuprate is the superconductor with T, in the range
60-70 K. However, the NQR spectrum of oxyhydrocu-
prate exhibits only one intense line at 20 MHz, which,
according to the relaxation measurements, was
assigned to Cu(1). The necessary special investigations
are beyond the scope of the present work.

By summing up the discussion of the results
obtained in the investigation of hydrogen in yttrium
barium cuprate, it should be mentioned that the hydro-
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gen intercalation is a complex “double-edged” process
involving the mutual influence of the host oxide and
guest hydrogen.

The active role of theY Ba,Cu;0, oxide macroscop-
icaly manifests itself in the chemisorption of molecu-
lar hydrogen. At the microscopic level, this process is
treated as the dissociation of H, molecule into atoms
(H, —= 2H) and a spatia separation of H atoms into
electrons and protonsin the lattice (H — H* + €).

At the macroscopic level, the active role of hydro-
gen showsiitself in the modification of the physical and
chemical characteristics of oxide. In particular, it is
revealed that the metal-like superconducting cuprate
transforms into the semiconductor antiferromagnet,
which was earlier observed for oxygen-deficient sam-
ples. Moreover, after the hydrogenation, yttrium bar-
ium cuprate acquires two quite new properties. (i) the
ability to increase oxygen content up to eight atoms per
formula unit and (ii) the occurrence of highly mobile
protons migrating in the lattice independently of oxy-
gen ions. At the microscopic level, the modifying role
of hydrogen is associated with the changes in the cop-
per—oxygen subsystem of cuprate. The intercalated
protons transform the charge distribution in the coordi-
nation sphere of copper cations, which, in turn, fulfill
the function of acceptors of the incorporated “hydro-
gen” electrons. These transformations are most clearly
pronounced in the evolution of the Cu NQR spectra.
The fact that the Cu NQR frequencies change in a dis-
crete, rather than gradual, manner indicates the localiza-
tion of the observed transformations in a certain region
of the crystal lattice. Analysis of our experimentd results
and available datamakesit possibleto assign these trans-
formationsto the Cu(1) (“chain”) ions. Furthermore, the
case in point is the region near the Cu(1)-O plane, judg-
ing the location of protons from the data of the muon—
spinrotation [27, 28]. By their behavior in the process of
inelastic neutron scattering, a substantial fraction of pro-
tons can be considered mechanically free particles occu-
pying interstices in the crystal lattice. The fraction of
protons that take part in the formation of strong O-H
bondsin H,Y Ba,Cu;0; islikely to be insignificant.

The discreteness of changesin the local characteris-
tics determined by the NQR technique and the macro-
scopically averaged characteristics obtained by x-ray
diffraction analysis suggests that the formation of sto-
ichiometric compounds, for example, H,Y Ba,Cu;0,,
occurs through the stage of their solid solutions in the
matrix of theinitial materials.

ACKNOWLEDGMENTS

| am grateful to V.M. Egorov, I[.N. Zimkin,
Yu.P. Stepanov, and B.T. Melekh (loffe Physicotechnical
Institute), H. Litgemeier’, Ch. Freiborg, and P. Menfells

T Deceased.

PHYSICS OF THE SOLID STATE Vol. 42

BAIKOV

(FZ Julich, Germany), Ph. Colomban and R. Baddour-
Hadjean (LADIR-CNRS, Thiais, France), and F. Parker
(RAL, Chilton, UK) for their assistance in performing
the experiments and fruitful discussions of the results.

Thiswork was supported by the Russian Foundation
for Basic Research, project nos. 95-03-08001a and
97-03-33466a.

REFERENCES
C. W. Chu, D. H. Hor, L. Meng, et al., Phys. Rev. Lett.
58, 405 (1987).
2. E. K. Shakova, Yu. M. Bakov, and T. A. Ushakova,
Superconductivity 5 (1), 22 (1992).
T. Hirata, Phys. Status Solidi 156 (2), 227 (1996).
4. Yu. M. Baikov, Sverkhprovodimost: Fiz., Khim., Tekh. 7
(7), 1208 (1994).
5. Yu. M. Baikov and S. E. Nikitin, Solid State lonics 86—
88, 673 (1996).
6. Yu. M. Baikov, Zh. Neorg. Khim. 43 (1), 22 (1998).
7. Yu. M. Baikov, S. E. Nikitin, Yu. P. Stepanov, and

V. M. Egorov, Fiz. Tverd. Tela (S.-Peterburg) 39, 823
(1997) [Phys. Solid State 39, 729 (1997)].

8. Yu. M. Baikov and S. E. Nikitin, in Proceedings of the
Third International Symposiumon lonic and Mixed Con-
ducting Ceramics, Paris, France, 1997, Ed. by T. A.
Ramanarajanan (Electrochemical Society Inc. Proc. 97-
24, 1997), p. 390.

9. W. Gunther and R. Schéllhorn, Physica C 271, 241
(1996).

10. R. Borner, W. Paulus, R. Schéllhorn, et al., Adv. Mater.
7 (1), 55 (1995).

11. P V. Ged'd, R. A. Ryabov, and L. P. Mokhracheva,

Hydrogen and Physical Properties of Metalsand Alloys:
Transition Metal Hydrides (Nauka, Moscow, 1985).

12. H.Yasuoka, T. Shimizu, T. Imai, et al., Hyperfine Inter-
act. 49, 167 (1989).

13. I. Heinemaa, H. Litgemeier, S. Pekker, et al., Appl.
Magn. Reson. 3, 689 (1992).

14. H. Litgemeier, S. Schmenn, P. Menffels, et al., Physica
C 267, 191 (1996).

15. Ph. Colomban and J. Tomkinson, Solid State lonics 97,
123 (1997).

16. Yu. M. Baikov, W. Gunther, V. P. Gorelov, et al., lonics 4
(5/6), 347 (1998).

17. Yu. M. Baikov, Zh. Neorg. Khim. 43 (2), 192 (1998).

18. Yu. M. Baikov, E. K. Shalkova, and T. A. Ushakova,
Superconductivity 6 (3), 349 (1993).

19. M.Yoshimura, S. Inoue, andY. Ikuma, Solid State lonics
49, 39 (1991).

20. K. D. Kreuer, Chem. Mater. 8 (3), 610 (1996).

21. Yu. M. Baikov and E. K. Shalkova, J. Solid State Chem.
97, 224 (1992).

=

w

No. 6 2000



INTERCALATED HYDROGEN IN YTTRIUM BARIUM CUPRATE 1035

22. Yu. M. Baikov, B. S. Nikolaev, T. A. Perevalova, et al., 26. Sh. Edo and T. Takama, Jpn. J. Appl. Phys. 37, 3956

Izv. Akad. Nauk SSSR, Neorg. Mater. 24, 615 (1988). (1998).

23. K. D. Kreuer, W. Muench, M. Ise, et al., Phys. Chem. 27. H. GlUckler, Ch. Niedermaier, G. Nowitzke, et al., J.
101 (9), 1344 (1997). Less-Common Met. 164-165, 1016 (1990).

24. J. Tomkinson, Spectrochim. Acta, Part A 48 (3), 329 28. W.K.Dawson, C. Boekema, L. Lichti, and D. W. Coone,
(1992). = & ®) PhysicaC 183-189, 1221 (1991),

25. Yu. M. Baikov, V. M. Egorov, I. N. Zimkin, and Yu. P. Ste- )
panov, Zh. Neorg. Khim. 42 (10), 1620 (1997). Translated by O. Borovik-Romanova

PHYSICS OF THE SOLID STATE Vol. 42 No.6 2000



Physics of the Solid Sate, Vol. 42, No. 6, 2000, pp. 1036-1040. Translated from Fizika Tverdogo Tela, \ol. 42, No. 6, 2000, pp. 1004-1008.

Original Russian Text Copyright © 2000 by Shchennikov, Savchenko, Popova.

SEMICONDUCTORS AND DIELECTRICS

Electrical Propertiesof the High-Pressure Phases
of Gallium and Indium Tellurides

V. V. Shchennikov, K. V. Savchenko, and S. V. Popova
Institute of Metal Physics, Ural Division, Russian Academy of Sciences, ul. S. Kovalevskor 18, Yekaterinburg, 620219 Russia
e-mail: phisica@ifm.e-burg.su
Received November 1, 1999

Abstract—A study has been made of the resistance p, the thermopower S, and magnetoresistance MR of
GayTe; and a-In,Te; single crystals at pressures P up to 25 GPa. It isfound that the resistance p and |J sharply
decrease at ~0-5 and 1.5-3 GPa, respectively. The semiconductor—metal phase transitions in the temperature
range from 77 to 300 K are established from the sign reversal of the temperature coefficient of p to occur at
P > 4.4 and > 1.9 GPa. Thevalues S= +(10-20)uV/K for the metallic phases with aBi, Tes-type structure agree
with those for liquid In,Te; and Ga,Te;. Negative MR isreveadled in In,Te; at P = 1.9 GPa. No MR is observed
in GayTe; up to 25 GPa. The variation of the electronic structure of In,Te; and Gay,Te; under pressureis dis-

cussed. © 2000 MAIK “ Nauka/Interperiodica” .

1. INTRODUCTION

The A'z“B;,/I semiconductors (A = Gaor In; B =S,

Se, or Te), which in the ANB8-N series occupy a place
between the A''BY' and A"'BY compounds [1], are
promising materials for nuclear power engineering
(due to their high radiation strength), optoelectronics,
etc. [1-6]. The Ga,Te; and In,Te; compounds have a
sphal erite-type defect crystalline structure with astatis-
tical (B phase) or ordered (a phase) vacancy distribu-
tion [1, 5, 7], in which Te atoms form the closest-
packed cubic lattice, and Ga(ln) atoms occupy 2/3 of
the sites in the tetrahedral voids [1, 5-7]. The Ga(In)
and Te atoms are bound through covalent sp® bonds,
and the lone electron pairs distributed among the four
neighboring Te atoms are directed toward the vacancy;
formally, a vacancy is bonded to anions as a conven-
tional cation [1, 7]. This scheme accounts for the semi-
conducting properties and electrical neutrality of the
vacancies in the cation lattice [1, 8] and a low carrier
mobility W for sphalerite crystals[1, 7].

It was found that In,Te; [9-11] and Ga,Te; [10]
undergo phase transitions to a Bi,Te;-type structure at
pressures P = 2 and 5 GPa, respectively. The Bi,Tes-
type structure was obtained [9] after subjecting In,Te; to
apressureof 3.2 GPaat 400K (a=4.27A,c=29.65A).
Thea —» B transition was also found in In,Te; at P =
1.9 GPa[10]. Above~4 and ~7 GPa, In,Te; and Ga, Te;
were observed to transform to phases with a high elec-
tric conductivity [2], but no study was made of their
carrier parameters and conductivity type. The variation
in the electronic structure upon phase transformations
can be retraced by studying the behavior of the ther-
mopower S and magnetoresistance MR, which charac-
terize the carrier concentration and p [12—14]. The pur-
pose of this work was to use these effects to examine

the variation of the electronic structure of Ga,Te; and
In,Te; under pressure.

2. EXPERIMENTAL TECHNIQUE

The measurements of p, S, and MR were made in
anvil-type chambers of steel (for P up to 5 GPa), VK6
hard alloy (“toroid” anvil [12], pressuresup to 10 GPa),
and synthetic diamond (up to 30 GPa) [13, 14]. The
magnitude of P in the pressure-transmitting medium
(katlinite) was estimated to within ~10% from calibra-
tion graphs based on phase transitions in reference sub-
stances Bi, GaP, etc. [13-15]. Platinum—silver ribbons
5 pm thick were used as hold-down electrical probes.
The anvils, whose temperature was monitored by ther-
mocouples, served as current contacts, as well as a
heater and a cooler [13, 14, 16]. The p(P) and p(T)
dependences were measured in the dc mode with the
current through the sample switched. The MR effect at
77 and 293 K was determined by averaging the results
of the measurements upon switching the current
through the sample and the magnetic field [14]. Therel-
ative errors of measurements (without taking into
account the change of sample shape under compres-
sion) were ~3% for p and ~20% for S.

The samples were prepared by the Bridgman—
Stockbarger method [16]. The x-ray characterization
was performed on a STADI-P setup (STOE, Germany)

with CuK, radiation. Polycrystalline silicon was used

asaninterna standard [a, = 5.43075(5) A]. The Ga, Te,
and In,Te; single crystals had a cubic zinchlende lattice
with a = (5.9000 + 0.0004) A and a = (18.4778 +
0.0019) A, respectively, which corresponded to Ga,Te;,
with a disordered vacancy distribution [2, 7] and
a-In,Te; with a superstructure (ordered vacancies) [7].

1063-7834/00/4206-1036%$20.00 © 2000 MAIK “Nauka/Interperiodica’
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3. RESULTS AND DISCUSSION

The resistance and S of the GaTe; samples
decreased with an increasein P up to ~5 GPa; notethat,
unlike[2], where p monotonically decreased by ~ three
orders of magnitude from 1 to 7 GPa, our measure-
ments showed the pressure coefficient of p to increase
in absolute magnitude within the range ~3-5 GPa. The
data obtained in different chambers agree satisfactorily
with one another (Fig. 1a) and with the values S= 0.5-
1 mV/K a P=0[7]. The p(P) and S(P) dependences
measured for In,Te; (Fig. 1b) revealed a sharp drop at
P ~ 2 GPa. We are unaware of any such dataavailablefor
a-1n,Te,, but the resistance of p-In,Te, (a = 6.158 A)
also decreased by about six orders of magnitude in the
range ~ 2-3.5 GPa[2]. Near P = 0, Swas not measured
because of the high sample resistance; as quoted in [7],
S= —0.6-1) mV/K. The low values of p and of S=
+(10-20) pV/K, and their weak dependence on P above
~5 and ~2 GPa (see Fig. 1), argue for the metallic con-
ductivity in Ga,Te; and In,Te;, which was supported by
the measurements of p(T) (Fig. 2). Asis seen from the
thermopower data, the high-pressure phases have a
hole-type conductivity. According to [10], the metallic
phases have a Bi,Te; structure.

The semiconducting behavior of p(T) for Ga,Te;
(curve 1in Fig. 2a) was replaced with an increase in P
by the metallic pattern at P; = 4.4 GPa (curve 2 in
Fig. 2a), which indicated a semiconductor—metal tran-
sition. The conduction activation energy €, estimated
from the p(T) dependenceislessthan ~0.01 eV (at P =
0,e,=0.5¢eV [3]). At T= 270K, p follows anonmono-
tonic course at P = 17.5 and 24 GPa (Fig. 2), which is
possibly associated with another phase transition. In
In,Te;, the semiconductor—metal transition took place
intherange P = 1.9-2.9 GPa(curves1, 2in Fig. 2b). At
T =220 K, p(T) retained a negative temperature coeffi-
cient within the range P = 1.9-3.6 GPa. As was shown
in [3], the charge carrier concentration in In,Te;
decreases, and [ increases with an increase in the tem-
perature to 350 K, and, as a result, €, increases from
0.16eV aT<250K to0.55eV at T= 250K [3, 4].
The same nonmonotonic p(T) dependences, but with
lower energies €, are observed in the semiconducting
phase at P = 1.9 GPaand in the high-pressure phase at
P < 3.6 GPa(Fig. 2).

The MR of Ga,Te; and In,Te; was measured at the
same P as p(T). In most cases, the magnitude of the
effect wasfound to be below 0.01%, which did not even
permit establishing its sign. The absence of MR indi-
cates a low hole mobility [8, 17], which is in accord
with the values p < 50 cm?/Vs for Ga,Te; at atmo-
spheric pressure [7]. In In,Te; at T = 293 K, when the
hole mobility is substantially higher, p ~ 200 cm?/Vs
[3], we have succeeded in measuring the field depen-
dence of MR, which was found to be negative at P =
1.9 GPa (Fig. 3). One of the possible mechanisms
which could result in a negative MR is the carrier scat-
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Fig. 1. Pressure dependences of the electrical resistance p
and the thermopower S (insets) obtained at T = 293 K for
samples of (ad) GayTey and (b) Iny,Tes. The data were
obtained in steel and hard-alloy toroid-type chambers (a) 1,
2and (b) 1, and in diamond chambers (a) 3, 4, 5and (b) 2, 3.
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Fig. 2. Temperature dependences of the resistance p for (a)
GayTezand (b) InyTes at afixed pressure P (GPa): (a) (inset,
1) 4.4,(2) 8.8, (3) 13, (4) 17.5, and (5) 24; (b) (inset, 1) 1.9,
(2) 2.95 (inset and the main panel), (3) 3.6, (4) 3.8, (5) 4.8,
(6) 6, and (7) 1.2 (after apressure drop, inset).
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Fig. 3. Dependence of transverse magnetoresistance of an
In,Te; sample on the magnetic field B at P = 1.9 GPa (T =
293 K).

tering from magnetic impurities, when the spin polar-
ization of impurity atoms reduces the probability of
electron spin-flip scattering and, hence, reduces the
total scattering probability and p [17, 18]. It is known
that impurity atoms in In,Te; remain unionized and
possess a magnetic moment [6, 7]. For this mechanism,
the field dependences of the negative MR are propor-
tional to ~B? in weak fields B and tend to saturation in
strong fields [14, 17, 18], which is actually observed in
In,Te; (Fig. 3). In the high-pressure metallic phases,
MR was less than 0.01%.

Themelting of In,Te;and Ga,Te; at T= 1000K also
brings about an increase in p by two or three orders of
magnitude and a semiconductor—-metal transition in the
liquid phase [8]. The values of Sfor the liquid phases
(+30 puV/K for In,Te; and +45 pV/K for Ga,Te; [8])
agree with those for the high-pressure phases (Fig. 1).
The electronic-structure model that describes the melt-
ing of In,Te; and Ga,Te; (Fig. 4) [8] is aso applicable
to the pressure-induced semiconductor—metal transi-
tion. The semiconducting gap in atetrahedral structure
of the sphalerite forms between the bonding and anti-
bonding states obtained upon hybridization of the
In (Ga) sstateswiththe Te p states (Fig. 4). Themelting
suppresses the hybridized states, and the Fermi level
occurs in the Te p band overlapping with the In s band
(Fig. 4a) [8], which corresponds to the el ectronic struc-
ture of ametal. When pressure induces the phase trans-
formation to the Bi, Te; structure, which can be consid-
ered a distorted NaCl lattice [11, 19], the coordination
number increases, Z = 4 — 6; i.e., the tetrahedral sp®
bonds are also broken [15]. In the ionic bonding
approximation, the electronic structure in the NaCl
cubic lattice has the same form as that of melts [8]
(Fig. 49).
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Fig. 4. Models of the electronic structure of In,Te; and
GayTezin (a) liquid state, (b) ZnSphase[8], (c) hypothetical
NaCl praphase [11, 19], and (d) high-pressure phase with a
Bi,Tes structure [11, 19]. Low temperatures and pressures
favor formation of covalent sp3 bondstransferring (a) theln
s and Te p states into (b) the 0 and o* states [8]. Ef is the
chemical potential level. Dotted lines in Figs. 4c and 4d
show the position of Eg in Bi,Tes (see text).

In the model that assumes a dominant role of the p
electrons in bonding in materials with an unfilled p
shell [11, 19, 20], In,Te;, Ga,Te;, and Bi,Te; in the
cubic NaCl phase should also act as metals (Fig. 4c).
This model qualitatively explains the formation of the
electronic spectrum and crystal structure of Group V,
VI, and VIl elements [20], as well as the Group 1V, II,
and V chalcogenides [11, 19]. The metallic nature of
the spectrum of cubic phases of these substances is
accounted for by its consisting of three overlapping
bands p,, p,, and p,, which are partialy filled [19]. In
the cubic praphase, the Bi,Te; p band is 3/5 filled [11,
19], and the p bands of In,Te; and Ga, Te;, filled to 7/15
(Fig. 4c). The structure of Bi,Te; differs from the NaCl
lattice in that it consists of Te-Bi—-Te-Bi—Te layers; i.e.,
the structure parameter increases fivefold (a = 4.3835 A,
c=30.487 A) [11]. Thisincrease (caused by the Peierls
distortion) of the lattice spacing gives rise to afivefold
p-band splitting as compared to the cubic praphase, and
the Fermi level Ef for Bi,Te; occursin the opening gap
[11, 19], whereasin In,Te; and Ga, Te;, it remainsin the
allowed state band (Fig. 4d). Therefore, unlike Bi,Tes,
which is a semiconductor, the high-pressure phases of
In,Te; and Ga,Te; should be metals [11].
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The calculations performed for Group V-VII ele-
ments showed that the ion-core repulsion makes the
Peierls lattice distortion energetically unfavorable at
some critical P, which accounts for the decrease in the
energy gap and the transition of these substances to the
metallic form [20]. At P = 6 GPa, Bi,Te; undergoes a
transition to the metallic phase with alayered structure
closeto theinitial one[11, 12]. The metallic phases of
Bi,Te;[12, 21], In,Tes, and Ga, Te; have equal S which
suggests a similarity of their electronic structures.

Other Ga compounds with a sphalerite structure,
namely, Ga,S;, (a = 5.17 A) and Ga,Se; (a = 5.429 A)
[7], under pressure can undergo the same electronic
structure rearrangement as Ga,Te; (see Fig. 4). Indeed,
Ga,Se; at P ~ 14 GPa exhibited adrop in its electrica
resistance and the thermopower [16], aswell asastruc-
tural transformation [5], with its high-pressure phase
probably having a Bi,Tes-type structure (a = 3.99 A,
c=27.8A)[22].
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Abstract—A correlation of the shape of the edge luminescence band for hexagonal gallium nitride and the
polarization of exciting light isrevealed. The effect is explained by the existence of microregions with different
directions of deformation in the plane perpendicular to the sixfold axis. © 2000 MAIK “ Nauka/Interperiod-

ica” .

1. INTRODUCTION

A wide-gap semiconductor—gallium nitride—is a
promising material whose properties have been exten-
sively investigated in recent years. A substantial part of
these studies are concerned with the luminescence of
this material. These works are of great theoretical and
practical importance, specifically for possible applica
tions of GaN in optoelectronics [1].

Since the main (hexagona) modification of this
material possesses an optical anisotropy, the studies of
polarization effectsin luminescence present certain dif-
ficulties, and the polarization properties of gallium
nitride luminescence have not been considered in the
majority of the research works dealing with the lumi-
nescence. At the same time, the investigations of A!''BY
semiconductors demonstrate that the luminescence
polarization and the character of its dependence on the
polarization of excitation can provide anontrivial infor-
mation on the properties of fluorescent materials and
the nature of recombination processes.

In the general case, the influence of light polariza-
tion on the luminescence parameters can be treated as
the polarization memory of luminescence. In the case
when the material under study is isotropic with respect
to polarized light modes, which are used for exciting
the luminescence, the manifestations of optical polar-
ization memory are nontrivial. The memory effect of
the circular polarization of excitation in an isotropic
material is referred to as the “optical orientation” and
has been studied with alarge number of semiconductor
materials[2]. The memory for thelinear polarization of
excitation was observed in studies of the so-called “ hot
luminescence” [3]. Recently, the memory for the linear
polarization of excitation was revea ed for afluorescent
porous silicon [4]. The latter effect wasinterpreted as a
manifestation of the internal structure of the material
consisting of individual anisotropic nanometer ele-
ments. In all the af orementioned cases, the polarization
memory manifested itself in the polarization of the

recombination radiation, and no changesin the spectral
characteristics were found.

The purpose of the present work was to investigate
the linearly polarized edge luminescence of hexagonal
gallium nitride upon linearly polarized excitation. This
study is a part of the program on the search for and
investigation of spin-dependent phenomena in gallium
nitride. Until presently, no observations of these effects
have been reported.

2. SAMPLE PREPARATION AND
EXPERIMENTAL TECHNIQUE

The samples to be studied were prepared by chlo-
ride epitaxy on silicon and sapphire substrates at atem-
perature of ~900°C with the use of anmoniaas anitro-
gen source. The most perfect samples with alow dislo-
cation density of ~10” cm™? were produced by the
lateral overgrowth technology. The material obtained
represents single crystals grown together along the side
surfaces in the form of hexagonal columns with the C
axis perpendicular to the substrate plane. The sizes of
individual single crystals ranged from 1 to 200 pum. In
the case when the samples separated from the sub-
strates, they were in the shape of flat plates 0.4-0.5 mm
thick. Deviations of the hexagonal axis of the material
from the normal to the sample plane were about 5-10
angular minutes. Such an orientation of the material
made it possibleto eliminate the manifestation of trivial
effects in the dependence of the luminescence parame-
ters on the polarization of excitation.

Upon nonpolarized excitation, the samples exhibited
typical edge luminescence parameters of this material:
the location of the band maximum was 3.47 (3.22) eV
and the full width at half maximum (FWHM) was equal
to 25 (50) meV at 78 (300) K.

The luminescence was excited by a pulsed molecular
nitrogen laser with a wavelength of 337 nm (3.69 €V)
and a pulse duration of 6 ns. The experimentswere car-
ried out at temperatures of 78 and 300 K. The lumines-

1063-7834/00/4206-1041$20.00 © 2000 MAIK “Nauka/Interperiodica’
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L uminescence spectra of hexagonal gallium nitride at 78 K
for parallel (solid line) and mutually perpendicular (dashed
line) orientations of an analyzer and a polarizer. The first
curveisnormalized to unity at a maximum of the intensity,
and the scale of the second curve remains unchanged with
respect to thefirst one.

cence signals were recorded using a boxcar-type device
with atime resolution of 102 s. By this means, for gal-
lium nitride with its subnanosecond scale of recombi-
nation processes, the experimental conditions corre-
sponded to the stationary conditions of excitation and
detection.

3. RESULTS

The experiments reveal ed that the shape of the edge
luminescence band at 78 K depends on the mutual ori-
entation of the polarization of the exciting light and the
analyzer in the detection channel. When the linear
polarizer and analyzer were crossed relative to each
other (in the channels of excitation and detection,
respectively), the band had a non-Gaussian shape with
abroad base (about 39 meV at alevel of 0.1 of the max-
imum). The changeinthe mutual orientation of the ana-
lyzer and polarizer to the parallel oneled to anoticeable
change in the band shape: the short-wavelength edge
became shorter with the disappearance of the broad
base (to 3-5 meV at alevel of 0.1). In some cases, a
considerable narrowing of the short-wavelength edge
of the band was also observed at alevel 0.5. This nar-
rowing of the short-wavel ength edge was accompanied
by a certain increase in the band intensity at a maxi-
mum. At the same time, the shape and intensity of the
long-wavelength edge of the luminescence band
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remained unchanged. A typical shape of the spectrais
shown in the figure.

It should be noted that different shapes of the lumi-
nescence band at different polarizations immediately
indicate a partial linear polarization of this band, which
is different for its various spectral components. The
effect was not revealed in the experiments at room tem-
perature.

To our knowledge, neither observations of similar
effects in other materials nor data on the memory
effects for the polarization of excitation in gallium
nitride have been reported.

4. DISCUSSION

Let us consider mechanisms that can be responsible
for the effect observed.

It is unlikely that the effect under consideration is
related to effects such as optical orientation or align-
ment [2, 3], when the memory for the polarization of
exciting photons remains owing to the orientation of
quasi-particles involved in the recombination pro-
cesses. According to the existing concepts, the linear
polarization of luminescence can arise upon recombi-
nation of carrierswhen their total angular momentumis
equal to h/2rrand more. Since gallium nitride hasasim-
ple conduction band with spin 1/2, the linear polariza-
tion of luminescence can be caused only by the hole
orientation. However, taking into account that the
energy of excitation is about 250 meV higher than that
of the band location in the luminescence spectrum and
also an extremely high efficiency of the relaxation of
the hole angular momentum in scattering events, it is
very unlikely that the holes can retain the “memory” of
the direction of the starting angular momentum from
the instant of generation of an electron—hole pair by the
light to the instant of its recombination.

The key to the explanation of this effect can be
found from analysis of the spectral properties of lumi-
nescence. The effect under study implies a change in
the non-Gaussian wings of the band (upon variation in
the mutual orientation of the light polarization of exci-
tation and detection); i.e., itisin the change of the inho-
mogeneous broadening contour. A decrease in the band
wing is observed only for the short-wavelength edge
and occurs with an increase in the intensity at a maxi-
mum (i.e., for the dominant component of the band).
With due regard for the physical meaning of the inho-
mogeneous broadening, the changes observed in the
spectrum can be interpreted as follows: under certain
conditions, the excitations can migrate from some
regions whose energy gap E, is higher than that of the
host material into the regions in which E; corresponds
to the bulk of the material.

Note that the above interpretation did not require
additional model assumptions. Nonetheless, the formu-
lation of the effect in terms of the inhomogeneous
broadening directly explains the most specific features
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observed experimentally. A decrease in the intensity of
the high-energy wing and an increasein the peak inten-
sity correspond to the migration of excitations toward
lower energies E, (into the host material), whereas the
retention of the énape and intensity of the low-energy
wing means that the excitations do not migrate from the
regions with an energy gap below E; for the host mate-
rial into the regions with higher energies E,. Moreover,
this approach provides an immediate exp%anatlon for
the fact that the effect under study is not observed at
room temperature. The width of the band wings is about
30 meV. At 300 K, the states with an energy of 30 meV
above the energy of the ground state can be perma-
nently occupied at the expense of thermal injection.
Therefore, the luminescence from these higher-lying
statesis recorded in the experiment at 300 K.

It is necessary to refine the concepts:. when inter-
preting the experiment in terms of inhomogeneous
broadening, we proceed from the fact that the changes
observed refer to the components in the band wings of
the edge luminescence, and with a high probability,
these components have the same nature as the central
components of the band. We assume that the difference
between the wavelength of components in the band
wings and the wavelength at a maximum is due to the
presence of inhomogeneous deformation in the sample.
The influence of this deformation on E3 for gallium
nitride is well known and has been studied in many
works (see, for example, [5]). The bulk gallium nitride
formed by single crystals grown together a fortiori
involves inhomogeneous deformations. Their presence
was confirmed experimentally in [6]. Thus, the assump-
tion of the inhomogeneous deformationsin the samples
under study israther justified.

Now, we should elucidate how the polarization rela
tionships are connected with the presence or absence of
excitation migration. Since the structure of deformed
regions is unknown, detailed interpretation of this fact
is impossible. However, the effect observed can be
gualitatively explained from general considerations.

Recall that the experiment was performed with sam-
ples in which the C axis was oriented parallel to the
optical axis of the experiment and perpendicular to the
sample plane. Thisimplies that the sasmple, asawhole,
isisotropic in the plane normal to the light propagation.
Moreover, as mentioned above, the probability of the
loss of orientation by holesisvery high. For thisreason,
the material likely does not exhibit micro- and macro-
scopic factors of anisotropy that could give rise to the
polarization of recombination radiation.

However, the deformation can be observed in alocd
region of the material in the sample plane. In this case,
the different directions of the linear polarization of
exciting light and luminescence are nonequivalent. For
the band of edge luminescence, both the excitation and
recombination are associated with the valence band—
conduction band transitions, the selection rules for
optica transitions being identical for absorption and
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emission. It follows that the predominant polarization
of the luminescence should coincide with the polariza-
tion of the excitation. (Note once again that we assume
not the memory of theinitial direction of the hole angu-
lar momentum, but the relationships between the selec-
tion rules for absorption and emission in local regions
that can be characterized by additional anisotropy).
Experimentally, the luminescence of deformed regions
should be efficiently observed in the same polarization
in which the exciting light was polarized; the corre-
sponding components should be shifted from the center
of the spectral band.

For the regions with aweak deformation, the polar-
ization relationships are of little significance (accord-
ing to the above considerations). Moreover, by reason
of weak deformation, the emission of these regions cor-
responds to the central, weakly shifted components of
the luminescence bands. This provides an explanation
for the fact that the migration of excitations from the
regions with an increased value of into the host
material affects the shape of the spectra at the parallel
orientation of an analyzer and apolarizer and leavesthe
band shape unchanged when the polarizations are
orthogonal. When recording the luminescence in the
polarization parallel to the polarization of excitation,
the migration toward lower energies E; manifests itself
but only between the regions with |dent|ca| (or close)
directions of the deformation. In this case, the migra-
tion can be realized within the small spatial region,
which is characterized by the deformation gradient,
within one crystallite included.

If the spectrum is recorded with an analyzer posi-
tioned perpendicular to a polarizer, the observation of
the migration manifestation should mean that the
migration occurs between the regions with different
directions of deformation. However, the assumption of
the migration between the regions, which are deformed
along different directions, implies that the migrating
excitations should traverse the boundary between these
regions. Since these boundary regions often coincide
with the intercrystalline boundaries, or, a least, have a
high density of defects, this migration should be ham-
pered. If it is assumed that such a compact boundary
does not exist and considerable deformation gradients
are absent in the sample, the migration path should be
long enough for the local deformation to significantly
change, specifically in direction. In this case, even the
length of the required path is an obstacle to migration.

As a whole, the effect is caused by the following
factors: the material is not entirely homogeneous, and
the central band corresponds to the bulk with respect to
the perfect material. The defect regions are character-
ized, first, by the deviation of E, from the value typical
of the bulk of the material and, second by the direction
of deformation. The excitation in the regions with a
decreased value of E4 remain and undergo recombina-
tion at the point of generatlon The excitations can
migrate from the regions with an increased value of E
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into the host material (toward lower energies E,). How-
ever, the migration between the regions with different
directions of the deformation is suppressed, because
the path of migration in-between should include a
highly defective region with an inhomogeneous defor-
mation (of the type of intercrystalline boundary), or
these regions should be widely separated.

Thus, the effect of polarization memory in gallium
nitride crystals was experimentally observed for the
first time. This effect manifested itself asapolarization-
dependent inhomogeneous broadening of the edge
luminescence band. The effect is associated with the
specific features of the migration of excitationsin hex-
agonal gallium nitride crystals. Actualy, in the frame-
work of this interpretation, the experiment represents a
new version of the so-called “site-selected” lumines-
cence spectroscopy on revealing defect regions and can
be used in studies of materials with local inhomogene-
ities.
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Abstract—An experimental study of the heat conductivity of Gd,S; with excess Gd content has been carried
out in the temperature range from 80 to 400 K. It is shown that, as the concentration of excess Gd increases, the
heat conductivity of the samples initially drops sharply to reach a minimum at ~0.25 at.% Gd, after which it
increases only slightly. The reasons for such an anomalous variation of the heat conductivity of Gd,S; with
composition are discussed. The temperature dependence of the thermal resistance of the samples displays
breaks characteristic of structura transformations in the temperature range 170-185 K. © 2000 MAIK

“Nauka/Interperiodica” .

Heat conductivity isnot only avital characteristic of
structural materials, but also provides valuable infor-
mation on crystal lattice defects [1]. Rare-earth (RE)
sesquichalcogenides crystallizing in the Th;P,-type
structure (y modification) are promising materials for
usein optoel ectronics, laser technology, and piezoelec-
tric transducers[2, 3]. In contrast to thorium phosphide,
each ninth site in the cation sublattice of stoichiometric
Ln,X; (Ln stands here for an RE element, and X for a
chalcogen) is vacant, and the compound is an insulator.
Deviation of the composition from stoichiometry in
either direction leaves the anion chalcogen sublattice
unchanged, but causes an excess or deficiency of the
metal in the cation sublattice. The excess metal atoms
fill the cation vacancies, thus reducing their concentra-
tion. As a result, electrons that are not involved in
chemical bond formation appear, which entails a
change of the physical properties of the crystal [2]. Itis
known that cation vacancies are efficient phonon-scat-
tering centers[1], and therefore adecreasein their con-
centration should bring about an increase in the heat
conductivity of the crystal. In samples with excess RE
content, one may expect that free electrons which are
not involved in chemical bond formation also make a
certain contribution to heat transport. However, heat
conductivity studies made on a number of RE ses-
quichalcogenides (La,Te;, Pr,Te;, La,S;) and composi-
tions with partially filled cation vacancies [4—7] do not
lead to the unambiguous conclusion that introducing
excess RE atoms in them does indeed result in an
enhancement of the heat conductivity. In order to estab-
lish the character of heat conductivity variation upon a
dlight deviation from stoichiometry and to investigate
the influence of various types of defects on the phonon
heat conductivity k,, we experimentally studied the

heat conductivity of gadolinium sulfide (Gd,S;) and of
a number of compositions with excess Gd in the tem-
perature range 80400 K. The available experimental
data on the heat conductivity of Gd,S; and nonstoichi-
ometric compoasitions are scarce [8-11]. The heat con-
ductivity of stoichiometric Gd,S; was investigated in
[8], and the compositions studied in [9-11] are essen-
tially nonstoichiometric.

The samples studied in this work were prepared by
melt crystallization in a controllable sulfur-vapor atmo-
sphere [12]. The homogeneity of the sample composi-
tion was checked by thermopower measurements with
athermal probe along the ingot. The sample composi-
tion was measured by the gas chromatographic method
[13] towithin 0.015wt.% S. X-ray diffraction measure-
ments showed all samples to be single phase having a
ThyP, structure. The samplesintended for the heat con-
ductivity studiesmeasured 5 x 5 x 10 mm and were cut
from polycrystallineingots. Stoichiometric Gd,S; sam-
ples (which is equivalent to GdS, 5,) were yellowish-
brown in color and transparent, while samples with
excess Gd (GdS,, where x < 1.50) were dark gray and
opaque. The table lists the compositions studied and
some characteristics of the samples determined experi-
mentally at 300 K.

The heat conductivity K was measured in the range
80-400 K in avacuum of ~1.39 x 102 Pa by the abso-
lute steady-state method on atype-A setup discussed in
[14]. The measurements of k were complemented by
studying the electrical conductivity (o) and ther-
mopower (a) on the same samples, which made it pos-
sible to determine the electronic component of the heat
conductivity K, and elucidate its role in the heat trans-
port in the sampl es studied.

1063-7834/00/4206-1045%$20.00 © 2000 MAIK “Nauka/Interperiodica’
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Properties of GdS, samples at 300 K
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” n, 101 cm=
Sample no. Cor_r:qus&tl on o, Ql.em? a, uV/K
(xinGds, exp. calc.

1 1.500 - <10 -

2 1.4989 3.98 0.9 407
3 1.4980 1.94 7.24 3.2 373
4 1.4971 10.5 51 335
5 1.4965 12.7 8.2 295
6 1.4960 5.04 14.5 11.8 270
7 1.4954 16.7 155 238

Figure 1 shows the results of measurements of the
heat conductivity of GdS, samples. The general form of
the temperature dependence of k of the samples does
not differ substantially from the k(T) dependence
obtained for lanthanum sulfide [6] and lanthanum tellu-
ride[4, 7], which areisostructural with gadolinium sul-
fide. The only difference is in the absolute value of K,
which is due to the difference in their molecular
weights. The main contribution to heat transport in all
the samples studied is due to lattice vibrations. The
contribution K, to the total heat conductivity is negligi-
ble because of small values of ¢ (seethe dataon ¢ in
the table). The value of K, for the sample with the larg-
est 0 is less than 1% of the total heat conductivity. It
should be pointed out that the temperature dependence
of k for sample 1 at temperatures T > 200 K differs sub-

K, W/m[K
-9

K, W/mK
5-7)

2.0

2.0
L5k

11.5
1.0+

“11.0

i 1 1 1 1
100 200 300 T,K

Fig. 1. Temperature dependences of the heat conductivity K
of GdS, samplesinthe 80400 K range. (1-7) Sample num-
bers (the samples are numbered asin the table).
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stantialy from k(T) for other samples. It may be con-
jectured that because of optical transparency of sample
1, electromagnetic radiation makesthe largest contribu-
tion to itstotal heat conductivity at T > 200 K.

Figure 2 displays the concentration dependences of
the lattice heat conductivity of the investigated samples
at anumber of fixed temperatures. The values of k,, for
sample 1 at 250, 300, and 400 K were obtained by
extrapolating the low-temperature dependence k ~ T
to higher temperatures under the assumption that K, is
governed by phonon—phonon and phonon—defect scat-
tering in the entire temperature range. An unusual fea-
turein Fig. 2 isthe decrease of K, for nonstoichiometric
compositions. It isbelieved [2] that metal atoms which
arein excess compared to Ln, X in such compoundsfill
cation vacancies, whose concentration in Gd,S; is

Kps W/mK
i 80K
100 K
2.0
125 K
@\/ 150 K
150 0\\?/0/"/0
Wzoo K
w 250K
300 K
1.0+
ow—-o4()() K
1 1 1 1 1 1
1.495 1.497 1.499 X

Fig. 2. Lattice heat conductivity K, vs. GdS, composition
for fixed temperatures.
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2.08 x 10?* cm 3. Filling of cation vacancies in nonsto-
ichiometric samples should have increased Kps whichis
not observed in the experimental data in Fig. 2. The
presence of aminimum in the k,(X) dependence is also
unusual.

It was pointed out earlier that, by occupying vacan-
cies in the metal sublattice, the excess gadolinium
reduces the cation vacancy concentration, which
should reduce the number of phonon scattering centers
as well. This should increase the value of k,. The
observed anomalous dependence K,(X) (Fig. 2) can be
attributed to the formation of new phonon scattering
centers asthe Gd,S; composition deviates from stoichi-
ometry. The nature of these defects remains unclear.
Such phonon scattering centers could be intergtitial
atoms in the presence of excess gadolinium in Gd,S;.
This conjecture is also supported by the fact that the
carrier concentration n derived experimentally from
Hall coefficient measurements is substantially lower
than the theoretical value (see the table). The concen-
tration was calculated by assuming that the filling of
cation vacancies releases one electron per structura
unit to the conduction band [2]. It can be seen from the
Kp(X) dependence that, as the composition deviates
from the stoichiometry, the contribution of new defects
to the decrease in heat conductivity becomes more sig-
nificant than the possible increase in K, due to the cat-
ion vacancy filling. Starting with a certain excess gad-
olinium concentration (sample 5), further filling of the
cation vacancies and the corresponding decrease in
their concentration resultsin an increasein K, (samples
6 and 7). The variation of K,(X) becomes weaker with
increasing temperature. This is due to the relative
enhancement of the role of phonon—phonon scattering
with increasing temperature compared to phonon—
defect processes in the decrease of the heat conductiv-
ity. Therefore the decrease in heat conductivity upon a
deviation from stoichiometry is not as pronounced at
T > 200K asat lower temperatures.

Figure 3 shows the heat resistivity W = 1/k of four
GdS, samples studied. Since the contribution K, to the
total heat conductivity is small, the data presented can
be considered as the temperature dependences of the
lattice heat resistance. The W(T) dependence for sam-
ple 1inthe high-temperature region (T > 200 K) differs
from that for other samples, which can be attributed to
the appearance of an additional heat-conductivity com-
ponent Ak. The calculations made under the assump-
tion that the temperature dependence of the lattice heat
conductivity of sample 1 follows the relation k, ~ T
similar to the K,(T) dependence for samples 2 and 3
which are closest in composition to Gd,S; suggest that
the additional component of heat conductivity has a
temperature dependence Ak ~ T31, The Ak singled out
in this way from experimental datais close in terms of
temperature dependence to the photon heat conductiv-
ity (Kphot ~ T3). Samples 2—7 do not reveal any contri-
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Fig. 3. Temperature dependences of the heat resistivity
(W= K_l) for a number of GdS, compositions. Sample
numbers are the same asin Fig. 1.

bution of KphOt to heat conductivity, because free carri-
ers absorb electromagnetic radiation in the presence of
excess Gd.

In the temperature interval studied by us, the W(T)
plots for the samples (except sample 1) exhibit breaks,
which divide each plot into two linear parts with differ-
ent slopes. This break is not seen in the W(T) depen-
dence for sample 1 against the background of the K
contribution to heat transport at T > 200 K. It should be
pointed out that the position of the break on the temper-
ature scale changes with the composition. For example,
the break for sample 2 with the lowest Gd excesslies at
170K, whilefor sample5itisat 185 K. The breaksin
the W(T) dependence for the investigated samples are
possibly of the same nature as the anomalies observed
near 200 K in the temperature dependence of the spe-
cific heat of La,Se; [15], La,Te; [16], and Nd,Se; [17],
which are isostructural with Gd,S;. The same region of
anomalous behavior in the interval 160-240 K was
observed in the temperature dependence of the linear
thermal expansion coefficient of y-Nd,S; [18].

The experimental results obtained permit the fol-
lowing conclusions. Besides filling the cation vacan-
cies, gadolinium atoms present in Gd,S; in excess of
the stoichiometric content, produce new defect statesin
the lattice, whose natureis not fully clear. The decrease
in heat conductivity due to these defects is more sub-
stantial (particularly at T < 200 K) than the possible
increase in K, expected from thefilling of cation vacan-
cies by gadolinium. In the case of 0.25% Gd excess, the
effects of the two mechanisms on k, cancel out. The
temperature dependence W(T) for al samples displays
breaks characteristic of structural transformations. As
the excess gadolinium concentration in the substances
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studied increases, the transition temperature T, (170 <
T, < 185 K for different compositions) shifts toward
higher temperatures.
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Abstract—The relaxation parameters of the orientational kinetics of trigonal Gd**—fluorine complexesin BaF,
have been determined by a method based on the electric-field effect in paramagnetic resonance. © 2000 MAIK

“ Nauka/Interperiodica” .

1. Apart from the methods based on thermally stim-
ulated depolarization (TSD) [1-3], dielectric [4-9] and
inelastic [5, 6] losses, aswell as the temperature depen-
dence of EPR linewidth [4, 7, 8], the method based on
the electric-field effect (EFE) can be used to study the
orientational relaxation of dipole complexes formed by
impurity centers and charge compensating defects [ 10—
13]. Unlike the other methods, it does not require addi-
tional data and ensures the unambiguous identification
of activation energy with the type of a relaxing com-
plex. When an external electric field is applied to the
crystal, two dipole complexesrelated through theinver-
sion operation are no longer magnetically equivalent,
and the EPR signal splits into two components, whose
intensity ratio is determined by the difference in the
energies of these complexes

I./1_ = exp(2dE/KT), (1)

where d is the dipole moment of the complex [12], and
E isthe eectric field.

By studying the time dependence of the pseudo-Stark
component intensities immediately after the application
of the field or after its reversal, one can measure the
dipole-complex reorientation time[12, 13].

The purpose of this work was to use this method to
study the relaxation of the Gd**—F dipole trigonal
complexes in BaF, [14], as well as to attempt to dis-
cover the tetragonal centersin this crystal.

2. The measurements were carried out on BaF, sin-
gle crystals doped with Gd** having a concentration of
0.1 wt.% in the charge. We studied for E ||H || C; the
5/2 —— 7/2 transition (producing the largest electric-
field effect) of the paralel trigonal-center spectrum
(0.371 T at a frequency of 9.4 GHz, the Gd*" excess
charge is compensated by the F~ ion occupying the
interstice closest to the C; axis [14]). For the sample
thickness of 0.05 cm, the field strength reached 100—
150 kV/cm.

Since the electric fields used are not strong enough
to attain total splitting of the signal into two separate
components, we were only able to observe a broaden-
ing of the signal upon the application of an electric
field, and a shift of the broadened signal as a result of
field reversal. This shift is caused by an interchange of
the unresolved pseudo-Stark components of different
intensities. Ultimately, the EPR signal regainsits origi-
nal position, thus reflecting the relaxation of the inten-
sities of unresolved components.

It was shown [12] that the relaxation of the trigonal
Gd*—fluorine centers in SrF, takes place through tet-
ragona interstices, at which equilibrium is attained
much more rapidly. The high intensity of the tetragonal
complexes is due to a higher (by 0.06 eV compared to
trigonal ones) energy of coupling with the compensa-
tor. It can be expected that the relaxation of the 3mm
centers in BaF, follows the same pattern as in SrF,,
except for the change in sign of the difference in ener-
gies of coupling with the compensator, which is indi-
cated by the absence of noticeable tetragonal-center
lines in the EPR spectrum. In this case, the relaxation
involves the transfer of afluorineion from atrigonal to
atetragonal site (Fig. 1), and the relaxation times of the
pseudo-Stark components are identical.

3m 3m
dmm Amm

Fig. 1. Qualitative energy relief profile (in zero electric
field) for interstitial fluorine motion near Gd®* in BaF.

1063-7834/00/4206-1049%$20.00 © 2000 MAIK “Nauka/Interperiodica’



1050

VAZHENIN et al.

Relaxation parameters of Gd**—F~ complexesin fluorites obtained by various methods

Crystal CaF, SrF, BaF,

Type of center 4mm 4mm 3mm 3mm
Dielectric relaxation
Tp, 103 s 222 [7] 2.0 [8] 13 [8] 0.77 (8]
U, ev 0.395(5) [7] 0.454 [8] 0.640 [8] 0.610 (8]
EPR line broadening
Tp, 103 s 222 [7] 36 (8] 0.25 (8] 29 (8]
U, ev 0.395(5) [7] 0.429 [8] 0.680 [8] 0.535 (8]
TSD
T, 108s 0.02 [13] 0.1 [13] 0.4 [13] 0.1 [1]
U, ev 0.42(1) [13] 0.45(1) [13] 0.62(2) [13] 0.60 [1]
EFE
T, 108s 0.195(9) [13] 0.40(5) [13] 0.3(2) [13] 0.3 [*]
U, ev 0.412(5) [13] 0.455(5) [13] 0.64(2) [13] 0.63(2) [*]
* Thiswork.

We assume that the broadened signal is the sum of
two close components I(t, B) = I.(t, B) + I_(t, B) (B is
the magnetic-field induction) with equal relaxation
rates

l.(t,b) = f(B., B)[(A-C)exp(-t, 1) + C],
I(t,b) = f(B_, B)[(C-A)exp(-t, 1) + A],

where f(B,, B) is the shape function of a line centered
at B,, and A and C are the steady-state intensities of the
component. In this case, we find that after the electric
field switching, the time dependence of the intensity of
this signal at any point will be described by the same
exponential (the same parameter 1) as that of the inten-
sities of the individual components.

)

L]
(3

- $U=063eV

1
4.0 45 5.0
1000/T, K~!

Fig, 2. Temperature dependence of the relaxation time of
Gd>*—F trigonal dipole complexesin BaF,.

PHYSICS OF THE SOLID STATE Vol. 42

The time dependence of the intensity of the first
derivative of the signal near the center of the broadened
line after the reversal of the electric field was measured
in the 205-239 K range. With the exclusion of the ini-
tial portion of the curve distorted by the charge reversa
in the sample, the time dependence was approximated
by an exponential function. The dependence of T on the
temperature T thus obtained (Fig. 2) yielded the follow-
ing values for the activation energy and the preexpo-
nential factor in the equation

T = T,exp(U/KT), (©))

U=0.77 eV and 1, = 2.5 x 107'7 s. One of the reasons
for obtaining such an underestimated value of 1, could
be an error in temperature measurement, which
increases upon cooling and is caused by theimpossibil-
ity of measuring the temperature directly in the sample
(which is under a high voltage) placed in liquid-nitro-
gen vapor. Assuming T, to be equal to the correspond-
ing parameter for SrF, yields an optimum value U =
0.63(2) eV (see the table). With this choice, the fitting
straight line passes satisfactorily through the experi-
mental points (see Fig. 1), and the standard error
increases only dightly.

3. By extrapol ating the data on the EPR spectrum of
Gd**—fluorine tetragonal centersin CaF, [15] and SrF,
[16] to BaF,, we determined for this crystal the mag-
netic-field regionsfree of trigonal-center signals, where
one could expect the existence of transitions of the 4mm
centers. Assuming the relaxation times of the tetragonal
centers in BaF, and SrF, to be similar, one can predict
that cooling of the samplein an electric field to temper-
atures below 150 K should produce a spectrum of tet-
ragonal centers with signals broadened or splitted by
the electric-field effect into two unequal (1) compo-
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nents, which should shift or vary in component inten-
sity, respectively, as a result of field reversal, thus
revealing a very slow relaxation. No signals exhibiting
such behavior were found among the weak linesin the
above-mentioned magnetic-field regions. Taking into
account the ratio S/N = 50 observed for atrigonal cen-
ter, it can be stated that the binding energy of Gd®* in
BaF, with a 3mm compensator is higher than that with
admmone by at least 0.1 eV.

1
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3.
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5.

6.
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Abstract—At high excitation densities, recombination-assisted creation of cation excitons, which transfer energy
efficiently to the anion sublattice to initiate the luminescence of anion excitons and impurity centers, has been
observed in CsCl crystals. At the same time, the creation of cation excitons competes with the el ectron recombi-
nation with cation holes and quenches the cross-luminescence. The intensity ratio of the cross-luminescence to
exciton-impurity luminescence is different for crystal irradiation with y rays and heavy particles. © 2000 MAIK

“ Nauka/Interperiodica” .

Three kinds of intrinsic luminescence are known to
exist in regular regions of wide-gap metal halides,
namely, luminescence of self-trapped excitons (STE),
intraband luminescence (IBL), and cross-luminescence
(CL). The luminescence of the STEs, which are formed
asaresult of direct optical creation, aswell asin recom-
bination of electrons with self-trapped holes, shows the
highest quantum yield (n) at low temperatures (4-80 K)
[1, 2]. The radiative transitions of electrons between
conduction- or valence-band levels in irradiated crys-
tals (electron IBL and hole IBL) [3, 4] occur over a
period of the order of picoseconds and are observed in
a broad temperature range, but with a low integrated
efficiency (about 10~ photon per electron-hole (e-h)
pair).

Radiative transitions between electrons in the anion
valence band and holes generated by short-wavelength
radiation in the core cation zone have also been studied
comprehensively in the recent years. This so-called
cross-luminescence or core-valence luminescence in
the VUV spectral region was described for LiF in the
pioneering work [5]. Cross-luminescence was identi-
fied in the 2-8 eV spectral region convenient for prac-
tical applications from characteristic CL excitation
spectra produced by synchrotron radiation in BaF, [6]
and CsBr [7], and after that, in many simple and com-
plex metal halides[8-15]. It wasfound that the CL effi-
ciency in BaF, is substantially lower for irradiation by
o particles than by electrons or photons[13]. This fea-
ture of the CL, as well as the simultaneous detection of
the cross-luminescence and of the STE luminescence,
which had different characteristic times in LiBaF;,

were used to develop atechnique for the sel ective mea-
surement of y-rays and heavy particlesin mixed y-neu-
tron fluxes [14, 15]. But the mechanism of decrease in
the CL efficiency upon irradiation by heavy particles,
which is important for practical applications, has not
been established.

The present work aims to study the mechanism of a
sharp decrease in the cross-luminescence efficiency in
crystals irradiated by protons, a-particles, and ions
compared to their excitation by VUV radiation and x-
and y-rays. We will consider the problem of selective
cross-luminescence efficiency of crystals exposed to
various kinds of radiation for the specific case of CsCl
crystals that were earlier studied in considerable detail
[16-27].

1. SUBJECTS OF THE STUDY.
MEASUREMENT TECHNIQUES

Single crystals of CsCl were grown at the Institute
of Physics (Tartu) of the Estonian Academy of Sciences
by a modified Stockburger method (see [19] for
details). Plates measuring 15 x 15 x 2.5 mm cut from
the prepared crystal were annealed at 690 K to remove
the dislocations and point defects introduced during
preparation. The luminescence spectra of CsCl crystals
excited by x-raysinthe energy range2—6 eV at 5K also
showed, in addition to the three intrinsi ¢ luminescences
described in [22, 24] (see below), impurity lumines-
cence bands at 3.15 and 3.7 eV, for which the Rb* and
Br-ions are primarily responsible.

1063-7834/00/4206-1052%$20.00 © 2000 MAIK “Nauka/Interperiodica’
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Three main experimental setups were employed for
the excitation and study of the luminescence in the
crystals. A GIN-600 electron accelerator designed by
Mesyats and Koval’ chuk provided solitary 3 ns elec-
tron-beam pulses (300 keV, 1-120 A cm™). Irradiation
by heavy charged particles was done on the cyclotron
of Ural State Technical University. The channel used
makes it possible to study the optical properties of sol-
idsirradiated by heavy charged particles (H*, He*, C3*,
N3, O*, and Ar®*) with energies of up to 1 MeV/nucl
and flux densitiesof 9.7 x 10°-4.7 x 10'* st cm~2in the
temperature range from 80 to 600 K. The spectral range
investigated using an MSD-1 monochromator and a
FEU-106 PM tube is 200800 nm (1.5-6.0 V). The
use of avacuum monochromator (600 mm=, R=0.5m
grating) combined with a FEU-142 PM tube extends
therangeto 11 eV [28]. Theion beamsof H* with ener-
giesof 0.7, 1, 3, and 6.7 MeV, He* with 3MeV, and N*3
with 16 MeV were used in the experiment. Standard
X-ray sources (40-50 keV), VUV radiation (614 eV)
[19, 22], and synchrotron radiation of the MAX-LAB
storage ring in Lund, Sweden were also used [22, 24].
The STE luminescence (2.9 eV) and the two principal
cross-luminescence bands (4.6 and 5.2 eV) isolated by
the monochromators were recorded in the photon
counting mode. The luminescence excitation spectra
were corrected for the quantum efficiency of the VUV
radiation during measurements.

2. CsCl LUMINESCENCE UNDER EXCITATION
AND IONIZATION OF ANIONS AND CATIONS

It was shown in [19, 20] that the STE 11 lumines-
cence band in CsCl has a maximum at 2.9 eV and a
halfwidth of 0.7 eV, and that heating the crystal to 45 K
weakens this luminescence. At high temperatures, the
dominant luminescences are the impurity luminescence
of the Br= (3.7 eV) and Rb* (3.15 eV) centers, aswell as
the tunneling luminescence of F-, Vi pairs (2.7 eV) and
the luminescence of halogens near vacancy associa-
tions (34 eV) [19, 20].

Preliminary observations of fast (~2 ns) lumines-
cence at 4.6 and 5.1 eV, which were identified as STE
o luminescence, were reported for the electron-beam
irradiation of CsCl at 5 K [2, 29]. It turned out, how-
ever, that this luminescence was not excited in the case
of the direct creation of anion excitons (7.8-8.3 eV).
Similar to the short-wavelength fast radiation in CsBr
[7], the excitation spectrum of the 4.6 and 3.1 eV [umi-
nescence bands in CsCl was found to be unusual. The
threshold excitation energy for these luminescence
bands, both at 115 and at 8 K, turned out to be ~14 eV
[22, 23], thus permitting their identification as two
Cross-luminescence components.

Figure 1 presents the emission spectrum of our CsCl
crystal excited by awesak x-ray flux (40 keV, 2 mA, W
anode) at 5 K. The 3.0 eV band is due to the STE 1+
luminescence, while the 4.6 and 5.15 eV bands corre-
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Fig. 1. Emission spectra of CsCl crystals measured under
excitation by x-rays (curve 1) and 9 eV photons (curve 2) at
5K.
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Fig. 2. Spectra of reflectance at 78 K (curve 1) and 5.17 eV
luminescence excitation at 8 K (curve 2) for CsCl. The
residual background luminescence in the excitation spec-
trum in the region 12.5-14 eV is due to a weak impurity
luminescence and superposition of second-order synchro-
tron radiation.

spond to cross-luminescence. Optical generation of e-h
pairs by 9 eV photons excites only the STE 1tlumines-
cence and weak impurity luminescence. The lumines-
cence intensity at 3.7 eV due to the Br-ions increases
by severa factors when excited by 7.8-8.3 eV photons
during the direct optical production of high-mobility
excitonsat 5 K.

Figure 2 presents the CsCl reflectance spectra mea-
sured on the MAX-LAB synchrotron at 8 K for photon
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Fig. 3. Emission spectraof CsCl crystals measured at 295 K under irradiation by x-rays (curve 1), 1 MeV protons (curve 2), 4.6 MeV

He" ions (curve 3), and 16 MeV N3* ions (curve 4).

energies from 12.5 to 16 eV. The pesks at 13.2 and
13.5 eV correspond to the creation of cation excitons.
Also shown is the excitation spectrum of the 5.2 eV
cross-luminescence, which is practically not excited up
to 14 eV in pure CsCl crystals. Even direct generation
by 13-14 eV photons of cation complexes, which were
first studied from reflectance spectra (at 290 K in [16],
and at 20 K in [18]), does not give rise to cross-lumi-
nescence. According to [18], the ionization of Cs" ions
in CsCl isidentified with a step in the reflectance spec-
trum at 14.1 eV. It isin this region that the threshold
energy of excitation of the 5.2 eV cross-luminescence
at 8K lies (seeFig. 2).

Asin BaF, [6] and CsBr [7] crystals, the formation
of cation excitons in CsCl does not practicaly excite
the cross-luminescence. In the region where 13-14 eV
photons produce cation excitons, the anion exciton
luminescence (2.9 €V) is excited in CsCl at 8 K. This
fundamentally important fact remained unexplained for
along time. In spite of repeated attempts, the specific
luminescence of cation excitonsin their direct creation
by 13-14 eV photons could not be detected in cesium
halides, although the spectral region investigated in
Tartu extended from 2 to 12 eV. In Csl crystals, where
the band gap E4 = 6.2 eV, decay of the cation exciton
into two e-h pairswas detected [ 16]. However, this pro-
cess can occur only at temperatures of T = 300 K in
CsBr crystals, and it is ruled out in CsCl, because
2E, = 16.8 eV far exceeds the cation exciton energy. It
was recently shown that the photoelectron emission
characteristic of photoionization inthelower part of the
CsCl valence band is greatly enhanced when irradiated
by 13.2 eV photons, which create cation excitons in
CsCl [30]. This implies that the energy of the cation
excitons created by 13.2 eV photonsis transferred in a
nonradiative way to the neighboring anions, thus caus-
ing their ionization, and ultimately resulting in the for-
mation of the STE and impurity luminescences.

PHYSICS OF THE SOLID STATE Vol. 42

3. LUMINESCENCE EXCITED
BY PROTONS AND IONS

Figure 3 shows the emission spectra of CsCl crystals
measured at 295 K under excitation by x-rays, aswell as
under irradiation by protons (1 MeV), He* ions (3 MeV)
and N° ions (16 MeV). At room temperature, x-rays
effectively exciteimpurity luminescenceinthe2.5-3.3eV
interval and both characteristic cross-luminescence
bands at 4.6 and 5.2 eV with aCL duration of 1.2 nsfor
CsCl [12]. It was assumed in the very first study of the
cross-luminescence in CsBr [7] that part of the cation
holes become self-trapped before recombining with the
electrons of the neighboring anions. Recent precision
measurements of the CL band profiles in CsCl carried
out over a broad temperature range provide evidence
supporting this assumption [25, 26]. Self-trapping of
cation holes should increase the effective cross section
of their recombination with the electrons of the neigh-
boring anions. However, the intensity ratio of the cross-
luminescence to impurity anion [uminescence excited
by 1 MeV protons and helium and nitrogen ions is
much smaller than that for irradiation by x-rays.

Figure 4 presents emission spectraof CsCl crystals
irradiated by protons with energies of 0.7, 1.0, and
6.7 MeV. It can be readily seen that the decrease of the
CL efficiency (compared to the excitation by x-rays)
becomes less pronounced with increasing proton
energy, and 6.7 MeV particles already excite the cross-
luminescence. Such a strong dependence of CL inten-
sity on the type of excitation can be associated with the
difference between the volume excitation densities cre-
ated in CsCl in the various conditions of irradiation.
Thisassumption is also supported by the fact that bom-
bardment of a crystal with heavy particles (protons, o
particles, fission fragments) not only decreases the CL
intensity, but also shortens the decay time. Indeed, the
CL characterigtic time in CsF exposed to y rays and
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Fig. 4. Emission spectraof CsCl crystalsmeasured at 295 K under irradiation by protonswith energies(MeV) 0.7 (curve 1), 1 (curve

2), and 6.7 (curve 3).

electrons, is T = 4 ns [12], while bombardment by a
particles gives T = 0.2 nsfor weak CL [31].

An estimate of the excitation density for theirradia-
tion regime used by us (40 kV, 10 mA, W anode) was
made using standard relations for x-rays and tabulated
data for x-ray attenuation in CsCl. It was found to be
3 x 10Y eV cm3 s, It follows from an anaysis of the
averaged excitation densities produced by protons with
energies of 1 and 6 MeV [32] that the effective proton
track radiusin CsCl at a particle energy of 2-8 MeV is
independent of the energy and equal to 7.5 nm. Accord-
ing to estimates, the volume excitation densities in
tracks of protons of the above energies can be as high
as 10%° and 3 x 10 eV - cm3, respectively, which is
about two orders of magnitude higher than in the case
of x-irradiation. It should be noted that, according to
[32], in tracks of a particles with velocities consider-
ably higher than those of orbital electrons, i.e., with
energies above 1 MeV, the volume excitation density is
only 1.5-2 times higher than that in the tracks of pro-
tons having the same energies.

The above results show that if the excitation densi-
tiesin CsCl crystals are high enough, they can initiate
processes leading to the suppression of cross-lumines-
cence without any weakening (or even with some
enhancement) of the anion luminescence.

4. DEPENDENCE OF CROSS-LUMINESCENCE
EFFICIENCY ON ELECTRON
IRRADIATION DENSITY

An attempt was made to smulate ahigh e-h pair gen-
eration density by using powerful solitary electron-beam
pulses from the GIN-600 accel erator by varying the cur-
rent density from 10 to 130 A cm2. Such pulses pro-
duced volume excitation densities from 2 x 10'8t0 2.6 x
10%° eV/cm?in CsCl. Figure 5 presents the luminescence
spectrum excited in CsCl by fast (3 ns) electron-beam

PHYSICS OF THE SOLID STATE Vol. 42 No. 6
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pulses at 295 K (for more details, see [21]). The
dependence of the intensities of two luminescence
bands at 4.5 and 5.15 eV singled out by the double
monochromator on the current density was measured.
As seen from Fig. 6, the intensity of both cross-lumi-
nescence bands increases linearly with the current
density in the region from 10 to 60 A cm (2 x 10%—
1.2 x 10 eV/cm?®). However, in the 90-140 A cm™
region (1.8 x 10'°-2.6 x 10'° eV/cm?) a characteristic
sublinear behavior is observed, which suggests a strong
decreasein the efficiency of cross-luminescence excita-
tion under these conditions. The situation observed in
the case of irradiation by a powerful electron pulse of
130 A cm was found to be similar to that in the case
of irradiation by high-energy (6 MeV) protons. At high
electron-beam densities, we observe the initial stage of
the effect occurring in the case of bombardment of

Intensity

= 1 | | |

7 6 5 4 3 2
Photon energy, eV

Fig. 5. Fast luminescence spectra(t < 2 ns) of aCsCl crystal
obtained under pulsed electron-beam irradiation (300 keV,
90A cm?, 3ns) at 295 K.
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Fig. 6. Intensities of the cross-luminescence bands at 4.5 eV
(curve 1) and 5.15 eV (curve 2) and of intraband lumines-
cence at 2.5 eV (curve 3) as functions of current density in
electron-beam pulse measured at 295 K. Curve 4 presents
therelative cross-luminescenceyield determined astheratio
of intensities of the cross-luminescence (4.5 eV) and intra-
band luminescence (2.5 eV).

CsCl by protons and helium and nitrogen ions (see Fig.
3). Note that the weak intraband fast (1 < 10719 s) lumi-
nescence of CsCl crystals [21] detected over a broad
spectral range (from 1.8 to 7.2 V) depends linearly on
current density (Fig. 6). Figure 6 also shows the effi-
ciency of 4.5eV CL asafunction of current density. At
the current density of 130 A/cm?, it decreases by afac-
tor 1.5. According to estimates obtained in [21], the
energy efficiency of the cross-luminescence in CsCl
irradiated by electron pulsesis 310 eV/eV.

5. RECOMBINATION-ASSISTED CREATION
OF CATION EXCITONS AND THE POSSIBILITY
OF SELECTIVE DETECTION OF PARTICLES
AND PHOTONS

The obtained results can be used to discuss the
mechanism of the selective response of the various
intrinsic and impurity luminescences to irradiation by
particles (protons, neutrons, a particles, ions) and pho-
tons (x- and y-rays) in ionic crystals capable of cross-
luminescence. This problem has been a subject of dis-
cussion for many years (see, e.g., reviews [26, 33-35]),
but remains unsolved for systems with cross-lumines-
cence. Thelarge amount of data available on the depen-
dence of the intensity of luminescence of various kinds
on volume excitation density |, shows alinear depen-
denceof | on I, (first linear region) at low |, when the
excited regions of the crystal still do not overlap. As g,
increases to the level when the regions of the crystal
excited by individua particles overlap, a superlinear
dependence of | on Iy is frequently observed. The
superlinear region iswell pronounced in crystalswhere
radiative or nonradiative recombination channels com-
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pete with the electron and hole radiative recombination
channel studied here. For relatively high values of I,
the impurity and defect-related competing channels
attain saturation, after which apart of theintrinsic lumi-
nescences is found to be proportional to I, (second lin-
ear region). Accepting the rough estimates of the exci-
tation densities obtained in the preceding sections
according to which the CL efficiency decreases sharply
under excitation by protons (1 MeV, Fig. 3) and nano-
second electron-beam pulses (250 keV) at current den-
sities above 90 A cm™ (Fig. 6), one can estimate the
number of the e-h pairs produced in 1 cm?® under these
conditions. Electrons with an average energy of
250 keV losetheir energy in aCsCl crystal over alayer
of thickness ~250 um. For a current of 130 A cm?, the
energy transferred to the crystal during the pulse dura-
tion (3 x 109 9) is 2.6 x 10'° eV cm3. Accepting the
rough assumption, based on the rich experience in the
investigation of akali halide crystas that the energy
required to create one anion electron-hole pair, does not
exceed 2E, on average, it can be concluded that one elec-
tron-beam pulse with a current density of 130 A cm?
produces not less than 1.4 x 10%* anion electron-hole
pairsin 1 cm? of CsCl. Because the energy expended to
create one cation hole in CsCl is not less than 14 eV,
one electron-beam pulse (130 A cm?) will produce not
more than 2 x 108 cation holes in 1 cm? of CsCl. On
the other hand, an analysis of characteristic losses in
CsCl crystals [36] suggests that the number of cation
e—h pairs created by electrons close in energy to the 6
electrons as well as by bombardment with 1 MeV pro-
tonsistwo to three times smaller than that of the anion
e-h pairs.

For a volume ionization density of about 108 cm=
of Cs" ions in CsCl, conduction electrons recombine
with cation holesto form cation excitonsin atime 1y <
1 ns. Note that self-trapping of a part of the cation holes
[25, 26] significantly increasesthe effective recombina-
tion cross section of conduction electrons with fixed
cation holes and undoubtedly facilitates recombina-
tion-assisted creation of cation excitons. Asregardsthe
time of radiative recombination with the cation holes of
electrons bound to the anions adjacent to the hole, it is
substantially longer. For CsCl, the cross-luminescence
timeis1.2ns, and for CsFitiseven 4 ns[12]. Thus, the
processes of recombination-assisted creation of cation
excitons taking place at high volume ionization densi-
ties induced in CsCl by protons, a particles, nitrogen
ions, and heavy-current ns-long electron-beam pulses,
which were not considered earlier, are capable of com-
peting with cross-luminescence. Cross-luminescenceis
not excited even in the direct optical creation of cation
excitons. The energy of the cation excitonsis spent for
creating anion excitations. In our opinion, recombina-
tion-assisted creation of cation excitons at high excita-
tion densitiesis amajor (if not the primary) reason for
the selective response of the cross-luminescencetoirra
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diation of CsCl by photons, as well as by low-current
electron beams, on the one hand, and by protons, neu-
trons, a particles, and ions, on the other.

In conclusion, we note that the recombination-
assisted creation of excitons in recombination of elec-
trons and holes under heavy-current irradiation by
nanosecond el ectron pulses was also observed recently
in Al,O5 crystals, where recombination luminescence
of self-trapped excitons (7.6 €V) is found to occur in
the absence of self-trapping of electrons and hole
effectsin acrystal [35, 37].
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Abstract—Two-stage dynamics of the self-organization of three-dimensional cluster- and periodic deforma-
tion defect mesostructuresin cubic crystals under radiation is considered and the criteria of mesostructure self-
organization are formulated. © 2000 MAIK “ Nauka/Interperiodica” .

1. INTRODUCTION

In[1, 2], the theory of the formation of a stationary
one-dimensional deformation defect (DD) mesostruc-
ture hierarchy in crystals under irradiation with ener-
getic beams was developed. The Landau functional of
DD-system free energy was obtained. I1ts minimization
leads to a nonlinear equation for a spatially nonhomo-
geneous order parameter of a phase transition, which
proceeds as a self-consistent longitudinal deformation
of acubic crystal along a direction of the [100] type. It
was shown that, when the control parameter, which is
the spatially homogeneous defect concentration ny,
becomes higher than certain threshold values, first sta-
tionary localized DD mesostructures (nanoclusters)
and then periodic mesostructures are formed.

This paper is concerned with the dynamics of the
formation of three-dimensional DD mesostructures in
cubic crystals. A set of three-dimensional kinetic equa-
tions for the Fourier amplitudes of self-consistent
deformation is derived, including elastic anisotropy of
the cubic crystal, nonlocal interactions of lattice atoms
between each other (with an interaction length |,) and
with lattice defects (with an interaction length |4, such
that 14 > 15 [2]), and lattice anharmonicity. This set of
equations describes the dynamics of coupled unstable
DD modes, which is characterized by two stages.

Thefirst stage is related to the collapse of the angu-
lar spectrum of DD modes of wave vectorsq (Jg|=q =
const). This results in the formation of three indepen-
dent continua of DD modes with wave vectors q that
are oriented along the three axes of the [100] type.

Interaction between modes in each independent
continuum determines the dynamics at the second stage
of DD self-organization; when ny, exceeds certain
threshold values, the g-mode spectrum either broadens
and localized DD mesostructures (clusters) are formed,
or the g-mode spectrum degenerates into a o function,
which leads to the formation of periodic DD mesos-
tructures.

The transformation of the DD-mode distributionsin
the g-space occurs independently in each of the three
continua of self-consistent longitudinal deformation
modes along the three axes of the[100] type. Superpos-
ing the resultant ordered one-dimensional DD struc-
tures produces three-dimensional stationary cluster or
periodic DD mesostructures.

In this paper, it isshown that the problem of descrip-
tion of three-dimensional stationary DD mesostruc-
turesin cubic crystals can be reduced to a one-dimen-
siona problem, which was solved in [1, 2]. Studying
the dynamics of the formation of DD mesostructures,
we formulate criteria of the self-organization of cluster
and periodic DD mesostructures.

The preliminary results of this work were reported
in[3].

2. KINETIC EQUATIONS FOR THE FOURIER
AMPLITUDES OF A SELF-CONSISTENT
DEFORMATION IN AN EFFECTIVE DD-MODE
PAIRWISE-INTERACTION APPROXIMATION

The deformation and the concentration of defectsin
athree-dimensional cubic crystal, which are of interest
to us, may be thought of as coupled angular packets of
quasi-longitudina waves, being characterized by wave
vectors g located in the neighborhood of one of the
directions of the [100] type (which coincides with the z
axis)

€ = LH+&0), &0 = YT (13
q

Nr) = Mo+ Ny(r), Nn(r) = 5 nge®, (1)
q

where ny, and &, are spatially homogeneous parts of the
defect concentration and medium deformation, respec-
tively, while ng(r) and &,(r) are nonhomogeneous
ones.
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Under the condition that &(r, t) = 0U(r, t)/0z, the
equation for the cubic crystal deformation, which fol-
lows from equations for the x, y, and z components
(Uy Uy, Uy of the medium-displacement vector [4],
takes the form

pd°E/at” = ¢y AL + Acy,(AE —0°8/07),  (2)

where p isthe medium density; A= (Cj, + 2C4y —C11)/Cy
isthe elastic anisotropy constant; and c,,, C4, C;; @rethe
elastic stiffness constants of the cubic crystal.

Now, in (2), in the same manner as in the one-
dimensional case [2], let us take into account the non-
local lattice atom interaction, anharmonicity, and the
interaction between deformation and defects.

Using (1a), we obtain the following equation for
Fourier amplitudes of quasi-longitudinal deformation:

% = —?cX0)(1-qA12)E,

+ |a|q2C|2(e)ZEQ1Eq_Q1 (3)
d

2 2 e 2
_Bq G (e)qzq EQ1EQZEq—Q1—QZ+ Edq nQ'

Here, a <0and 3 > 0 are the el astic anharmonism con-
stants;

c(6) = clo(1+ A8, @)

where cos = gz/|q|, z isthe unit vector along the zaxis,

cfo = ¢,,/p is the velocity of longitudinal sound in the
direction [100], 8, is the potential of the deformation
defect (d =i for an interstitial atom and d = v for a
vacancy).

To close eguation (3), let us derive the equation for
ng. Taking into account a deformation-induced flow of
defects in the continuity equation, we obtain the equa-
tion of defect diffusion that includes nonlocality of the
defect—atom interaction (cf. [2])

ongy/ 0t =
—(Dg8y/ ks T) Ong (& +13A8),

where Dy isthe diffusivity of defectsof dtypeand T is
temperature. Substituting (1) into (5), we obtain the
desired equation for the Fourier amplitude of the defect
concentration

0 D6

DANngy

©®)

ot

2 2 (6)
X Nq.8q-q,A(0 -0 (1-1a(q-0,)").

a1
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Equations (3) and (6) constitute a closed set of equa-
tions for the Fourier amplitudes of the deformation &,
and concentration nj,.

Substituting in (6) the expression for n, that follows
from (3) in the adiabatic approximation, after some
mathematical manipulation, we obtain a kinetic equa-
tion for the Fourier amplitude of the self-consistent
deformation. In the DD-mode pairwise-interaction
approximation, this equation takes the form

aaq _ Dy’
2 2

1-1pq 7
L]
XY &k anl ~3pEe+ et (113 - s

q,%20 U

Ag(0)&q +

Since nonequilibrium defects in a crystal under radia-
tion are formed in pairs of vacancies (8, =6, < 0) and
interstitials (84 = 6, > 0) with |6| > |6,| [5], we have

&= BiNg/PCio > 0in (7).

The growth rate of DD modesin (7) is
Eﬂ_ 2 2 92 D
25 2dndo —10=A,,
EIL—I0 pc| O)ksT O

where A, is the maximal value of the growth rate,

~3,6% (8)

A¢(8) = Dgq

A, = Dy ZE@%——"—q—D 1 ©
MacL-120°0 O

and A, is the steepness of the A((6) curve at the point
6=0,

5, = %9°\(6)/96° = Dyq A%%l——'—dq—u (10)
2 Nac [l — 1570

In (9), the critical defect concentration ng =

pc% ksT/67 isintroduced.

Let us now consider the first stage of the DD self-
organi zation.

3. ASCENDING ANGULAR DIFFUSION
IN THE VECTOR q SPACE AND COLLAPSE
OF THE DD-MODE ANGULAR SPECTRUM
Asitis evident from (7), owing to the mode-mode
interaction, the harmonic &,_, transforms into the

harmonic qu. In this process, both the direction and
magnitude of theinitial vector q — g, are changed.

Let us consider the first stage of this process, when
|[g —q4] = |g] = const. At this stage, the ends of the Fou-
rier-harmonics wave vectors are located on the sphere
[g] = const in the q space. Furthermore, we will limit
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=05

=09

Fig. 1 Collapse of DD-mode angular spectrum. Polar diagram of the relative Fourier amplitude &4(6, T)/&4(8, T = 0) = exp[AT -

(TAGZ/(l - 12))]/ N1— % versusan angle 6, where 6 is the angle between the vector g and the [001] direction. According to (16), at
T=t/ty, wehave A = Aty =0.2and A = d,tq = 5 (the second peak along the [001] directionis not shown). The similar collapses also

take place along the directions [100], [010].

our consideration to small jumps of g —q; vectorsinthe
meridional direction ¢ = const, when only the polar
angle 0 ischanged in the neighborhood of one direction
of the [100] type, for which 8 = 0. Thisconsiderationis
also true for the other directions of the [100] type.

Expanding &,_,, inaseriesing; (g, < q) in spher-
ical coordinates to within the terms of the second order
and assuming ¢ = const, we obtain from (7) the equa-
tion of diffusion and drift including the DD-mode
amplitude growth in the 8 space. If the angular drift is
ignored, the equation of angular diffusion takes the
form

0E,(6, 0%8,(6, t
S = M@0+ D,
where the angular diffusion constant in the q spaceis
_9_Dq
q 21_|§q2
(11a)

D ed 2 2 D 2
x E(lal —-3B&,) + m(l—ldq )DZ €q,01,

1720
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and the growth rate A,(0) is given by (8).

Studying the angular DD self-organization, we will
suppose that the long-wave spectrum components
(llas < lal) in (11&) are given (&, = const) and that
&q, > 0 (which correspondsto the self-consistent defor-
mation induced by interstitials).

The angular DD-spectrum self-organi zation (degen-
eration) occurs at A4(6) > 0, D, < O (see below). Let us
consider the conditions where thisis the case.

As was shown in [2], there is the following hierar-
chy of DD mesostructures, which are formed as the
defect concentration ny increases: first DD clustersand
then periodic DD mesostructures appear. These two
types of DD structure occupy different regions in g
space.

For clusters, in the vicinity of the formation thresh-
old (see[2]), the following condition is fulfilled:
2 >1, 120° > 1 (12)

In the cluster region of g space (12), the maximal
growth rate (9) becomes positive at ng > Ny =
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el o /15 < Nge. 1t was shown in [2] that g, = Nyy is the
threshold value for the formation of stationary three-
dimensional cluster DD mesostructures.

From (11a) and (10), we obtain the following
expressions for the angular-diffusion coefficient and
steepnessin the cluster region (12):

Dy = 9D0,l} Z §,,01/ 2K TIG<0 at 8,<0, (13a)

q,%20

2
_ 2 xNgolg
0, = D4q A—=.
ndCIO

(13b)

Thus, at 8, =6, < 0 (for vacancies), the equation of
the angular diffusion (11) describes the transformation
(degeneration) of the starting uniform distribution of the
vector g over a sphere |g| = const into a cone around the
zaxis (see (16) and Fig. 1). For interstitials (64, = 6; > 0),
we have D4 > 0 in the cluster region, i.e., there is no
angular spectrum self-organization.

For periodical structures near their generation
threshold, the condition

120 <1, l5o® <1
isfulfilled (see [2]).

From (9), we obtain that the maximum growth rate
Am = Dgd?(Ngo/Nge — 1) > 0 at nyy > ng.. In [2], it was
shown that the value ny, = ny is the threshold for the
formation of one-dimensional stationary periodic DD
mesostructures.

In the region of the formation of periodic structures
(14), in the case of intergtitials (84 > 0), from (11a) and
(20) at nyg > ny., the angular-diffusion coefficient and
the steepness parameter are found to be

(14

(15a)
x Z qucﬁ/zedndc =—{Dgy| <0,

a:#0
5, = Dyq’ Ango/ Nge. (15b)

AtA,>0and D, =—Dgy| <0, the solution of (11) has
the form:

€q(8:1) = &4(8,t = Q)exp(Ayt)

x exp{—0°/(8,t) " —4|D |t} / J1—4|D|3,%,

where £,(6, t = 0) = const is the initiad value of the
deformation Fourier amplitude, which corresponds to
the initial uniform g-vector distribution over the angle
0 range in the wave packet (1). The expressions for o,
and |D,| for the cluster region (12) are given by formu-
las (13), while for the periodic region (14), they are

(16)
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given by (15). The validity of solution (16) may be ver-
ified by immediate substitution into (11).

Formula (16) describes the dynamics of narrowing
and collapse of theinitially uniform angular DD-mode
spectrum with time-increased amplitudes at a fixed
value of |g| = g. Inthis case, the defectsthat take part in
the self-organi zation in the angular spectrum are vacan-
cies in the region of cluster structures (12) (84 < 0),
while in the region of periodic structures (14) (64 > 0),
they areinterdtitials.

By theinstant t = ty(q), the spectrum collapsesto the
o function

&q0,1=1) = &,(6,t=0)
1
x &Xp(Ante(A)) (08,7 4|D) ' 5(6),
wherethetimeit takesfor the angular collapse to occur

te(d) = 1/./4|D¢|3, (18)

depends on q.

The similar collapse of cones of angular distribution
g aso takes place for two other axes of the [100] type
(Fig. 1).

For periodicinterstitial DD mesostructures, we have
g = 2rvd, whered isthe period of the structure (see[2]).
Thus, from (18), we obtain the characteristic collapse
time for the angular spectrum of interstitial-deforma-
tion modes (ID modes) to be

(17)

Ta=tg(q=21/d) = andoC,
- D—1/2 (29
-1 T
C = (121f) B5-BA Y &,(a/0)D
0 Yd 0

9, #0

Due to the angular DD-mode self-organization,
three independent continua of 1D modes appear, which
are characterized by vectors g oriented along one of the
three orthogonal directions of the [100] type.

4. DIFFUSION IN THE ONE-DIMENSIONAL g
SPACE AND THE TRANSFORMATION OF THE
SPATIAL DD-MODE SPECTRUM

4.1. Equations for Amplitudes
and Phases of Fourier Harmonics

Now, let us consider the second stage of the
DD-mode self-organization, when, due to mode-mode

interaction, the transformation of &,_, harmonicsinto
the &, harmonic takes place.

Let us consider the continuum of &, modes with

wave vector g oriented along one of the [100]-type
directionsin a cubic crystal (e.g., along the z axis), for

which &, = &, = &g (—0 < < +0). Our consideration
is aso true for the other directions of the [100] type.
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Thekinetic equation for &, followsfrom (7) at |g| =
q, lohl =0, q 11 0

%0 = A@E + - Dua”

_|0

(20)
XY Eude an| -3t + (11 )5‘1—‘“—15%

q,#20

where the growth rate is given by

A@) = Dgq’[(1—1307)Ngo/ (1= 150")Nge — 1].

Let us represent the complex Fourier amplitude in
the form

(21)

Cq = Aqexp(idy),

where A, and ¢, are the real amplitude and phase,
respectively. Substituting (22) in (20) and separating
the real and imaginary parts, we obtain a set of coupled
kinetic equations for the real amplitudes A, and phases

®q

(22)

0A, dq
5t = MAA+ = lquZAqlAq_ql

q, 720

(23)

- %%osmcb(q, ),
09, qu2 AqlAq—%H
9 — al
ot q1_ Iéqquzo Av O

(1—!5 8- qlDDsm(Atb(q a),

ol - 388, + 1 L-15a)
[l

—3B&,
(24)

where AQ(Q, t) = b, + Oq_q, — O

Let us simplify this set of equations. As before, we
assume that there is a set of long-wave harmonics with
wave vectors q; < g, (where g, is the characteristic
wave number of the DD mesostructure), which we may
consider asgiven and also put ¢, = 0. Moreover, let us
take into account that, as it will become evident later,
during acharacteristic time T ., Whichis substantially
shorter than the characteristic time interval of ampli-
tude-A, spectrum change, the phase locking takes
place: ¢, = ¢ (see(28)). Therefore, at t > Tppae, PUL-
ting cos(A¢(q, 0,)) = 1, we obtain from (23) the kinetic
equation for A,. Expanding A,_,, in powersof g, up to
the second—power term in this equation, we obtain a
diffusion equation for the amplitudes of Fourier har-
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monics A, = A(q, t), which describes the amplification
and drift in q space

% = Ma)A(, 1)
(25)
. K(q)aA(g Y 4 bg )a A(q )

where A(q) is given by (21) and the following notation
has been introduced: the drift coefficient

K(@ = Dqgq((1—130%)/ (1—Ieq?))

) (269)
X (84/kgT) z Aqd1
9,20
and the diffusion coefficient in q space
_ 1Dy
D(q) - 21_|2 2
(26Db)
ed 2 2 D 2
< Dol ~3B8s + L H0L-1E Y A

1,720

From (24), using approximations ¢, =0, Aq_q U
Ag and sin(¢q_q, — dg) = 9q_g, — §g We obtain the
kinetic equation for ¢q

;- Dl 53 Aol -3,

1 q;tO

27)
e 2 1
(-l B - qDE(d)q a0

Later, onthebasisof (25) and (27), wewill study the
DD self-organization dynamics for each of two regions
in g space, where cluster and periodic DD mesostruc-
tures are formed.

4.2. Phase Locking and DD-Mode Spectrum
Broadening: Cluster Formation

In the short-wave (cluster) region (12), from (27),
we obtain the relaxation equation for ¢,

00q _ ~ 2044
W =D dd = k T|2 Z fh(q)q—%_q)q)'

0g,#0
As it follows from (28), the relaxation process of
phase ¢, is accomplished (d¢/0t = 0) when harmonics
phases become equa: ¢, = ¢_q, . This occurs for the

phase locking time Ty Which may be derived from
(29):

(28)

— O ed Id D
phase_ BDkTIOZAqE (29)
gq,#0
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From (21), under condition (12), we obtain for the
growth rate the expression

M@ = Dga’(Ngol3/ Neclg—1)

; (30
= Dyd (Ngo/ Ny — 1).

From (30), it isevident that A(q) > 0 a Ny > Ny =

|§/|§ndc, i.e., al harmonics &, are growing. In [2], it
was shown that in the region ny, > Ny, Stationary clus-
ter DD mesostructures are formed.

From (26b), we obtain for the diffusion coefficient
in the cluster region (12)

Id ed 2
q |2k T qlACh'

q,#20

D(q) = (31)

Asit followsfrom Section 3, the self-organization in
the angular range in the cluster region leads to the col-
lapse of the angular spectrum of the vacancy-deforma:
tion (VD) modes into the directions of the [100] type.
Thus, in this case, the defects that are responsible for
the self-organization in |q| space of DD modes with
wave vectors along these directions are vacancies. For

this reason, we assume that Aql = const and Aql <0in

(29) and (31) (which corresponds to self-consistent
deformation produced by vacancies). Taking into
account that 6, = 6, < 0 for vacancies, we obtain from
(31) that, in the cluster region, D(q) > 0. (Moreover, on
the basis of (26a), it can be shown that K(q) > O here).
With a positive growth rate (30), drift coefficient (264),
and diffusivity (31), diffusion equation (25) describes
both the growth (during the time A) and broadening of
the spectrum of Fourier components &, with locked
phases ¢,. Let us estimate the characteristic times for
these processes.

We will determine the characteristic time of the

spectrum broadening by formula

Ty = do/ D(0), (32)

where gy = 175, | iS the minimal cluster size. Using

(30) and (31), we obtain that, at least near the threshold

of the formation of localized structures, the following
inequality isfulfilled:

T5(@)/A Q) = 2(Ngo/ Nger — 1)/ (8¢/ kg T)

(33)
x(1/10)” Y 61/ toAq, <1

q,#0
Thus, before the amplitudes grow enough, the diffu-

sion spreading of the amplitude spectrum occurs and
causesthe amplitudes A, to level off. Inthis process, the
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phases of harmonics &, remain locked, because it fol-
lows from (29) and (32) that

Tonase’ Tp = Z A (01/ 0p)°/ 2 z A, <1, (34)

g, 70 09,#20
since g; < Q.

From (33) and (34), we obtain the following hierar-
chy of the characteristic times of the DD self-organiza-
tion in short-wave region (12):

Tonese < To <A (0). (35)

Thus, in the short-wave region, growth of &, har-
monics occurs, they have the same phases and leveled-
off amplitudes due to spectral diffusion. The formation
of a planar spectrum of harmonics with locked phases
corresponds to the formation of localized (cluster) DD
mesostructures. The stationary characteristics of a one-
dimensional DD cluster were determined in [2]. Three-
dimensional DD clusters are built up by the superposi-
tion of one-dimensional ones.

4.3. Collapse of q Spectrum of DD Modes:
The Formation of Periodic Mesostructures

To describe the formation of periodic DD structures
in the long-wave region (14), it is enough to consider
the dynamics of the Fourier amplitude &,. The corre-
sponding equation can be derived from (20) in the same
manner, as (25) was derived from (23). As aresult, we
obtain the equation of spectral diffusion

4@ Y - \gE(q b

ot
08(q. t) ERACH)) N (39
+ Ky Sy + Dy (g =22
99 oq”
with the growth rate
_ 2o 2 2 0
A@) = Dy (1_qu) 15 (37)
the drift coefficient
Ky(@) = Dya(1-130) (80 keT) Y &qci  (38)
q,#0
and the spectral diffusivity
1
Dy(6) = 5Due’”
(39)
0 O
X Hol ~3p8o + = (1-130) 0 €0
O B Lo
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o

Fig. 2 Dynamicsof the DD-mode spatia g-spectrum collapse.
The diagram of the relative Fourier amplitude &(q, 1)/&(g, T =

0) = exp[AT — (TA(q — Gy + KT)Z(1 = 19))]/4/1 -T2 versus g
calculated from (43) at A = Aptq = 0.2, A=3tg=5,qm =3,
K =1, and different valuesof T = tity: 0.1 (1), 05 (2), 0.7 (3),
and 0.9 (4).

Since in the region (14) the angular-spectrum col-
lapse is the case for ID modes, then qu > 0, and, at

Ngo = Nge, We have from (39) that the diffusivity

Dy(q) = —3BD¢q*(ksT/284)(Ngo/ Nec)

40
xS &,09:=-D(g)l <0. “0

g,#0
The maximum of the growth rate (37) is achieved at
g =g, where
On = o ((Ngo/ Mg = 1)/ 2(Nao/ Nee)) . (41)
Near g = q,, the growth rate A(q) = A\, — 0,{(0 — 9> its
maximal valueisA,, = A(0y) = Dyg(Ng/Nge— 1)2/4I§ Nao/Nger
and, at the point q = g, the steepness parameter of the

dependence A(Q) is d,,, = 2D y(Nyo/Ng. — 1). In the vicinity
of g = q,, diffusion equation (36) takes the form

B8Y = (\y-8,(a-a))E@ D)
9°€(q, 1)
of

where the coefficients K, and |D,,| are given by formu-
las (38) and (40), respectively, at g = q,,,. Theinitial and

(42)

08(9,1)
+Kk, 220 pp,
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boundary conditions are given in the form &,(t)};-o =
€(q, 0) = const and &4(t)], . 1. = 0. The solution of (42)
has the form

exp(Amt)

J1—4|D,|3,t*

&q) = €(a,0)

D ,0 (43)
0 (q— G+ Kt)* O
T o ©
0 5 4bWt g

Formula (43) describes the dynamics of narrowing
of the spatial spectrum of DD modes with time-grow-
ing amplitudes (Fig. 2). After thetime

t =1, = 1/./4D,0,
the DD mode spectrum transforms to the & function
&(a, tw) = &(d, 0)exp(ApTm)

T | O
x /\/;4 mé(q_qm"' Kme)1

in q space, which implies the formation of the single
DD mode &, with the wave vector ds = O, — Kt 1€,

of a periodic DD mesostructure with the period d =
210,

From (44), we obtain the characteristic time after
which the spatial spectrum of DD modes becomes
monochromatic:

(44)

(45)

2
(Ngo/ Nyc)

Da(nge/ Nue - 1)3/2 )

—]J2
Ded B z E(h 2

g, %20 m

2
_la

(46)

The criterion of self-organization (collapse) of the
spatial spectrum of DD modes may be formulated as
inequality

T/ A = Ci((Ngo/ Nge— 1)/ (Ngo/ Ngo)) 2/ 4 < 1, (47)

whichistrue at least near the threshold of the formation
of periodic DD mesostructures.

When condition (47) isfulfilled, a single DD mode
isformed, i.e., a periodic one-dimensional DD mesos-
tructure arises. Its stationary characteristics were deter-
mined in [2]. The similar periodic DD mesostructures
(superlattices) are concurrently formed in the two other
[100]-type directions. The superposition of three DD
superlattices with wave vectors directed along the
[100]-type axes results in the formation of a three-
dimensional cellular DD mesostructure.
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5. CONCLUSIONS

Theinvestigation of multimode dynamics of athree-
dimensional DD mesostructure self-organization,
which was carried out in this work, allows one to for-
mulate the following criteria of self-organization in a
DD system, where the external energy flow generates
point defects.

When the defect concentration exceeds the first

threshold value, ny, = ndclgl If, < Ny, the DD self-orga

nization occurs in the short-wave region of the q space
(12). It results in the VD-cluster formation, if the con-

. -1 .
ditions Tg < Tppae < Tp < A, are obeyed, with Tg, Tynace

Ty, )\;1 being the characteristic values of angular-spec-
trum collapse time, phase-locking time, spectrum-
broadening time, and time of VD-mode amplitude-
spectrum growth, respectively.

When the defect concentration exceeds the second
threshold value, ny, = Ny ~ 10'° cm=3[2], the DD self-
organization occurs in the long-wave region of the q
space. It results in the formation of periodic interstitial

DD mesostructures, if the conditions 1y < T, < )\_ml are

obeyed. Here, 14, T,,, and )\;1 are the characteristic val-

ues of the angular-spectrum collapse time, spatial-spec-
trum monochromatization time, and time of 1D-mode
amplitude growth.

The dynamics of the self-organization of DD nano-
structurein the vector q space (DD-mode angul ar-spec-
trum collapse in directions of the [100] type with sub-
sequent spreading or monochromatization of the mode
spectrum in the one-dimensional |q| space), which was
considered in our work, is quite similar to the dynamics
of the self-organization of large-scale (micron) surface
DD structures, which was investigated theoretically in
[6]. The results of [6] agree well with the experimental
results of [7], where the diffraction of probe radiation,
with time resol ution, from the surface of aSi(100) crys-
tal exposed by power millisecond laser pulse wasinves-
tigated. In[7], the dynamics of the angular selection of
DD modes with subsequent mode-spectrum collapsein
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the |g| space was studied. The process gave rise to the
surface DD-lattice formation of micron-order periods
(seereviews|[8, 9]).

The similar dynamics of DD mesostructure (nano-
structure) self-organization, which was predicted in
this work, may be studied by x-rays diffraction with
time resolution. In this connection, we note that, in
[10], using synchrotron radiation, the dynamics of the
formation of Si surface-relief nanostructures was stud-
ied. The features of self-organization dynamics that
were predicted in our work (amplitude growth with
concurrent spectrum narrowing and its shifting to the
long-wave region (Fig. 2)) agree with the experimental
data of [10].
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Abstract—The strain characteristics of nanocrystalline niobium are measured in the temperature range 4.2—
300 K. It is shown that the development of a strong local deformation with clearly delineated macroscopic slip
bands occursat 4.2 K and 10 K. The thermal effects at a stress jump observed upon transition of the sample (or
aniobium strip placed close to the sample) from the superconducting state to the normal state are estimated. It
isdemonstrated that the temperature dependence of theyield point o4(T) can be divided into three portions. two
portions (T < 10 K and T > 70 K) with a slight change in o4 and the third portion with a strong dependence
04(T). The strain characteristics of polycrystals with nano- and larger-sized grains are compared with those of

single crystals. © 2000 MAIK “ Nauka/Interperiodica” .

1. INTRODUCTION

At present, the experimental data on the low-tem-
perature mechanical properties of nanocrystalline
materials are very limited. The specific features of the
deformation of face-centered cubic (fcc) metals at
helium temperature were discussed in our earlier works
[1-3]. In particular, we studied copper, nickel, and the
Cu-Zr dloy. Asisknown, the fcc metalsretain the high
plasticity down to the lowest temperatures. Thisis also
true for pure niobium with a body-centered cubic lat-
tice (bce). In general, this behavior is not typical of bec
metals, which usually embrittle with a decrease in the
temperature [4]. Another reason for the considerable
interest in the low-temperature deformation of niobium
isthe superconducting transitionat T = 8.7 K [5], which
affects the strain characteristics of niobium [6, 7]. The
low-temperature deformation of nanocrystalline nio-
bium has not yet been investigated at all.

In the present work, the strain characteristics of
nanocrystalline niobium were compared with those of
coarser-grained and single-crystal niobium. This
allowed usto judge the validity of the Hall-Petch rela-
tionship, which was repeatedly discussed with respect
to the problem of nanocrystalinity [1, 8-10].

2. EXPERIMENTAL TECHNIQUE

The experiments were carried out using polycrystal-
line niobium samples of different grain sizes (200 nm
and 100 um) and single-crystal niobium samples. The
nanostructure was obtained by multiple equichannel
angular pressing, with a bar rotation through 90° after
each cycle [11]. Electron microscopy showed that the
grain size of the material was no more than 200 nm. An
x-ray diffraction analysis revealed that the broadening
of the lines is primarily associated with small-sized

coherent scattering regions (about 30 nm), and the lat-
tice distortion (the relative change of the lattice param-
eter Aa/a, which is caused by internal stresses) is equal
to 1.1 x 103 The values obtained are close to those
measured earlier for nanocrystalline copper [1].

After the multiple equichannel angular pressing, we
obtained the bars 50 mm long with a cross-section of
14 x 14 mm. The samples (height, 6 mm; cross-section,
2.5 x 2.5 mm) for mechanical testing were cut from a
bar along its larger side. In addition, we used single-
crystal and polycrystalline niobium samples (height,
8 mm; diameter, 3,5 mm), which were preliminarily
treated under pressure and then were annealed. All the
samples were subjected to compression on an Instron
1342 universal testing machine in liquid helium at
4.2 K, aswell as at higher temperatures with the use of
an ITC 4 controller. The experiments at temperatures
below 77 K were carried out in an Oxford helium cry-
ostat. The samples were cooled to 77 K with liquid
nitrogen. Liquid helium was supplied to the cryostat by
two pumps, which provided a slight evacuation in the
cryostat. The strain ratewas 4 x 10 s2,

3. RESULTS AND DISCUSSION

3.1. Mechanical Properties
of Niobium at Helium Temperatures

The compression curves for single-crystal and
nanocrystalline niobium samples are depicted in Fig. 1.
Asisseen from Fig. 1, the stress exhibits large jumps,
which indicate a strong local deformation. The ampli-
tude of jumps Ao increases with an increase in the
strain, as was observed, for example, in [2, 7, 12]. At
the strain € =10 % (for nanocrystals) and 20 % (for sin-
gle crystals), the ratio of amplitude to working stress
Ao/o becomes equa to = 40 and 60 %, respectively.

1063-7834/00/4206-1066%$20.00 © 2000 MAIK “Nauka/Interperiodica’
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These deep stress jumps correspond to axial displace-
ments of 0.5-0.7 mm, which, in turn, are due to a giant
local deformation caused by macroscopic dip bands
(Fig. 2) or cracks [2]. A similar deformation of single-
crystal niobium at 4.2 K was observed earlier in
[13, 14]; in this case, the surface relief was referred to
as “the catastrophic slip bands.” (In our opinion, this
term is inadequate, because such a local dlip is not a
catastrophe). It follows from the data shown in Fig. 1
that the local deformation (jumps in the compression
diagram) begins immediately after reaching the yield
point o;. Note that the deformation observed between
thejumpsisamost completely elastic for single-crystal
samples and exhibits asmall, but appreciable, region of
a uniform plasticity for nanocrystalline samples. The
jumps were also observed in the compression diagrams
for nanocrystalline samples at 10 K. However, no
jumps were found at 20 K. The compression diagrams
for coarser-grained polycrystals were similar to those
shownin Fig. 1 and exhibited intermediate stress levels
as compared to single crystals and nanocrystalline sam-
ples. The local dlip for samples with a rectangular
cross-section could occur parallel to one of the latera
faces of the sample (Fig. 2) or could be directed at the
same angleto the faces and made an angle ¢ = 45° with
the sample axis.

Compressive yield point for niobium with different initial
structures (T = 4.2 K)

Polycrystal after
Material | Single crystal| deformation and | Nanocrystal
annealing

05, MPa 1047 1338 1810

The compressive yield points g, for niobium with the
different initial structures are presented in the table. It
should be noted that o, for nanocrystalline niobium has
the maximum value (among the known values for nio-
bium). Thisis apparently caused by two factors, namely,
asmall grain sizeand alow testing temperature. We plot-
ted the o(d) dependence from our datain the form of the
Hall-Petch relationship: 0,= 0,= 0, + kd2, whered is
the grain size, and o, and k are constants. As can be
seen (Fig. 3), the dope of the o(d*?) straight line for
polycrystals proves to be close to that given in [4],
whereas the point for the single-crystal sample lies
below this straight line (the cross-section of the single
crystal was taken as its grain size). Therefore, we can
draw the following inferences. First, unlike copper and
nickel [1-3], the applicability of the Hall-Petch rela
tionship for niobium extends, at least, to agrain size of
200 nm. Second, there are no sufficiently strong obsta-
cles to motion of dislocations such as subgrain bound-
aries, etc.

1 Note that the use of short samplesin the compression experiments
(longer samples lost stability upon deformation) led to the emer-
gence of one band edge on the sample end. This did not alow us
to determine the slip angle with a higher precision and to relate it
to the strain tensor.

PHYSICS OF THE SOLID STATE Vol. 42 No.6 2000

g, MPa
2500 -
B 1
2000+

1500

1000

500
o 10 %
A

€

Fig. 1. Stress-strain (o—) compression curves for (1)
nanocrystalline and (2) single-crystal niobium at 4.2 K.
Strainrateis4 x 1074 s,

Fig. 2. (a) Locd dip band upon deformation of nanocrystal-
line niobium (T = 4.2 K, x20) and (b) its schematic repre-
sentation for evaluating the slip strain.
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Fig. 3. Dependence of the yield point on the grain size for
niobium. T=4.2 K.
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Fig. 4. Temperature dependence of the yield point for (1)
nanocrystalline niobium and (2) conventional polycrystals
(taken from [16]).

The temperature dependence of the yield point for
nanocrystalline niobium is displayed in Fig. 4. The
yield point was determined either immediately from the
strain curve at a given temperature or by the technique
of multiple stressing of asingle sample at different tem-
peratures [15]. The first method was used to determine
theyield point on testing in liquid helium, liquid nitro-
gen, and at room temperature, whereas the second
method was employed at intermediate temperatures. In
the latter case, the change in the flow stress was deter-
mined at the temperature jump. Theresfter, the yield
point change Ao was cal culated from the hardening Ao
for agiven strain by using the known yield point values
as the reference points to determine o.. Although this
method isindirect, it has certain advantages. First, this
method introduces no errors that can arise from testing
of different samples. Second, the flow stress change (its
sign and magnitude) is precisely fixed; hence, the pos-
sible dlight deviations from the main law of the varia-
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tion in o(T) should be considered the specific feature
of deformation rather than the experimental error, as
was noted in [1]. As is seen from Fig. 4, the a{T)
dependence in the temperature range 4.2—300 K can be
divided into three portions: at temperatures below 10 K
and above 70 K, the dependenceis rather weak, and, in
the range from 10 K to 70 K, the yield point decreases
almost two times. For comparison, Fig. 4 also depicts
the o(T) dependence for coarser-grained niobium
polycrystals[16]. This curve has similar three portions.
However, the critical temperatures of the change in
behavior of the o(T) dependence are shifted toward
higher temperatures, and the stress level is less than
half of that obtained in the present work for nanocrys-
tals.

3.2. Nonuniformity of Niobium Deformation
and Superconducting Transition

It is known that the local deformation, which mani-
festsitsdlf in the diagram as a stress jump, leads to sam-
ple heating [7, 13, 17, 18]. The deeper the jump in the
diagram, the stronger the local deformation and, corre-
spondingly, the stronger the sample heating. We assume
that the deformation is an adiabatic process. Then, the
egtimates of the thermal effect give different heating
temperatures. from several degrees to 100200 K,
depending on the degree of local deformation [13].
Attempts to measure the heating temperature have to
do not with the time of passing through a local slip
(105-10"2 s according to different estimates [6-8, 13,
14, 17, 18]) but with a considerably longer time for
which either the whole sample (or its part) or the envi-
ronment becomes heated. These measurements are
most often performed with athermocouple kept against
the sample or placed in a specia recess in the sample.
An original method for observing thermal effects upon
deformation of the samplein liquid helium was used in
[17]. This method is based on the helium boiling and
bubbleformation at sites of the emergence of slip bands
on the sample surface. Niobium gives one more possi-
bility of measuring thermal effects caused by local
deformation. Since the superconducting transition tem-
perature for niobium T, is equal to 8.7 K, we can
deform the sample, for example, at helium temperature,
and measure the electrical resistance (or the instant of
its onset) of the deformed sampleitself or the emissary
sample, which is placed in He close to the sample.
These measurements make it possible to estimate the
strain energy transferred into heat. The second varia-
tion is preferable for testing small samples, because,
owing to the low heat capacity, the sample heating from
4.2 10 8.7 K requires alow energy; in this case, the He
boiling in a certain volume around the sampl e and heat-
ing of gaseous He are the main thermal effects. There-
fore, this method can be considered an extrapolation of
the “bubble” method to a giant local deformation and,
correspondingly, to a large volume of boiled He. The

No. 6 2000



LOW-TEMPERATURE DEFORMATION OF NANOCRY STALLINE NIOBIUM

limiting distance between the deformed and emissary
samples, at which the resistance arises in the emissary
sample at the instant of stress jump in the diagram, can
be treated as the radius of helium heated to 8.7 K.

Let us now make numerical estimates. Theintegral
heat effect of thelocal slip is determined as Q = ntyV,
where y is the dlip strain, T is the in-plane dlip stress,
n is the fraction of the strain energy transferred into
heat, and V isthe volume of the slip zone. By its mean-
ing, 0 < n < 1, and different estimates give both small n
values and the values close to unity. It seemslikely that,
for nanocrystal's obtained through a strong plastic defor-
mation, additional latent strain energy cannot be very
high, and, hence, we can acceptn = 1. Thet, y, and V
guantities can be calculated from the data presented in
Figs. 1 and 2. Specificaly, T = gjsing cos¢, where g;
isthe normal stressat ajump, o; = 2100 MPa, ¢ = 45°,
y=cota —cot¢ =8 (Fig. 2b), and V=6 x10"°m3, from
which Q = 5 J. The conductivity measurements gave a
distance of =1.5 cm from the deformed sample, at
which He undergoes boiling and heating above the
temperature of transition to the normal state. From
these data, we obtain the energy necessary for He
vaporization Q, and its subsequent heating Q; asfollows:
Q, =gpVye = 1.3 Jand Q, = ¢, pVLAT = 0.9 J. Here,
q=20.9 x 10° Jkg is the heat of vaporization for He,
p = 4.6 kg/m?® is the density of gaseous He [17], and
c, = 3k/2m = 3.1 x 10° Jkg K, where k is the Boltz-
mann constant, m is the molecular mass of He, and
AT =(T,—4.2) K. The Q, and Q, values are obviously
underestimated. The reason is that the probable
increased pressure of gaseous He and its overheating
above T, are not taken into account. However, even this
rough estimate shows that the n value for nanocrystal-
line niobium is more than 0.5. Under the assumption
that the deformation during the stressing separation is
an adiabatic process, we can estimate the heating
temperature from the formula T = (4Q/Cpy,V)Y4. Here,

C=1.55x 103 Jkg K*isthe constant in the Debyefor-
mula for the heat capacity of niobium at a low temper-
ature [13], and py, = 8.4 g/cm? is the density of nio-
bium. Substituting V by the volume of the local share
zone, weobtain T = 225 K. However, with the condition
that Q is distributed throughout the volume of the sam-
ple, itstemperature turnsout equal to 70 K. At thistem-
perature, the yield point o, is = 1 GPa, which corre-
sponds to the lowest point of the last jump in the com-
pression diagram (Fig. 1). Thus, even these very rough
estimates, which do not take into account many factors
(for example, the real rate of local deformation, bend-
ing moments arising upon the dlip, etc.), demonstrate
the relation between thermal effects and the shape of
the strain curve at helium temperatures.
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Abstract—A study is reported on the relation between orbital ordering and the magnetic structure of an
LaMnO; crystal. The dependence of the exchange parameters on the orbital-structure angle ® has been deter-
mined. Inclusion into the spin Hamiltonian of isotropic exchange interaction and single-ion anisotropy, which
depends on the angle ® and rotational distortions, results in a four-sublattice structure (Ay, Fy Gz), with the
subl attice magnetic moments oriented close to the long axis of the orthorhombic cell in the basal plane of the
crystal (Ay > Gz, Fy). The effect of the rare-earth-ion size in RMnO5; manganites on the orbital and magnetic
structures is considered. © 2000 MAIK “ Nauka/Interperiodica” .

The discovery of colossal magnetoresistance in
LaMnO;-based compounds has stimulated renewed
interest in this compound, followed by the appearance
of a large number of publications dealing with this
crystal.

LaMnO; is characterized by a strong coupling
between the spin, charge, and orbital degrees of free-
dom. Revealing the specific features of this coupling in
the parent compound LaMnO; would be an important
step in interpreting the properties of doped compounds
aswell.

Experimental studies showed [1, 2] that below Ty =
140 K the crystal possesses type-A magnetic structure
with the sublattice magnetic moments oriented along
the long orthorhombic axis in the basal plane of the O'
crystal structure (Pnma symmetry group). A qualitative
analysis based on the Goodenough—Kanamori rules[3]
permitted us to explain the ferromagnetic character
(sign) of the isotropic exchange interaction in the basal
plane, while the magnetic-moment orientation along
the orthorhombic axis was associated with fourth-order
single-ion anisotropy [1].

A number of publications dealing with experimental
determination of exchange integrals for LaMnO; have
recently appeared [4, 5]. This offers a possibility of
studying the dependence of the exchange parameters
on orbital structure with greater accuracy.

Thiswork analyzes the dependence of theisotropic-
exchange parameters on the angle of the orbital struc-
ture &®. Taking into account the single-ion anisotropy,
which likewise depends on this angle, we explain the
magnetic structure without invoking the fourth-order
anisotropic terms. The variation of the orbital structure
and exchange integrals is studied for RMnO; materials
(R=La Pr,Nd,Y).

1. ORBITAL STRUCTURE AND EXCHANGE
COUPLING IN MANGANITES

The LaMnO;, crystal possesses distorted perovskite
structure[1, 2, 6, 7]. At low temperatures this substance
isinthe O' orthorhombic phase, and an increase of tem-
perature or weak doping transfers it to the quasi-cubic
phase O*. The space group of both phases is

Pnma(D5) . They differ primarily in the primitive cell
parameters

b/./2<c<afor O,

b/./2 Ocl a for O*.

The orthorhombic distortion of an ideal perovskite
lattice can be presented in the form of three basic dis-
tortions[8, 9]:

1. The R-type distortion represents the rotation of
the oxygen octahedra about the [110],, axis of the ideal
perovskite with unit cell doubling along all three axes
({ kq3} T9(C1C,0) in Kovalev'snotation [10] or (b ¢ O) in
the notation of [11]). Theangle ¢ = 12.3° [12].

2. The M-type distortion is the rotation of the oxy-
gen octahedra about the [001], axis with unit cell dou-
bling along two axes ({ k;,} 15(0 0 C,) in the notation of
[10] or (00 W) by [11]). Theangle ¢ =9.9° [12].

3. The e-type distortion (Q,) consists of an e-type
deformation of the oxygen octahedron with cell dou-
bling along two axes ({ k;1} 15 in the notation of [10] and
with the arm chosen along [1/2 1/2 Q] ).

The corresponding basal distortions are accompa:
nied by alattice rearrangement.

In the O* phase there isno € distortion, whereas the

rotational distortions remain. Simulation of the
LaMnO; crystal in the pair-potential model [9] showed

(D)
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that the € distortion is connected with the electron-lat-
ticeinteraction (the cooperative Jahn—Teller effect) and
the rotations originate from lattice effects.

The € distortion displayed in Fig. 1 is the most
essential for our consideration. Local distortions of the
oxygen octahedron are given by e;-type symmetrized
coordinates Qg, Q: (Qs, Q,), which are expressed
through the lattice constants (a, b, ¢) and the displace-
ment parameters of the oxygen sublattice (Vy, V) inthe
primitive cell of the O' phase [9]:

Qo = ﬁ[b—7(a 0|

Qe = «/é(vxa'*'vzc)-

These distortions can be conveniently characterized by
the polar angle @,

)

Q.
Qo'
Asreadily seen from Fig. 1, the angles of the g, dis-
tortions of the oxygen octahedra surrounding the mag-

netic ions are related through
q)l = q)z = _q)3 = _q)4 = CD (4)

In the strong linear vibronic coupling approxima-
tion, the wave function of the lowest level of the nth
Mn3* ion in the O' phase is a linear combination of

orbital functions of the SE(t3 €) term

tand = (©)]

O] O]

qJn = Sln—n(l)n9+ COS—n(I)n¢,. (5)
2 2

The effective Hamiltonian of spin-isotropic

exchange interaction along the z, axis for two manga-

nese ions residing in orbitally degenerate states in an

ideal perovskite lattice can be written as[13, 14]

He(a b) = [J+ J5(Xae + Xpe) + I2Xa6X00] (S:S), (6)

where X, . are orbital operators acting in the space of
(dgd,) functions of the ground E term

0100 0o 10
X, =01% x=0%n @)
0010 0100

The exchange parameters J, J;, and J, can be
expressed in terms of one-electron superexchange
parameters[13, 14].

For apair of ionsaong thex; (y,) axis, one canwrite

H p(yp)(a b) = |:J - 'Jl(xae = '\/éxas + Xbe '\/éxbs)
®)
# 792X % /3%a0) O £ 3% (8.8,
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b

a

% 1. Primitive cell of LaMnO3 with e-type distortion. The
* ionsare omitted. X, Y, Z isthe orthorhombic coordinate
frame Xp» Ypr @Nd Z, is the quasi-cubic coordinate frame.

By averaging the orbital parameters with the use of
wave functions (5) and taking into account the differ-
ences of the metal-ligand distances r,, r,. and superex-
change bond angles ¢,, ¢.. between the pairs of inter-
acting ions along the z, axis and in the basa plane,
respectively, we obtain the following expressions for
the manganese-ion isotropic-exchange parameters J,, =
Ja =Jpand Iy = 5= I

Jocos ¢ J cosz¢
Jp = T2F(P), I = 2R (D), (9)

b ac

where

Fo(®) = [1+2acos(P + BcosZCD)],
10

Fo(P) = [1—0(cosd)+ B%OSZCD—%E}, (0
and J,, a, and 3 are parameters which can be extracted
from experimental data; @ is the Jahn-Teller distortion
angle. The exchange integrals for LaMnO; can be found
intheliterature[4, 5]: J,=13.4K, and J,. =-19.2K [4].

Unfortunately, no measurement data are presently
available for the exchange integrals for other RMnO;
manganites. We used the Néel temperatures for
PrMnO; and NdMnO; to determine the third parameter
in (9). Because the molecular-field model yields over-
estimated figures for Ty (207 in place of 140 K for
LaMnQOs), we used in the fitting procedure the experi-
mental values of the Néel temperature for PrMnO,
(Thy =91 K [15]) and NdMnO; (Ty = 85 K [16]) multi-
plied by 1.48.

The table presents structural data and exchange
parameters for manganites obtained for the parameters
Jo = 14372 K x A0 a = 0.9, and B = 4.8. Thus, for
LaMnO; the exchange parameters were found to be
Jp =12.4K and J,. =-17.1 K. Our result appearsto be
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Structural data and exchange parameters for some rare-earth manganites

Rare-earth i
Compound |ionicradius,| &, deg ry, A lac, A ¢p, deg | O deg Jp, K Je K
A[20]
LaMng 1.06 107[12] | 1.96[12] | 2.04[12] |155.1[12] |153.8[12] 12.4 -17.1
(13.4[4],14.0[5))|(-19.2[4],19.4[5)])
PrMnO§ 1.01 121[15] | 1.94[15] | 2.07[15] |154.4 [15] |148.3[15] 204 -6.2
NdMnO;* 0.99 111[16] | 193[16] | 2.08[16] |156.2 [16] | 144.1[16] 15.9 -10.3
Orthorhombic|  0.97 134[21] | 2.01[21] | 2.05[21] |133.0[21] |146.5[21] 131 29
YMnO,
Note: * A-type antiferromagnet [15], ** A-type antiferromagnet [16].

an underestimation compared to the experimental val-
ues (Jp = 134K, J,c = —19.2K [4], J, = 140K, J,c =
—-19.4 K [5]), which can be assigned to the use of the
molecular-field approximation for the Néel tempera-
ture. The calculation made in terms of the microscopic
model [17] yields overestimated exchange parameters
(Jp=30.5K, J,. =—29.2K).

Figure 2 presents the dependence of the angular part
of the exchange parameters on the Jahn—Teller angle @.
We readily see that the exchange parameter can even
reverseits sign in the basal plane. As follows from our
calculations, this case is redized in the orthorhombic
phase of Y MNnO; (see the table).

The possibility of the exchange parameter sign
reversal and the characteristic orbital -structure angles ¢
at which this change occurs depend primarily on the
relative magnitude of the a and 3 parameters.

For the 2E state of copper ions, where only e, holes
participate in exchange interaction, the ratio a/ff = -1
(for instance, in KCuF; thisratio is 1.24 [18]).

Relative exchange parameters

8
6
4
2
0 N >
_oL S~ ’,’/
1 1 1 1 T—T 1 1 1 1 1 1
0 30 60 90 120 150 180
d, deg

Fig. 2. Dependence of the angular part of the exchangeinte-
grals along the b axis and in the basal plane on the Jahn—
Teller distortion angle (theangle of the orbital structure). (1)
Fbv (2) Fac-
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In the SE state, a noticeable contribution to the
exchange coupling comes not only from superexchange
between the e orbitals, but aso from that between the e
and t, and between thet, orbitals. Inthiscase, |a/B| < 1,
because exchange between the e and t,, states reduces a
and increases B. For instance, for KCrF;, a/ff = 0.59
[13]. Inour case, itisa/f = 0.19.

This can be assigned to the fact that the ratio of the
superexchange constants between the e and t, orbitals
and between the e orbitals is larger if the interaction
involves oxygen rather than in the case of interaction
viafluorine. In our case, thisratio presupposesthe pres-
ence of A-type magnetic ordering in the angular inter-
val 33.5° < ® < 130.5°, while the other ® anglesbelong
to the G structure (e.g., our cal cul ations suggest that the
orthorhombic YMnO; possesses a magnetic structure
of the G type). For KCrF;, thisangular interval reduces
to 57° < & < 85° with the ferromagnetic exchange
being considerably weaker than the antiferromagnetic
one.

Single-ion anisotropy plays asubstantial part for the
high-spin state of Mn®*. The corresponding term of sec-
ond order in spin variables for the orbitally degenerate
SE term has the form [19]

Ha = P[Xo(3S, —S(S+1)) + /3X,(S,, - )].(11)

This term appears in the second order of perturba-
tion theory in spin—orbit interaction. The closest
excited termis®T, (t‘z‘), separated from the ground term
by agap of A=2800cm™[1]. For afreeMn3 ion, {5 =
380 cmt [19]. In this case, P = —Z5,4/(124) = -3.0 K.
This figure exceeds noticeably in magnitude the value
obtained in our work, because the (54 constant for the
manganeseion in the crystal issmaller. Accepting {54 =
288 cm™ [1], we cometo P =-1.7 K.

Averaging the Hamiltonian (11) with functions (5)
yields single-ion anisotropy in quasi-cubic axes, which

No. 6 2000
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depends on the orbital-ordering angle

Hg) = Dnﬁzp-'- En(Sixp_ﬁyp)’ (12)

where
D, = 3Pcosd,, (13)
E, = J/3Psin®,. (14)

The values of D,, turn out to be positive (cos®; < 0,
P < 0) and the same for all magnetic ions in the cell,
while E, reverses its sign as one crosses over to the
adjacent magnetic ion in the basal plane.

The value of P was determined from the gap for the
lowest spin-wave branch, AE = 2.7 meV [4], and was
found to be P =-1.48 K (see Fig. 3).

2. RESULTS AND DISCUSSION

The cooperative Jahn-Teller effect results in the
onset of an orbital structure, i.e., acertain ordering of e
orbitals of the Mn®* ionsin the crystal, and, because of
the isotropic exchange coupling and single-ion anisot-
ropy being dependent on thefilling of the orbitals of the
interacting ions, it leads to a certain magnetic structure.

Combining (9) and (12), we write the magnetic
interaction Hamiltonian for LaMnO; in the form

H=3Y (SS)+Je Y (SiSn) + Y Ha- (19)

n>m n>m n

The single-ion anisotropy term for ions in the cell
can be obtained from (12) by correspondingly turning
the local axes to the common orthorhombic coordinate
frame X, Y, Z. The orbital-structure angles and the
angles of turn of the Rand M lattice distortions for dif-
ferent Mnionsin the primitive cell relate to one another
inthefollowing way: Mn, (¢, g, @), Mn; (-, -, —P),
Mn, (-9, -, —P).

Minimizing the magnetic energy in modd (15)
resultsin afour-sublattice magnetic structure, which is
noncollinear and isclassified as (Ay, 0, G;) (seeFig. 4a)
without taking into account the rotational distortions,
and as (Ay, Fy, G,) (Figs. 4a and 4b) if the turns are
taken into account. The magnetic-moment projections
are py = 3.698 g, Uy = 0.063 pg, and p, = 0.105 pg
(accepting 3.7 Yg for the magnetic moment of the Mn3*
ion [12]). Experiment yields iy ~ 0.1 pg [1]. Neutron
scattering measurements cannot yield L, [1, 4], and no
other experiments have been made. The magnitude of
My can be calculated more precisely by including into
the Hamiltonian the antisymmetric Dzyal oshinski-
Moriya exchange, which we neglected.

In paper [1], which considered the magnetic struc-
ture of LaMnO; in a similar model, the magnetic-
moment orientation along the long axis was explained
as being due to anisotropic terms of the fourth order in
spin variables. The preferred orientation of the easy-
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Spin wave gap, meV
[ ]

B L_-=
/:/.
3+ s 2

]
00 05 1.0 1.5 2.0 2.5
P, K

Fig. 3. Dependence of the energies of the two lowest spin-
wave branches at the center of the magnetic Brillouin zone
on single-ion anisotropy constant. (1) upper branch, (2)
lower branch. The horizontal line specifies 2.7 meV [4].

(a) b)
2,3

/\ ’

4

1,4

2

Fig. 4. Magnetic structure of LaMnO;. (a) Ay and Gz com-
ponents. (b) Ay and F., components.

‘ X

14

Yp

Fig. 5. Location of local easy magnetic axes in the basal
plane.

magnetization axis in our model is associated with the
orbital structure of the crystal.

Indeed, because sin®; reverses its sign at adjacent
ions in the basal plane, local easy axes aternate from
one ion to another and are mutually perpendicular
(Fig. 5). Because the exchange interaction between
magnetic ions in this plane is ferromagnetic, the spins
of adjacent ions are attracted, asit were, to the diagonal
of the octahedra, i.e., to the X or Z axes, without becom-
ing at the same timetotally aligned with either of these
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axes (Fig. 44). The projection of the moment on the Z
axiswill inthiscase be 4, = |E,/(4J,.)|. Whenincluding
rotations, one hasto take into account the orthorhombic
nature of the crystal structure, and, therefore, the X and
Z axes are already no longer equivalent, with a compo-
nent of the structure appearing along the Y axis. The R-
type rotational distortion, which occurs about the X
axis, plays the magjor part here. It is this distortion that
makes the long and the short orthorhombic axes
inequivalent. Its inclusion into the Hamiltonian (15)
accounts for the weak ferromagnetic component of the
magnetic structure.

The formation of the Y component of the magnetic
structure can be explained by assuming that rotation
does not change the magnetic-moment direction rela-
tiveto the local axes of each magnetic ion. Because the
R rotation occurs about the X axis, the X component
remains unchanged after the rotation, while the Z com-
ponent is displaced relative the Y and Z axes. Because
the Z components of the magnetic moment at adjacent
ions reverse their sign, and because the R distortion
changes the phase, the Y projection of the magnetic
moment induced by the rotation possesses the same
sign at al ions of the magnetic lattice.

We cal culated the magnon energiesfor the Hamilto-
nian (15) in the linear spin-wave approximation. The
dependences of the spin-wave frequencies at the I
point of the magnetic Brillouin zone on the anisotropy
constant P are presented graphicaly in Fig. 3. The
experimental data were taken from [4]. While the sin-
gle-ion anisotropy model accepted in [4], asin [5], had
asimple phenomenological form, it neverthel ess repro-
duced the dispersion curves well. In contrast to [4, 5],
our model (15) predicts the absence of degeneracy in
the dispersion relations (they are weakly split at the I
point) and the magnetic-cell doubling. Model (15) fully
describes the experimental dispersion relations.

In contrast to the previous models [1, 4, 5], our
model permitstaking into account the orbital ordering,
which is a consequence of cooperative Jahn—Teller dis-
tortions, and explicitly following its role in magnetic
ordering in Jahn—Teller magnetic crystals, of which the
particular caseis LaMnOs.
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Abstract—The intensity and polarization parameters of light waves diffracted from a stripe domain structure
with tilted domain walls and the magnetic moment in domains oriented paralléel to the walls are determined in
the approximation of thin layers and linear magnetooptical coupling. © 2000 MAIK “ Nauka/Interperiodica” .

In most publications devoted to magnetooptical dif-
fraction (MOD) from stripe domain structures (SDSs)
formed in thin layers of ferromagnetic dielectrics, a
theoretical analysis is based on the approximation of
binary magnetization distribution in the magnetic lat-
tice [1-5]. In real SDSs, the thickness of domain walls
is much less than the width of stripe domains, which
justifies using this approximation to describe MOD
from domain structures with vertical domain walls
(DWs). However, the magnetization distribution does
not explain all the features of diffraction of laser radia-
tion from an SDSwith tilted DWSs|[6, 7]. Thisis prima
rily due to the fact that the distribution of the Faraday
magnetization component parallel to the direction of
light propagation and responsible for the diffraction of
light from SDS in the case of tilted DWs is more com-
plicated than the binary distribution. For example, DWs
in epitaxial garnet ferrite films are vertical only when
one of crystallographic planes [e.g., (111)] coincides
with the plane of thefilm. In view of varioustechnol og-
ical factors, a slight deviation of the crystallographic
direction [111] from the normal to the film surface
always takes place, leading to adeviation of DWsfrom
the normal, which can exceed the corresponding devia-
tion of the crystallographic axis[8, 9]. Here, we inves-
tigate the features of the intensity and polarization dis-
tributions of the light wave diffracted from an SDS,
which are associated with domain wall tilting and the
deviation of the distribution of the Faraday magnetiza-
tion component in the SDS from the binary distribu-
tion.

1. DOMAIN STRUCTURE AND TYPES OF
MAGNETIC LATTICES

For typical Bi-containing garnet-ferrite films, the
exchange constant is A = 3 x 10~ erg/cm, the axial
anisotropy constant K = 5 x 10* erg/cm?, and the satu-
ration magnetization is 41V, = 10° G. In this case, the

thickness of domainwallsist O1/A/K = 0.1 um, and

the domain width S O (2ri J/A/K /M3)Y2 = 5 pm (for

the film thickness L = 10 ym). Since T <€ S, we can
assume that the spins are rotated stepwise through 180°
upon a transition through a DW. Figure 1la schemati-
cally shows an SDSwith tilted domain walls. The peri-
odicity axis of the domain structure coincides with the
y axis, and the normal to the surface, with the zaxis. We
shall assume that the magnetization within domainsis
oriented parallel to DWSs and, in view of their tilting,
forms the angles ¢ and 11— ¢, with the y axis in two
groups of domains with opposite magnetizations. The
rotation of spinsin the SDS takes place at domainwalls
defined by the planesz= tan¢ (y — nS), where ¢ isthe
angle formed by a DW with the plane of thefilm and n
isthe number of DWSs. For the SDS type under investi-
gation, the distribution of magnetization components
averaged over the film thickness can be described by
the expression

L

1 _ fcosp, a =y,
Mq(y) = [{Ma(y, 26z = MOy e o = 7
@

where g(y) isamodulating function depicted in Figs. 1b
and 1d. Its shape depends considerably on the ratio of
the transition region width & and the domain width S.
For example, the trapezoidal type of the M, (y) distri-
bution in the SDS takes place if the transition region
width d = L/tana < S If d =S the trapezoidal distribu-
tion is transformed into a saw-tooth distribution. For
0> S the M(y) distribution again becomes trapezoi-
dal with the maximum value My = Mo(1 — 2A/9), the
half-period S = d — A, and the transition region width
0' = &—2A. For these types of magnetooptic grating, inthe
general case of different widths of oppositely magnetized
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Fig. 1. (a) SDS with tilted DWs and (b—d) various types of
modulating function distribution g(y).

domains, the analytical dependence of the modulating
function g(y) can be presented as follows:

2(S,-y)/o, S,-8/2<y<S,
1, d/2<y<S,-dl2,
a(y) =+ 2y/3, -d/2<y<d/2, (2
-1, -5, +0/2<y=<-0/2,
—2(y+S)/5, S <ys-5+0/2,

where § is the width of the corresponding domain for
an SDSwithaperiodD =S, + S,.

2. GENERAL RELATIONS

Let alinearly polarized plane monochromatic wave
beincident along the normal to amonaocrystalline layer
with an SDS in which the distribution of the magneti-
zation component M, responsible for MOD isdescribed
by relation (2). In the thin-layer approximation (L <
D2/, where A is the wavelength of light), the distribu-
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tion of thefar-zonefield of thelight transmitted through
the layer is defined as follows [10]:

E(Yo2) = th E(y, L) exp(-2mify)dy. 3)

Here, the factor C, = (1/ /Az)expliko(z + Y5/22)], ky =
210N, f = yo/Az, Y, is the coordinate in the plane of
observation of the diffraction pattern, and y is the coor-
dinate at the output surface of the film. The integration
limitsin (3) are determined by the size of theilluminated
region, which is assumed to be equal to a= (2N + 1)D,
where N is a large integer (N = 100 for a laser beam
diameter a= 2 mm and D = 10 um). Thefield at the out-
put surface of the film can be presented in the form

E(y,L) = T(y, L)E,, 4

where T isthe transmission matrix determined by the
form of the magnetization distribution in the SDS, and
E,isthefield at the input film surface.

In the chosen reference frame, the permittivity ten-
sor of the film with an SDS has the following form in
the linear magnetooptical (MO) coupling approxima-
tion [10]:

-ifom, € o O ®)
g, U
Oifom, 0O e 0O

where m, = M, /M, are direction cosines of the magne-
tization vector in the SDS, which are periodic in the
coordinate v, and f; is the linear MO parameter. For a
wave in a medium whose optical properties are deter-
mined by tensor (5), the electric field components can
be presented as a superposition of the field of two
proper waves.

Eq = Agexp(ik,2) + Ay exp(ik,z). (6)

Here, the propagation constants of the corresponding
waves are defined as

k 1/2
iz = 2lbat byt J(0y=b,,)* +4abyb, ], (7)
where byg = €45 — €4£,4/€,, O, B = X, Y. The constants
A, are determined from the boundary conditions and
have the form

(ng—j _ bxx) EOx - bxy EOy

(n; +1)(nf—n3)
(N} = b )[(N_; — by ) Egx — by, Eoy ]
by, (n; + 1)(nf—n) ’

wherej =1, 2; n; = ki/ky; and Eg, are the amplitudes of
the corresponding field components of the wave inci-
dent on the film. In accordance with formulas (6)—(8),

Ay = (-1)"%2
®

A, = (-1)'2
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the transmission matrix elements for a magnetized
layer of thickness L have the form

2
TXX_ 2 2
N, —nNg
2 2
b, b
B rrelikl) - ek
2
Ty=5—
n _nl
:_p, b ©)
N,
X %— 17 exp(lk L) + 20 exp(lkzL)D
T - 2b,, 7 exp(ik;L) exp(ikzL)D
xy = n2—n2D 1+n, 1+n, U
T2 2ni-bu)(n3—by) rexp(ikil) _ exp(ik,L)p
T bymiond  Hltm Len U

It follows from (3) that the distribution of the far-
zone field of the diffracted wave is determined by the
Fourier transform of the field distribution at the output
surface of the film. This field can be presented in the
form

E(y01 Z) = CtD(yO! Z)EO! (10)
where the matrix D (y,, 2) is the Fourier transform of
the transmission matrix and is determined by the form
of the magnetization distribution in the SDS. The
parameters n;, ki, and b,g appearing in (9) are periodic
functions of the coordinate y, the form of these func-
tions being determined by the nature of the magnetiza-
tion distribution in the SDS. In order to determine these
functions explicitly, we take into account the smallness
of the MO parameter (f, 0 10-%). Relation (7) leads to
the following, relatively accurate expression for the
propagation constants:

ki, = k(1% fom,/2¢), (11
where k = ky./g is complex-valued in the general case,
its imaginary component determining the attenuation
of the light wave in the film. Substituting (11) into (9),
we obtain the following expressions for the transmis-
sion matrix elements:

T = Tyy = 2(Ko/V)
x exp(ikL)[ cosGL —i(G/v)sinGL], (12)
Ty = =Ty = =2(ko/V)

x exp(ikL)[sinGL +i(G/v)cosGL],

wherev = ky(1 + /&) and G = (kf,/2€)g(y)sin. Substi-
tuting (12) into (3), we carry out the integration taking
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into account (2) and obtain the following expression for
the elements of the diffraction matrix D :

ikL .
e SnT[faD + + + +
= ———C[P;+P,+R; +
W~ 11 JesnmiD Epl P+ R+ R,

D, =D

2 F . 0
+E%OSFL_'GS”]FLD

x [™Sginmif (D — &) — SinTifD] E
O

(13
. kL .
ie™ snmfald - -~
1+ jesnmpg 12T RTRe

xy = yx:

2 M. .F 0
—T—[f%nFLH;cosFLD

i 0
x [e™ScosTif (D — 8) — cosTtfD] [
O

where AS= S, — S, and the following notation has been
introduced:

P = SmB'%L B He‘mscos(rrfD B,) £ cosB.],

R = 2'5—5[e'T”AScos(TrfD—ZBi) + cos2B;],

B.2 = (FL = 1f8)/2 and F = Fysing, with F, = kfy/2e
being the specific Faraday rotation of the film material.

3. FIELD AT DIFFRACTION MAXIMA

An analysis of expressions (13) proves that, in the
general casg, the diffraction maximain the MOD spec-
trum are located at the pointsf = n/D, wheren =0, +1,
12, ...; their angular position is determined by therela-
tion siny, =nA/D, and their angular widthisAy,, = A/a.
We will analyze relations (13) for a linearly polarized
incident radiation, assuming that the field E, = 1,E,,
i.e., ispolarized along the x axis.

Let us determine the field at the zeroth diffraction
maximum for the asymmetric SDS with tilted DWSs.
Assuming in (13) that the coordinate in the plane of
observationisy, =0, i.e., f =0, we obtain

e*? 0 3 pnFL
1+ /e DU FL

EQ = A —cosFLE+ cosFL
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Fig. 2. Angle of rotation ©g of the polarization plane at the
zeroth diffraction maximum as a function (a) of the SDS
asymmetry parameter ASD for FgL = 102 and 1712 and (b)

of theeffectivefilmthickness FglL for AS/D = 0.5 for theval-
ues of the parameter 8/D =0, 0.1, ..., 0.6 (curves 1-7).

V8

0

+|_[ % I:L_smFLD
50 (14)
; o]
—FLsmFL%L—ZDD}%
L/2
O _ _p€" " AShy, iF O
E A1+A/ED%|nFL+|VcosFLD
where A= C,2eK Ea, k' = Rek, and o = Imk isthe opti-

cal absorption coefficient. In an analysis of the features
of the magnetization distribution in a SDS, based on
diffraction measurements, the knowledge of the angle
of rotation of the polarization plane and the ellipticity
of thelight field at diffraction maximais essential. For
calculating the angle of rotation © of the polarization

GISMYATOV, SEMENTSOV

po * 10*
20

(a)

Fig. 3. Dependence of ellipticity pg at the zeroth diffrac-
tion maximum (&) on the parameter AS/D for FglL = 172 and
112 and (b) on the parameter FoL for ASD = 0.5 for
6/D =0, 0.1, ..., 0.6 (curves 1-7).

plane and the ellipticity p, we will use the following
expressions [11]:

_2E{[E] |
Ed*~IE/*

o = 2B ¢
Ed*+IE

tan20 =

(¢y_¢x)1
(15)
sin(9y—¢),

where the amplitudes and phases of the corresponding
components of the diffracted light field are introduced
asfollows: E, = |Ey|exp(id,), a =X, y, and the auxiliary
anglex definesthe dllipticity p = tany astheratio of the
semiaxes of the polarization ellipse.

Figure 2 showsthe dependences of the angle of rota-
tion ©, of the polarization plane at the zeroth diffrac-
tion maximum (a) on the asymmetry parameter AS'D of
the domain structure for two values of the effectivefilm
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thickness FoL = /2 and 1712 and (b) on the effective
film thickness FyL for afixed value of the asymmetry
parameter AS/D = 0.5. These dependences are given for
various values of the transition region width &/D = 0,
0.1, ..., 0.6 (curves 1-7). For small film thicknesses
(EoL < 1), the effect of DW tilting on the rotational
angle ©, of the polarization plane is practically absent
for an SDSin which thetilting of DWs does not lead to
their overlapping. The corresponding dependences
O,(ASD) for &/A < 0.5 merge into one (curves 1-6). In
the case of DW overlapping (Fig. 1d), the angle ©,
decreases due to a reduced effective Faraday rotation.
In thick layers, the DW tilt considerably affects the
value of the angle ©,,. It isinteresting to note that, for
FoL = 172 and vertical DWSs, the angle ©, = 172 and
does not depend on the asymmetry parameter for
ASD # 0. For a symmetric SDS, the rotation of the
polarization plane at the zeroth diffraction maximum s
absent for both tilted and vertical DWs, and the light
field is polarized in the same way as the incident radia-
tion.

Figures 3a and 3b show the dependences of the
elipticity p, of the light field at the zeroth diffraction
maximum on the same parameters asin Fig. 2 and for
the same fixed values of the parameters FoL, AS/D, and
A/D. It can be seen that the DW tilt also considerably
affects the dllipticity. However, the order of magnitude
of the elipticity for thin, as well as for thick, layers
(Po 00 104-1073) is such that we have a virtually linear
polarization of thelight field at the zeroth maximum.

We will carry out the subsequent analysisfor asym-
metric SDS (S, = S,, AS= 0). The DW tilt considerably
modifies the form of the diffraction spectrum. In con-
trast to a symmetric SDS with vertical domain walls,
the spectrum in the present case contains, along with
odd maxima of the y polarization (fD = 2m + 1), aso
even orders (fD = 2m) with the x polarization:

2m —(xL/2
E, [anmélDE sinFL — cosFLE
A ]_+ ,\/E TN
ZD%U]- VlDi|
F(2m+1) _ —alL/2
yA =it [[ZcosgnélDS cosFL+smFL%
1+./¢e (16)
gzu2 VZD}
U = —(-1) ——,
)
V. = sin2f, cos2p, (- 1),[§|n281 cos2PB,
i~ O
[32 B, Bl B,
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Fig. 4. Field amplitude at the first four diffraction maxima
as a function of the transition region width &/D for a sym-
metric SDS, L = 8 um, F = 1 deg/um, and a = 500 cmi ™.

where 23, , = FL = Tmd/D. For & = 0, the diffraction
spectrum contains, as expected [6], only odd diffraction
orders with the y polarization, namely,

EG™ = o,
—al/z (]_7)
gemen _ p& 2 %;inFLHEcosFLD
1+, /eTn v |

Figure 4 showsthefield amplitude at (a) thefirst two
odd and (b) two even diffraction maxima as functions
of the width &/D of the transition region for afilm with
a symmetric SDS, the thickness L = 8 pm, and the
parameters F = 1 deg/um and a = 500 cm™. The curves
show that in even orders, thefield attains maximum val -
uesfor & # 0, whilein odd orders the amplitude is max-
imal for vertical DWSs. Dashed curves obtained without
the boundary conditions (8), i.e., in the absence of
reflection of the wave incident on the film, are shown
for comparison. The difference between these curves
signifiesthe fraction of incident power of the light field
that dissipates to the corresponding diffraction orders



1080

(E,VyAlx 102 1 @
9F L

0 T8
I(E,®)/Al x 103 (b)

16

(T

1
V4 FoL

Fig. 5. Field amplitude at (a) thefirst and (b) the second dif-
fraction maximum as a function of the film thickness for
various vaues of the parameter 6/D =0, 0.1, ..., 0.6 (curves
1-7).

of thereflected light field. Figure 5 givesthe amplitudes
of the field in the first two diffraction orders as func-
tions of the film thickness for various values of the
parameter &/D. It can be seen that in the first diffraction

order, Ef,l) (Fig. 5a), attains its maximum vaue for

smaller film thicknesses than in the second order, Ef(z)
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(Fig. 5b). The maximum values of the amplitudes
attained in the indicated diffraction orders greatly
depend on the width & of the transition region, i.e., on
the slope of the DW.

The above analysis reveals that the DW tilt and the
deviation of the distribution of the Faraday magnetiza-
tion component from the binary distribution consider-
ably affect the MOD characteristics. The diffraction
pattern in this case differs from that for vertical DWs
not only quantitatively, but also by the presence of even
diffraction orders for a symmetric SDS. The polariza-
tion and intensity parameters of the field at diffraction
maxima change with the DW slope, displaying typical
dependences on the SDS parameters.
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Abstract—A solution of the problem of parametric interaction between aplane monochromatic shear wave and
auniformly moving 180°-domain wall of a garnet-ferrite crystal is obtained in the exchangel ess magnetostatic
approximation by using the perturbation method under the conditions of a nonlinear response of the spin sub-
system. It is shown that in a ferromagnetic resonance with magnetostatic oscillation of stray fields, the nonlin-
earity of the spin subsystem leads to the excitation of shear waves of triple frequency, which may have ampli-
tudes comparable with that of the incident wave for oscillations doubly localized by a domain wall. © 2000

MAIK “ Nauka/Interperiodica” .

Magnetic crystalline dielectrics are known to pos-
sess a considerable nonlinearity associated with the
spin subsystem and effective unharmonism of coupled
acoustic and spin waves. The anharmonism of magne-
toelastic waves is manifested most strongly in antifer-
romagnets [1]. In ferrites, the spin—phonon coupling is
relatively weak, and it is the spin subsystem that serves
as the main source of nonlinear effects (generation of
harmonics, self-action of waves, etc.) [2, 3].

It was proved earlier [4] in the linear approximation
that areflection of a shear wave incident at an angle on
a180° domain wall (DW) uniformly moving in acrys-
tal of theyttrium—iron garnet (Y1G) type may induce an
effective resonance response of the spin subsystem
through magnetostatic stray fields excited in its neigh-
borhood. Under these conditions, one can naturally
expect that nonlinear properties of the spin subsystem
will also be manifested most clearly. Thiswork aimsto
verify thishypothesis. It is appropriate to note here that
in the most convenient (for experimental realization)
case of the normal incidence of a shear wave on a DW
such averificationisruled out in view of the absence of
the response of the spin subsystem, since magnetostatic
stray fields are not excited in this case [5, 6]. Another
feature of the problem under consideration is that the
localization of magnetostatic fields at DWs [4], whose
resonance excitation we attribute to a possible manifes-
tation of a noticeable nonlinearity of the spin sub-
system, alows us to speak of a “boundary” nature of
magnetic nonlinearity in the parametric interaction of
an incident wave with a moving DW.

We assume that in the laboratory (crystallographic)
reference frame xyz, shear waves propagate in the (001)

plane of garnet ferritewith displacementsu; = (0, 0, ug) )

which are collinear with the spontaneous magnetiza-
tions MY in domains (M{’ 11 MY || [001], with
j =1, 2 being the number of adomain) separated in the
(010) plane by a geometrically thin and structureless
180° DW with the running coordinate y, = V,t, where t
isthetime and V, is the velocity of the DW. Spontane-

ous magnetizations M{’ and internal magnetic fields

H i(j) in the domains can accordingly be ascribed (tak-

ing into account magnetic anisotropy and the action of
external, generally nonuniform, gradient magnetic
fields controlling the DW displacement) the following
values:

M(()J) — (—1)(j+1)M0, Hi(j) - (_1)(j+1)Hiv
My>0, H. >0,

(D)

wherej =1fory>y and j =2fory<y, Sinceweare
using the exchangeless magnetostatic approximation,
the adopted model of a DW will be quite satisfactory in
the interval of “exchangeless” wave numbers k < k*
(for example, k* ~10° cm™ for Y1G) and frequencies w
up to values dlightly exceeding the “forbidden” gap in
the spectrum of exchangeless magnetoelastic waves
[7]. Apart from the fulfillment of the condition kA < 1
(A is the DW thickness) ensured by the above circum-
stances, we also presume alow structural sensitivity of
domain walls to external controlling effects [8] that
cause motion with a preset velocity, which istypical of
garnet ferrites far from the phase transition. In order to
exclude the Cerenkov instability manifested through
the magnetostriction mechanism of DW instability [9],
we impose the constraint |V 4| < ¢, where ¢; isthe veloc-
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ity of shear waves in the absence of magnetoelastic
coupling.

We will use the equation of motion for magnetic
moment disregarding losses[1, 2, 7]

oM, _ ™M,  dw
at V[Mo’ a(Mj/Mo)} (2)
and the equation of motion in the theory of elasticity
2,.(i) () _
pa U|2 GT ’ Tl(lj() _ 1+6|k GW (3)
i 0% 2 au“)

Here, T(” is the mechanical stress tensor, w; is the
energy density of the crystal within adomain, y is the
gyromagnetic ratio, p is the density, uiﬂ‘() is the strain
tensor, and x, = X, y, zfor k=1, 2, 3, respectively. In the
exchangel ess magnetostatic approximation

wy = )+ i+ ) @

where the elastic w(” magnetoel astic W(d)u , and Zee-

man Wﬂ) energies of interaction for the waves in ques-

tion under the above assumptions are defined as

A P2
wy' = SHOu)
Wi = 2buMy(m?0uy), ©
Wf—{) - —ng)Hi(j)—m(j)h(j).

Here, by, isthe active component of the magnetoel astic
interaction tensor, A4, isthe elastic modulus, m® isthe
magnetic-moment perturbation, h® is the dynamic
magnetic field, and 0 is the nabla operator in the xy
plane. Substituting expressions (4) and (5) into (2) and
(3), retaining in (3) the terms characterizing the mag-
netic nonlinearity, and taking into account (1), we
obtain

92y .
u; - )\ 2 (J)+( 1)J 1 B (DM )M(l) (6)
ot Mo
M . . , , 0
28 = [ EmPou) -n0-nvl5 @)
O Mg O
where
[ = (m(J) (J) m(zj)), Mi” — mgi)+(_1)J+1M0,

B=2b,, Mﬁ being the magnetoel astic coefficient. EQua-
tions (6) and (7) should be supplemented with the mag-
netostatics equations

0b® = 0 b® = 1D+ 47EM ™

h? = —0¢,.(8)
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Here, ¢; is the magnetostatic potential and b0 is the
dynamic magnetic induction vector.

The solution of the system of equations (6) and (7)
satisfies the following boundary conditions at a DW:

u§1)|y=yd = u§2)|y=yd T(1)|y Ya T(2)|y Ya!

— (1) (2)
¢1|y:yd - ¢2|y:yd’ |y yd |y Yq?

which reflect in the nonréativistic (V4 < ¢, ¢, <€ ©)
case (without taking into account the corrections
|V4/c| < 1, where cisthe velocity of light) the continu-
ity of shear displacements and stresses, as well as mag-
netic potentials and normal components of the mag-
netic induction. The weak nonlinearity of the spin sub-
system is activated by the standard procedure of
retaining only the lowest-order nonlinear terms in the

expansion of MY in the parameter (m{’* + m{’?)/m;
[3, 11]; taking relation (1) into consideration, we obtain

(9)

()2 (1)2

+ m,’* +m," 0

MY = (-1)""*M m——————————zy B! (10)
0 2M, O

Thisformulashows that the correction to the spontane-

ous magnetizations, m(”, is of the second order of
smallness. It does not appear in equations (7) for the

components m{’ and m{”’, which are transverse to the
spontaneous magnetlzatlons, SO we can assume that the

quantities m{}’ and m"’ are known by solving the lin-
ear problem [4], while m(” are determined by these
components in accordance with (10). In this case, the
component Ul = u” — ul) of the shear displacement
field associated with the nonllnearlty of the spin sub-
system and supplementing the solution [4] u(‘) satis-
fies, in accordance with (6), (7), and (10), the equation

pazugg Ay 07U0)
ot (11)
_ B |:(-9(|,],](J)rn(l)) a( (J) (J))i|
M2 0X oy

In terms of structure, it is a nonhomogeneous wave
equation whose right-hand side contains the field

sources ul}) of magnetic origin, which are distributed

over the volume of domains and are known from the
linear solution [4].

In order to construct a solution of equation (11), we
go over to the reference frame xyz in which the DW is
at rest and which is connected with the laboratory
reference frame xyz through the Galilei transformation
y=y=y-Vg, t =t X =x,and Z = zin view of the
nonrelativistic nature of the magnetostatic approxima:
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tion. Typicaly, the frequency of oscillations and waves

described by the linear solution in theintrinsic frame of

reference of the DW is the time invariant of the phase:
Q= w-kVy =

w' —k,\Vy=inv, (12)

where w and w' are the frequencies and k,, k| are the

transverse (rel ative to the DW) components of the wave
vectors of the incident (or transmitted directly) and
reflected shear waves in the laboratory frame of refer-
ence. Condition (12) expresses the time synchronism of
all oscillations appearing in the linear solution of the
wave problem. It ensures, apart from the equality of the
wave vector components at the DW to the quantity
k., = ksing, k, = 0, (where k is the wave number of the
incident shear wave and 6 isthe angle of incidence), the
fulfillment of the boundary conditions (9) if we assume

that u standsfor ul) .
The nonlinear component of the solution can be pre-

sented as a purely elastic field u') that is self-consis-

tent to the nonlinear magnetostatic fields of the bulk
sources on theright-hand side of equation (11). Bearing
inmind ahigher order of smallness of magnetic sources
on the right-hand side of (11) in comparison with the
magnetic nonlinearity of the solution taken into
account by formula (10), we can assume that the field

ull) satisfies the first pair of the boundary conditions

(9), in which u{ is automatically replaced by uf) . |
other words, the residual term associated with the fleld

u(ZL) in the complete mechanical boundary conditions

(9) isnegligible.

At the sametime, thefact that u(') automatically sat-

isfies the boundary conditions (9) indicates that

ulk ~m®m |, _, in accordance with the form of the

right-hand side of equation (10). For this reason, in the
intrinsic frame of reference of the DW (for y = 0), we

have, in accordancewith (12), u'l) ~ exp(-i3Q)exp(i3k X).
Among solutions to the nonhomogeneous ordinary dif-
ferential equation formed in this case from (11), only
the particular solution for anonzero right-hand side has
aphysical meaning. Theformally existing general solu-
tion of the homogeneous differential equation issimply
discarded, since the boundary conditions (9) alone are
insufficient to determine the unique solution of equa
tion (11) by taking this solution into account. It should
be noted, however, that the general solution of the
homogeneous differential equation might be required
for analyzing the parametric effects of interaction
between moving DWs and nonstationary fields (pul ses)
of shear waves, or in the interaction of monochromatic
shear waves with abruptly accelerated or decelerated
DWs. In the latter case, the additional term in the solu-
tion of equation (11), which is determined by the
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start/stop condition for the DW (initial condition), will
describe transient acoustic processes that are possible
under the conditions of “breakdown” or stabilization of
the domain structure.

On the basis of the above arguments, we can present

the nonlinear part of the solution ul}} for aplane mono-

chromatic shear wave having an amplitude U, and inci-
dent on a DW from the side of the domain with j =1 at
an angle 0 in the laboratory frame of reference as fol-
lows:

3
U = exp(3ike) 5 AP expli(phy’y -y t)]
= (13)

x exp[(-1)" (3= p)k(y - Ya)],

where ki = k!, k? =k, and !’ are the partial fre-
guencies of wave oscillations, defined, in accordance
with (10), by the relations

Wy’ = P +QB-p), W = pw+QB-p). (14)

The amplitudes AﬁJ) of waves described by solution
(13) intheregion y >y, have the form

w3k2§2

AY = uy,RC zD—O :
[3 (w'— 000)(00 -y
) -1
[E?Vd —?’—wig+3k'2+223} ,
Oe, G

(15)
3
A = —UZR CZD—OM
P (00—}’
(0 — ) €.k, + (3w + 00)K?
((Va/ )T —3(w/c)i) + 6k + 287

X

<14 (*)o(w wo) K2

 — _
A; UR6

(00 (*)k)

Inorder to determinetheamplitudes A\ (p=1, 2, 3),
it issufficient to carry out the following substitutionsin

formulas (15): A — A? R —~ T,C — -D,

w — w, k, — kK, kg — k&, k — k. It should
be recalled that C and D are the amplitudes of oscilla-
tions of magnetostatic stray fields, R is the reflection
coefficient, and T is the transmission coefficient of a
shear wave through the DW, which are known from the
solution of the linear problem [4]. In expressions (15),
the following notation is introduced: { = XA /WMo,
= U, X = YPMALuM, is the magnetoelastic



1084
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(b)

NS

30
3k,

Fig. 1. Ray pattern of refraction of ashear wave at amoving DW, taking into account the magnetic nonlinearity of garnet ferrite (a)
and the profiles of shear displacement distribution along the wavefronts of the third harmonic waves, localized by DW (b). Thefig-
ures correspond to the numbers of p =1, 2, 3 of the third-harmonic waves; arrowsin (b) depict the vectors of wave normalsfor waves

with the numbersp =1, 2.

coupling constant, &, =k, # ik, = [wy(0 + )] Y2 is
the magnetoacoustic resonance frequency, w, = yH; is
the uniform precession frequency, wy,, = 4mMyM, is the
magnetization frequency, and k' = (ki + k'yz)ﬂ2 is the
wave number of the reflected wave. In accordance with
(13), we conclude that, in addition to thefirst-harmonic
waves of the fundamental frequency w or of the Dop-
pler-shifted frequency w' (these waves have, respec-
tively, the meaning of the directly transmitted or
reflected shear wave of the linear solution [4]), atriplet
of shear waves with the triple frequency 3Q in the
intrinsic frame of reference of a DW (referred to as
third-harmonic waves) are formed in each domain
under the effect of magnetic nonlinearity of the crystal.
In the laboratory frame of reference, third-harmonic
waves experience Doppler shifts due to the motion of

the DW. If V; > O (approaching DW), the limitations k;
> 0 and k, < O following from the radiation condition
imply that, in accordance with (10), w' > Q and w< Q,

. . (1)
and it follows from (14) that the frequencies w

(2)

increase relative to 3Q, while wj,

decrease. For V<0

PHYSICS OF THE SOLID STATE Vol. 42

(moving away DW), the reverse inegualities are
observed.

The largest Doppler shifts are experienced by third-
harmonic waves with number p = 3, which are not
localized by the DW. Their frequencies exceed those of
the corresponding first-harmonic waves by a factor of
three, and they propagate collinearly to the latter waves.
Thus, the singled-out component of solution (13) is a
collinear correction to the first-harmonic waves, which
appears owing to magnetic nonlinearity.

Along with the multiplicity of transverse compo-
nents of wave vectors, lower numbers of the third har-
monic (p = 2, 1, respectively) also exhibit single and
double localization at a DW, which can be estimated
relative to magnetostatic stray fields. Figure 1 gives a
visual idea of the structure of lower numbers of the
third harmonic, where for the adopted configuration of
rays of the first (dashed arrows) and third harmonics
(solid arrows labeled according to p = 1, 2, 3), whichiis
determined by the preset wave vector of the incident
wave (light arrow) and the vector V, (Fig. 1a), the posi-
tions of wavefronts and the distribution of shear dis-
placements in the third-harmonic waves with numbers
p =1, 2 aredepicted (Fig. 1b). The boundary nature of
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1 1
NSNS
1 3 |
_1 | ":
10 . :

- a2
- /3
103f "

i ey
o / 6
1050 - - |

0 30 0 5

0, deg

Fig. 2. Angular dependences of the quantities ‘ A(Zj)/ A(lj )‘ for
Vg/c; =0 (curve 1), 0.2 (curve 2), and 0.3 (curve 3) and angu-
lar dependences of the quantities ‘Agj)/ A(ll)‘ for Vg/c, = 0
(curve 4), 0.2 (curve 5), and 0.3 (curve 6).

the manifestations of magnetic nonlinearity noted in
the formulation of the problem should obviously be
attributed to the latter waves.

In order to estimate the amplitudes Ag) by formulas
(15), it isimportant to note that in the frequency range
W' < W, under investigation (for V4 < 0), they do not dis-
play any singularities. For example, since C ~ w'"? — mg
and D ~ o? — w¢ , the poles &' = wy (j = 1) and o = wy
(j = 2) of the amplitudes A(lj) turn out to be removable
singularities, while the pole of the quantities R(w? —
w2 ) and T(o? — oy ) attainablefor V, = Ointhejoint
limit w', w — w,, and accordingly of all the ampli-
tudes Ag) , lies outside the frequency interval admissi-
ble according to the conditions of the exchangeless

approximation. An analysis of the behavior of Afj) in
the neighborhood of the point w' = w, requires not only
the inclusion of the exchange term in the dispersion
spectra of modes, but also a consistent examination of
the effect of transformations between acoustic and spin
wave branches [12], which is beyond the scope of the
present paper.

Numerical calculations for a garnet ferrite of the
Y 1G type with the parameters[2, 13] My =140 G, wy =
2 x 10° rad/s™, wy, = 3.5 x 10 rad/s™, B = 7.4 x 10°
erg/cm?, and ¢, = 3.8 x 10° cm/s (x = 5.1 x 10~ and
{ = 1.4 x 107?) proved that, except for doubly localized
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IR, A 1U,|
1.6

0.0

1

90

0, deg
Fig. 3. FMR pesksfor areflected wave (curve 2 describesthe
dependence |R(8)|) and the thi rd-harmo_nic wave for j =1
(curve 3 describesthe dependence ofcj A(lJ )/ Uo‘ on 6) against
the background of the intensified dependence of the ratio
W/ on @ (curve 1) for Ve, = 0.3, w = 1.5 x 10° rads,
Ug=5x10" 7 cm. The dashed strai ght line corresponds to
the relative value equal to unity.

—l
0 30 60

waves with the number p = 1, the amplitudes of the
remaining third-harmonic waves are, as arule, insignifi-

cant. The fulfillment of the inequdities| A{"| > |AY) >
|AY|isvisually illustrated in Fig. 2 showing the angul ar

dependences of the quantities | A5/ AL"| for anumber
of positive values of the parameter Vy/c, in the case when
j=1 w=15x10°radls, and U, =5 x 107 cm. Thus,
the assumption concerning the “boundary nature” of
magnetic nonlinearity in the effects of the paramag-
netic interaction of a shear wave with amoving DW is
directly confirmed by the calculations. Taking thisinto
account, we conclude that the real distribution of the
amplitude along the front of singly localized waves
with number p = 2 corresponds to the dashed, and not
solid linein Fig. 1hb.

The curvesin Fig. 2 also show that with increasing

6, aweak mutual change in the amplitudes A tekes

place, indicating approximately the same type of their
angular behavior. With thisin mind, and in view of the

observed inequality A > |AY), wewill concentrate
our attention solely on the amplitude properties of dou-
bly localized waves. First of all, the presence of awell-
defined peak (j = 1, Fig. 3) or, conversely, adip (j = 2,
Fig. 4) in the angular dependence of the quantity

|A(1j) /U,| deserves attention.
A comparison of curve 3 describing the angular
dependence of |A(1” /Ug| in Fig. 3 with curve 2 describ-
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|7}, AP0,
1.2+
1 .
0.8 \
0.4+
w2
0.0 4_/\/\ .
35 40 45 50 55

0, deg

Fig. 4. FMR dips for directly transmitted wave (curve 1
describes the dependence |T(B)]) and the third-harmonic
wave for j = 2 (curve 2 describes the dependence of
‘A(ll)/ Uo‘ on 6). The parameters of calculations are the
sameasin Fig. 3.

ing the |R(B)| dependence and curve 1 for the ratio

W/ @', where Wi = 0y + 0,00 — ) [2(w — 0dp) — 0] ™
isthe frequency of the ferromagnetic resonance (FMR)
for the reflected wave indicates unequivocally that
these peculiarities are definitely due to manifestations
of the FMR at magnetostatic stray fields. Itstypical fea-
ture is a change in the position of the resonance fre-

guency we and accordingly new positions of peaks and

dips of |A(1” /U,| observed upon the reversal of sponta-
neous magnetization and intrinsic fields of domains. The
latter is attained by the formal substitution w — W, the
duality of the results under such transformations indi-
cating [2, 3, 13] the nonreciprocal nature of waves in
magnetic materials under the FMR conditions.

The replacement of the FMR peaks of the third har-
monicin Fig. 3 by thedipsin Fig. 4 isaconseguence of
the relation 1 + R =T for the linear solution [4] and
essentialy reflects the well-known complementarity of
angular reflection and transmission spectra of refracted
waves. The maximum level of the third harmonic
|AY /U | mac » Which is estimated from the height of the
FMR peak (j = 1, Fig. 3) or the depth of the dip (j = 2,
Fig. 4) is determined to a considerable extent by the
value of US . The choice of the admissible values of U,

is limited from above by the verification of the small-

ness of the ratio m,/ M, ensuring the fulfillment of the
approximate equality (8). In this connection, the value
of Uy =5 x 10" cm adopted in Figs. 3and 4 isclose to
optimum. An order-of-magnitude decrease in thisvalue
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makes the height of the peak or the depth of the dip of
the FMR of the third harmonic insignificant, while an
increase in U, to 107 cm leads to a noticeable increase

in mJ relative to M,. Figures 3 and 4 shows that,

although the FM R peaks of the third harmonic are man-
ifested less strongly than the principa peaks, they are
quite accessible for observation. The main difficulty
encountered in their detection apparently lies in the
necessity to mount the detector in the immediate vicin-
ity of amoving DW at the instant of signal recording.

It should be noted, in conclusion, that a change in
the angular positions of the FMR peaks (dips) of the
third harmonic depending on the velocity and direction
of motion of a DW corresponds to the results described
in[4].
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Abstract—The formation of magnetic anisotropy (MA) in rare-earth compounds with transition metals has
been analyzed. The screening of the charges creating the crystal field by conduction el ectrons has been shown
to play an important role. The cal culations took into account the Friedel charge-density oscillations. The model
used for RCos is the point-charge crystal field including nonuniform screening by conduction electrons with an
anisotropic Fermi surface. The mechanisms of strong MA dueto light-element impurities (hydrogen and nitro-
gen) are considered. The effective charge of an impurity can heavily depend on itsionic radius and the charac-
teristics of the Fermi surface (in particular, on the Fermi momentum kg) of the screening electrons. The screen-
ing of the cation and anion charge in hydrides and nitrides based on the R,Fe;; and RFe;; Ti intermetallic com-
poundsis discussed. © 2000 MAIK “ Nauka/Interperiodica” .

The main mechanism responsible for the magnetic
anisotropy in rare-earth-based systems is known to be
the crysta field (CF) (see, e.g., [1-3]). However, the
simplest point-charge model often meets with difficul-
ties and disagreements in experiments. For instance,
the MA constants K, calculated by it for RCos are very
large and have the wrong sign [4]. Similar difficulties
also arise for the R,Fe ;B system [5].

A number of studies have recently appeared that
deal with the effect of embedded hydrogen and nitro-
gen atoms on the magnetic properties of rare-earth
compounds with transition metals. Of particular inter-
est is the unusual behavior of the MA. The doping
effects turn out to be large and are capable of both
decreasing and increasing the MA constants, up to
reversing their sign. Likewise, using the nominal impu-
rity atom charges does not lead to agreement with
experimental data.

Thus, screening plays an important part in the CF
model in all the above cases. It is often taken into
account by introducing effective ionic charges Q*,
which may greatly differ from the bare ones. It should
be stressed that CF theory should include nonuniform
charge distribution around the ion, because it is the
electric-field gradient that determines the magnitude of
the CF.

Introducing effective charge parametersis not satis-
factory, either from a theoretical or an experimental
standpoint; indeed, the pattern obtained for metallic RE
compounds is fairly irregular, with the values of Q*
being quite often negative. The most probable reason
for these difficulties lies in not taking into account the

CF screening by the conduction electrons. However,
the treatment of such a screening in terms of the point-
charge approximation does not seem a simple task.
Daniel’s model [6], which takes into account Friedel
electron-density oscillations, appears to be more rea
sonable physically for a more detailed description of
the spatial nonuniformity of a screening charge. It is
this model that will be employed in this paper.

Another approach to the MA problemisbased on ab
initio band-structure calculations. RE systems are hard
subjectsto apply standard band-theory methods to, and
one hasto use approximations and model concepts here
(for example, the atomic-sphere approximation, inclu-
sion of f states into the core). Modern calculations [7,
8] consider the anisotropic contribution of conduction
electronsin an atomic sphere centered onthe RE ion in
greater detail, and the remaining “lattice” contribution
is calculated in a point-charge approximation with
screened charge densities of other cells, which do not
overlap the f shell. In actual fact, the atomic and lattice
contributions are not independent and partialy com-
pensate one another. While the approaches based on
full-potential energy calculations within the density
functional method [8] yield a correct order-of-magni-
tude estimate of the anisotropy energy, no satisfactory
guantitative agreement with the experiment has thusfar
been reached. Thus, despite the recent progressin band
theory, one may still find a straightforward qualitative
analysis based on the physically clear point-charge
concept refined by introducing distance-dependent
effective ionic charges useful.

1063-7834/00/4206-1087$20.00 © 2000 MAIK “Nauka/ Interperiodica’
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1. SSIMPLE CONDUCTION-ELECTRON
SCREENING MODEL

Consider the MA formation taking into account spa-
tial screening by conduction electrons.

The MA constants are derived from the angular
dependence of the energy of magnetic ions

dey = K,Sin0 + ... 1)

We are considering a magnetic ion at pointr =0in
the field of the surrounding ions. The contribution of a
bare charge Q, at point R to the CF can be written as

Va(r) = 2R +|§d_(ﬁ'”, )

where the charge is measured in units of the electronic
charge |g|, and Q4(R) is the charge of the conduction
electrons screening the impurity ion. Expanding (2) in
powers of r to terms of order r?, one obtains for K, (cf.
[4.9])

K, = 3e’Ai0,J(J-1/2). ?3)

Here ErfD is the mean sguared f-shell radius, J is the
total angular momentum of the RE ion, a; is the
Stevens factor

3cos’0, —1
Z—RE, 4

where the sum is run over the whole lattice, By is the
polar angle of the vector R, and Q*(R) are the corre-
sponding screened ionic charges. (It should be noted
that the factor of 2 in the denominator was erroneously
omitted in [9].) One can see here the difference from
the band-structure approaches (see, e.g., [7]), where
one calculates, roughly speaking, the screening charge
inside a sphere centered on a magnetic RE ion.

In the approximation of a spherical charge density
distribution we obtain [9]

A= S QR)

QO + Qel

0.06
0.04|
0.02-

—-0.02}
—-0.04

Fig. 1. The sum of theion bare charge and of the screening
electron charge Qy + Qq(R) (Qg = 1) as a function of dis-
tance for (1) ked = 2 and (2) ked = 3. Equation (7) yields
kod = 1.46 and 1.235 for these cases, respectively.
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Q*(R) = Qu+ Qu(R) ~3TRZ(R)~RZ/(R), (5)

where Q4(R) is the charge of the conduction electrons
inside a sphere centered at a point charge and having a
radius R,

R

Qu(R) = 4njp2dp2(p), (6)
0

Z(R) is the charge density, and Qg4 (R) = 41r?Z(R). We
readily see that the quantity Q* (R) explicitly includes,
besides the total charge Q4(R), the charge density Z(R)
and its derivative Z'(R). Such terms do not appear in the
calculations[7] where the “lattice” charge density does
not overlap the f shell. Note that the higher-order MA
constants, which appear while calculating the terms of
the next order in r, contain higher-order derivatives of
Z(R). It should be stressed that the expressions for dif-
ferent anisotropy constants contain different effective
charges. This may turn out to be important when inter-
preting experimental data. To obtain a specific value of
Q*(R), one should study charge screening for a given
electronic spectrum. The single-center screening prob-
lemwas considered in [9] in terms of asimple model of
free conduction electrons (E = k?/2) in a square poten-

tial well with thickness d and depth Ej = k§ 12 [6]. This

model permits one to calcul ate the conduction-electron
charge distribution through the spherical Bessel and
Neumann functionsj, (kr) and n,(kr) (r > d) and the scat-
tering-phase shiftsn,. The value of k, is determined for
given k- and d from the Friedel sum rule

Q = 1‘212(2' + 1, (ke). ™
=0

The parameter d depends on the lattice geometry near
theimpurity. In astudy of impuritiesdistributed in asil-
ver matrix [6], d was taken equal to the Wigner-Seitz

Q*
2.5F
2.0f
1.5f
1.0r
0.51

—-0.5F

Fig. 2. Effective charge Q*(R) vs. distance (5) calculated
(1, 2) for the parameters of Fig. 1 and (3) for ked = 1.5 and
kod = 1.61.
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radius, such that k-d = 2. The calculations made for
Qy=1,kd=15, 2, and 3areshowninFigs. 1 and 2.

The model being discussed here is of a qualitative
nature and is more applicable to impurities resulting in
a strong charge-density perturbation (for instance, in
RE systems containing hydrogen and nitrogen impuri-
ties, see Section 3). In the case of a periodical lattice,
where the screening clouds of different centers inter-
fere, the choice of d may naturally be different, and
more complex models may become necessary. In met-
als, the ionic charge Q, may be taken equal to the
charge in a sphere (for instance, in [7] one considered
charge transfer in an atomic sphere), and it may not
necessarily coincide with the nominal value for a free
ion. Besides, the Q*(R) relation in the lattice may
become anisotropic.

AsseenfromFig. 2, for R< d [excluding very small
R where Q*(R) increases dightly], the term with the
derivativein (5) givesriseto agrowth of Q*(R) despite
the increase of |Qq(R)|. For R=d, where Z' is the max-
imum, the consequence of the nonuniform electronic
density distribution is that the effective charge Q* is
positive and greatly exceeds the bare value Q, (in our
case, Qp = 1). The situation changes dramatically, how-
ever, as R continues to increase; indeed, Z' decreases to
become negative, so that the ionic charge becomes
“overscreened”. At large distances, Q* tends to zero,
but the effective charge undergoes noticeable oscilla-
tions with sign reversal, which decay slowly. On the
other hand, the quantity Q, + Q4(R) decreases mono-
tonically up to R = d, after which it tends very fast to
zero with only very weak oscillations (Fig. 1). This
agrees with the fact that band-structure calculations
usually yield very low values for the charge transfer in
the atomic sphere (see, e.g., [7]). Although Q* drops
rapidly at a distance d, the oscillation period and the
position of the subsequent maxima and minimain the
Q*(R) relation are only dlightly sensitive to Q, and d
and are primarily determined by the k- parameter.

2. CHARGE SCREENING IN THE RCog SYSTEM

To give here a simple enough yet practically inter-
esting example, we consider the geometry of an RCog
|attice (CaCus structure, Fig. 3) withc =4 A anda ~
5 A. The cobalt ions occupy two sites in two different
hexagonal layers, namely, the 2c sites (Col) in the lay-

ers containing RE ions with R = a/.,/3 = 0.57a and 3g
sites(Coll) inthe RE-free layerswithR= %A/az +c” =

0.64a. Although the sites of all RE ions are equivalent,
the contributions to the CF at a given site, due to
charges in the same (RI sites, R = a) and in the neigh-
boring planes (RIl sites, R = ¢), may be different,
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RI

;O\OCO I

ORI

Fig. 3. Local environment of the R site in the RCos lattice.
(1) Rions, (2) Col(2c) sites, (3) Coll(3g) sites.

) ORII
:< PD Coll
a O
— 02
@R Col o 3

because the effective charge depends on the distance
between two sites. We can thus write (cf. [4])

O 2_
A = 3a°m6-2X =L Q%

0 5. 5/2
(1+y)
(8)

3/2

2 _ O
-3 Q;ol + 3y 3Q::an _Q; )
O
wherey = c¢/a = 0.8. The contributions of the neighbors
of site Rin the same plane (1) and from other planes (I1)

have opposite signs. However, in contrast to pure RE
metals with a hcp structure [1], no small factor of the

type of ./8/3 —c/a~ 0.05 appears here, so that the cal-
culated value of K; turns out to be two orders of magni-
tude higher. The experimental data on the ratio c¢/a and
the constant K, for RCo; , , compounds obtained at low
temperatures are given in Table 1. Note the monotonic
growth of c/ain the RE series (with the exclusion of the
quadrivalent cerium). One readily sees that the experi-

mental values of K;" for heavy RE metals and Sm
agree with theory at Aa® = 1. Taking into account only
the contribution of Co in (8) and assuming Qéo, =

* —=* .
Qcoii = Qco, wefind

11.7 =
A = ==LQc. ©)
a

— %
Thus, for Qco ~ 1, the K, quantity has the wrong sign
and isvery large in magnitude (of the order of 1000 K).
It should be noted that such large values of K; are not
actually self-consistent; they would destroy the Rus-
sell-Sounders coupling and freeze out the total ion
angular moments. The magnetic moments of light RE
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Table 1. Total angular momentum J, Stevens factors a;, mean squared f-shell radius DfD (inau.) for free Rions, c/aratio,
and experimental values of K; (K/RE ion) for RCos ,  Systems (data of [10, 11] for light R, the contribution of the RE sub-

lattice by [12] for heavy R elements)

YU. P. IRKHIN, V. YU. IRKHIN

RCos , CeCog PrCos NdCos SmCos ThCos 4 DyCos, HoCos , ErCog
J 5/2 4 9/2 5/2 6 15/2 8 15/2
oy x 100 5.7 -34 -71 4.1 -1.0 -0.63 -0.22 0.25
120 1.20 1.09 1.00 0.88 0.76 0.73 0.69 0.67
c/a 0.817 0.797 0.796 0.795 0.803 0.810 0.817 0.821

KTP -61 —44 -220 190 -9 -211 —203 80
*Zo —-0.015 —0.006 -0.01 —-0.08 -0.04 —0.06 -0.2 —-0.08

Note: The corresponding val ues of QEO were calculated using (9) and (3).

metals (Ce, Pr, Nd, and Sm) derived from magnetiza-
tion measurements [ 13] are indeed noticeably reduced.
In the case of cerium (which isassumed to be quadriva-
lent), thef electrons are partialy itinerant, whilefor the
other light RE metals, the strong CF and exchange cou-
pling effects are important. On the other hand, the sat-
uration magnetic moments in Th, Dy, Ho, and Er are
closeto their values for freeions[14].

To compensate the large numerical factor in (9), one

has to assume Q%, to be negative and very small in
magnitude (Table 1). While one cannot rule out the pos-
sibility that the Co ion separation correspondsto Q* <0,
|Q*| < 1in Fig. 2, such a situation is fairly unusual.
Therefore, the simple model assuming equal Co
charges is hardly capable of accounting for the
observed values of K;, which requires a more detailed
analysis of the screening.

It was conjectured that the main contribution to the
CF isdueto the R ions, while the on guantities may

be neglected [11, 15]. The effective charges Q% can be

assumed to be close to unity, asin the case of purerare
earths, where this parameter is about 2 [9]. Then we
shall obtain the correct sign and order of magnitude for
K3, because the RII ions provide a dominant contribu-
tion. However, the distances between the RE ions in
RCos, ¢ and a, are much larger than those in pure rare

earths (about 3.5 A), and therefore, the values of Q3

can be substantially smaller. Besides, the variation of
effective charges in the RCog series is considerably
greater than that in the case of pure rare earths. This
variation may originate from the contribution of the
Coll sites, because the factor in the first term in the
parenthesesin (8) depends noticeably ony = c/a.

Let us now take into account the anisotropy in Co
charge screening connected with that of the Fermi sur-
face in a hexagonal lattice. Then the magnitude of the

PHYSICS OF THE SOLID STATE Vol. 42

screening will be determined by the Fermi wave vector
in a given direction. It may be conjectured that the
effective values of k- in the reciprocal-lattice directions
corresponding to the hexagonal planes are smaller than
those in the directions to the Col sites. Therefore, the
charge of the Coll ions becomes screened with distance
more slowly than that for the Col ions and can provide
a dominant contribution to K, despite the larger dis-
tance and numerical factor in (8). This may cause also
an additional (besides the purely geometrical) depen-
dence of the anisotropy ony. It should be noted that cal-
culations made for SmCo; [7] yield different valuesfor
a charge transfer in the cobalt atomic spheres g, (as
well as for the magnetic moments of Col and Coll):
Oca = 0 and ggy = -0.03.

The experimental values of K; from Table 1 can be
obtained, for instance, for Qgy;; = 4Qa, =0.3, Qn =

0, or for Qg = 3Qgy = 0.2, Q% = 1 (in the latter
case, the sign of K; isdetermined by the contribution of

the R ions, which is partially compensated by that due
to the Co ions). Thus, the accidental formation of very

small values of QZ, is not required here.

An analysis performed for the R,Fe;,B [16] showed
that iron ions should be assigned small charges.

Similar calculations can be carried out for the impu-
rity-induced local MA. Here, the small factor 1.633 —
c/a for intergtitial impurities in pure RE metals is
absent, which resultsin alarge value of the correspond-
ing anisotropy constant [17].

3. DISCUSSION OF EXPERIMENTAL DATA
ON THE HYDRIDES AND NITRIDES

Consider some important experimental data on the
hydrides and nitrides of RE compounds obtained in the
recent years. Already, MA studies of the simplest com-
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pounds, namely, the cubic Laves phases RFe,H, (see,
e.g., [18]), revealed a strong effect of interstitial hydro-
gen. This phenomenon was associated with the onset of
alocal uniaxial anisotropy with alocal constant K, near
the hydrogen ions of the order of 10° erg/cmq, and esti-
mates in the point-charge approximation yielded Q,, =
—1 for theseions. The negative val ue correspondsto the
so-called anion model of hydrogen, put forward earlier
in [19], a paper that discussed the formation of local-
ized levels at the H impurity.

Strong effects are observed also in uniaxial crystals.
The R,Fe;7(H, N), (rhombohedra Th,Zn,; structure for
light R and hexagona Th,Ni,, structure for heavy R)
and RFe;; Ti(H, N), (hexagonal ThMn,, structure) com-
poundswere studied in [20-23]. The contribution of the
hydrogen and nitrogen was determined by subtracting
the constants at x = 0. The MA constants were already
observed to change noticeably at low concentrations of
these impurities.

The contributions to the MA dueto the RE and iron
sublattices can be separated using data on Y ,Fe;;. The
doping-induced variation of the contribution of theiron
sublattice to K, may be neglected, because this quantity
only starts to vary for hydrogen concentrations x > 3
[23] (this correlates with the behavior of the lattice
parameter ¢, which startsto grow at these values of x).

The MA data on pure R,Fe;; compounds are listed
in Table 2. A comprehensive quantitative analysis is
made difficult by the large scatter in the values of K;
and, particularly, of K, (the observed orientation of the
magnetization is determined by the linear combination
K; + 2K,). We believe the most likely result for Sm,Fe;;
to bethefigure obtainedin [26], K, =—8.1 x 107 erg/cm?,
and for Y ,Fe 7, K; = —2.3 x 107 erg/cm? [24]. Then the
contribution of samariumionsto K; can be estimated as
the difference between these values, i.e. 5.8 x
107 erg/lcm®. Using the corresponding data for the
RFe,;Ti system [22], 7.2 x 10" and 2 x 107 erg/lcm?
(the values at helium temperatures were obtained by
extrapolation), we obtain now for the contribution of
the samarium ion a figure of the opposite sign, 5.2 x
107 erg/lcm?3. This is most likely due to the different
signs of the geometric factor. At the sametime, replace-
ment of one of the Fe ions in the nearest environment
of the Smion by aTi ion can provide a substantial con-
tribution to the MA. These data are of interest for deter-
mining the effective charges of the Feand Ti ionsin the
systems under discussion. However, the calculation of
the corresponding geometric factors in (4) is compli-
cated by the large number of ionic sites.

The hydrides and nitrides are more convenient in
this respect, because the contribution to the geometric
factor A (4) due to impurities in the nearest-neighbor
approximation is given by a smple expression. By

PHYSICS OF THE SOLID STATE Vol. 42 No. 6

1091

Table 2. Experimental values for the magnetic anisotropy
constants (in units of 107 erg/cm?®) and the anisotropy field of

the R,Fe;; compounds

R K, K, TK | HaT| Ref.
Y |-=23:x01[-11:08 42 | 4 [24]
Y 42 | [25]
Y 3.7 12 42 [26]
% —2.55 50 4 [25]
Y 78 47 | [27]
sm 1.25 -2 0 [21]
sm | -12 ~0 293 27 | [28]
sm | -3 <01 | —=0 [29]
sm | -175 <0.05 300 [29]
sm | -81 37 4.2 [26]
sm | -08 0.2 300 [26]
sm | -6.3 78 98 | [27]

2000

* Single-crystal data.

[20], the crystal-field parameter as a function of impu-
rity concentration can be written in the form

Ag(x) = Ag(O) + %xz(ScosZB - 1),&2, (20

where z is the number of nearest interstitial sites for a
rare-earth ion, 6 is the angle between the c axis and the
directionto theinterstice (z= 3, 6 = W2 for R,Fe;7, and

z=2,0=0for RFe;Ti),and K; ~ aJAg . The factor of

the parameter A., which has opposite signs for our
structures, corresponds to factor (4). Estimates based
on the experimental data on the effect of nitrogen show
[20] that, despite the strong difference between the val-

ues of K, the A, parameters for both structures under

consideration are about equal, 200 K/ ag (a, isthe Bohr
radius), so that the difference in geometries plays the

dominant part. At the same time, an estimate of A
made in the point-charge approximation with Qy = -3

for the Sm,Fe;N; yields a colossal figure A =

4500 K/ag, which exceeds by about 20 times the
experimental value. Thus, the nitrogen ion charge is
very strongly screened to result in an effective value

Qf = —0.15. Note that the authors of [20] used the
maximum experimental value of the K, constant; taking

other data results in an even stronger decrease in Qy; .
The strong screening of the negative charge in a metal,
which can be called a cation effect, is far from atrivial
phenomenon. For negative point charges, the screening
corresponds to a decrease of the electron concentration
in their vicinity. Therefore, within Daniel’s model [6]
the potential well must be awell for holes.
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-2 1 1 1
3
kg

Fig. 4. Schematic dependence of the effective charge on the
ke parameter (A‘l) corresponding to Fig. 2, calculated for
d=14A.

A typical illustration of the anion and cation effects
is aso provided by the Ho,Fe;(H, N), hydrides and
nitrides studied in [23]. The contributionsof H and N to
the K, constant (to be more precise, to thesum K + 2K,
of the Sm sublattice) obtained at x=2and T=80K are
about 107 and —4 x 107 erg/cm?®, respectively, i.e., they
are opposite in sign (results close to the latter value are
obtained for Dy,Fe;;N,, despite the threefold larger
value of a; for Dy). The corresponding crystal-field
parameters per hydrogen and nitrogen atom are esti-

mated as 25 and —60 K/ aé , respectively. Because both
impurities are characterized by the same geometry, this
difference in the sign is due to the effective charges
having opposite signs, namely, the hydrogen ion retains
its cation properties, whereas the nitrogen ion behaves
as the anion. In this case, in (3) we have A = x/(2R3),
where R = 2.5 A isthe R—N distance, so that from the
data on K, one obtains Q;; = 0.02 and =—0.05. These
results can be explained using Fig. 2.

In addition to Q*(R), we also consider the Q* (kp)
function in terms of the model [6]. Thisrelation may be
of use in explaining the concentration dependence of
MA for RM,T,-type aloys [for instance, Sm,(FeTi),],
where the k- parameter depends on the component con-
centrations X, y, as well as for hydrides and nitrides,
where introducing impurities noticeably affects the lat-
tice. The Q* (k) dependenceisplottedin Fig. 4 for 1 <
ke < 2 A-L. Asbefore, d can be taken equal to the double
Wigner-Seitz radius. In the case of a nitrogen impurity
in Sm,Fe;-, this radius can be estimated as the differ-
ence between the Sm—N separation and the radius of
the trivalent Sm ion in the metal, which yields about
0.7 A. This value coincides with the nitrogen bond
length quoted in [20]. In a realigtic situation, particu-

YU. P. IRKHIN, V. YU. IRKHIN

larly inauniaxial crystal, the Fermi surfaceis naturally
strongly anisotropic, which calls for the generalization
of the square-well model.

We readily see that the effective ionic charge can
reverse sign with varying ke (viewed from the physical
standpoint, thiseffect isal so related to the Friedel oscil-
lations). This reversal first occurs when k- becomes of
the order of the inverse potentia-well width near the
impurity. Although the above reasoning is qualitative
and based on the simplest possible model, this explana-
tion of the small value of the effective charge and of its
high sensitivity appears reasonable.

Let us now make a comparison with other theoreti-
cal methods. The screening charge distribution Q4(R)
was also studied [30] within the Thomas-Fermi model,
whose region of validity isfairly limited. It was shown
that there are negative contributions to Q4, which are
dueto thefinite size of electronic cores of the surround-
ing ions. For the case of anitrogenioninthe Sm,Fe;;N;
system, accepting g = 3 AL for the screening parame-
ter, one obtained Q4(R = 2.5 A) = 9.2, which provides
a satisfactory agreement of the magnetic anisotropy
constant K, with the experiment. Such alarge value of
|Q«| is apparently connected with the fast (exponential)
decrease of charge density in the Thomas-Fermi
approach.

We could mention also afirst-principles calculation
of the band-structure of the Sm,Fe;;N, system [31],
where one found the number of screening electrons as
afunction of the distance to the nitrogen ion (unfortu-
nately, only for distancesbelow 1.5 A). No Friedel-type
oscillations were observed here.

The physical reason for al the above phenomena
lies in the strong dependence of screening on the elec-
trical potential gradient. Also, as pointed out in [20],
the change in the potential occurring when crossing the
boundary of the Wigner-Seitz cell, which appears in
calculations (and can be fairly sharp in realistic condi-
tions), may play avital part.

The main conclusion of our consideration isthat the
impurity ion charges are strongly screened, with the
nonuniformity of the conduction electron distribution
being of crucial significance [the term with the deriva-
tivein the expression for the effective charge (5), which
is disregarded in standard approaches]. This screening
may result either in a sign reversal of the effective
charge or in a substantial change of its magnitude.
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Abstract—The paper reports atheoretical and experimental study of the nonlinear spin-wave resonance (SWR)
modes in normally magnetized ferrite films. Particular attention is focused on the principal, lowest frequency,
SWR mode. It is shown theoretically that, as the precession amplitude increases, the profile of the principal
mode changes to make the excitation distribution across the film thickness more uniform. The nonlinear shift
of the resonance field depends on the surface-spin pinning parameters. An experimental study has been made
of YIG films with a strong uniaxial anisotropy field gradient over the film thickness, aswell as of Y1G films of
submicron thickness. As the microwave power was increased, the principal-mode resonance field was observed
undergoing a sublinear shift accompanied by a superlinear growth of absorbed power. This behavior is attrib-
uted to achangein the profile of the spatial distribution of ac magnetization. © 2000 MAIK “ Nauka/l nterperi-

odica” .

Studies of the nonlinear ferromagnetic resonance
(FMR) carried out after the pioneering works of Suhl
[1] and Weiss [2] showed that nonlinear phenomena
occurring at large precession angles can be divided into
two groups [3]. The first of them is associated with a
decrease in the static component of the magnetization
vector with increasing precession amplitude. This
brings about a resonance frequency shift, an asymmet-
ric distortion of the resonance line, and a bistability of
microwave power absorption. Note that the latter phe-
nomenon can be employed to devel op bistable devices
in the microwave range [4]. The second group of the
nonlinear phenomena is due to the fact that, starting
from a certain threshold level, spin vibrations become
unstable against parametric decay. This instability
gives rise to parametric excitation of short-wavelength
spin waves, the onset of self-oscillations of the magne-
tization, and a reduced coupling between the pump
microwave field and the original vibration [5]. As a
result, the linear dependence between the pump field
and the precession amplitude breaks down, and a fur-
ther increase in the pumping does not produce a notice-
able increase of the precession amplitude.

It thus becomes clear that parametric instability pre-
cludes reaching large precession angles and hindersthe
development of devices for which such angles are nec-
essary, for example, of bistable microwave devices or
magnetooptic elements for light control at microwave
frequencies. To avoid the parametric instability, one has
to excitethe FMR at the frequency corresponding to the
bottom of the spin-wave spectrum. In this case, there
are no short-wavel ength spin waves at the frequency of
the original vibration. This regime can be realized
under two conditions; namely, the ferromagnetic sam-

ple must have the shape of athin plate or afilm, and the
external field must be directed along the film plane nor-
mal. Note that the parameters of such a resonance,
including the shape of the ac magnetization distribution
across the film thickness, depend substantially on the
degree of film uniformity in thickness and the character
of spin pinning at the surfaces. At the same time, theo-
retical studies on the nonlinear FMR (seeg, e.g., [6, 7])
arelimited, asarule, to analyzing the spatially uniform
mode. In this work, we are going to consider spatially
nonuniform modes of a ferromagnetic film excited in
spin-wave resonance (SWR) [8] and to study the trans-
formation of these modeswith increasing pump level to
nonlinear eigenmaodes. The paper consists of two parts.
Thefirst part is atheoretical investigation of spin oscil-
lations of an arbitrary amplitudein aferromagnetic film
placed in a normal saturating magnetic field. Various
conditions of spin pinning at the film surfaces are con-
sidered. The analysis does not include the processes of
parametric decay. The second part presents the results
of an experimental investigation of a nonlinear SWR.

1. THEORY

Consider a ferromagnetic film in an external mag-
netic field H, which is aligned with the z axis coincid-
ing with the film surface normal (Fig. 1). We assume
the film dimensions to be unbounded along the x and y
axes, and the film center to coincide with the z = 0
plane. The film is uniform, except for the near-surface
layers, where spins may be pinned. The sample has the
following parameters: the thickness d, saturation mag-
netization Mg, uniaxial anisotropy constant K, nonuni-
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PRINCIPAL MODE OF THE NONLINEAR SPIN-WAVE RESONANCE

form exchange constant a, and gyromagnetic ratioy > 0.
We shall neglect the effects of dissipation.

The components of the magnetization vector M in
polar coordinates are found from the relations M, =
Mgcos6, M, = MgsinBcosd, My = MssinBsing. The
Landau—Lifshits equations can be written as

B = ayMg(sinfo" + 2cosB¢'0"),
sinB¢ = ysinB(H —41M cosb) (@)

—ayMg(0" — sinBcosBé'?),

where the dot denotes the derivative with respect to
time; the prime, with respect to coordinate z, and the
effective magnetization My; is determined from the
relation 4TMg = 41TiMg— K Ms.

We note some specific features of small-amplitude
oscillations. Let usintroduce for convenience the circu-
lar magnetization component m* = MgsinBe?. As is
well known, after linearization, equation (1) hasthefol-
lowing solution:

m'(zt) = [Acos(kz) + Bsin(kz)]exp(iwt), (2)

where A and B are arbitrary constants, w is the natural
oscillation frequency, and k is the wave number, k?(w,
H) = dH/aMg, where dH = w/y—H + 41iM . A compar-
ison of (2) with the expression for m*, presented above
in angular variables, shows that small-amplitude oscil-

lations satisfy the conditions
6 =0,

©)
¢' = 0.

Conditions (3) reflect the fact that the normal modes of
afilm at small amplitudes are standing waves.

We now turn to an analysis of normal modes of an
arbitrary amplitude. We shall look for nonlinear solu-
tions that also satisfy conditions (3) and are in this
sense a generalization of standing waves in linear the-
ory. The form of the solution we are looking for can
naturally be justified only below the parametric insta-
bility threshold. In view of (3), thefirstrelationin (1) is
satisfied automatically, and the second can be cast in
the form

b = y(H—4nMeffcose)—0(yMSSie—ne. 4

Theleft-hand side of (4) depends only on't, whereas

the right-hand one, on z only. Thisis possible only for

d = w, where w is a constant (frequency), which does
not depend on t and z. With this in mind, equation (4)
takes the form

aMgB" +[dH —4TiM (1 — cosB)]sin@ = 0. (5)

Note that (5) is equivalent to the equation of motion of
aclassica particle with “total energy”
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Z1H

Fig. 1. Orientation of the basic vectors.

6.2

E=2

+U(6), (6)

where the first term on the right-hand side isthe kinetic
energy, and the second, the potential energy

u(oe) = GLMS[MnMeﬂ _ 5H) cos8 — TtM ., c0s26] . (7)

Because the total energy E is the integral of motion,
(i.e, in this case, it does not depend on 2), (6) can be
integrated one more time to yield a general solution of
the problem. However, the solutionsfor afilm must sat-
isfy not only (5) and (6), but boundary conditions as
well. Generalizing the mixed boundary conditions [9,
10]

om'(z 1)
S

+um'(z, t)
0z

=0 (8)

z=%

NI

to the case of oscillations of an arbitrary amplitude, we
obtain (for more details, see[11])

a9
0z°

06 .
— + usinBcosh
0z°

sinBcosb| , =0,
z=xz

2

9
= 01

z=%

NI

where p is aconstant characterizing the spin pinning at
the surfaces, and the derivative 0/0Z° is taken along the
outward normal to the surface. Thefirst conditionin (9)
is satisfied automatically, because, as follows from (3),
¢' = 0. Only the second condition imposes limitations
on the form of the solutions being looked for. In what
follows, we assume the 1 parameter to be the same on
both film surfaces. Then, there will be independent
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OH, Oe

L
0 0.1 0.2 0.3
8, rad

Fig. 2. Dependence of dH on precession angle 6, for the
principal modein aYIG film of thicknessd = 0.5 pm calcu-

lated for different pinning parameters: (1) p = -10./a , (2)
H=-5.a, (3 pu=0,and(4) u=10./a.

even and odd solutions for the film. Integrating (6)
yields the even solutions

6 _
do
z=t[——, (20)
-BIOA/Z(E— u(e))
where 6, isfound from the equality U(8,) = E and actu-
aly represents the precession angle at the film center.

Thus, the 8, angle characterizes the level of excitation
of the mode under consideration.

Relations (10) permit one to construct the profile of
precession angle distribution over the film thickness.
Using (6) and (9), one can find the 8 angle at the sur-
face, i.e., for z = d. Now substituting the angle thus

05
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foundin (10) for z= d, one can determine the resonance
condition, i.e., the dH(6,) function, which is the devia-
tion of the resonance field for a given 6, from the field
corresponding to uniform small-amplitude precession.
We shall call the mode with the minimal frequency the
principal mode. Note that the principal mode is nonuni-
form over the thickness, with the exclusion of the case
of free spins at the surfaces, where u = 0. If u > 0, the
maximum of 6(2) lies at the film center. The condition
M < O corresponds to easy-plane surface anisotropy. In
this case, the 8(2) function reaches a maximum at the
surfaces. Figures 2 and 3 present the results of numeri-
cal calculations made for the principal mode in films
with differently pinned spins at the surfaces. Note the
following:

(i) The nonlinear shift of the principal-mode reso-
nance field depends substantialy on the spin-pinning
conditions at the surfaces. As the precession amplitude
increases, the effect of pinning on the resonance field
decreases, and the fields themselves tend to the field of
uniform resonance with the given amplitude.

(ii) The principal mode in a uniform film with free
spins at the surfaces (1 = 0) isunique in that its profile
does not depend on precession amplitude. In the case of
pinning (1 # 0), the growth of the amplitude changes
the profile. For large amplitudes, the profile of the prin-
cipal mode becomes practically uniform, except nar-
row layers near the boundaries.

A more detailed theoretical analysisisgivenin[11],
where one considers, in particular, higher order SWR
modes and where one derives the nonlinear boundary
conditions.

One should stress here once more the specific part
played by the principal modein anormally magnetized
film. This mode has the lowest frequency; i.e., it forms
the bottom of the spectrum. Therefore, the principal
mode cannot undergo parametric decay. In order to
observe the principa mode experimentally, one has to
use films with well-resolved frequencies of adjacent

(b)

-1 0 1
Z, pm

Fig. 3. Profiles of the principal mode in aYIG film of thicknessd = 2 pm. The solid line relates to the maximum angle 8y, =
0.005 rad; the dotted line, to 8,5 = 0.3 rad; (&) p = 10./a, (b) p=-10./a .
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SWR modes. These can be either thin enough films or
films with a substantial uniaxia anisotropy field gradi-
ent over the thickness. In the latter case, the frequency
separation between adjacent resonances is determined
not by the thickness of the film but rather by the extent
of its nonuniformity.

2. RESULTS OF THE EXPERIMENT

The first series of experiments was carried out on
Y1G samples with a noticeable nonuniformity of the
uniaxial anisotropy field over their thickness. We used
specialy grown Y1G films 10-30 pum thick, where the
gradient of the uniaxial anisotropy field reached
30 Oe/um. The excitation and propagation of linear
spin waves in such films were considered in detail in
[12, 13]. The films were employed to prepare resona
torswith plane dimensions less than 1 mm, which were
placed in a 3-cm reentrant microwave cavity resonator
with aQ factor of about 1200. The pump frequency was
9240 MHz. The absorption spectrum of a film 23 pm
thick is shown in Fig. 4. The spectrum can be divided
into two regions dencted here by A and B. Region B,
which lies at higher magnetic fields, contains SWR
modes. The extreme absorption peak on theright corre-
sponds to the principal mode. Because of the nonuni-
formity, the oscillation is localized within a layer less
than 1 pum in thickness in the region of the anisotropy
field minimum. The localization region expands as the
peak number increases to finally extend throughout the
film thickness. The excitation of the SWR modesin the
spectrum stops here, and one observes a series of pri-
marily dipole modes (region A) differing in the struc-
ture of ac magnetization distribution along the film sur-
face. Compare the spectra in Figs. 4a and 4b, which
were obtained at different microwave powers fed into

| |
4200 4600 5000 H, Oe

Fig. 4. Absorption spectra of a nonuniform YIG film mea-
sured with decreasing magnetic field. (a) Py, = 7 pW, (b)
Pin =27 mW.
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the resonator. Note that these spectra were recorded at
different receiving channel gains, which were chosen
S0 asto permit the comparison of the resonancelinesin
the figure. One readily sees a substantial change of the
relative amplitudes of the principal SWR mode and of
the dipole spectrum. While at low power levels the
amplitude of the principal mode is less than that of the
dipole spectrum roughly by a factor of two, at high
pumping this ratio reverses. It turns out that while the
resonance saturates and the absorption level decreases
by about 3 dB with respect to the linear dependence in
the dipol e spectrum, the amplitude of the principal SWR
peak grows with increasing power superlinearly. The
deviation from the linear dependence is about 3 dB.

It may be conjectured that the reason for the super-
linear growth of the amplitude lies in a change in the
structure of the ac magnetization distribution. An
increase of the precession angle results in an extension
of the layer in which the oscillation islocalized. Such a
change in the mode profile increases the coupling of
this mode to the external uniform pump field and,
hence, results in enhanced absorption. Note that the
results of a calculation made within the model of auni-
form film with spin pinning at the surface (Fig. 3) show
that, in this case, one would also expect a superlinear
growth of the amplitude, because the precession angle
distribution over the thickness becomes more uniform.

Figure 5 plots the field shift AH of the principal
SWR mode vs. power. Thisrelation is essentially non-
linear, whereas the theory developed for uniform FMR
predicts alinear dependence. The reason for the devia-
tion from linearity may consist in the principal mode
being spatially nonuniform. As seen from Fig. 2, alin-
ear dependence dH(P;,) can be expected to hold only
for auniform mode under the condition 1 = 0 (curve 3

AH, Oe
| |
80} -
| |
[ |
| |
| |
| |
| |
40 ™
[ |
| |
| |
| |
{ 1 1
0 10 20 P,, mW

Fig. 5. The shift of the principal-mode resonance field with
increasing microwave power input.
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(a)

(b)

N

4900 4930 H, Oe

Fig. 6. Absorption spectra of aYIG film of thickness d =
0.5 um. (a) Py, = 27 pW, (b) P;,, = 27 mW.

ii = 7; E
| _ N
// /W Z %

4938 4944 H, Oe

Fig. 7. Absorption spectra of aYIG film of thickness d =
0.5 um. P, (UW): (a) 27, (b) 135, (c) 215, (d) 615, (€) 1030.

in Fig. 2). For this curve, dH ~ 6(2) . At the same time, it

is seen that for any other pinning parameter the depen-
dence will be nonlinear. Note that a nonlinear behavior
of the AH(P;,) dependence was observed experimen-
tally earlier in FMR studies [14], but the interpretation
of the experiment was based on the assumption of the
dissipation parameter being dependent on the preces-
sion amplitude.

Note that the spectra presented in Fig. 4 were
obtained with decreasing magnetic field. The direction
inwhich thefield changes determines, to aconsiderable
extent, the shape of the nonlinear resonance. This is
seen from Fig. 6, which shows absorption spectra of a
resonator made of a 0.5 pum thick YIG film. The condi-
tions chosen for the epitaxial growth of thisfilm did not
include special measures to make the film properties
intentionally nonuniform. Nevertheless, as seen from
Fig. 6a, the spectrum taken at alow pump power con-
tains a weaker peak B near the strong peak A. This
weaker peak is apparently due to the presence of anear-
surface layer such that the spins at the film surface are
not free, and p < 0. Thus, in the linear regime, a near-
surface mode is excited in the film, which has a low
absorption intensity (provided the layer isthin enough)
and a small detuning from the mode localized in the
bulk of thefilm (if the parameters of the layer are close
to those of the material in the bulk of the film). Never-
theless, by the terminology used earlier, it ispeak B that
corresponds to the principal mode resonance, because
it lies at a higher magnetic field; i.e., it corresponds to
the minimum frequency at a fixed field. An increase of
the pump power results in a substantial change in the
spectrum (Fig. 6b). Here, one absorption peak forms
whose width and amplitude depend on the direction of
the magnetic-field variation. The sample exhibits hys-
teresis within a certain range of power and magnetic
field; i.e., the level of absorption depends on the direc-
tion of the magnetic field sweep. The existence of this
hysteresis indicates that it is possible to use such films
to develop bistable microwave devices. We are going to
show that it is peak B, corresponding to the principal
mode resonance, that serves as a nucleus for a broad
nonlinear-absorption peak to grow. Figure 7 presents
initial stages of the development of a nonlinearity in
this film. As the pump power increases, the relative
peak amplitudes are seen to change. The growth of
peak B in amplitude is accompanied by the formation
of apart with hysteresis which broadens to absorb peak
A. At the sametime, acharacteristic shoulder appearsat
the left-hand edge of peak A, but no hysteresis setsin.
As the pump power increases (Fig. 7€), the spectrum
takes on the shape typical of a single nonlinear reso-
nance.

This specific example shows that nonlinear reso-
nance can develop out of an absorption peak that has a
very small amplitude in the linear regime. It may be
conjectured that, in some samples, such a peak would
be unresolvable against the background of a closely
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lying peak with alarger amplitude. In this case, the for-
mation of the observed nonlinearity would look like a
direct transition from peak A in Fig. 7a to the spectrum
of Fig. 7e. Nevertheless, some nonlinear-resonance
parameters, in particular, the threshold for the onset of
the hysteresis, can depend on the position of the princi-
pal mode. This point requires further study.

In conclusion, we note that our experiments have
revealed a specific role played by the principal SWR
mode in the formation of nonlinear spin-wave reso-
nance. Under certain conditions of spin pinning at the
surface, or if the film properties are nonuniform over
the thickness, the nonlinearity of the principal mode
may manifest itself in a superlinear growth of absorbed
power. This conclusion has a theoretical validation
based on the variation of the spatia distribution of ac
magnetization with increasing precession angle.
Besides, atheoretical analysis of the normal nonlinear
film modes shows that the nonlinear resonance-field
shift depends substantially on the character and degree
of spin pinning at the film surface.
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A. K. Zvezdin, V.. Plis,and A. |. Popov

Moscow State | nstitute of Electronic Engineering (Technical University), Zelenograd, Moscow oblast, 103498 Russia
Received July 16, 1999; in final form, November 25, 1999

Abstract—The transformation of the spin structure of a high-spin Feg cluster in a strong magnetic field has
been investigated. The magnetization and magnetic susceptibility of the material are calculated at different
external magnetic fields and temperatures. It is shown that the magnetic field induces transformation of the spin
structure of a Feg cluster from the quasi-ferrimagnetic structure with an average magnetic moment of 20 pg per
molecule to the quasi-ferromagnetic structure with a magnetic moment of 40 pg. Unlike a similar transforma-
tion of aNéel ferrimagnet, which is continuous and occurs through an intermediate angular phase, this process
in Feg at low temperatures manifests itself as a cascade of discrete quantum jumps, each being the transition
accompanied by an increase in the spin number of the complex. At high temperatures, the behavior of the mag-
netic cluster approaches the cluster behavior described by the classical theory. The nature of quantum jumpsis
discussed in terms of the magnetic-field-induced energy level crossing in the ground state of amagnetic cluster.

© 2000 MAIK * Nauka/Interperiodica” .

1. INTRODUCTION

At present, intensive studies have been conducted
with molecular crystals consisting of high-spin organic
clusters with transition metal ions (Mn;,Ac, Fe;, Feg,
Fio €tc.) [1-11]. Magnetic interactions between clus-
tersin these molecular crystals are negligibly weak. In
terms of magnetism, they represent a set of virtually
noninteracting magnetic subsystems and offer interest-
ing possibilitiesin studies of quantum lawsfor systems
with intermediate (mesoscopic), but well-defined
dimensions. In this respect, particular attention has
been given to the properties observed in magnetic clus-
ters such as the bistability, quantum hysteresis, macro-
scopic quantum tunneling of magnetization, and giant
quantum fluctuations [2-5, 8, 12]. By a molecular
bistability is meant that the molecular cluster can exist
intwo different states, provided the external parameters
change in a certain range. The molecular bistability is
of obvious interest for development of information
technologies[11]. The macroscopic quantum tunneling
is closely connected with the properties of molecular
bistability and holds considerable physical interest with
respect to the fundamental problems of the quantum
theory and, quite possibly, the problem of applying
guantum methods to data processing. The magnetic
clusters exhibit an intermediate-type behavior with the
classical features (characteristic of bulk magnetic mate-
rials) and the specific quantum features, which are sim-
ilar to those of individual atoms and molecules[9, 13].

In the present work, we investigated the Fe; cluster.
The structure of this cluster is schematically shown in
Fig. 1. Its general formula is [(tacn)gFe;O,(OH),],
where (tacn) is the so-called triazacyclopentane. The

symmetry of the Feg cluster is close to D,. In weak
fields, the cluster in the ground state has the total spin
S = 10. This value is the result of antiferromagnetic
exchange interactions between Fe** ions. Hence, this
cluster can be considered a ferrimagnet on the molecu-
lar level. The most important characteristics of mag-
netic clusters are the exchange integrals specifying a
particular magnetic structure of the cluster. Recently, it
was shown with the Mn;,Ac magnetic cluster as an
example that the measurement of the transformation of
the magnetic structure from ferrimagnetic to ferromag-
netic is the efficient direct method for determining the
exchange parameters of clusters. The measurements of
the magnetic susceptibility of a Mn,,Ac cluster upon
transformation were carried out in megagauss magnetic
fields with the use of MK-1 magnetic explosion gener-
ators. It is known that the classical ferrimagnet trans-
forms into the angular phase with an increase in the
magnetic field, and subsequently, the angular phase
transforms into the ferromagnetic phase. These phase
transitions are continuous for isotropic systems. How-
ever, in the case of magnetic clusters with antiferro-
magnetic exchange interaction between the magnetic
ions, the transition from the ferrimagnetic state to the
ferromagnetic state qualitatively differsfrom the classi-
cal transition. Specifically, this transition represents a
sequence of quantum jumps in magnetization, each
being accompanied with an increase in the spin number
of the complex [9]. In the present work, we studied a
similar transformation of the spin structure of a Feg
cluster in ultrastrong magnetic fields. The behavior of
magnetization and magnetic susceptibility of the clus-
ter wasinvestigated at different field strengths and tem-
peratures.
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2. HAMILTONIAN, BASIS FUNCTIONS,
AND MATRIX ELEMENTS

The Hamiltonian for the Fe; magnetic cluster can be
represented in the form (Fig. 1) [10]

H = J1p(S$:S)) + J13(S:S: + $,5,+ 5,5, + S,Sy)
+J15(S,S5+ S5 + S, + S,S5) N

8
+J35(S3Ss + S35 + 5,55 + §,Sg) + 21 H z Sz
i=1
where § = 5/2.

This Hamiltonian comprisesthe matrix 62 x 68inthe
space of spin states, which considerably complicates
the direct numerical analysis of this system. For this
reason, we use the hierarchy of exchange integrals in
Hamiltonian (1) in order to analyze the energy spec-
trum of the system. According to [10], in Hamiltonian

1),
Jp = 25, Jy3 = 140, Jis = 17, Jig = 48cm . (2)
Rewrite (1) in theform
H = Ho+H, 3)
where
Ho = Hg + Hg,

_ MG
= J13(S$,S: + 5,53 + 5,5, + S, S,) + 2ugH z Sz,

i=1

and the Hamiltonian H' involves the exchange interac-
tions J;,, J;5, and Jgs, and the remaining part of the Zee-
man interaction.

L et usderive the eigenfunctions and energy levels of
theHamiltonian Hy, It iseasily seenthat Hy, can berep-
resented as

Hot = J13(S:S3+ 5,53+ S,5,+ S,S)
= Ji3(S,+ S,) (S5 + Sy).

It follows from (5) that the eigenfunctions of the Hgy,
Hamiltonian correspond to the following scheme of
summation of the angular momenta:

(S:1+S) = S,
(S3+S4) = S341 (Slz+834) = S.

In (6), the S;, and Sy, quantitiescan beequa to 0, 1, ...,
5inaccord withS=0, 1, ..., 10.

Thus, the eigenstates of Hamiltonian (5) are equal to
the eigenstates of operators § § § § (8§ =52,
Asz, §§4 éz, and S,. These eigenstates take the form

15:5:(512) $:5,(S30) SM[

©®)

(6)
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Fig. 1. (a) Structure of a Feg cluster: (1) Feg, (2) O, (3) N,
and (4) Cions. (b) Scheme of the exchange coupling of iron
ionsin a Feg cluster.

_ SMg SpMyp SyyMgy
- z C312M12334M34C31m152mzc%m334m4 (7)

X [Sym, OS,m,[IS;m; [0S, m,

The energy levels of the Hamiltonian Hy, have theform

Eo (S S S
= Z2[(S+1) - S(Sp + 1)~ Su(Su+ DI,

In order to investigate the behavior of cluster magneti-
zation, we will use only the actual states with S;, =
S;,= 5 and Mg = —S, because, at a given Svalue, the
states that correspond to the S, and S;, values different
from 5 lie substantially above (AE = 5J,5 = 700 cm™2)
and their thermal population can be neglected. Hereaf-
ter, we will omit theindexes S;,, Sy, and S (i=1, ...,
4) in the notation of the eigenstates and energy levels
[see expressions (7) and (8)]. The ground state of the
Fe; cluster in weak fields is characterized by the total
spin S = 10. This value can be achieved (at J;5 > 0)
solely on the condition that the ground states of ions 5-8
arethe stateswith [Smj =5, ..., 8) §=5/2, m =-5/2.

(8)
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Thus, as afirst approximation, the actual states of the
cluster as awhole can be written as

8

WO(g) = |SM¢ = ~s[Ism =-5/20 (9
j=5

Let us now calculate the mean energy of states (9).
We invoke the condition that, for states (9),

Su-SUSI* 1) -S(S+1) _ 25

SS, = > 1’

$5:=55=5=2]

S(-9)SIS-90= =5 (=1 ..
and find that

E?(S H) = BVO(g)HW ()0

] 55 (10)
= IS(S+1) + (Jis + Jss) 5 — 2MgHS— 20U5H.

In relationship (10), we omitted the terms independent
of both the guantum number Sand H, because they |ead
to the shift of energy levels EQ(S, H) by the same value
and, consequently, can be ignored. It is worth noting
that J;5 > Ji5, Ja5 [See relationship (2)]. Nonetheless, for
small S(S=0, 1, 2), the second term in expression (10)
either exceeds the first term or is comparable to it.
Therefore, the use of states (9) as the first approxima-
tion functions is incorrect in the calculation of the
energy spectrum of the Fe; cluster at small Svalues. In
order to find the actual energy levels, we introduce the
notation

On(lM]) = Gy (M, Mg, My, M)

_ 1z 8|Sm£

where p arethe nontrivial permutations of my, Ny istheir

number,n=m+10(n=0,1, ...,10-9; m= Z?:Smj
is the sum of the magnetic moments of the quantum
numbers of statesfor ions5, ..., 8; kindex varies from
1tor; andr isthe number of different sets of m, (j =

5, ..., 8), for which m remains constant. The states
q)ﬁ([m]) are the eigenfunctions of the operator

8 .
Zi _5S;;, that is,

8
2 S
i=5

(11)

<¢ﬁ([mj])

¢ﬁ([mj])> =m=n-10. (12
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The operators f:SSjZ and H commute. Conse-

guently, only the following states of interest can be
related to each other:

Wh(S) = |(S+n)(~S—n)ds([m]). (13)

They correspond to the same value of thetotal spin S, =
—S—-10. Let uschoose functions (13) astheinitial basis
functions for determination of the energy spectrum of
the Fe; cluster.

The diagonal matrix elements of Hamiltonian (1) in
basis set (13)

Hon(S) = DV HIWK(S)D

(1)
= W,(S) ~2415SH ~20pH,
W,(9) = Z(S+n)(S+n+1)
(J15+ J35) (15)
+ET35(S+ n)(10—n).

The off-diagonal matrix elements can be calculated
from the relationship

[5(-9)|[5,(m; — 1)|SS,| S m IS+ 1(- S—1)[]

B /\/375 gml—l (16)
= Ef(S)Cgmjl_l,
where
£(S) = A/(S+ 12)(21§:§)(S+ 1), (17)

which was derived from the rel ationships of the angular
momentum theory [14]. In (16), index i takes any value
from 1to 4, and index j, from 5to 8.

In order to elucidate the physical properties of the
cluster in strong magnetic fields, it issufficient to inves-
tigate the influence of the magnetic field on the behav-
ior of low-lying energy levels, which are specified by
the diagonalization of the matrices Hym) (S H = 0)
(S=0, 1, ..., 10) with the ranksin the range from 60 (at
S=0) to1(S=10).

Nonetheless, this problem is rather cumbersome.
However, the analysis demonstratesthat, even for the J;
guantitiesgivenin (2), it is possible to use the perturba-
tion theory and to obtain the analytical expressions for
the actual energy levels of the Fe; cluster, which
depend on the parameters J; and H.

3. ENERGY LEVELS IN A MAGNETIC FIELD
In the basis functions

5 5 5 5
w, = 15 -59-2-3-2-2 B
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W, = [S+1, (—s—l)tqﬁ”a-?_?_?_ﬂm
W, = [S+2, (—S—Z)Eb(le—l_?_?_?}D

= 5+2,(-s-20H-3-2-2 -2
the matrix Hpy = Hyie)(S) takes the form

Ha Wi Has Hyy
0 Hy W, O
0 Hyp, O W, .

IHI = (18)

Inthiscase, H;=H,=0,t=5,6, ...,
rank of the Hy(S) matrix,

r, wherer isthe

1/5
Hp, = E/\/%f(s)(‘Jls-i-‘]SS)v
1
Hy = éf(s"' 1)(J15 + Jz5),

@f(s"' 1)(J1s + J3s),

(19)

Hy, =

f(S are defined by expression (17), and the W, quanti-
ties (i = 0, 1, 2) are determined by formula (15). For
small S(S=0, 1) and the aforementioned values J; [see
relationship (2)], the off-diagonal matrix element H,, is
comparable to W;(0) — W,(0). Specificaly, at S= 0 and
H,, = 325 cm?, W;(0) — W,(0) = 286 cm™. Hence, we
perform the following transformations. Let us diago-
nalize the matrix

Wo(S) Hi(S)
H(S) Wi(S)

The eigenvalues and eigenvectors of this matrix are
determined as

~(0)

Ei = —[W1(3)+W0(S)

£ JIWL(S) ~Wo(S)]? + 4HZ,(9)],

1103

W, = C(S)W,—Ca(YW,, (20)

W, = Co(SW, + C1(S)W,,

1 Jl‘ W;(S) —Wo(S) |
Y21 J oWy (S) - Wy(9))2 + 4HE(S)

61, 2(S) =

In the basis set formed by the functions qu, qu, W,

Y, ..., the matrix ||H|| takes the form
Eg_O) 0 _62H23 _62H24 .
~(0)
[HI = 0 E> CiHas CiHy, .

—CoHys CiHg Wy(S) O
—C,Hp CiHpy 0 Wy(S) .

For J;5 = 140 cm?, J;5 = 17 ecm?, and J55 = 48 cm?,

evenat S=0, thevalue W,(S) — EP (9 =872 cm* sub-
stantlally exceeds the off-diagona components

Cx H,5(0) = 121 cm and CzH24(0) 234 cm™. In this
case, within the approximation linear in x =

L(O) <1 (V = 62 H24, 62 H23), we obtain
W, —E1

Ca(Ha, + Ha;)
=(0)
W,(S) — Ex (S)

Numerical valuesof Ey(S) (S=0, 1, ..., 10) at the afore-
mentioned values J;; arelisted in thetable. The behavior
of the actual levelsin thefield is defined by the expres-
sion

Eo(S H) = Eo(S) —2pgSH - 20pgH (22)

It follows from the table and formula (20) that an
increase in the field strength leads to the sequential
crossings of low-lying energy levels, which correspond
to the different values of Sand M = -S— 10 (M is the
magnetic quantum number of the cluster as a whole).
The field strengths, at which the change of states char-
acterized by quantum numbers Sand S+ 1 takes place,
can be determined from the expression

2UgHs = Eo(S+ 1) —Ey(S). (23)

The Hgvalues for the J; exchange integrals determined
in (2) are given in the table.

Eo(S) = EX(9) + (21)

Energy levels of aFeg cluster and magnetic fields of energy level crossingsin the ground state

S 0 1 2 3 4 5 6 7 8 9 10
Eo(S), et | —292 55 536 1153 1920 2808 3835 5000 6302 7745 9325
He, T 371 515 662 827 950 1099 1258 1393 1544 1698
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X (b)
0.08}
L
0.06}
0.04}
0.02}
%‘Ht'u L LjUHa

0 4.0 8.0 12.0

Fig. 2. Dependences of (a) the relative magnetization and
(b) the relative magnetic susceptibility of a Feg cluster on
the magnetic field h. h = 2ugH/Jy3, (1) T = KT/J15 = 0.02
(T=4.2K) and (2) T = 1.4 (T = 300 K).

4. MAGNETIZATION AND MAGNETIC
SUSCEPTIBILITY OF THE Feg CLUSTER

The dependence of the cluster magnetization on the
field strength and temperature is determined by the
expression

M(H)

10

> Sexp[~(Eq(S) — 21 SH)/KT]

= 215553
z exp[—(Eq(S) — 2 SH)/KT]

S=0

where Ey(S) are defined by formulas (21). Let us ana-
lyze the magnetic properties of the Fe; cluster. Itiscon-
venient to pass on to the dimensionless quantities h =
2UgH/J13, T = T/ag, (S = Eo(S)/Iys, and P = M/2)g.
Then, expression (24) takes the form

24
+ 20y, (24)
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u(h,1) = p(h, 1) + S,

IOD_i*Io(S) -hSy
— O

10
fa(h, 1) = Z‘lz Sexpp (25)

10
- [ €(S) —hSy
Z= z XPI—— 0
S=0
S = 10isthe spin of the ground state in weak magnetic
fields.

From expression (25), we can easily derive the for-
mula for the dimensionless magnetic susceptibility

X(h T) = (9u(h, )/oh),

- r‘% (h,7) z Sepd =" i T)m

Figure 2 demonstrates the dependences of the mag-
netization (Fig. 2a) and magnetic susceptibility
(Fig. 2b) for the cluster Fe; on the external magnetic
field. The dependences were calculated at J;, = 25,
Ji3 =140, J;5 = 17, and J5 = 48 cmr! for low tempera-
ture T, = 4.2 K (1, = 0.02) and high temperature T, =
300K (1,=1.4).

Thus, we theoretically studied the magnetic-field-
induced transformation of the spin structure of the Fe;
magnetic cluster. It was shown that the transition from
the ferrimagnetic structure to the ferromagnetic one is
realized through a set of ten quantum jumps with a
jump amplitude equal to 1pg. All the jJumps occur in a
megagauss field. Thefirst three jumps can be measured
with the modern MK-1 generators [15]. The measure-
ments of the other jumps require ultrastrong fields
above 10 MG.
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Abstract—The first observation of self-oscillations of an ordered magnetic structure is reported. They were
detected by the M dssbauer effect inthe Thy gY o oFe, ferrimagnetic compound and occur with aperiod of several
days. The oscillations were initiated by a single electric-field pulse (~10° kV cm™ s™1). A phenomenological
model of the phenomenon is proposed. © 2000 MAIK “ Nauka/Interperiodica” .

The TbFe, ferrimagnetic compound was studied
intensely by various physical methods. It is known to
possess a record-high magnetic anisotropy and magne-
tostriction at T = 293 K [1]. Its Mdssbauer parameters,
corresponding to two magnetically inequivalent posi-
tions of the Fe atom in the RFe, structure, were investi-
gated in considerable detail. In 1997, a Md&ssbauer
study of ThygY.Fe, (ThFe, with an'Y nonmagnetic
impurity) revealed long-time rel axation (on the scale of
days and months) of an ordered magnetic structure [2,
3]. It consists in that, after application of a magnetic-
field pulse (~3 ms, up to 250 kOe) to a sample, part of
the Fe atoms change orientation, thereafter slowly and
aperiodically returning to the initial state after several
days or weeks. The diversity of the extremal physical
properties of this magnet is not apparently limited to
the above manifestations. It is known [1] that the mag-
netic anisotropy in rare-earth magnets is of an electro-
static nature. This has inspired our attempt at probing
the relaxation properties of the ThygY o,.Fe, magnetic
structure with a pulse of the field with the Mdssbauer
effect. Thistime the field is electric.

1. TECHNIQUE AND RESULTS
OF THE EXPERIMENT

The experiment with the electric field had a number
of specific methodological features. The sample was a
polycrystalline Mdssbauer absorber, 0.2 mm thick and
25 mm in diameter, deposited from a powder suspen-
sion in aglue on aMylar substrate. All operations with
the sample and measurements were performed at T =
293 K. The disk sample, insulated by 0.1 mm thick
teflon washers, was clamped between the plates of a
specialy designed, variable-gap capacitor. The voltage
(16-18 kV) was supplied to the capacitor from a high-
voltage power pack of a REIS-| x-ray emitter. An elec-

tric pulse ~0.3 ps long was produced by closing the
capacitor plates, one of them being grounded. The rate
of electric-field variation was ~10® kV cm s, and the
field was applied in a single pulse. The measurements
were carried out with aCo® M dssbauer sourcein Cr on
a Persel setup, which is capable of providing Doppler
shifts of an object to within 0.001 mm s*. The x-ray
structural analysis was made with a DRON-3 diffracto-
meter.

Several series of MOssbauer measurements were
carried out immediately after the electric-field applica-
tion. The time taken to obtain a spectrum was ~12 h,
with an interval between measurements of one to two
days. The spectrum can be decomposed into two sextets
of lineswith different magnetic hyperfinefields (H, and
H,), isomer shifts (8, and &,), quadrupole splittings (Q;
and Q,), linewidths (I'; and I';), and populations of the
sextets A; and A, (A/A,). While, within the realm of
traditional concepts, an electric field cannot affect these
parameters in any way, the experiment showed the
reverse to be true. Figure 1 presents the A,/A,, H; and
H,, Q; and Q, parameters as functions of time during a
period covering ~40 days. Theinitial points correspond
totheoriginal state of the sample. One clearly seesthat
the A /A, parameter (aswell as Q, and H,) does depend
on time and that this relation is oscillatory. During the
initial period of time (of up to two weeks) the oscilla
tion period of A;/A, is ~5 days, then it decreases to
2-3 days, after which the oscillations take on a some-
what irregular, stochastic character. Measurements of an
unperturbed sample, as well as of a sample subjected to
the dowly (~10 min) decreasing electric field, revealed
no changes in the hyperfine coupling parameters. X-ray
measurements made at T = 293 K showed that the cubic
structure of ThygYo.Fe, is rhombohedrally distorted
and that the rhombohedron angle a = 89.88°.

1063-7834/00/4206-1106%$20.00 © 2000 MAIK “Nauka/Interperiodica’



SELF-OSCILLATIONS OF AN ORDERED MAGNETIC STRUCTURE

2. DISCUSSION OF RESULTS

The oscillations seen in Fig. 1 reflect self-oscilla-
tions of the atomic magnetic structure of the material.
This is the first time the phenomenon has been
observed. The fact that they were revealed in this par-
ticular magnet is associated with a unique combination
of its structural and magnetic properties. Figure 2
shows a fragment of the TbFe, structure (the Laves
phase). The Th atoms form a diamond lattice, whose
unit cell contains four Fe tetrahedra arranged identi-
cally with the one shown in the figure. The easy mag-
netization axisis[111]. The 9 angle between the mag-
netic moment of an Fe atom and the electric-field gra-
dient axis assumes two values, 9 = 0 and 70°32', and it
is this that accounts for the magnetic difference
between Fe atoms as a result of combined magnetic
dipole and el ectric quadrupol e interaction, aswell as of
the anisotropic hyperfineinteraction. Asisevident from
Fig. 2, in anormal state, A;/A, = 3, and thisis exactly
what is initially observed (Fig. 1). One can readily
understand how deviations from the normal state arise.
For this to occur, the § angle for at least one of the Fe
atoms in Fig. 2 must change. For instance, a moment
flip of thetype of 70°32' — 0° would result in A, /A, =
2:2=1andthat of thetype 0° —= 70°32, in A,/A; =
4: 0, i.e. destruction of the magnetic inequivalence. If
structural defectsof the latter type appear in at least one
of the three cdlls, this will yield an average value

1107

A;/A, = 5, which is close to the experimental one
(Fig. 1). The absence of uniformity in the rotation of
the moments and the preferred nature of individual Fe
atoms are apparently accounted for by their closeness
to'Y nonmagnetic atoms, whose concentration relative
toFeis1: 10.

The electric field was applied to the metallic sample
under study for ~10 s. Thisis equivalent to the action
of an electromagnetic wave with a frequency of the
order of a few MHz during this time. The skin-layer
thickness hereis ~0.1 mm, so the field penetrates com-
pletely into the absorber particles, whose dimensions
are ~0.01 mm. The magnetic field of the displacement
currents in this experiment is ~10= Og, and it does not
affect the magnetic structure in any way. Recalling the
results of the experiment with a smooth decrease of
the field in the capacitor, one can thus consider it to be
established that the observed physical phenomena are
caused by a sudden drop of the electric field E° to zero,
i.e., by the derivative dE%dt becoming as high as
108kV cmtst

The electric-field pulse displaces the lattice ions.
The energy of this displacement, the energy of magne-
toelastic interaction, and the energy of rhombohedron
formation should be of the same order of magnitude,
because they are actually based on the electrostatic
interaction producing the magnetic anisotropy. The
energy of rhombohedron formation can be calculated

5.0 i
é\l 40_ :“ " \ ,§|
< 2 R N Y 7S &
g ‘\H' : Sy §‘. ?TL"~§‘I’§\ N ‘\Hx'{)
3.0F ‘§_, Li&’é \5 \%' ‘§, l§ ‘§'
I 0.300F
% 0200£00 050000 00 © oooooo 000000 OO 00 o
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—-0.400
m I§ '§| I§\ £\
E —0500 ., N‘\ L9 é é \‘ '§~‘ ll “
g —0.600£§ ‘?é'}{’%ﬁ—“ §§‘§--§{’ bt BT TR
) ~
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é {oo 000000 ®0 o 000%°00 0%9g000 0° 5o o
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T =
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Fig. 1. Temporal dependences of the parameters of Thy gY g ,Fe, MOssbauer spectra: A /A, (relative sextet population), Q; and Q,
(quadrupole splittings), and H; and H, (magnetic hyperfine fields).
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[111]

Fig. 2. Fe atom arrangement in the TbFe, structure. The
arrows depict Fe magnetic moments.
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Fig. 3. Energy scheme of the process of self-oscillations of
the magnetic moments of Fe atoms.

asthework doneto displacetheions so asto deform the
cube faces through an angle Aa ~ 0.12°. It is
~0.01 eV/ion. While the accuracy of the x-ray struc-
tural analysis (0.001 A) turned out to be not high
enough to establish the possible change of the lattice
parameter, a change of Aa is conceivable. That theion
displacement processisreal isaso indicated by thefact
that the isomer shift parameter o, changed after the
field application by ~0.06 mm s, and the Q, parameter
changed by ~0.15 mm s, i.e., quite significantly. This
means that the lattice received an ion displacement
energy, which is subsequently transformed into the
energy of magnetic perturbation AE ~ 0.01 eV/ion.
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Consider now the oscillation process as a whole.
The energy AE creates, in apart of unit cells, one more
direction of moment orientation of the [111] type,
which differs from the one aready available in the

given cell, for instance, [111] . Thisis possible if the

[111] axis and the direction of deformation coincide.
Asaresult, part of the moments make aflip of the type
0° — 70°32', which brings about a growth of A;/A,,
as described above. Figure 3 presents an energy scheme
used in the subsequent discussion. It consists of two
mutually coupled potential wells | and 11, connected

conventionally with the [111] and [111] directions,
respectively. Well | ismore shallow than well |1, appar-
ently by at least a factor of three. It is this depth ratio
that would fit the observed maximal values of the A, /A,
parameter (Fig. 1). The depth E, of wel Il is
~0.01 eV/ion, as can be inferred from the exchange
interaction intensity for TbFe,, whose Curie point is
682 K.

We introduce an average angle 9 ,,(t), which charac-

terizes the degree of moment flipsto the [111] axisas
afunction of time, in the form

9a(t) = 70°32' DN, (t)/[Npyz3 (1) + Ny (0], (D)

where N[m] (1) and Nqq(t) are the numbers of

moments in wells | and |1, respectively. The true angle
¥ assumes only two discrete values, but 9,, which
characterizes the change of the magnetic structure of
the sample as awhole, varies smoothly. The growth of
N[lm (t) implies an increase of §,4,(t) and of the asso-
ciated energy, which can be expressed as &3 , (t), where
¢ is a normalization factor of proportionality. On the
other hand, a change in the orientation of an individual
moment brings about a change of the magnetic flux and
creates additional energy proportional to therate of this
change. This additional term can be expressed through
O, as tdd, /dt, where T is the relaxation time of the
system of magnetic moments. The 9 ,, changeis driven
by the energy E, of moments in well Il and by the
energy of the magnetic perturbation AE. Thus, the
energy balance equation for the motion of magnetic
moments can be written as

£(1d9,/dt+9,) = E,
E = E,+AE.

For theinitial stage of 9, variation, equation (2) has a
solution of the form
Fa(t) = E/E[1-exp(-t/1)]. ©)

Equation (3) permits an estimate that the time At; for
the transfer of amoment into well | does not exceed, in
order of magnitude,

At, OTIn[(E-E,)/(E-E,)]. (4)

)
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The quantity AE is not constant. After well | is com-
pletely filled, it reverses its sign sharply, and, because
E, and AE are approximately equal in magnitude, equa-
tion (2) takes on a substantially different form

td9, /dt+9,, = 0. (5)

The physical meaning of thisisthat well | isfilledto a
greater extent than well I, which initiates a reverse
transfer of magnetic momentswith acharacteristic time

At, = TInE,/E,. (6)
Thus, the period of the total process At is
At = At, +At,. 7)

Thefilling of well 11 means areturn to the initial state,
where AE > 0, and conditions (2) and (3) are met.
Therefore, the process repeats, and a new cycle of the
oscillation begins. The sign reversal of AE isdueto the
fact that this quantity includesthe changein the crystal-
field energy induced by the moment rotation, during
which the moment direction passes through the region
of the hard-magnetization axis[100], where the sign of
the magnetic anisotropy constant K, is opposite to that
of the initial state. The form of the differential equa-
tions (2) and (5) indicates that the oscillations have a
relaxation character. They are essentially self-oscilla-
tions drawing on the energy of the initial lattice defor-
mation, which gradually goes into temporal magne-
toelastic processes.

L et usnow estimate the At parameter. It isknown [3]
that the characteristic time of aperiodic relaxation of
magnetic moments in the system under study t ~
7 days. Whence, according to (4), At; = 2 d, while by
(6) At,=2.8d, i.e., At=4.8d. Thisiscloseto the exper-
imentally observed periodicity of the initial part of the
A, /A, dependence on time, which is~5 d (Fig. 1). The
At parameter is very critical to the value of E, i.e, to
the depth of well 1. According to (4) and (6), anincrease
of E; results in a decrease of At. This effect becomes
manifest at times above two weeks (Fig. 1), when the
amplitude of A;/A, oscillations has decayed with time,
which is equivalent to a decrease of the depth of well I.
Besides, At is very sensitive to the magnitude of AE. If
AE isvery small (aweak perturbation), then, by (4), At
— o0} i.e. an aperiodic process sets in. Such cases
were indeed observed in preliminary experiments with
electric-field application [4].
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An analysis of the flipping of moments on the
microscopic scale suggests that it occurs by the cluster
mechanism, and that, for the observed relaxation times,
the cluster size should be ~20 Fe magnetic moments
[3]. This accounts for the stochastic character of the
oscillations at long times (>25 d), when the perturba-
tion centers become apparently scattered over the crys-
tal. This hinders the formation of large clusters, while
small ones are known [3] to decay within avery broad
time spectrum, from a few minutesto several days.

Consider now the behavior of the H,, H,, Qq, and Q,
parameters (Fig. 1). The tempora stability of the H,
and Q, parameters is due to the fact that they relate to
the large part of Fe atoms that are not adjacent to Y
atoms and are stable against perturbation. On the other
hand, the H, and Q, parameters are connected with that
part of the Fe atoms whose momentsflip in at least one
of three unit cells. This process brings about a dlight
perturbation of the local magnetic and atomic structure
and, hence, of the H, and Q, parameters, which should
be opposite in phase, and that is exactly what is
expected in the case of combined hyperfine interaction.
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Abstract—A study is reported on phase transitions in the Lg _,Sr,MnO; system, both spontaneous and
induced by a pulsed magnetic field of up to 250 kOe, accompanied by anomalies in magnetoel astic properties.
The temperatures of the polaron (charge) and magnetic ordering, as well as those of structural transitions, are
observed to be in good agreement with the results obtained by other methods. Jumpsin the field dependence of
longitudinal and transverse magnetostriction associated with field-induced orbital ordering have been found. A
strong temperature dependence of the corresponding threshold fieldsis observed. © 2000 MAIK “ Nauka/Inter-

periodica” .

In the recent years, immense interest has been
focused on the investigation of substituted oxidesinthe
La _,Sr,MnO; system, which is primarily due to the
observation of the colossal magnetoresistance effect in
them. Studies have revealed anumber of new and inter-
esting phenomena in these materials, which are associ-
ated with carrier localization and charge ordering of the
Mn3/Mn* ions, orbital ordering of the Mn3* ions, as
well as with magnetic-field-induced magnetic and
structural phase transitions and semiconductor—metal -
type phase transitions [1-4].

The mechanism of these phenomena is connected,
on one hand, to the strong ferromagnetic exchange cou-
pling appearing when the crystal is doped by divalent
ions Sr2* and Ca?* (Zener's double exchange). On the
other hand, as shown by recent theoretica studies, an
important part is played here by lattice distortions
caused by the Jahn—Teller effect at the Mn** ionsand by
the formation of magnetic polaron states [5], aswell as
by structural inhomogeneities associated with the sub-
stitution of divalent Sr?* (Ca?*) for the rare-earth ion.

Although doped manganites exhibit adirect correla-
tion between structural distortions, magnetic ordering,
and transport properties, studies on spontaneous and
magnetic-field-induced structural phase transitions in
these compounds are relatively scant.

Thiswork was aimed at studying the magnetic prop-
erties, thermal expansion, and magnetostriction in
strong pulsed magnetic fields of up to 250 kOe in
La, -,S,MnO; single crystals (the results obtained
were partialy published in [6]). La, _,Sr,MnO; single
crystals (x =0, 0.1, 0.125, 0.15, 0.175, 0.2, 0.25) were

grown by zone melting. X-ray diffraction analysis
showed the grown crystals to be single phase and, as a
rule, twinned. The magnetization M(T, H) and magnetic
susceptibility X..(T) were measured in static fieldsH =
12 kOe at T = 4.2-300 K. The magnetostriction was
measured with a quartz probe, pasted to the sample, in
pulsed magnetic fields of up to 250 kOe within the tem-
perature interval of 10-300 K. Thermal expansion was
determined with a conventional strain gauge in the
range from 78 to 350 K.

In pure LaMnO; [7, 8] with a distorted perovskite
structure, the spins of Mn** are ordered below T, = 140K
antiferromagnetically along the b axis of the rhombic
crystal and possess a weak transverse ferromagnetic
moment along the ¢ axis (AFtype layered magnetic
structure). The weak ferromagnetic moment and the
transverse susceptibility at T =42 K aremy = 4.2 +
0.emu/g and = (1.8 £ 0.3) x 104 cm?3/g, respectively.

The longitudinal magnetostriction A, of LaMnO,
was measured in a magnetic field oriented along the b
axis in one of the twin types. Figure 1 illustrates the
Aj(H) dependence for severa temperatures. As seen
from Fig. 1, at H = H,, ~ 200 kOe, one observes ajump
against a background of a smooth variation of magne-
tostriction, which we assign to a spin reorientation of
the weak ferromagnetic moment from the c to b axis of
the crystal (AJF,~A,F,) in the corresponding twin type.
This transition is accompanied by a hysteresis in the
behavior of the A(H) relation. The threshold field of the
transition can be found from expression [9]

He = —Hp+ (H3 + 2H,Hg) ™,
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where He = My/2x, = 330 kOe is the isotropic exchange
field, Hp = myXg = 23 kOe is the antisymmetric
exchange field, Hy = K/M, is the anisotropy field in
the bc plane and K, is the corresponding anisotropy
constant, and My/2 is the sublattice magnetization. The
threshold field in our experiment decreased by ~30 kOe
with increasing temperature by about 100 K. Using the
antiferromagnetic resonance frequency value for
LaMnO4[7, 10]

hw = gug(2HHg) = 17-19 cm™

aT<50K (g=2), weobtain an estimate for H,, of
180-200 kOe, which is in good agreement with our
experiment.

All the substituted compounds studied by us exhib-
ited anomalies in the temperature dependence of ther-

mal expansion AI—I(T) and in the field dependence of

magnetostriction A(H) which are due to magnetic and
structural phase transitions.

The temperature dependence of thermal expansion
obtained in the zero magnetic field is presented in
Fig. 2.

For the x = 0.1 composition, one observed clearly

pronounced anomalies near the temperatures of
polaron (charge) ordering (T, = 130 K) and of the struc-

tural (T, = 300 K) phase transition from the orthor-
hombic (Jahn-Teller) phase O' to the weakly distorted
orthorhombic (pseudocubic) phase O* [11].

For x = 0.125, a negative jump in thermal expansion
during the polaron (charge) ordering at T, = 150 K was
observed, aswell as a sharp increase of thermal expan-

sion near the O'-O* structural transition at T = 250—
270 K [11].

For x = 0.15, the thermal expansion decreased near
T, =200 K and increased again in the 210-240 K inter-
val, where magnetic ordering and the O'—-O* structural
transition occur.

For the x = 0.175 composition, where there is no
polaron (charge) ordering, we associate the thermal-
expansion anomaly near 200 K with a structural phase
transition from the rhombohedral R to rhombic
(pseudocubic) O* structure, and the slight bend in the

éI—I(T) curve near 290 K is due to the ferromagnetic

ordering at the Curie point [11].

The x = 0.2 and 0.25 compositions, which, accord-
ing to the phase diagram of [11], do not undergo any
phase transitions in the temperature region studied, do
not exhibit anomalies in the temperature dependence of
thermal expansion.

Particular attention in this work was focused on the
magnetostriction of substituted La, _,Sr,MnO; compo-
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Fig. 1. Field dependences of longitudinal magnetostriction
for LaMnOs.
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Fig. 2. Thermal expansion of L&y _,Sr,MnO5 for x = 0.1,
0.125, 0.15, 0.175, 0.2, and 0.25. The arrows here and in
other figures identify the temperatures of magnetic and
structural transitions.
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sitions (x = 0.1, 0.125, 0.15), for which, as already
pointed out, alarge variety of phase transitions occur.
The field dependence of longitudinal magnetostric-
tion for the x = 0.1 composition (Fig. 3a), for which
T,=130K, T, =160-170 K, and T, = 300 K [11], had
no anomaliesat T < T, and the saturated magnetostric-
tion was ~1 x 10, Asthe temperature increased above
Ty, one observed a substantial growth of magnetostric-
tion (see, e.g., the curve for 150 K), with a sharp break
evident at 150 K in the A(H) curve. As the temperature
increased further (curves at 160 and 171 K), the breaks
in the A(H) curves were replaced by dips with a sharp
faloff and subsequent increase of magnetostriction.
These anomalies indicate the existence of phase transi-
tions, their threshold fields increasing with increasing
temperature. Unusual phase transitions were earlier
observed in these compounds in the same temperature
region T, < T < T, and they were accompanied by
jumps in magnetization and a positive jJump in magne-
toresistance [12, 13]. These transitions were assigned
to field-induced orbital ordering. As seen from Fig. 3a,
such transitions are a'so accompanied by strong mag-
netoelastic anomalies, with a substantial field hystere-
sis. Above T, another structural phase transition takes
place between the Jahn—Teller orthorhombic phase O'
and the orthorhombic (pseudocubic) phase O* at atem-

perature T;. As one approaches the temperature of the

structural transition T, magnetostriction decreases
and reversesits sign (the curve at 301 K).

Similar features were observed in the field depen-
dence of transverse magnetostriction An(H) (Fig. 3b),
which likewise arguesfor the existence of field-induced
magnetic and structural phase transitions. A distinctive
feature of the behavior of transverse magnetostriction
An(H) at x = 0.1 isits large magnitude, which exceeds
the longitudinal magnetostriction A at some tempera-
tures by nearly twofold and has the same sign. This
accounts for the large magnitude of volume magneto-

.. [A_\/~ -3[] . .
striction b0y = 10 Dfor this composition.

IN Layg75Sr0.12sMNO; (T, = 150 K, T, = 200 K, and

T, = 250-270 K), as well as for the x = 0.1 composi-
tion, one observes an increase of both the longitudinal
and transverse magnetostriction A, o(H) near T, (see
the curves for 160 K in Figs. 4a, 4b). The behavior of
A, o(H) reveals, however, some new features; namely,
after an increase of the magnetostriction near T,, one
can see a decrease and sign reversal of A (H) and A(H)
in weak fields (the curves for 188 and 259 K in Fig. 4a
and for 182 and 259 K, in Fig. 4b).

The L&y g5Srg1sMNnO; composition (T, = 190-200K,
T. ~ Ty ~ 220-230 K) revealed a similar increase of

A (H) to 7 x 10 at temperatures T, < T < T,. However,
that increase occurred without any jumps.

No. 6 2000
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Fig. 4. Field dependences of (a) longitudinal A and (b) transverse A magnetostriction for the x = 0.125 composition.
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Magnetoel astic properties exhibit well-pronounced
anomalies near magnetic and structural phase transi-
tions in the temperature dependence of magnetostric-
tion measured at a fixed magnetic field. Figures 5a, 5b,
6a, and 6b present temperature dependences of A, ;(H),

as well as of the volume magnetostriction AVV =N+

2\ and anisotropic magnetostriction A, = A — Ap,
obtained for the x = 0.1 and 0.125 compositions at a
fixed field of 200 kOe. We found a distinct correlation
of the temperatures of the observed anomalies in
A, o(T) @ H = const with the spontaneous transitions

occurring at T, T, and T.. Note that at temperatures

near T, thefield-induced longitudinal magnetostriction
is positive and comparatively large for all composi-
tions, whereas near T, the A|(T) relation exhibits a
decreasing trend and asign reversal for x = 0.1, becom-
ing negative for the x = 0.125 composition.

These features in the behavior of magnetostriction
can be associated with suppression of the Jahn—Teller
phase O' in the magnetic field inducing atransition to a
new state with another type of orbital ordering and,
hence, with another magnitude of effective exchange
coupling. The negative magnetostriction in the vicinity
of T. can be connected with the trend to field-induced
charge delocalization, which, by [14], is accompanied
by the onset of negative magnetostriction.

PHYSICS OF THE SOLID STATE Vol. 42

The x = 0.1 and 0.125 compositions also revealed
anomalies in the temperature dependence of magneto-
striction accompanied by a second sign reversal near
T,, the temperature at which the O'-O* structural
phase transition takes place.

To sum up, our studies on thermal expansion and
magnetostriction reveal the existence of a strong con-
nection between the magnetoelastic properties of
La, -,Sr,MnO; crystals and the magnetic and crystal-
line structures and can be used to probe various trans-
formations in such systems.
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Abstract—The capacity—voltage (C-V) characteristics of thin ferroelectric PZT films are investigated, varying
the rate of change of the control voltage in awide range. It is established that the distance between the maxima
of the C-V characteristics decreases as the rate of the voltage change is decreased. This effect is caused by the
decrease of the coercivefield dueto the spatial separation of mobile charge carriers under the action of the con-
trol field and the accumulation of charged defectsin the near-electrode regions of the films. Parameters charac-
terizing the formation of the bulk charge in the films (concentration and mobility of oxygen vacancies) are esti-
mated. The estimations made are consistent with the literature data. © 2000 MAIK “ Nauka/Interperiodica” .

The strong dependence of the dielectric function of
ferroelectric materials on the electric field strength
(dielectric nonlinearity) is of interest for science and
applications. The investigations of the physical nature
of the dielectric nonlinearity and its possible practica
uses (see, e.g., [1]) are based on the determination of
“guasi-static’ C-V characteristics, that is, the depen-
dencies of the capacitance C of ferroelectric capacitor
structures on a slowly varying (at a rate of change of
lessthan 1V/s) biasvoltage (whichis called the control
voltage V in what follows). The capacitance of the
structures is determined by applying an alternating
high-frequency voltage (its frequency exceeds
100 kHz) creating an electric field of small strength (1—
5 kV/cm), while the control voltage corresponds to a
much stronger field (tens or hundreds of kilovolts per
centimeter).

The C-V characteristic of ferroelectric structures
can also be determined by differentiation of aferroelec-
tric hysteresis loop P(V), where P is the polarization
and V is the voltage applied across the structure. The
voltage corresponds to the control voltage at a direct
measurement of C-V characteristics. This possibility
follows from the expression determining the relative
dielectric function

e = 1+ LdP/dE,
€

which leads to the relationship
C(E) OdP/dE

(g0 isthe dielectric constant of vacuum) at large values
of € typical of ferroelectrics. Hence, we have

C(V) OdP/dV.

Ferroelectric materials have hysteresis-like C(V)
dependencies with two maxima. The appearance of
these maximais due to polarization switching. The dis-
tances between these maxima on the voltage scale as
determined from the “ quasi-static” C-V characteristics
are 1.5-2 times smaller than that found from ferroelec-
tric hysteresisloops (see, e.g., [2, 3]) which are usually
measured at much higher rates of the control voltage
change (more than 100 V/s). In order to elucidate the
physical nature of the difference pointed out, we devel-
oped a method for determining the “dynamic” C-V
characteristics by means of the direct measurement of
the capacitance. The method differs from the “quasi-
static” one by the essentially larger rates of the control
voltage change (up to 10* V/s). We determined the dis-
tances AV,, between the maxima of the C(V) depen-
dence measured by this method and compared them
with the values of AV, found by differentiating the fer-
roelectric hysteresis loops at the same rates of the con-
trol voltage change.

1. EXPERIMENTAL

Capacitor sandwich-type structures based on PZT
thin films 200 nm thick were investigated. The
Pb(Zry5,Tig45)O5 films were produced by the sol gel
method on the surface of platinized (100)Si plates with
an adhesive titanium sublayer. The plates were covered
by a500 nm thick thermal oxide layer. The upper nickel
electrodes 0.2 nm in diameter and 100 nm in thickness
were deposited on the surface of the PZT film by ther-
mal evaporation through a mask. The method of prepa-
ration of capacitor structures was earlier described in
detail in [4].

When determining the “quasi-static’ C-V charac-
teristic, the capacitance of the structures was measured

1063-7834/00/4206-1116%$20.00 © 2000 MAIK “Nauka/Interperiodica’
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at an ac voltage amplitude of 0.04V and afrequency of
200 kHz and a rate of the control voltage change of
0.065 V/s. The hysteresis loops were measured by
means of a Sawyer-Tower circuit at frequencies of
500 Hz and 1 kHz.

The “dynamic” C-V characteristics were measured
by applying a periodic saw-tooth aternating control
voltage V(t) of afrequency of 500 Hz or 1 kHz, which
caused a periodic change in the structure capacitance
C(t). To determine C(t), a voltage of a frequency of
10 MHz was applied across the capacitor structure and
a load resistor connected in series. This voltage pro-
duced a capacitive current, which was modul ated by the
voltage V(t) owing to the structure nonlinearity. The
voltage across the load resistor was proportional to C(t)
under the condition that the magnitude of theload resis-
tor was much smaller than the capacitive resistance of
the structure. The V(t) and C(t) dependencies were reg-
istered simultaneously.

2. RESULTS AND DISCUSSION

Figure 1 shows (a) a ferroelectric hysteresis loop
obtained at a sinusoidal voltage with a frequency of
1kHz, (b) a C-V characteristic obtained by differenti-
ating this hysteresis loop, and (c) a*“quasi-static’ C-V
characteristic, typical of the structures investigated.

The earlier mentioned difference in the distances
between the maxima of the C(V) dependence on the
voltage scale obtained by the methods pointed out
above can be seen in Figs. 1b and 1c. Some shift of the
hysteresisloop and C-V characteristics to the region of
negative voltage is also observed. This shift takes place
due to the “built-in" eectric field, whose origin was
discussed in [4].

Figure 2 illustrates the “dynamic” method of mea-
suring the C(V) dependence. The C-V characteristics
of the capacitor structures investigated are shown in
Fig. 2a Figure 2b presentstime diagrams of the control
voltage and the envelope of the modulated voltage
across the load resistor corresponding to these depen-
dencies; these diagrams were observed on the screen of
an oscilloscope. It is seen that the positions of the enve-
lope minima (points A and D) coincide with that of the
extreme points of the control voltage in time, while the
envelope maxima (points C and F) lag behind the
instants of zero control voltage (points B and E). Asis
seen from Figs. 2aand 2b, this delay is due to the shift
of the maxima of the C(V) dependence with respect to

zero voltage (the shifts are the voltages V; and V.,
corresponding to points C and F in Figs. 2a and 2b).
The fact that the delay of the maximais not caused by
an imperfection of the measuring circuit has been
tested in the following way. When a ceramic ferroel ec-
tric capacitor characterized by a capacitance and non-
linearity close to the corresponding parameters of the
capacitor structures and having a C-V characteristic
with a single maximum located at zero control voltage
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Fig. 1. (a) Hysteresis loop, (b) C-V characteristic obtained
from the hysteresisloop, and (c) “quasi-static’ C-V charac-
teristic of acapacitor structure based on aPZT film. Thedis-
continuitiesof the C(V) dependence at the limiting val ues of
Vin Fig. 1b can be explained by the polarization not being
saturated at these val ues. When the pol arization is saturated,
the derivatives dP/dV for the upper and lower branches of a
hysteresis loop coincide.

was placed in the circuit instead of the structures, the
maxima coincided in time with zero values of the con-
trol voltage.

Thus, the distance between the maxima of the C-V
characteristic, which isequal to AV,,, = [Vyi| + |V can
be directly determined as the magnitude of the interval
GH onthe voltage axis (see Fig. 2b). The AV,, measure-

ments at different frequencies of the control voltage
V(t) are given in the table. The corresponding values

The vaues of the parameter AV,, in volts obtained from the
“quasi-static” and “dynamic” C-V characteristics, and from
hysteresisloops at different frequencies of the control voltage

" Quacs:i_-\sfati c " D@E\Ti ¢ Hysteresis loops
0.004 Hz 500Hz | 1000Hz | 500 Hz | 1000 Hz
10 13 18 14 2.2
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Fig. 2. (a) Schematic representation of the C(V) dependence; and (b) the time diagram of the control voltage (1) and the envelope
of the voltage acrosstheload resistor (2) used inthe“ dynamic” method of the determination of the C(V) dependence. The frequency
of the control voltageis 1 kHz and the frequency of the capacitance measurement voltage is 10 MHz.

obtained from the“ quasi-static’ C-V characteristic and
from the ferroel ectric hysteresis measurements are also
listed in the table. The accuracy of AV,, measurement is
approximately +10%. It should be noted once again
that the appearance of the maximain a C-V character-
istic and their positions on the V scale are related with
the polarization switching caused by the control volt-
age. The capacitance-measurement voltage, which is
much smaller in magnitude, does not essentialy influ-
ence the value of AV,

It can be concluded from the data given in the table
that the value of AV,, grows with increasing rate of
change of the bias voltage, regardless of the method by
which the C-V characteristic is measured. The earlier
mentioned differenceis aso seen between the values of
AV, obtained by the “quasi-static” method and those
determined from the hysteresis loop. It is also evident
from the table that the values of AV,,, determined by the
“dynamic” method and from the hysteresis loop at the
same freguencies are close to each other.

The dependence of AV,, on the rate of the control
voltage change cannot be due to a finite rate of the

C, pF
800

7501

600

6504 ! !
0.1 1 10
f, kHz

Fig. 3. The frequency dependence of the capacitance of the
capacitor structure based on PZT films. The amplitude of
the capacitance measurement voltageis 2 V.
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polarization switching in the capacitor structuresinves-
tigated, the switching time in which does not exceed
1 ns[5]. The observed decrease in AV,, with decreasing
the rate of the control voltage change can be explained
in terms of the displacement of mobile charged defects
(for example, doubly charged oxygen vacancies [6])
and of free charge carriers (electrons and holes) in the
film under the influence of the control voltage. Since
the metallic electrodes block the exchange between the
film and the surrounding atmosphere with oxygen
atoms [6], this leads to the accumulation of the bulk
charge in the near-electrode regions and hence, accord-
ing to Maxwell’s equation

divD = p

(D = egyE is the electric induction and p is the space
charge density), to the significantly increased control
field strength E in these regions [7]. This circumstance
favors the formation of nuclei of domains in the bulk-
charge region. Since the energy of domain nucleus for-
mation is much higher than the energy of domain
growth, the polarization switching is facilitated and
occurs at a much weaker external field [8]. As aresult,
the distance between the maxima of the C-V character-
istic decreases.

The frequency dependence of the structure capaci-
tance shown in Fig. 3 is an argument in favor of this
explanation. The capacitance is seen to grow asthe fre-
guency decreases. This fact can be explained in terms
of the increase in the bulk charge in the near-electrode
regions. The analogous regularities were obtained in
[9] for BaTiO; films.

Let us estimate some parameters characterizing the
formation of the bulk charge. The mobility p of charged
defects can be determined from the relationship

W = 2L/ET,

whereL isthe displacement of the defectsduring ahalf-
period T/2 of the control voltage with an amplitude V
under the action of the field E = V/d (d is the width of

No. 6 2000



INFLUENCE OF MOBILE CHARGED DEFECTS ON THE DIELECTRIC NON-LINEARITY

thefilm). Using thevaluesL O0d=2x10"m, V=4V,
and T 01073 s, we obtain the estimate p J107 m?/Vs,
which agrees with the data cited in [10] for oxygen
vacancies in PZT. Supposing that the polarization P
caused by the formation of the bulk charge in the near-
electrode regions is comparable with the total polariza-
tion of the film, we put P 1101 C/m?. Then, estimating
the concentration of mobile defects N from the rela-
tionship

P = gNL,

where q = 3.2 x 107%° C is the charge of oxygen vacan-
cies, we find that N is approximately equal to 102 m3,
Thisresult is consistent with the estimates obtained for
PZT films from both the C(V) dependence [3] and the
dependence of the coercive field of the films on their
width [8].

Thus, the regions of the bulk charge characterized
by an elevated electric field strength are formed as a
result of spatial separation of mobile charge carriers
under the influence of the control field in the film near
the electrodes. Thisfield facilitates the formation of the
domain nuclei during polarization switching. As a
result, the coercive fields defining the positions of the
maxima of the C-V characteristics become smaller,
and the distance between the maxima decreases.
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Abstract—The structure of asolid has been studied by the molecular dynamics technique upon transition from
the amorphous state to the crystalline state. Theinfluence of initial conditionsin the simulation of an amorphous
sample and the temperature of its heating on the resulting structure is examined. It is found that structures of
two types can be formed in the sample: single crystals consisting of face-centered cubic (fcc) and hexagonal
close-packed (hcp) cells with a small number of pentahedral cells in the boundary region of the sample and
block crystals with an ordered pentahedral structure composed of fcc, hep, pentahedral, and icosahedral cells.
Linear chains of vacancies are revealed at the boundaries of blocks. © 2000 MAIK “ Nauka/Interperiodica” .

Earlier [1], we showed that the structure of asolidis
formed by four types of crystal cells spontaneously
arising in the computer experiment. This result was
obtained with a single sequence of random numbersin
the simulation of the initial sample.

Of specia interest was to investigate a larger set of
initial conditions used in simulation of samplesand dif-
ferent procedures of their heat treatment upon transi-
tion from the amorphous state to the crystalline state.
Moreover, the problem concerning the structure of
block boundaries upon crystallization remained to be
solved.

The force interaction between atoms was specified
by the modified Lennard-Jones potential [2]. The sim-

Characteristics of studied samples

ulation of the initial sample, integration of the equa-
tions of atomic motion, and determination of the atomic
configuration stable at a low temperature were per-
formed according to the procedure described in [1, 3].

It was necessary to elucidate how the structure of a
solid changes with avariation in the sampling of atomic
coordinates. For this purpose, random numbers were
generated by the specialy devised procedure, which
made it possible to precisely reproduce their sequence
at any instant of time. The order of priority of random
numbers was determined by the ordinal number of the
sequence. Correction of the shape and dimensions of
the sample was carried out with a sequence identical to
that employed in theinitial simulation of the sample.

Sample| T N P/N fcc hecp ph ico asym |[K=11|K=10|K=13| g1,% | 92, %
fcc 0 763 | 5452 | 415 0 0 0 0 0 0 0 0.58 -
hcp 0 749 | 5452 0 408 0 0 0 0 0 0 - 0.81
1 0 717 | 5.206 15 39 10 0 50 56 11 16 6.61 | 896
2 0 728 | 5.208 31 32 2 0 56 51 16 8 6.64 | 7.19
3 0 712 | 5185 14 23 16 1 55 62 10 8 1057 | 9.42
4 0 711 | 5174 0 7 8 1 63 59 17 10 - 11.49
la 05 745 | 5437 | 118 231 63 1 0 0 0 0 332 | 373
2a 0.5 756 | 5452 | 299 109 5 0 0 0 0 0 077 | 116
3a 0.5 748 | 5445 | 248 147 13 0 0 0 0 0 117 | 163
4a 0.5 733 | 5251 14 46 22 0 56 55 17 15 749 | 949
1b 1 742 | 5423 | 237 141 2 0 6 8 0 0 219 | 333
2b 1 752 | 5406 | 265 95 4 0 5 13 3 0 217 | 375
3b 1 743 | 5426 | 277 97 10 0 6 7 0 0 125 | 281
4b 1 750 | 5444 | 144 216 23 2 0 0 0 0 197 | 271

1063-7834/00/4206-1120$20.00 © 2000 MAIK “Nauka/ Interperiodica’
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Figure 1 displays the selected data obtained in the
computer experiments, namely, the dependences of the
mean energy of atoms U, (expressed interms of thedis-
sociation energy D) after cooling the sample on the
ordina number of treatment stage. The dependences
were obtained at different random sequences of atomic
coordinates and two temperatures of an intermediate
heating of the sample. Curve 1 in Fig. 1a corresponds
to the datareported in [1].

The results obtained in the investigation of al the
samples, including theoretical crystals built up of the
face-centered cubic (fcc) and hexagonal close-packed
(hcp) cells with geometrical dimensions identical to
those for the studied samples, are summarized in the
table. In particular, the table presents the mean initial
kinetic energy of anatom T (in terms of the dissociation
energy D), which specifies the temperature of samples,
and the number of atomsin the spherical sample with a
diameter of ten interatomic distances after al treatment
stages. Thetable also lists the mean potential energy of
atoms P/N (in terms of D); the numbers of fcc, hcp,
pentahedral (ph), and icosahedral (ico) cells; the num-
ber of asymmetric (asym) cells (different from the fcc
and hcp cells) with a coordination number of 12; the
numbers of cells with different coordination numbers
K; and the degrees of tetragonal distortion of fcc (gl)
and hcp (g2) cellsfor the studied sample.

It is assumed that the atomic energy depending on
the mutual arrangement of crystal cells should reflect
the structural state of the sample. Figure 1 illustrates
the evolution of the energy during heat treatment of dif-
ferent initial samples. As before, the samples were
heat-treated according to the following procedure.
Prior to each heat treatment stage, we corrected distor-
tions of the shape and dimensions of the sample, which
were caused by atomic displacements at the preceding
stage. To accomplish this, the spherical shape of the
sample with a specified size was recovered by eliminat-
ing distant atoms and randomly placing them in the
regions of structural sparseness. Moreover, we alter-
nated the stages of pure cooling and the stages with a
short (during the course of about twenty periods of lat-
tice vibrations) initial heat treatment of the sample at a
higher temperature. Note that Figs. 1a and 1b corre-
spond to different temperatures of sample heating. The
initial heat treatment temperature corresponds to 0.5D
per atomin Fig. laand 1D per atom in Fig. 1b.

A comparison of the curves obtained in different
computer experiments shows that the heat treatment of
the sample at a higher temperature brings about a more
rapid transition to the fina solid state, which subse-
guently remains unchanged. In the process, the energy
of atoms rapidly approaches the theoretical values for
infinite crystals made up of the fcc or hep cells. The
designations of points that correspond to different ini-
tial thermal energies of atoms (including deep anneal-
ing of the sample that leads to breakdown of the result-
ing structure) are given in the figure caption.
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Fig. 1. Evolution of the energy U, per atomin acell for four
samples at different heat treatment conditions. Initial ther-
mal energy per atom: (a) (1) 0.5D and (b) (I1) 1D. Heat treat-
ment correspondsto (111) 2.00D, (1V) 2.13D, (V) 2.26D, and
(V1) 2.40D. D is the dissociation energy of atom pair. N is
the ordinal number of treatment stage. Curves2, 3, and 4 are
shifted along the abscissa axis.

According to the computer experiments, a complex
structure represents an ordered combination of linear
crystals comprised of pentahedral cells with a fivefold
symmetry axis [4, 5]. This structure is observed in two
out of eight cases. Figure 2 demonstrates two projec-
tions of the spontaneously formed structure consisting
of pentahedral cells and two icosahedral cells (sample
4b in table) designated by asterisks. This structure is
similar to that observed earlier in [1]. In Fig. 2, identi-
cal symbols denote the cells belonging to the samelin-
ear crystal. It can be seen that the length of these crys-
tals between intersection pointsis equal to seven inter-
atomic distances as before. For a better pictorial repre-
sentation, the sample was preliminarily rotated so that
the linear crystal between icosahedra was located per-
pendicularly to the plane of the first projection.

The structure of sample 4b (Fig. 2) involves severa
groups of the fcc and hep cells with the same orienta-
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Fig. 2. Arrangement of pentahedral and icosahedral cellsin
sample 4b upon formation of alarge number of pentahedral
cells.

tion. The largest groups of cells have the axes oriented
parallel to the axis of the whole crystal with aprecision
of lessthan 0.1°. Their arrangement is shown in Fig. 3.
It is worth noting that the identically oriented fcc cells
are spatially separated in such a way that the whole
sample exhibits a fivefold symmetry axis coinciding
with the axis of the linear crystal. This fact suggests an
orientation of the sample as awhole.

A simpler structure formed by fcc and hep cellswith
asmall number of linear crystals consisting of pentahe-
dral cellsis observed in other cases. A typical example
of such a structure—an oriented single crystal—is
given in Fig. 4 (sample 2a). This single crystal repre-
sents a combination of fcc, hcp, and pentahedral cells.
The arrangement of the fcc and pentahedral cells is
depicted in Fig. 4a, and the arrangement of the hcp and
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Fig. 3. Arrangement of (a) fcc and (b) hep cellsfor the larg-
est fce and hep nuclel in sample 4b with alarge number of
pentahedral cells.

pentahedral cellsis displayed in Fig. 4b. The resulting
structure of the sampleinvolves abulk fcc crystal com-
prised of atomslocated only inthefcc cells, several sin-
gle-layer lamellas aligned with the crystal, and a tubu-
lar structure of the hcp cells with a fivefold symmetry
axis, the latter structure surrounding the linear crystal.

Despite alarge number of heat treatment stages, the
sample does not undergo crystallization in one of eight
cases (see Fig. 1a, curve 4). However, the computer
experiment with the same pseudorandom sequence of
atomic coordinates upon simulation of the sample with
an increase in the temperature of intermediate anneal-
ing led to a rapid formation of the structure (Fig. 1b,
curve 4) similar to that described in [1] and shown in
Figs. 2 and 3.
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hcp and pentahedral cellsin sample 2a with a small number
of pentahedral cells.
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Fig. 5. Distribution of the degree of tetragonal distortion g
of the fcc and hep cells for sample 4b with alarge number
of pentahedral cells (nisthe number of cells with a particu-

lar distortion).
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Additional information on the shape of the fcc and
hep cells formed in the computer experiment can be
extracted from Figs. 3 and 4. In particular, the observed
deviation of hexagons from aregular shapein thecells,
one axis of which is perpendicular to the projection
plane, indicates the presence of tetragonal distortionsin
these cells. As can be seen from Fig. 3b, the shape of
hexagons in the hcp cells substantially changes, which
suggests a varying degree of tetragona distortions. In
this respect, we made the quantitative evaluation of
these distortions.

The degree of tetragonal distortion g in the cell was
calculated as the difference between unity and the ratio
of the maximum distance a5 to the minimum distance
a.in Of the central atom to the other atoms in the cell,
that is, g = ay/amin — 1. The mean values of g for all
the studied samples are given in the table. Note that the
g value is equal to zero for infinite theoretical fcc and
hep crystals, whereas the samples of finite dimensions
exhibit a dlight tetragonality after the relaxation (see
table).

Figure 5 shows the distributions of the degree of tet-
ragonal distortion of the fcc and hep cellsin sample 4b
with acomplex crystal substructure. These datademon-
strate that, first, tetragonal distortions of the order of 1—
3% arisein both fcc and hep cells, and, second, the dis-
tributions of the degree of distortion are split for cells
of both types. The latter finding indicates a change in
the tetragonality of the fcc and hep cells.

For comparison, similar distributions for sample 2a
aredisplayed in Fig. 6. It can be seen that the tetragonal
distortions of cells in this sample are considerably
smaller. Specifically, the degree of tetragonal distortion
of thefcc cellsisequal to 0.4%. Thisvalueonly slightly
differs from the distortions observed for the theoretical
crystal with the same free surface.

n
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0 0.01 0.02 0.03 0.04 0.05 0.06 0.07 0.08
8

Fig. 6. Distribution of the degree of tetragonal distortion g
of the fcc and hep cells for sample 2a with a small number
of pentahedral cells.
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Theresolved splitting of the distribution is observed
only for the hcp cells. A special simulation revealed
that, in this sample, the hcp cells with large tetragonal
distortions are concentrated in a pentahedral tunnel
around the linear crystal and also in the boundary
region of the sample. This is supported by the data
shown in Fig. 7, which represents the arrangement of
the hep and pentahedral cellsin two projections. In this
figure, the hcp cells with a high degree of tetragonal
distortion (more than 1.4%) are designated by crosses.

The state of boundary surfaces of crystallites is of
particular interest. In[1], it wasfound that, upon forma:
tion of atwo-dimensional structure, the central part of
the sample contains only atoms whose coordination
number is twelve, even though there are boundaries
between the blocks. This suggests that vacancies and
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Fig. 7. Arrangement of (I, I1) tetragonally distorted hcp cells
and (111) pentahedral cellsin sample 2a with asmall number
of pentahedral cells. Degree of tetragonal distortion: (I) less
than 1.4% and (11) more than 1.4%.
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interstitial atoms do not participate in the formation of
block boundaries. No atoms with a coordination num-
ber differing from twelve are observed in other samples
obtained at alower temperature of theinitial heat treat-
ment.

However, quite a different situation arises as the
heat treatment temperature increases. Thisisillustrated
by the data shown in Fig. 8, which depicts the projec-
tion of sample 3b. This sample is characterized by the
formation of two paralel linear crystals that consist of
pentahedral cells and are separated by only two inter-
atomic distances. As can be seen from the figure, in
addition to the pentahedral cells, two parallel columns
composed of cells with a coordination number of 11
and a column comprised of asymmetric cells (in which
sites are nonequivalent) with a coordination number of
12 are aso formed in this case. The presence of cells
with a coordination number of 11 suggests the forma-
tion of vacancy chainsin the sample, which reduce the
lattice distortions upon structure formation.

Therefore, the formation of pentahedral cells is
observed in all the cases. At asmall number of pentahe-
dra cells, when they arise, for the most part, in the
boundary region of the sample, the number of the fcc
cells is approximately two or three times larger than
that of the hcp cells. In this case, the fcc and hep cells
are joined together with a misorientation angle of the
order of 0.1° and, as arule, form a perfect single crys-
tal.

At alarge number of pentahedral cells, the forma-
tion of arather complex structure with afivefold sym-
metry axis is accompanied by the formation of the hcp
cells, whose number is 1.5-2 times larger than that of
the fcc cells, and isolated pentahedral cells. This pro-
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Fig. 8. Arrangement of atomic cells in sample 3b: (I) fcc
cell, (I1) hep cell, (111) pentahedral cell, (1V) asymmetric cell
with the coordination humber K = 12, and (V) “vacancy”
cell withK = 11.
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Abstract—The method of coercive temperature distribution function is used to prove that the metal—semicon-
ductor temperature-induced phase transition in vanadium dioxide manifests itself as a Mott electronic transi-

tion. © 2000 MAIK “ Nauka/Interperiodica” .

Vanadium dioxide remains an object of consider-
able interest, both for theorists and for applications.

Asregards applications, the interest in this material
is due to the possibility of synthesis of thin-film inter-
ferometers based on VO, and used as a reversible
medium for recording holograms, as well as modula-
torsof IR radiation. Thetheoretical interestisdueto the
as yet unclear origin of temperature-induced “metal—
semiconductor” phase transition in VO,.

It is well known [1] that the metal—semiconductor
phase transition in VO, is afirst-order transition occur-
ring ar T, = 67°C: above T, VO, is a metal with atet-
ragona lattice symmetry, while below T, it is a semi-
conductor with a monoclinic lattice symmetry and a
gap width approximately equal to 0.7 eV. The funda-
mental question whether the given phase transition is
an electron Mott transition accompanied with structural
changes, or a Peierls-type transition in which structural
changes dominate, and the rearrangement of the elec-
tron subsystem is an auxiliary process, remains unan-
swered.

Herewe will prove that advancesin determining the
type of the phase transition in VO, can be made by
studying the fine structure of the temperature hysteresis
loop of the metal—semiconductor phase transition
(MSPT) occurring in vanadium dioxide films.

1. SAMPLES AND EXPERIMENTAL TECHNIQUE

Our experiments were based on an analysis of opti-
cal and electrical loops of thetemperature hysteresisfor
the given phase transition.

For optical measurements, we synthesized on a
0.8-1 mm-thick silicon or sapphire substrate and 20 x
20 mm area interference structures comprising a high-
reflectivity aluminum mirror of thickness 300-600 A,
deposited directly on the substrate and carrying a 700—
1000 A-thick VO, film. The second mirror of the inter-
ferometer was deposited on the film. The interference

structure was synthesized according to the standard
technique [2, 3].

Such a construction of the interferometer was dic-
tated by the fact that the jJump of the reflectivity in VO,
filmsduringaM SPT issmall and amountsto only afew
percentage points [2]. For this reason, it is convenient
to study optical hysteresisloops by the method of inter-
ference enhancement of the contrast, in which aVO,
film is placed between the mirrors of a Fabry—Perot
interferometer. As a result, the jump in the reflectivity
during the phase transition is not less than 50%, due to
the shift of theinterference minimum of theinterferom-
eter reflectivity towards shorter waves. This is due to
the fact that a phase transition gives rise to jumpsin the
optical constants (the refractive index at A = 6328 A
changes from 2.5 to 2.0, while the extinction changes
from 0.4 to 0.6 in the semiconducting and metallic
phases, respectively) as well asin the resistivity of the
material (from 10°t0 101 Q - m).

The hysteresisin the optical properties of vanadium
dioxide generates a hysteresis in the reflectivity of the
interferometer. Experiments show that the temperature
hysteresis loops for VO, single crystals and film differ
dramatically: the loops for single crystals are vertical
relative to the temperature scale, while the ascending
and descending branches of the loop for films are
extended in temperature. Such “blurring” is accounted
for by the fact that the VO, film is formed by a large
number of microscopic crystals, each of which is char-
acterized by its own phase-transition temperature and
its own width of the hysteresis loop, the loops being
distributed in a certain way according to their widths
and positions on the temperature scale. A mathematical
description of this distribution can be carried out with
the help of atwo-dimensional coercivetemperature dis-
tribution function (CTDF) which was first used by
Merkulov [4] to describe the properties of vanadium
dioxide.

1063-7834/00/4206-1126%$20.00 © 2000 MAIK “Nauka/Interperiodica’
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The CTDF can be determined experimentally asfol-
lows.

One chooses for the investigation a physical param-
eter of the materia that is alinear function of the con-
centration of microscopic regions in the bulk of the
sample, in which the phase transition has occurred.
Then the internal structure of the main hysteresislopis
studied by recording the total array of particular hyster-
esis loops. After this, the obtained loops are differenti-
ated with respect to two variables: the temperature cor-
responding to the beginning of a particular loop and the
current temperature. The result of such a processing is
the coercive temperature distribution function. In the
case of vanadium-oxide interferometer, the parameter
displaying alinear dependence on the concentration of
the new phase in the bulk of the old phaseisits reflec-
tivity [4].

Apart from the optical loops, we aso studied the
loops of temperature hysteresis of the electrical con-
ductivity of aVO, film (in direct current). It should be
noted that electrical conductivity is not a quantity
depending linearly on the concentration of the nuclei of
the new phasein the bulk of the old phase, and one has
to resort to the concepts of the percolation theory pro-
viding the relation between the temperature depen-
dence of the concentration of the phase that has experi-
enced the phase transition and the electrical conductiv-
ity of the sample for determining the CTDF
experimentally [5]. Thisrelationisnot linear, and devi-
ations from linearity should be taken into account in an
analysis of experimental results. In spite of its cumber-
someness, the procedure of experimental measurement
of the CTDF does nat involve any fundamental difficul-
ties, both for optical and electrical hysteresisloops, and
is described comprehensively in [6].

It was noted above that this procedure requires the
knowledge of the complete array of particular hystere-
sis loops reflecting the fine structure of the main loop
(within which the reflectivity of the interferometer as
well asthe conductivity of theVVO, film are functions of
two variables: the temperature corresponding to the
beginning of a particular loop and the current tempera-
ture[4]), aswell asthe possibility of differentiating the
array of particular loops with respect to these variables
with any step required.

To be able to differentiate the array of particular
loops step by step, we approximated the total family of
optical hysteresis loops (both principal and particular)
by functions of the form

R(T) = A(Ts) + B(T)/T + D(T)F(T),

where T isthe current temperature and T is the temper-
ature corresponding to the beginning of a particular
hysteresis loop [1], R(T) is the reflectivity of the inter-
ferometer, F(T) = /{1 + exp[—(T — T,)/T*], T, isthe
temperature corresponding to the midpoint of a branch
of the loop, and the functions A(TY), B(Ty), and D(T)
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have the same form as R(T), but the coefficients A, B,
and D in them are constants.

The experimental accuracy of determining these
constants is quite high: the error amounts to less than
0.1% since the fitting process use was associated with
the substitution of the exponent into the exponent of
another exponentia (this is readily seen from the for-
mulafor R(T)).

In experiments devoted to the study of electrical
conductivity of vanadium dioxide, the VO, film was
deposited on a substrate made of ZrO, : Y, viz., asupe-
rionic conductor serving simultaneously as an elec-
trode of the measuring cell and an oxygen-ion pump
injecting to or extracting from the VO, film a fraction
of oxygen ions by changing the polarity of the applied
voltage.

The vanadium-oxide interferometer was also used
in experiments on passive intracavity control of the
parameters characterizing the radiation emitted by a
pulsed solid-state laser. The interferometer was used as
the cavity end mirror of the Nd: YAG laser, and the pos-
sibility of giant pulse generation, as well as of passive
synchronization of its modes was investigated.

2. DISCUSSION OF RESULTS

The main idea underlying this work is to demon-
strate the possibility of separating the electron and lat-
tice contributions to the phase transition process, which
can be done by studying the kinetics of the phase tran-
sition (phase-transition kinetics was studied by placing
the vanadium-oxide interferometer into the cavity of a
pulsed laser asthe cavity end mirror), aswell asby ana
lyzing the evolution of the coercive temperature distri-
bution function under various external factors acting on
the sample. We classified these factors as the variation
of the synthesis conditions, the bombardment by a
moderate-energy (6—10 keV) electron beam, and the
extraction of afraction of oxygen from the sample fol-
lowed by the backward injection of the same fraction of
oxygen into the sample.

2.1. Variation of Synthesis Conditions

By varying the condition of synthesisof theinterfer-
ometer, one can obtain temperature hysteresis loops of
various shapes, both symmetric and asymmetric, to var-
ious degrees of asymmetry, which is determined,
according to experiments, by the extent of oxygen defi-
ciency in the VO, film (the variations of the synthesis
conditions included the change in oxygen pressure in
the reaction chamber, the substrate temperature, and the
target sputtering rate).

It was found that a symmetric hysteresis loop has a
two-dimensional coercive temperature distribution
function with a single peak, while an asymmetric func-
tion has a peak split in the cross section reflecting the
width distribution of elementary loops (Fig. 1a). The
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Fig. 1. Illustration of the correspondence between the CTDF
features and the morphology of the VO, film: (a) the CTDF
section by the planesreflecting the distribution of |oops over
their widths (AT) and positions on the temperature scale (Ty)
for a hysteresis loop whose asymmetry is created by the
variation of the conditions of the interferometer synthesis;
DF isthe CTDF amplitude; (b) the histogram of thesizedis-
tribution of grainin theVO, film of theinterferometer, An/n
istherelative number of crystallitesof agivensize,anddis
the crystallite diameter.

other CTDF cross section reflecting the distribution of
elementary loops over their positions on the tempera-
ture scale (thermoposition cross section) does not expe-
rience any changes upon a variation of the synthesis
conditions.

It turned out that the reason behind the observed
splitting liesin the martensite nature of the given phase
transformation. This conclusion was drawn from the
following considerations.

In amartensite transformation, a new phase appears
in the bulk of the old phase in the form of thin seed
plates oriented strictly along crystallographic direc-
tions. A nucleus starts growing when the energy devi-
ates from the value corresponding to the thermody-
namic equilibrium of the phases by a quantity inversely
proportional to the square root of the characteristic size
restricting the growth of the martensite plate. The char-
acteristic size for a perfect single crystal is the distance
to the adjacent nucleus, whilefor afilm it is the diame-
ter of agrain, since a single nucleus appearsin a small

grain[7].

The fact that the phase transition in vanadium diox-
ide is a martensite transformation is confirmed by the
histogram of the size distribution of grains in the film
(Fig. 1b) which exhibits for an asymmetric loop the
same peculiarities as in the split cross section of the
CTDF, thus confirming the applicability of the marten-
site model in the given case. Our processing of all the
available data on the basis of this model confirms the
validity of the conclusion concerning the martensite
type of the metal—semiconductor phase transition in
vanadium dioxide.

Thus, the elastic energy of the outer boundary of a
grain, i.e., the quantity characterizing the state of the
crystal lattice of the material, contributes greatly to the
energy of transition owing to its realization through
nucleation.
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Returning to the fundamental question concerning
the type of the given phase transformation, note that the
Peierls nature of the transition, according to which the
lattice cooled below the transition point undergoes dis-
tortions, such that its period at least doubles (which is
the reason behind the emergence of the energy gap in
the energy spectrum [2]), presumes the leading part of
the lattice contribution to the transition energy. An
increase in temperature above T, eliminates these dis-
tortions, raising the lattice symmetry from monoclinic
to tetragonal (thisisdetermined by the symmetry of the
thermodynamic potential) and removes the gap in the
€l ectron spectrum.

Conversely, the Mott nature of the transition pre-
sumes the presence of agap in the electron spectrum in
view of small widths of the energy d bands (including
the conduction band). According to calculations[8], the
Coulomb energy of repulsion between afree electrons
and the electrons of the atomic core to which the free
electron arrives in an attempt to drift over the conduc-
tion band and to ensure the electrical conduction of the
material (the electron—€lectron correlation energy) isan
order of magnitude higher than the width of the allowed
conduction band, so that the electron is expelled in
energy to the forbidden band, thus blocking the con-
duction. The material becomes a Mott-type insulator.

In this connection, it was interesting to study the
effect of selective excitation of the crystal lattice of the
material on the phase transition in the unconditional
absence of any effect on its electron system, and con-
versaly.

The experimental construction of the two-dimen-
sional CTDF offers just such an opportunity because
this allowed us to control the presence or absence of
crystal lattice distortions under various externa factors
acting on the sample from the presence or absence of
distortions in the corresponding measurement of the
two-dimensional CTDF.

2.2. Oxygen Extraction—I njection with the Help
of a Superionic Pump

The selective excitation of the lattice subsystem of
the crystal that did not affect the electron subsystem
was carried out as follows.

A superionic oxygen pump was used to extract a
certain fraction of oxygen from the vanadium dioxide
film (the construction of the pump is described in [9]).
Oxygen extraction was carried out until the free carrier
concentration increased by two orders of magnitude as
aresult of the formation of donor-type defects[2]. This
is usually observed after the removal of oxygen ions
due to the violation of the charge balance of the lattice
(spontaneous restoration of the balanceis accompanied
by an increase in the conductivity).

Thereversal of the supply voltage of the superionic
pump resulted in the backward injection of oxygen to
the sample leading to the complete restoration of the
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initial value of conductivity and the return of the phase
transition temperature, shifted towards lower tempera-
tures after the extraction, to its previousvalue. The hys-
teresis loop was found to increase its width (from 4 to
25°C) after such an effect. Asregards the CTDF, it was
found that the first distribution of elementary loops
(over their widths) became much broader, while the
second (thermopositional) distribution did not change
within the margin of experimental error.

As regards the process of defect formation, we can
state that both oxygen extraction and injection occur
through the region of contact between the crystallites of
the film and the substrate playing the part of an oxygen
pump, i.e., through the surface of the grains. The tem-
perature at which the oxygen extraction, followed by
injection, was carried out was approximately 200°C,
which was determined by the standard operation condi-
tions of the superionic pump. This temperature was far
from the temperature of synthesis of the VO, film
(470°C). Thus, the film was treated under strongly non-
equilibrium conditions, the perturbation affecting the
surface of crystalites through which the oxygen ion
flow passed. The fact that the film conductivity returned
toitsinitial low value after the termination of the injec-
tion indicates that donor-type defects emerging as a
result of the extraction have been healed, while other
types of defects (e.g., interstitial atoms) concentrated
on the surface of the crystallites of the film continue to
make an additional contribution to the energy of forma-
tion of martensite-type nuclei, leading to the formation
of a large number of broadened elementary loops
(reflected in the behavior of the CTDF) and, asaresult,
to a broadening of the principal hysteresis loop. Note
that the charge that had to be passed through the super-
ionic pump to restore the initial value of conductivity
during the oxygen injection was an order of magnitude
larger than for the extraction. This means that the effi-
ciency of healing of donor-type defects amountsto less
than one tenth of the efficiency of their formation. The
remaining nine-tenths of oxygen ions arriving at the
VO,~ZrO, interface effectively perturbed the surface of
crystallitesin the VO, film.

The variation of the oxygen extraction—injection
procedure revealed that it is impossible to induce a
forced metal—semiconductor phase transition in VO, or
noticeably change its position on the temperature scale
by perturbing the lattice without changing the carrier
concentration in it, and thus leaving the electron sub-
system of the material unperturbed (which can be con-
trolled unambiguoudly from the behavior of the corre-
sponding cross section of the CTDF). In our opinion,
this indicates an auxiliary role of lattice perturbations
in the transition process.

2.3. Irradiation by Moderate-Energy Electron Flow
We succeeded in carrying out a selective excitation
of the electron subsystem of the material leaving the
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|attice subsystem unaffected by introducing donor-type
defects through irradiation of the VO, film by a moder-

ate-energy electron flow.

It iswell known that an electron bombardment gen-
erates donor-type defectsin VO, films [10].

The mechanism of defect formation can be
described as follows.

The flow of 7 keV electrons pierces aVO, film of
thickness 1000 A practically without any interaction
and penetrates the substrate to a depth of the order of
1 um according to estimates obtained by three different
methods [11]. This intrusion induces, apart from heat-
ing, a cascade of secondary electrons with a broad
energy spectrum [12]. Interacting with the VO, film,
secondary electronslead to defect formation in the bulk
of grains in contrast to the case of oxygen extraction
through the film—substrate interface.

The increase in the concentration of free carriers
generated by donors shifts the phase-transition temper-
aturesin the crystalites of the film towards lower tem-
peratures.

The experiments demonstrated that such an increase
in the concentration changes the other (temperature-
position) measurement in the two-dimensional CTDF
without affecting the first measurement, viz., the width
distribution of loops (Fig. 2).

The principal hysteresisloop in thiscase acquiresan
asymmetry resembling that in the case of deficiency of
oxygen introduced during the synthesis. However, the
morphology of the obtained VO, films in these cases
differs basicaly: in the former case, different sizes of
grains display different extents of oxidation, leading to
atransformation of the histogram of the width distribu-
tion of the region in the film grains occupied by vana-
dium dioxide and to a change in the shape of the trans-
verse section of the CTDF; in the latter case, donor-
type defects are formed, sharply elevating the free car-
rier concentration in the conduction band, without any
transformation of the histogram or a change in the

DF, arb. units

Fig. 2. Temperature-position and width sections of the
CTDF for aVO, film whose hysteresis loop asymmetry is
created by the bombardment of the initial sample with a
symmetric loop by a moderate-energy (7 keV) electron
flow; notation isthe same asin Fig. 1.
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Fig. 3. Hysteresis phenomenain the negative magnetoresis-
tance of a VO, film irradiated by electrons: the magnetic
field directionisperpendicular (a) and paralel (b) tothefilm
surface; T, K: (1) 4.2, (2) 1.2.

CTDF section reflecting the distribution of 1oops over
widths, but with a change in the phase transition tem-
peratures of individual crystallites forming the film,
and hence the change in the temperature-position sec-
tion of the CTDF.

The dependence of the transition temperature on the
carrier concentration is a distinguishing feature of the
Mott electron transition. According to our experiments,
the introduction of donor-type defects through the
bombardment by an electron flow does not cause asig-
nificant perturbation of the crystal lattice. Otherwise,
the CTDF section reflecting the width distribution of
loops and sensitive to eastic perturbations should
undergo changes.

The proof of the possibility of generation of defects
possessing the donor properties and perturbing the lat-
tice only dlightly is of principal importance for experi-
ments with defect formation in vanadium dioxide
because it allows one to selectively use the basic prop-
erty of donors, i.e., the supply of carriersto the conduc-
tion band. It was found that the bombardment by an
electron flow can transfer the VO, film to the metallic
state by inducing aforced insulator—metal phase transi-
tion in a wide temperature range from T, = 340 K
(67°C) to T= 1.6 K, the invariability of the CTDF sec-
tion reflecting the width distribution of the loops indi-
cating the smallness of the perturbation of the lattice by
the field of the defects formed as aresult of irradiation.

This means that such an experiment permits the
observation, in a pure form, of the electron phase tran-
sition in vanadium dioxide.
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The electron bombardment of aVO, film makes it
possible to observe a number of auxiliary effects.

It allows one to metallize the VO, film to such an
extent that it preserves its metallic properties down to
T. = 1.6 K. We proved that under maximum exposure
doses, the sample is afilm-type semiconducting matrix
pierced by a network of one-dimensional conducting
filaments having a thickness of afew tens of angstroms
[13]. It was also proved that aweak charge localization
takes place in this case, owing to potentia fluctuations
that emerged as a result of the electron bombardment.

The existence of localization can be detected by
placing the samplein amagneticfield in order to induce
delocalization, which was actually done in our experi-
ments. We investigated the magnetoresistance of VO,
films bombarded by electrons in fields up to 35 kOe.
Within the experimental error, the magnetoresistance
did not depend on the sample orientation, which con-
firms the one-dimensional nature of current-carrying
formations.

The magnetoresistance proved to be negative
(NMR), itsmagnitude being onthe average 2% at 4.2 K
and 7% at 1.6 K.

The dependence of the negative magnetoresistance
on the magnetic field strength was correctly described
by the formula derived in the Aronov—Altshuler theory
for the weak localization of charge carriers in one-
dimensional conducting filaments[14]:

-1/2

ARW/Ry=o = K{[1+(H/H)* " -1},

where K is a constant factor depending on temperature
and sample geometry and H. isthe critical field of delo-
calization, which was found to be 50 kOe for an expo-
sure dose of 10%° e/lcm? and 95 kOe for 6 x 10%° e/cm?.

Subsequent experiments proved that the negative
magnetoresistance exhibited a hysteresis loop in the
magnetic field, whose magnitude depended strongly on
temperature (Fig. 3).

We also found that apart from hysteresis, the irradi-
ated VO, samples also displayed a dependence of NMR
on the time and past history of the sample (Fig. 4). For
example, asamplethat initially displayed no hysteresis
(which was confirmed by the return of its resistance to
the value in zero magnetic field after the field removal)
exhibited an MNR drift towards higher valuesin afield
of 20 kOe at 2 K, the NMR increasing by 25% in
40 minutes. After repeated applications of the magnetic
field, the value of the NMR was found to be smaller
(1% instead of 1.6%), the time drift persisted, and,
besides, a hysteresis in magnetic field took place. The
above effects disappeared after heating to room temper-
ature.

Note that such behavior of conductivity as a func-
tion of time (slow drift without features of saturation)
and magnetic field (hysteresis loop depending on sam-
ple previous history) istypical of spin glasses[15].
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The existence of the glass state was predicted by us
theoretically and observed experimentally in another
series of experiments [16], which will be discussed
elsewhere.

In our opinion, the results of the experiments with
oxygen pump described above indicate an auxiliary
role of lattice perturbations in the phase transition
under investigation.

On the contrary, by perturbing the electron sub-
system without affecting the crystal lattice, one can
induce a metal—semiconductor phase transition in VO,
in a very wide temperature range. We believe that this
is evidence of the dominating role of the electron sub-
system in the transition.

2.4. Generation of Passive Mode Synchronization
Pulses

An additional argument in favor of the electronic
nature of the given phase transition is the passive syn-
chronization of the modes emitted by a pulsed IR laser
with the help of a vanadium-oxide interferometer.

In this experiment, the VO, interferometer was used
asthe cavity end mirror in the cavity of aNd:YAG laser
(A =1.06 um).

It was found that at the radiation energy density in
the cavity of the order of 20 Jcm?, a giant radiation
pulseisformed at the output of the optical system due
toajumpinthereflectivity of the mirror induced by the
semiconductor—metal phase transition. The duration of
the radiation pulse was approximately 60 ns and was
determined by the rate of liberation of the latent heat of
transition to the substrate of the interferometer [17].

Experiments proved that (in contrast to [18]) an
order-of-magnitude decrease in the average energy in
the cavity leadsto the emergence at the cavity output of
the passive mode synchronization pulses of duration
20-30 ps with fronts of 3-5 ps.

The interferometer stabilization temperature in our
experiments was 22°C, the laser beam diameter was
1 mm, the reflection coefficient of the laser output mir-
ror was 52%, the reflection coefficient of the cavity end
mirror was 12% in the semiconducting state and 46%in
the metallic state, and the output energy of the pulse
was 112 pJ. An analysis of the oscillogram of the out-
put pulses obtained under such conditions has made it
possible to estimate the energy of the first (weakest)
pulse of passive mode synchronization, which was
found to be 0.4 pJ (4 x 10~ J).

At the same time, taking the specific heat of vana-
dium dioxide equal to 80 Jmol K, the latent heat of
phase transition equal to 1000 cal/mol, the temperature
corresponding to the onset of nonlinear process as
55°C, the vanadium dioxide density as 4.7 g/cm?, and
the thickness of the VO, layer in the mirror at 1000 A,
wefind that atransition to the metallic state under these
conditions requires an energy supply of approximately
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Fig. 4. Relaxation of the negative magnetoresistance of a
VO, film (T = 1.2 K) exposed to amoderate-energy electron
flow: (@) thefirst application of amagneticfield H = 20 kOe,
(b) repeated application of a magnetic field of the same
strength; the time interval between the states (a) and (b) is
20 min; (1) in thefield, (2) in zero field.

4 x107°],i.e., thevauetwo orders of magnitude higher
than the energy in the first synchronization pulse.

Thus, we see that amonopulse of passive mode syn-
chronization does not ensure conditions for a full-
fledged phase transition of the VO, film to the metallic
state, firstly, in view of the energy deficit of two orders
of magnitude, and secondly, due to the fact that the
release of the latent heat of phase transition to the sub-
strate over a picosecond time interval is ruled out in
accordance with the previous experience with the gen-
eration of a giant radiation pulse, during which a full-
fledged semiconductor—metal phase transition
occurred. In this case, the release of the latent heat of
transition takes place during atime three orders of mag-
nitude longer, namely, in nanoseconds (10° s).

According to estimates, the jump in the reflectivity
of the vanadium-dioxide mirror cannot be attributed to
the reaction of free carrier plasma either, since its con-
centration in a semiconductor such asVO, istoo low to
ensure a jump in the mirror reflectivity of 38%, which
is determined by the properties of the semiconducting
phase of vanadium dioxide [2]. The deficiency in this
caseisat least three orders of magnitude.

Finally, this effect could be associated with the fact
that obtaining passive mode synchronization pulses is
known to requirejust a 10%-variation of the reflectivity
of the nonlinear mirror as compared to that required for
the generation of agiant pulse [1]. Analysisleadsto the
rejection of this assumption also.
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Indeed, simple estimation shows that the adiabatic
heating of the VO, mirror from room temperature
(22°C) at which experiments were made to the temper-
ature corresponding to the onset of changes in the film
reflectivity (55°C) requires approximately the same
energy asthat needed for a100% phase transition of the
mirror to the metallic phase at 55°C. This means that
the energy in the monopulse of passive mode synchro-
nization lowered by two orders of magnitude is a forti-
ori insufficient for heating the mirror from room tem-
perature to the transition temperature and the more so,
for initiating this transition.

It remains for us to assume that the nonlinear prop-
erties of the VO, mirror, which are manifested during
its pumping by radiation with awavelength of 1.06 um
(corresponding approximately to the edge of intrinsic
absorption in vanadium dioxide[2]), are due to a selec-
tive response to the optical pumping of the electron
subsystem of the material in a state preceding the full-
fledged semiconductor—metal phase transition. The
rearrangement of the crystal lattice, which is the final
stage of the phase transition, lags behind in its
response. Under such an assumption, a rapid (lasting
for picoseconds) return of the mirror to the initial state
in the passive mode synchronization is accounted for
by the release of the excitation energy of the electron
subsystem to the crystal lattice of the material, rather
than to the substrate, as would be in the case of lattice
excitation.

This statement fits with the conclusions formulated
by Berger and Shuker [20], who proved that the effect
of such short light pulsesistoo weak for an appreciable
modulation of optical constants responsible for the
observed laser radiation pulses. These authors noted
that the crucia point in this case is the increase in the
electron concentration in the conduction band. How-
ever, intheir opinion, the mechanism causing the strong
changes in optical constants due to such an increase
requires further investigation.

We believe that the results of our experiments shed
light on this mechanism.

Asamatter of fact, an €l evation of the concentration
of free charge carriers leads to Coulomb screening of
electron—electron correlations at the same lattice site,
asisusualy the casein aMaott electron transition [21].
This screening lowers the correlation energy in VO,
approximately by an order of magnitude [8] so that free
carriers get in energy into the conduction band, and the
metal acquires ametal-type conductivity. The high-fre-
guency permittivity (and hence the optical constants of
the material) changes simultaneoudly. In other materi-
als with a phase transition, such screening is observed
only in the immediate vicinity of the phase-transition
point, while the electron order parameter in vanadium
dioxide is capable of changing significantly, according
to our previous publication [16], starting from 8°C, i.e.,
at a temperature sixty degrees lower than the phase
transition point. At room temperature (23°C), at which
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our experiments were made, the Coulomb screening
can be quite noticeable.

This means that by absorbing a radiation pulse at a
wavel ength of 1.06 um corresponding to the edge of the
fundamental absorption in vanadium dioxide[2] and by
generating free charge carriers most effectively, the
electron subsystem goes over to an excited state. The
free carrier concentration in the conduction band
increases in the process of absorption of new and new
optical quanta, and the process of the Mott electron
phase transition begins. This is followed by a rear-
rangement of the crystal lattice, which tunesitself tothe
changes in the electron subsystem, and the crystal ther-
modynamic potential becomes higher than its mini-
mum value. The described processes modify the optical
constants. However, the crystal rapidly returns to the
initial state corresponding to the minimum of the ther-
modynamic potential of the semiconducting phase
because the energy absorbed by the material is insuffi-
cient to overcome the potential barrier separating the
semiconducting and the metallic phases of the material,
and the laser cavity responds to this by generating a
passive mode synchronization pulse. Inthiscase, afull-
fledged phase transition accompanied by a rearrange-
ment of the electron, as well as the lattice subsystems
of the crystal, and by the fixation of the materia in the
new metallic state does not take place.

In other words, according to our concepts, theinitial
stage of the semiconductor—metal phase transition
includes a rapid rearrangement of the valence electron
subsystem of the material (intermsof [8, 21], the elec-
tron density transfer to the ligand), which is associated
with an abrupt increase in the free carrier concentration
in the conduction band of vanadium dioxide upon the
absorption of the most intense radiation pulse emitted
as aresult of a Gaussian stochastic process in the laser
cavity [19], preceding the passive mode synchroniza-
tion phenomenon. This is observed at temperatures
much lower (23°C) than the temperatures from the
neighborhood of the phase transition point (67°C),
which is dueto the temperature dependence of the elec-
tron order parameter for VO, [16].

This process is similar to superfast vibronic phase
transitionsin ordinary superconductors of the Si, GaAs,
or InSb type [22], the only difference being that the
superfast phase transition in the above semiconductors
requires the softening of the phonon spectrum, initiated
by a high concentration of the plasma of free charge
carriers. In our case, however, the phonon spectrum
softens, irrespective of the concentration of the free
charge carrier plasma as the temperature approaches
the semiconductor—-metal phase transition point [16],
the softening beginning from 8°C, i.e., the temperature
sixty degrees lower than the phase transition point. A
detailed pattern of transformation, under the action of
short laser pulses, of a superfast vibronic phase transi-
tion to a semiconductor—metal phase transition at a
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temperature approaching the phase-transition point
will be the subject of further investigations.

Thus, the results of experiments described above
lead to the main conclusion of this work: the metal—
semiconductor phase transition in vanadium dioxide
acts as an electronic phase transition (at least in the
given series of experiments) in the sense that itsinitial
stage is the rearrangement of the electron subsystem of
the material, and the changes in the crystal lattice inev-
itably accompanying this process are auxiliary because
these changes form a stage of the process of sample
transition from the semiconducting to the metallic
state, which occurs immediately after the pumping of
the electron subsystem of the material.
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Abstract—A study of the effect of hydrostatic pressure and temperature on the EPR spectrum of the Mn?* ion

in Zn(BF,), - 6H,0 is reported. The break in the temperature dependence of the bg parameter at 196 K is evi-
dence of the existence of a phase transition accompanied by a change in the thermal expansion coefficient. Itis

shown that pressure considerably affects the spectral parameters by reducing the axial parameter bg and

increasing the cubic one, bg .At 9 kbar, the bg parameter istemperature independent. A comparison of the pres-
sure dependences of the spectra of Zn(BF,), - 6H,0, ZnSiFg - 6H,0, ZnTikFg - 6H,0, and MgSiF, - 6H,0 crys-
tals suggests equal hydrogen-bond lengths in these compounds. A ligand hyperfine structure has been detected,
which originates from the Zeeman interaction with the proton nuclei surrounding Mn?* and manifests itself in
the formation of satellites at each EPR line, their separation being proportional to the magnetic field. The
nonlinear pressure dependence of the linewidth is related to the structural features of the crystal under study.

© 2000 MAIK “ Nauka/lnterperiodica” .

The Zn(BF,), - 6H,0 crystals belong to an isomor-
phic family in which the ion metal can be replaced by
Co, Ni, Fe, Mn, and Mg ions, and Cl can occupy the
place of B. Thereis considerable interest in these mate-
rials, because a number of phase transitions caused by
weak orientational forces exist in them and because
they therefore have a multi-site potential minimum.
Determining the phase diagrams of such materials,
complemented by an investigation of the microscopic
propertiesin various phases, including an EPR study of
the changes of the ground state of paramagnetic ions
under the variation of an external pressure and of tem-
perature, may provide an insight into the nature of the
phase transitions occurring in these crystals.

The first crystallographic data on the perchlorates
were presented in [1]. Comparative measurements of
the lattice constants of the perchlorates and fluorobo-
rates were made in [2]. X-ray diffraction data are also
available on the zinc and nickel perchlorates[3, 4]. The
arrangement of the ClO, tetrahedraand M - 6H,0 octa-
hedra was found to be identical with that in LiCIO, -
3H,0 [1, 4]. Unfortunately, more detailed crystallo-
graphic information on fluoroborates is lacking, but
their interna structure can be revealed by studying the
perchlorates.

Fluoroborates are dedt with in a number of EPR
studies of the Mn?* and Ni?* ions [5-9]. The results
reported in [5] and [6] are rather contradictory. While
the authors of [6], aswell asof [7—9], detected only one
phase transition in Zn(BF,), - 6H,O and Ni(BF,), -

6H,0 crystals in the 77-300 K temperature region (at
~180 K), which results in a break in the temperature
dependence of the original splitting, smilar to that
observed in ZnSiF; - 6H,0 [10], Jain and Geoffroy [5]
report observing several phase transitions. Besides, the

values of the D(by) parameter characterizing the Mn?*
ion splitting and quoted in [5] and [6] are substantially
different.

This work describes an EPR study of the Mn?* ion
(0.5%) in the Zn(BF,), - 6H,0O crystal performed at
temperaturesfrom 77 to 320 K, aswell as high pressure
measurements, aimed at revealing specific features in
the temperature and pressure dependences of the spec-
trum.

1. EXPERIMENTAL TECHNIQUES, SAMPLES,
CRYSTAL STRUCTURE

EPR spectra were measured on a 3 cm superhetero-
dyne radiospectrometer, which was provided by special
white-sapphire resonators that enable us to study at
high hydrostatic pressures within a broad temperature
range. For a pressure generator, a self-contained high-
pressure vessel of a honmagnetic material (beryllium
bronze) was used. The sample to be studied was
mounted in the white-sapphire resonator which, inturn,
was placed in the high-pressure vessel. The pressure-
transmitting medium was a mixture of equal parts
dehydrated transformer oil and kerosene. Particular
attention was placed on making sure that the pressure

1063-7834/00/4206-1134%$20.00 © 2000 MAIK “Nauka/Interperiodica’
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was indeed hydrostatic. For this purpose, a thin teflon
cap filled with dehydrated benzine, which remains lig-
uid up to 20 kbar, was put on the sapphire resonator.
The resonator was coupled with the spectrometer
waveguide through a thin coaxia line. The pressure
was measured throughout the temperature range cov-
ered by amanganin transducer simultaneously with the
measurement of temperature with a calibrated copper-
resistance thermometer. A nichrome heater was wound
on the high-pressure vessel to obtain the desired tem-
perature, and the construction as a whole was isolated
by a thin vacuum gap. An €electronic control system
allowed us to stabilize the temperature to within 0.1 K
and to vary it smoothly.

Zn(BF,), - 6H,0 single crystals with an addition of

0.5% Mn?* were grown from a water solution by two
methods, namely, by slowly lowering the thermostat
temperature and by evaporating the solution at room
temperature. In both cases, the crystals grow to become
well-faceted hexahedral prisms, which facilitated their
orientation. Unlike the crystals studied in [5], our sam-
ples were not hygroscopic and were stored in hormal
atmospheric conditions.

Like the perchlorate, the zinc fluoroborate has a
pseudohexagonal structure (P6;mc) exhibiting three-
component orthorhombic twinning (Pmn2;). The sche-
matic representation of its structure can be found in
more than one publication [5, 12] (z=2,a=7.62A,b=
13.2A,c=5.30A).

The ion of the divalent metal is surrounded by six
H,O molecules, which make up an octahedral structure
dlightly distorted along the c axis. In its turn, the water
octahedron is surrounded by six BF, tetrahedra, which
also form an octahedral structure. The two water octa-
hedra in the unit cell are turned with respect to one
another by 60° about the ¢ axis.

If the space group of the crystal is CZV (Pmn2,),

then the two metal cationsin the cell occupy a position
with C, symmetry [11, 12]. If the four (BF,)~ ions are
considered equivalent, they should sit a sites of C,;
symmetry.

The magnetic multiplicity, i.e., the number of spa-
tialy inequivalent EPR spectrafor adivalent ion which
can be observed in a structure with the above symme-
try, is two. Note that the magnetic axes of both spectra
coincide along the a axis, while the other two can be
arbitrarily oriented. Because there are three blocks (or
domains) turned through 120° with respect to one
another, one should be able to observe six EPR spectra.
To illustrate, one could present a Mn?* EPR spectrum
of MgSiF; - 6H,0 in the monoclinic phase P2,/c [13].
Because the crystal as a whole has pseudohexagonal
symmetry, all spectramust coincide along the ¢ axis.
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2. TEMPERATURE DEPENDENCE
OF THE SPECTRUM

The EPR spectrum observed at normal pressure
throughout the temperature range studied can be
approximated with satisfactory accuracy by the axia
spin Hamiltonian

ABBgS+ %bgog 4 %bj’oj’ + 8AT, 1

where g is the spectroscopic splitting factor tensor, 3 is
the Bohr magneton, B is the magnetic induction vector,

S isthe spin operator, Og and Off arethe Stevens oper-
ators, and A is the hyperfine interaction tensor. The
parameters of the Hamiltonian were obtained by pro-
cessing experimental spectra using a special program.
The g factor and the hyperfine interaction parameters
areisotropic to within experimental errors.

The Mn?* spectrum was measured within a broad
temperature region extending from 77 to 320 K. It con-
sists of 30 absorption lines making up the fine and
hyperfine structure (electronic spin S = 5/2, nuclear
spin | = 5/2). The g factor and the hyperfine interaction
parameters remain constant throughout the temperature

region covered. The axial splitting parameter bg under-

goes a noticeable variation. Figure 1 presents the tem-
perature dependence of the difference between the
fields of the high- and low-field EPR lines, which is

proportional to the bg parameter.

This relation consists of two linear parts crossing at
196 K. Observation of such a break in the temperature
dependence was reported earlier in [6]. A similar pat-
tern was observed in the Mn?* EPR spectrum of ZnSiF; -
6H,0 at atemperature very close to ours (200 K) [10].
These changes can be identified with a second-order
phase transition accompanied by a change in the ther-

(B3p—B)), kGs
2.0

1.9

1.8

1.7

1 1 1 1 1
100 150 200 250 300
T.K

Fig. 1. Temperature dependence of the field difference

between the first and last lines of the Mn?* EPR spectrum
for Zn(BF,), - 6H,0.
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Parameters of the spin Hamiltonian (1) for 77 and 293 K

TK g by, 104 cm | b, 104 cmt|A, 1074 cm?
77 (20011 | 140000 | 812 | —89.6(8)
293 | 2.001(1) | -1701(1) | -26(2) | —89.6(8)

mal expansion coefficient. In the temperature region of
77 to 196 K, Abg/AT =-0.189 x 10* cmY/K, and at

higher temperatures, from 196 to 320 K, Abg IAT =

-0.113 x 10* cmY/K. The nature of this transition
remains unclear. It may, however, be conjectured that it
isthe same for the ZnSiF; - 6H,0 and Zn(BF,), - 6H,0
crystals.

M easurements carried out at the helium temperature
let us determine the signs of the spin Hamiltonian
parameters, which are listed in the table together with
the values of the parameters for the two temperatures.

3. PRESSURE DEPENDENCE OF THE Mn?* EPR
SPECTRUM

The EPR spectrum of the Mn?* ion in Zn(BF,), -
6H,0 was studied at high hydrostatic pressures of up to
15 kbar at room temperature and up to 12 kbar at the
nitrogen temperature. The EPR spectrum is well
approximated by the spin Hamiltonian (1). The param-
eters characterizing the electronic Zeeman (g tensor)
and the hyperfine interaction with the nucleus (A tensor)
do not vary within experimental error with increasing

pressure. The bg parameter characterizing the devia-

tion from a cubic crystal field undergoes the largest
variation. Figure 2 presents the pressure dependence of

the bg parameter obtained at room and nitrogen tem-

MgSiF, [6H,0

160} ZnTlF6 EHZO

ZnSiF, [6H,0

b, 10*cm™!
-
V)
(=)
T

g0k Zn(BF,), (6H,0

0 4 8 12 16
P, kbar

Fig. 2. Spin Hamiltonian parameter ‘bg‘ vs. pressure plot
for various crystals.
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peratures. The bg parameter decreases with increasing
pressure, this dependence being steeper at room temper-

ature (Aby /AP = 7.9 x 10 cmY/kbar) than at liquid

nitrogen (Abj /AP = 4.3 x 10~ cY/kbar). At 9 kbar, the
pressure plots, corresponding to different temperatures,

cross to produce a unique situation where the bg

parameter istemperature independent at the given pres-
sure. Below 9 kbar, an increase in temperature gives

rise to an increase in the bg parameter, and above 9
kbar, to its decrease.

The bff parameter, which characterizes the Mn?*
level splitting in acubic crystal field, increases in abso-
lute magnitude with increasing pressure at both room
and nitrogen temperatures

by (293 K)
= (2.6 +0.055P) x 10" cm™ (P in kbar ),
be(77 K) = —(3.1+0.051P) x 10 cm™,

which is close to the results obtained for zinc fluorosil-
icate [14].
A comparison of our data with the pressure depen-

dences of the bg parameter in other crystals, ZnSiF -
6H,0 [10], ZnTiFg - 6H,0 [15], and MgSiFg - 6H,0
[13] (Fig. 2) shows that the pressure coefficients for al
these crystals practically coincide. This implies equal
compressibilities of the water complexes in these crys-
tals, despite the differences in the anions (SiFg, TiFg,
BF,) making up the second coordination shell, and in
the space symmetry groups the crystals belong to,

namely, R3 for ZnSiF; - 6H,0 and Pmn2, for Zn(BF,), -
6H,0. The elastic properties are accounted for by the
nearest environment of the divalent metal, i.e. the six
H,O molecules in our case, and by their coupling with
the anion environment through the hydrogen bonds.
According to the data obtained, this coupling is practi-
cally the samefor all the above crystals.

4. EPR LINEWIDTH AND SHAPE

The measurements of the Mn?* EPR linewidth and
shape revealed two interesting features;, namely, the
line shape and width depend on the quantum number
characterizing the transition, and the linewidth depends
substantially on pressure. We will consider each of
these two unusual propertiesin its own turn.

The low-field line belonging to the AM, = £1(-5/2,
=3/2) and Am, = 0(5/2, 5/2) transition has a width of
8 G and a Gaussian shape, whereas the high-field one,
AM, = £1(5/2, 3/2) and Am, = 0(5/2, 5/2), exhibits a
clearly pronounced additiona structure of two satel-
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lites, higher and lower in field from the central line
(Fig. 3). The width of each satellite is 4 G, and the
absorption line can be approximated by three Lorentz-
ians. Following from the measurements made on all
thirty spectral lines, the satellite separation is propor-
tional to the magnetic field in which each absorption
line is observed. It is maximum for the last line (B =
4.3 kG) and minimum for the first line (B = 2.0 kG),
and in thefirst line, the satellites merge with the central
peak.

The origin of the satellites can be explained by con-
sidering the extra terms of the spin Hamiltonian
describing the ligand hyperfine structure. Each para-
magnetic Mn?*ionin Zn(BF,), - 6H,0 issurrounded by
six water molecules, and each molecule contains two
hydrogens; hence, the nearest environment of Mn?*
contains 12 protons with a magnetic moment (I = 1/2).
The ligand hyperfine structure can be described by the
following extratermsin the spin Hamiltonian

ZéALTL +3 9.B.BI", )

where S isthe electronic spin operator, i* isthe ligand

nuclear-spin operator, A" isthe ligand hyperfine inter-
action tensor, B is the magnetic-field induction vector,
0, is the proton spectroscopic splitting factor, and 3, is
the Bohr magneton.

If we assume that all protons are equivalent and that
the first term in Hamiltonian (2) dominant, one should
observe 13 ligand structure lines with the following
intensity ratios: 1:12: 66: 220:495: 792 :924: 792 :
495 :220: 66 : 12 : 1. All the transitions preserve the
nuclear gquantum number Am, = 0. The spectrum
observed experimentally issimpler: it has only two sat-
ellites. This becomes clear if one assumes the second
term of the Hamiltonian (2), which describes the Zee-
man interaction with the protons, to be considerably
larger than the first one. This situation givesrise to the
so-caled flip-flop transitions, in which, besides the
reversal of the electronic spin AM, = * 1, the nuclear
spin also reverses, Am, = + 1. It isthese transitions that
produce the satellite lines shifted from the main transi-
tion Hy by the amount corresponding to the Zeeman
energy of the nuclear moment

B. = Bo(1%£0nBn/0cBe),

where g, and 3, are the g factor and the magneton for
the nuclear moment, respectively, and g, and 3, are the
same quantities for the electronic moment. An increase
inthe magnetic field brings about an increase of the sat-
ellite splitting, which growsfrom thefirst tothelast line
of the Mn?* ion spectrum. For the first line (2.0 kG),
AB =3 G, and for the last one (4.3kG), AB=65G. A
similar pattern was observed by us for the ZnSiF; -
6H,0 crystal, whereas deuterated ZnSiF; - 6D,0 did
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Fig. 3. Derivatives of the absorption linesin the Mn2* EPR
spectrum of Zn(BF,), - 6H,0: (a) low-field and (b) high-
field lines.

AB, G
40}
300 293 K
20+
L 77K
10+
1 1 1 1 1 1 1 1 1 1
0 4 8 12 16
P, kbar

Fig. 4. Pressure dependence of the absorption linewidth
measured at room (293 K) and nitrogen (77 K) tempera-
tures.

not produce any satellites at all, because the magnetic
moment of deuterium is ~ three times smaller than that
of the proton. The nature of these satellites was first
explained in [16], which reported an observation of
EPR spectraof irradiated acids. It should be pointed out
that despite the large number of EPR studies of
hydrated crystals, the absorption line structure we
revealed was not mentioned anywhere.

An increase of pressure results in a broadening of
the absorption line. The experimental data relate to the
case of the external magnetic field being parallel to the
c axis. The data presented in Fig. 4 relate to the low-
field spectral line, with all the others behavinginasim-
ilar way. As seen from these data, the effect of pressure
at T=293K isessentially nonlinear and can be approx-
imated by a quadratic relation AB = 8.5 + 0.24P +
0.09P? (Bisin G, and P, in kbar). Also shown in Fig. 4
are data obtained at 77 K; at this temperature, the pres-
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sure dependence of the linewidth is linear, AB = 9.8 +
0.54P.

It should be noted that nothing like this has been
observed in pressure studies of ZnSiF; - 6H,O and
ZnTiFg - 6H,0 and of other crystals. Asarule, nonlin-
ear effects are not observed within the pressure range
used here. We immediately stress that any deviation
from the hydrostatic pressure pattern at the crystal must
be ruled out, because, as mentioned in Section 1, the
crystal isimmersed in benzine, which solidifies above
20 kbar.

In our opinion, the reasons for this should be looked
for intheinternal structure of the crystal. As mentioned
in Section 1, each spectral lineis actually a sum of six
lines coinciding in the H || c orientation. At normal
pressure, the spectral axes deviate only dlightly from
the ¢ direction, by ~1-2%, so that the lines of all six
spectraare nearly at their extrema. In thisdirection, the
scatter in the spin Hamiltonian parameters exerts the
lowest effect on linewidth. If the angle between the ¢
axis and the axis of the spectrum increases with
increasing pressure, as is the case with the ZnTiF; -
6H,0 crystal [15], this will entail a line broadening,
because the angular dependence of the absorption line
is proportional to (3cos?® — 1). It is also possible that
internal stresses at twin boundaries increase with pres-
sure. These conjectures cannot offer an exhaustive
explanation for our observation, much less pinpoint the
reason for the substantial difference between the rela-
tions obtained at different temperatures, but we hope to
do thisin our future studies by carrying out additional
measurements of the absorption linewidth and shape.

Our results can be summed up as follows. Despite
the different composition and symmetry of the
Zn(BF,), - 6H,0, ZnSiF, - 6H,0, MgSiF, - 6H,0, and
ZnTiFg - 6H,0 crystals, the compressibility of the
M?2*6H,0 complex they contain is the same, which
implies equal bond lengthsin these crystals.

It has been shown that the Zn(BF,), - 6H,0 crystd
undergoes one second-order phasetransition (T, =196 K)
in the temperature range studied. At 9 kbar, the main

spin-Hamiltonian parameter bg does not depend on

temperature.

We have detected a ligand hyperfine structure asso-
ciated with the Zeeman interaction among the protons
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surrounding the paramagnetic ion, and we have found
the linewidth to depend quadratically on pressure.
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Abstract—The electron transport in hydrogenated amorphous carbon films a-C : H with copper nanocluster
inclusions has been investigated. The conditions of cluster formation are derived. It is theoretically demon-
strated that the energy band structure of the matrix substantially affects the conditions of cluster formation. The
electron transport depends on the cluster structure. It isfound that, below the percolation threshold (the case of
isolated clusters), the transport current is governed by two components depending on the electric field strength.
At low field strengths, the current is caused by electrons in the conduction band of amorphous carbon, which
arethermally excited from copper clusters. At high field strengths, the transport current is provided by tunneling
electrons from the Fermi level of copper clustersto the conduction band of a-C : H. The difference between the
mobility edge of the conduction band of amorphous carbon and the Fermi level in copper clustersis determined
from the temperature dependence of the resistance and proves to be equal to 0.48 eV. The temperature depen-
dences of the resistance at low field strengths exhibit a fine structure. It is revealed that, above the percolation
threshold, the electrical resistance of clustersis considerably contributed by the residual resistance, which is
supposedly associated with the electron scattering by cluster surfaces. The temperature effect on the electron
transport is examined using the spin-wave scattering technique at a frequency of 4.0 GHz. It is found that the
spin wavein theyttriumiron garnet (Y1G) filmis predominantly affected by thermally excited electronslocated

above the mobility edge in the conduction band of a-C : H. © 2000 MAIK “ Nauka/Interperiodica” .

INTRODUCTION

The aim of the present work was to investigate the
electron transport in the structure consisting of metallic
clusters in an isolating matrix near the percolation
threshold and to elucidate how the band structure of the
matrix affects the transport processes. These investiga-
tions were carried out using hydrogenated amorphous
carbon a-C : H with copper nanocluster inclusions. The
a-C : H compound is an amorphous organic semicon-
ductor whose band structure is determined and can
change with the content of hydrogen in the sp® config-
urations[1]. The rtvalence band and the ¢ conduction
bandina-C : H areformed by 1telectrons and governed
by the sp? bonds. The difference E; (pseudogap)
between the upper mobility edge of the 1tband and the
lower mobility edge of the * band isequal to 1.5-4 eV
depending on the hydrogen content. The elimination of
hydrogen from a-C : H leads to an increase in the num-
ber of sp? configurations and a decrease in the
pseudogap E,. The possibility of varying the pseudogap
renders the (a-C: H),_,Cu, system convenient for
revealing the main regularities in the influence of the
band structure on the cluster formation and the electron
transport.

The electrical properties of the (a-C : H), _,Cu, sys-
tem for small dc currents at room temperature were

studied in [2]. It was noted that the current—voltage
characteristic exhibits a linear behavior. The depen-
dences obtained were interpreted within the classica
percolation theory. The band structure of the matrix
was not taken into account.

In Section 1, we consider the influence of the band
structure and the Coulomb interaction on the formation
of cluster structure from bulk metallic inclusions. The
condition for the cluster formation is derived, and the
applicability of the Fermi liquid model to metallic par-
ticlesis assessed. The results of experimental investiga-
tionsinto the electrical properties of the (a-C : H), _,Cu,
system in the case of isolated clusters at low and high
electric field strengths are described in Sections 2 and
3, respectively. The character of the conductivity
depends on thefield strength. At low field strengths, the
current—voltage characteristic shows a linear behavior,
and the current is determined by the electron scattering
in the T conduction band of a-C: H. At high field
strengths, the transport current is brought about by
electron tunneling from the Fermi level of copper clus-
tersto the * band of a-C : H. The electron transport in
the cluster with sizes equal to the distance between the
contacts is discussed in Section 4. The conductivity of
the cluster exhibits a metallic behavior, the residual
resistance being significant. In Section 5, we analyze
the data on the influence of temperature on the electron

1063-7834/00/4206-1139$20.00 © 2000 MAIK “Nauka/ Interperiodica’
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transport in the (a-C : H);_,Cu, system at different x,
which were obtained by the spin-wave scattering tech-
nique at a frequency of 4.0 GHz. It is shown that the
thermally excited electrons located above the mobility
edgeinthe t* band of a-C : H make the main contribu-
tion to the spin wave in the yttrium iron garnet (Y1G)
film.

1. CONDITION FOR FORMATION
OF CLUSTER STRUCTURE

In order to determine the conditions for the cluster
structure formation, we consider electrons in a bulk
metallic (copper) particle in the hydrogenated amor-
phous carbon matrix a-C : H (Fig. 1). The mean size of
acopper particleis| =3 nm [3]. The Fermi energy - is
defined by the relationship [4]

— h |jBnCu
= 2mg,08n 0 @)

where mg, isthe effective electron mass, and ng, isthe
electron concentration in the conduction band of cop-
per. Taking into account that copper is univalent metal,
the concentration of free electronsin it is equa to the
concentration of atoms, that is,

= NaulNa

No, = = 0.849 x 10° cm™, )

Cu

where ng, = 8.96 g/cm? is the density, N, is the
Avogadro number, and Mg, = 63.546 g/mol is the
atomic mass. By assuming that the effective mass of an
electron mg, isequal to the mass of afree electron and
using formulas (1) and (2), we obtain the Fermi energy
g-=7.04¢eV.

Let us assess the applicability of the Fermi liquid
model to the electrons in a copper particle. To accom-
plish this, we determine the discreteness of the energy
spectrum Ag, which isdueto finite sizes of the potential
well of acopper particle at € > €. The energy € and the
number of eigenvalues gy in the unit layer of radius

70 band

T[band_
a-C:H

A
A

Cu a-C:H Cu

Fig. 1. Electronic band structure of a metallic particle in
a-C:H.
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R,=(n} + ni + n3)Y2in the space of states are given
by [4]

h’R’

2
, Or = TIR;. (3)
8 ;§U|2

€ =

After the differentiation of relationships (3), at
AR, =1, wehave

3
Ae = h? RAR h . 4)

Ageme,1° 8nm§j’2(2e)1’2|3

Near the Fermi level, As = 2.05 meV. Thisvalueis
considerably less than the Fermi energy € and k; =
25.8meV at T = 300 K, which, to afirst approximation,
justifies the applicability of the Fermi liquid model to
the conduction electrons in a copper particle. Accord-
ing to the Fermi liquid model, the density of electronic
states in a copper particle of volume v® is determined
as[4]

3/2
grme,, /2ev” ev(l’

&
5
g (g) = 3

)

Now, we derive the condition for cluster formation. The
formation of cluster structure essentialy depends on
the Coulomb interaction and, correspondingly, the
capacitance of metallic particles forming the cluster.
The capacitance of aspherical particle can bewritten as

C® = 2mese el

where g, = 8.854 x 102 F/m, and €, ¢ . 4 is the permit-
tivity of a-C : H. Since the capacitance C® issmall, the
escape of p electrons (p < 0) from the metallic particle
or the appearance of p electrons (p > 0) in the particle
can lead to achange in the band structure of the particle
in the matrix (Fig. 1) and result in additional energy,
thatis,

(1)|
V(r) = \élrl (6)

where V(pl) = pe?/2CO, e is the electron charge, and
[r| > 1/2 is the distance from the center of particle. Set-

ting€,c.,y=2,ap=1, weobtain V{ =0.24eV.

Assumethat fluctuations or current flow bring about
the appearance of an electron in one of metallic parti-
cles. This frustrates the el ectroneutrality of the particle
(Fig. 1) and resultsin ariseinthe energy levels by VE)” .
If the probability of tunneling of one electron with the
energy € to the adjacent particleis designated asw® (),

No. 6 2000



ELECTRON TRANSPORT IN THE CARBON—-COPPER NANOCLUSTER STRUCTURE

the total probability of the tunneling with allowance
made for relationship (5) is given by

W= wie)g e,

gr— Ve (d)

where V{7 (d) = V(I/2) = V(d + 1/2) = 2dV’ /2d + 1,
and d is the distance between particles. If W > 1, this
process brings about the delocalization of electron over
two particles and the formation of a cluster composed
of these particles. A further delocalization of the elec-
tron can result in the formation of a cluster consisting
of q particles. To determine the condition for formation
of the cluster consisting of q particles (hereafter, it will
be referred to asthe g cluster), we introduce the follow-
ing designations; C@ isthe capacitance of the g cluster,
v(@ is the volume of metallic particles in the g cluster,
g9(e) = gW(e) v@/v® isthe density of electronic states

per energy interval, ng) = pe?/2CA9 is the Coulomb

energy of the g cluster with p electrons, and W9(g) is
the probability of tunneling of one electron with the
energy € from the g cluster to the adjacent isolated
metallic particle.

Then, the condition for the formation of the g cluster
in an equilibrium state can be written as

Er
W(Q) — I W(q)(S)g(q)(S)dS >1,
g—Ve(d)

W(q+1) < 1’

()

where VI (d) = 2dV{” /(2d +1).

If the matrix has no localized states lying below the
bottom of the conduction band, then w(9(g), to a first
approximation, can be represented as [5]

W(Q)(e)

d

|:| 2 2r 1/2 D

= e[ 2y -5 V-] o E
0

In the amorphous semiconducting matrix, the
Anderson localized states lying below the mobility edge
of the conduction band play an important part [6, 7].
They can lead to a considerable increase in w9(g) and,
as a consequence, to an increase in the number of par-
ticles g forming the cluster. According to the estimates
made for (a-C : H), _,Cu, at x=0.16, qis equal to sev-
era tens. The population of the Anderson localized
states depends on the temperature. Hence, the second
consequence of the presence of these states is the
changein w9 (¢) and the rearrangement of cluster struc-
ture with avariation in the temperature.
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The formation of the cluster structure satisfying
condition (7) causes the necessity of correcting certain
statements of the classical percolation theory [7],
which should be taken into account in the study of films
containing metallic inclusions [8].

(1) The band structure of the matrix substantially
affects the cluster formation by changing the probabil-
ity of tunneling w(9(e).

(2) According to condition (7), the cluster size is
limited. Therefore, the percolation threshold X
depends not only on the concentration x of metallic par-
ticles in the matrix, but aso on the ratio between the
cluster size and the distance between the contacts of the
studied sample. For films, this can lead to the anisot-
ropy of electrical properties: the percolation threshold
along the film can be considerably larger than the per-
colation threshold across the thickness.

(3) Condition (7) isvalid for theinitia cluster struc-
ture without field but can be violated at high strengths
of the applied electric field. This gives rise to a new
cluster structure. It isexperimentally found that the iso-
lated cluster structure of (a-C : H),_,Cu, at x = 0.16
transforms into the conducting structure at voltages
U > 20V (see Section 3).

The existence of the cluster structure is indirectly
confirmed in the experiments by the data of small-angle
X-ray scatteringin (a-C : H), _,Cu, [3]. A changeinthe
structure of scattering objects is observed beginning
with x = 0.14. These objects begin to acquire the fractal
properties and, to afirst approximation, can be consid-
ered fractal clusters [9]. There appears a “snowball” -
type scattering object with a large fractal dimension
(D =23).

2. ELECTRON TRANSPORT IN THE CASE
OF ISOLATED COPPER CLUSTERS
AT LOW ELECTRIC FIELD STRENGTHS

At low electric field strengths, the electric conduc-
tivity is determined by carriers in the conduction band
of amorphous carbon. As the concentration of carriers
depends on the temperature, we measured the tempera-
ture dependences of the current—voltage characteris-
tics. This enabled us to determine the difference V — &
and the concentration of carriers.

The (a-C : H), _,Cu, amorphous carbon film with
copper clusters to be studied was prepared on a quartz
substrate by the magnetron sputtering technique. The
film thickness was 1.73 um. The content of copper
inclusions x was equal to 16 at. %. Contacts were evap-
orated onto the quartz substrate and onto the film. The
structure of the (a-C : H),_,Cu, film with the above
copper content x, thickness, and geometry of contacts
turned out to be close to the percolation threshold. We
chose such a contact in which the conductivity of the
film was below the percolation threshold (the case of
isolated clusters). Figure 2 demonstrates the current—
voltage characteristic at low voltages. At U < 2V, this
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Current J, nA

3001 (a-C : H), _Cu,

quarts

200

1001

1 1
00 1.0 2.0 3.0 4.0 5.0
Voltage U, V

Fig. 2. Initial portion of the current—voltage characteristic
for the ((a-C : H)1 _xCuy film at x = 0.16 (isolated clusters).

characteristic is close to a linear dependence. The
dependence of the logarithm of the resistance INR on
the reciprocal of temperature 1/T in the temperature
range 230-293 K isdepicted in Fig. 3. The applied volt-
ageUisequa to 0.1 V. At T< T, =248K (LT =4 %
102 K1), InR linearly depends on UT. At T < Ty, the
tunneling effects begin to play a significant role. In
order to interpret these temperature dependences, it is
necessary to take into account the following factors: (1)

near the percolation threshold, g > 1 and V¥ —~ 0
for the g cluster; and (2) at € =V, the Fermi distribution

1
exp[(e—€p)/kT] +1 ®

is well approximated by the Boltzmann distribution
exp[HV — €g)/KT]. This makes it possible to determine
the difference between the barrier height and the Fermi

energy from two pointsin the linear portion of the tem-
perature dependence

f(e) =

V—g = 048 eV. (9)

The concentration of carriersin the conduction band
of amorphous carbon at T = 293 K isasfollows:

Ne = Ne,&Xp[—(V —€p)/KT] = 551 x 10" cm™.(10)

Figure 4 shows the fine structure of the temperature
dependence of the relative resistance dR/RdT. One can
see the quasi-periodicity with the period AT = 5.8 K.
The fine structure can be caused by one of two factors.

(1) The discreteness of levelsin the energy spec-
trum of the potential well for the isolated metallic
particleat € ~V. The electrons propagating in the con-
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R, MQ

1000

100

10 1 1 1 1 1 1 1
34 3.6 3.8 4.0 42
1T, % 1073 1/K

Fig. 3. Temperature dependence of the resistance for the
(a-C: H)1 _,Cuy filmat x = 0.16 (isolated clusters).

duction band of a-C: H can scatter by the potential
wells of isolated particles. The resistance R is directly
proportional to the effective cross-section o(€) for scat-
tering of electron by the well [10] and also to the num-
ber of electronsin the 1 conduction band of a-C : H

N, o

ROY jf(s)oi(s)gﬁ”(e)de,

i=1ly

(11)

where gi(l) (¢) is defined by formula (5), and N, is the
number of scattering centers. If thewell hasthe discrete

dR/RAT, x 1072 K!

4 1 1 1
24 250

260 270 280 290
T,K

Fig. 4. Fine structure of the temperature dependence of the

resistance for the (a-C : H); _,Cu, film at x = 0.16.
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levels at € ~ V, the cross-section a(g) shows the energy
dependence due to these levels. The resonant scattering
takes place at € ~ V [11]. Taking into account relation-
ship (8), integral (11) involves the component quasi-
periodic in T. From formula (4), at € =V, we can esti-
mate the period of the fine structure

IAY
AT = kN,

Sincethe scattering occursin the regions between clus-
ters near the percolation threshold, the number of scat-
tering centers (isolated particles) cannot be very large.
At N, =4, wehave AT =5.6 K.

(2) The rearrangement of cluster structure. A
change in the temperature results in a change in the
population of the Anderson localized stateslying below
the mohility edge of the * band of a-C : H. Thisleads
to achange of W9(¢) in condition (7) for cluster forma-
tion and, as a consequence, to a change in their relative
positions and the resistance R.

The unique choice of the model for explaining the
temperature oscillations calls for further investigations.

3. HIGH ELECTRIC FIELD STRENGTHS:
TUNNELING EFFECTS

The tunneling mechanism of conductivity manifests
itself at high electric field strengths E (Fig. 5). The tun-
neling current J is proportional to [5]

(a)
V+V

IO I PEIEL-FEE o,

~D'(e) f'(e)[ 1~ (e)1g"(e) } d,

where D(€) and D'(€) are the coefficients of tunneling
through the potential barrier from the g cluster to the g’
cluster and back; g@(€) and g@(¢) are the correspond-
ing densities of quantum states; and f(€) and f'(€) are
the Fermi distributionsin the g cluster and in the region
where the electron tunnels. The highest field strength E
between two isolated clusters arises in the region with
the thinnest isolating gap. The resistance of the clusters
themselves is considerably |ess than the resistance of
the isolating region and can be ignored. Let L =

°_,d; be the least thickness of all the isolating

regions between clusters minus the sizes of metallic
particles, which are located in the thinnest isolating
intercluster region and do not enter into the cluster
structure (Fig. 5). Then E = U/L, where U isthe voltage
across the contacts. If eUd;/L >V — &g (where d; isthe
distance between the cluster and the nearest isolated
particle), then
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E

€

4

q cluster

q' cluster

Fig. 5. Band structure illustrating the tunneling between
clusters at high strengths of the applied electric field.

gurrent J, A

S N-g=)

9 10
U, x 1072 1/V

Fig. 6. Current—voltage characteristic for the (a-C :
H)1 - «Cuy filmwith x = 0.16 (isolated clusters) at high volt-

ages.

(1) to afirst approximation, ignoring the Anderson

localized states [5],
2 *C:H 2
D(e) = D'(e) = exp[—4—“323;*E (v-e"?]

(2)f'(e) < 1linthet* band of a-C: H, and

(3) the electrons occupying the Fermi level of the q
cluster make the main contribution to the tunneling.

In this case, from relationship (12), we obtain the
approximate dependence of the tunneling current

4L J2mic 32
sheu (V&) }

With allowance made for the Anderson localized
states, the character of the dependence J(U) remains

J0O exp[— (13)
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Fig. 7. Temperature dependence of the resistance for a con-
ducting cluster in the (a-C : H); _,Cu, film at x = 0.16.

—_—
spin wave

\\\\\\\\\\\\\\\\/ /

Fig. 8. Schematic representation of the measuring cell for
studying the conductivity of a(a-C: H), _,Cu, layer by the
spin-wave scattering technique.

Ratio of group velocities, w

1.08 -
- 2
1.06
1.04 -
1.02
L 1
1.00 [ A T R T N I B R I

10 20 30 40 50 60
Copper concentration at. %, x

Fig. 9. Ratio of the group velocity of spin waveintheY1G
film with a (a-C : H); _,Cuy layer to the group velocity
without (a-C : H); _,Cuy layer as a function of the copper
content x at temperatures of (1) 77 and (2) 293 K.

(a-C: H), _,Cu,
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unchanged: J ~ exp[—const/U] [6, 8]. For comparison
of relationship (13) with the experimental data, the
dependence of InJon U=t at U > 10V isconstructed in
Fig. 6. It can be seen that, at high voltages U, the depen-
dence becomes close to linear. By ignoring the local-
ized states, we can evaluate the tunneling distance L

from two points of the linear dependence, when m; .
is equa to the mass of free electron, that is,

3he(Ind; —1nJd,)
zu/zmi;c w(V—gg) AUzt -UT)

The rearrangement of the cluster structure is
observed at U > 20V. A group of isolated clusterstrans-
formsinto one conducting cluster. Thisis attended by a
decrease in the resistance across the contacts by five
orders of magnitude. After alapse of time, the conduct-
ing cluster relaxesto theinitial state of isolated clusters.

= 24 nm.

4. ELECTRON TRANSPORT
IN CONDUCTING CLUSTER

Figure 7 displaysthe temperature dependence of the
resistancefor the (a-C: H); _,Cu, filmat x=0.16 in the
case when one conducting cluster occurs between the
contacts. As can be seen, the temperature dependence
shows a metallic behavior. Hence, in order to interpret
the experimental results, we invoke the basic state-
ments of the theory of metals[12, 13]. Theresistance R
in metalsis determined by the scattering of electrons at
the Fermi level, primarily, by therma acoustic
phonons, impurities, boundaries, and defects. At T >
0.1T (where Ty, is the Debye temperature; for copper,
Tp = 347 K), the temperature dependence of the resis-
tance Ry, due to the scattering by acoustic phonons is
linear (~T). The scattering by impurities, defects, and
boundaries is temperature-independent and determines
the residua resistance R

R= Ry + Reo

It is seen from the temperature dependencein Fig. 7
that the ratio between R and Ry, is sufficiently large
U = Re/Ry(0°C) = 185.6 Q/88.5 Q. 14

The resistivity p is inversely proportiona to the
electron mean free path A [12, 13]

*
M,V
p = CuzF, (15)
N, €A

wherev; = (2e-/mg, )2 = 1.57 x 10 m/sisthe electron
velocity on the Fermi surface. With the knowledge of
the resistivity of pure copper py, = 1.55 x 10° Q cm
(T=0°C) [14], which is associated with the scattering
by thermal acoustic phonons, and using relationships
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(15) and (16), we can estimate the free path A, related
10 R

* *
A = M Ve _ Mcy Vi
res — -

nCuezpres nt:uezpph(ooc)u

The very low value of A, islikely explained by the
fact that the scattering by the cluster surface consider-
ably contributes to the el ectron scattering.

= 20 nm.

5. SPIN-WAVE SCATTERING

The electron transport in the ac electromagnetic
field depends on the frequency w of the applied field,
the electronic structure, the concentration of carriers,
and the presence of obstacles to free motion of elec-
trons. According to formulas (2) and (10), nc << Ng, in
a-C : H amorphous carbon containing the copper clus-
ters. In the copper clusters, the electron at the Fermi
level make the main contribution to theinteraction with
the electromagnetic field. The boundaries of metallic
particles constituting the cluster are the main obstacles
to the free motion of electrons. In a-C : H, the ther-
mally activated electrons of the 1 band interact with
the electromagnetic field. By neglecting the scattering
by clusters and defects, there are no barriers to motion
of electronsina-C: H.

The standard model of interaction between the el ec-
tromagnetic field and free carriersin metalsis applica-
ble in the case when, during the period of ac electro-
magnetic field, the electron occupying the Fermi level
in the copper clusters travels a distance of less than the
size | of metallic particle [15, 16]. The constraints on
the el ectron motion begin to manifest themselves at fre-

guencies w < @, where

2TVe
I

The total reflection of electromagnetic wave is

observed in the frequency range [@, oof),cu)] [where

wf)f”) is the plasma frequency of copper]. At the fre-
guencies w < @, the transparency increases and the
reflectivity of electromagnetic wave decreases. As the
frequency of the electromagnetic field decreases, elec-
trons in the conduction band of amorphous carbon
begin to play a decisive part due to the constraints on
the electron motion in clusters. The second plasma fre-
guency is aso associated with these electrons [15, 16]

_ _ 2TIC _ - 0
W= , %—H—O.S7pmatl—3nmD

2 1/2
@ac:H) _ [ €Nc O

P - Lm0

Under the assumption that m} .., is equa to the

mass of a free electron, at room temperature, we have

Wiy ¢ M/2m= 210 GHz. At the frequencies w< i ™,

the reflection of electromagnetic wave, depending on

()
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the temperature, can be determined by both electrons of
copper clusters and the electrons in the T conduction
band of amorphous carbon.

In order to determine the contributions from elec-
trons of the cluster and carbon to the reflection, we
examined theinfluence of the (a-C : H), _,Cu, conduct-
ing layer on the group velocity of spin wave as afunc-
tion of the copper percentage x in the carbon matrix. To
put it differently, we investigated the elastic scattering
of the spin wave by plasmons of electronsin the cluster
and carbon. The measuring cell is schematically shown
in Fig. 8. The Y3FesO4, YIG film on the Gd;Ga0;,
gadolinium gallium garnet (GGG) substrate had the
thicknessh = 14 um. The surface spin wave was excited
in the YIG film by a transmitting antenna. The thick-
nesses of receiving and transmitting antennas were
equal to 50 um. The distance between the antennas was
7.8 mm. The (a-C : H), _,Cu, film was placed onto the
surface of theY1G film from above. The thicknesses of
the (a-C : H),_,Cu, films were equal to 50 nm. The
measurements were performed at a frequency of
4.0 GHz at temperatures of 77 and 293 K. The tangen-
tial magnetic field H was equal to 787 Oe at 293 K and
644 Oe at 77 K. The ac magnetic field of the spin wave
excited the ac electric field in the (a-C : H), _,Cu, con-
ducting layer. A change in the conductivity of the layer
led to a change in the spin wave spectrum (the ampli-
tude—frequency characteristic). The group velocity of
spin wave was determined from the spin wave spec-
trum. The ratios of the group velocity of spin wave in
the YIG film with a (a-C : H), _,Cu, layer to the group
velocity without (a-C : H), _,Cu, layer w=vy/Vyy ) as
afunction of the copper concentration x at temperatures
of 77 and 293 K are displayed in Fig. 9. To a first
approximation, the group velocity of spin wave is
directly proportional to the conductivity of the (a-C :
H),_,Cu, layer.

The dependences obtained allow us to make the fol-
lowing conclusions.

(1) The contribution from electrons in the 1t con-
duction band of carbon to the elastic scattering of spin
wave at atemperature of 293 K is sufficiently large in
comparison with the contribution from the cluster elec-
trons. At 77 K, the electrons in carbon are almost com-
pletely frozen, and the scattering is governed by elec-
tronsin the clusters. The electric conductivity between
the clusters can result in a partial removal of obstacles
to the electron motion and an increase in the contribu-
tion from the cluster electrons to the scattering of spin
wave.

(2) Within the limits of experimental error, the data
of the spin-wave scattering measurements indicate that
the clusters and free el ectrons are absent in the conduc-
tion band of carbon when the copper percentage X is
lessthan 14%. Thisis explained by the fact that the dis-
tances between metallic particles increase at small x,
which leads to the violation of condition (7) for cluster
formation. If the particles are not joined into the cluster,
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then, for an isolated particle, the Coulomb term VS)

with p < 0 [formula (6)] should be added to the activa-
tion energy of electron V — g [formula (9)]. The pres-

ence of the V(pl) term resultsin adrastic decrease in the
concentration of eectrons in the 7 band of a-C : H.

For the cluster, asimilar term Vi —~ 0atq> 1.

(3) An increase in the carbon conductivity with an
increase in the copper content from 16 to 42% in the
carbon matrix and afurther stabilization of the conduc-
tivity suggest that the free electrons in the ¢ band of
a-C: H are located near metallic particles of clusters.
The thickness of the electron cloud near particles is
comparable in the order of magnitude to the sizes of
metallic inclusions. The form of the Coulomb energy
V(r) [formula (6), Fig. 1] and the Anderson localized
states in the ¢ band favor the localization of electrons
in the neighborhoods of cluster particles.

The results of the investigations performed can be
summarized as follows.

(1) The eectron transport in the (a-C : H),_,Cu,
system essentially depends on the cluster structure. The
condition of its formation is governed by the energy
band structure of the matrix and the Coulomb interac-
tion between metallic particles.

(2) The free electrons of the ¢ conduction band of
carbon are located in the neighborhoods of metallic
particles forming the cluster.

(3) At low applied dc voltages, the electron transport
is determined by the motion of carriers in the e con-
duction band of a-C : H.

(4) The fine structure revealed in the temperature
dependence of the dc resistance near the percolation
threshold can be brought about by the size quantization
in metallic particles or the rearrangement of the cluster
structure.

(5) At high applied dc voltages, the electron trans-
port occurs through the tunneling mechanism. At volt-
ages higher than the threshold voltage, the structure
consisting of isolated clusters transforms into one con-
ducting cluster. The relaxation to theinitia stateisalso
observed.

(6) Above the percolation threshold, the conductiv-
ity exhibits a metallic character, the residual resistance
being significant. This large residual resistance can be
due to the scattering of electrons by the surfaces of a
conducting cluster.
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Abstract—A two-dimensional model of a crystal lattice with an essentially nonlinear interaction between
atomsfor arbitrary mutual displacements under shear conditionsis considered. The energy of deformation con-
tains a periodic term and gradient terms. The equilibrium equation in the sine-Helmholtz form (with two char-
acteristic coherence lengths) is solved exactly. It is shown that a large uniform shear deformation is unstable
and is accompanied by periodic modulations emerging in the plane of the layer and leading to nonuniform
extensions and compressions of atomic chains, i.e., to achangein the long-range order. The chain dlip by alat-
tice half-period or alarger value changes the long-range order as well. The obtained relations connecting the
unit cell size and the amplitude of the displacement field determine the conditions for the existence of a mod-
ulated structure. A bifurcation transition from a purely elastic deformation of the lattice to its elastoplastic
deformation, as well as a transition to its disordered (amorphous-type) state, is observed. © 2000 MAIK

“ Nauka/Interperiodica” .

Some of the results of the theory were described in
the brief communication [1]. This work not only pro-
vides a substantiation of these results, but also reveals
the physical meaning of the structural transitions and
bifurcation points.

In the theory of deformation of rigid bodies, includ-
ing crystalline objects, the condition of conservation of
the local topology in the process of structural transfor-
mation is postulated. According to this condition, the
closest neighbors (within a small neighborhood of a
materia particle) remain the same, and force couplings
between particles do not commute. Only the resistance
offered by the body to a change in the distance between
small, but macroscopic, volumesistaken into consider-
ation. However, in actua practice, the long-and short-
range translational orders in the crystal also change.
These changes can be taken into account by introducing
structural factors. To a certain extent, this was done
long ago by M. Born and K. H. Huang in their famous
works devoted to analyzing optica vibrational
branches (true, only in the linear approximation).
Microscopic displacements u of neighboring atoms rel-
ative to one another were presented as half-differences
of the displacements of the sublattices. Macrodisplace-
ments U responsible for acoustic vibrations corre-
sponded to half-sums of the displacements. The analy-
sis was confined to small displacements and purely
dynamic effects.

In order to develop a more genera theory, we take
into account both the continual forces and the structural
forces. The latter tend to preserve the periodic transla-
tional order in conformity with the internal structure of
the body, while continual forces tend to violate this

order. The structural degrees of freedom correspond to
the lattice term in the elastic potential, which is a peri-
odic function of microsidplacements u, while continual
degrees of freedom correspond to theterm that isa qua-
dratic function of their gradients. The latter should be
distinguished from the macropotential U of the acoustic
field, which will not be analyzed here. It obeys the
equations in the theory of elastic continuum, which are
beyond the scope of the present paper. The equilibrium
between the two factors is possible only in the limit of
certain spatial scales intermediate between atomic and
macroscopic scales. Therefore, we will deal with the
theory considering mesoscopic modes in the maotion of
the atomic lattice.

Avoiding here the construction of a general theory
of microdeformations (to be more precise, mesodefor-
mations), we confine our analysis to the simplest ver-
sion. We consider the static shear deformation along the
y axis of atwo-dimensional square lattice with a period
b and nonlinear forces of interaction between atoms.
The energy E of aregion of alayer of thickness H and
length 2B istaken in the form

HB

E = {{[(1/2)k1(au/ax) + (1/2)k,(du/dy) "

+ p(1 - cosu)]dxdy.

Here, u is the mutual microdisplacement of chains
(inthe units of b) along the layer (y axis), k; isthe shear
micromodulus, k; is the micromodulus of longitudinal
extension of the lattice, and p is the amplitude of the
periodic potential of particle interaction, as well as the

1063-7834/00/4206-1147$20.00 © 2000 MAIK “Nauka/ Interperiodica’
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Fig. 1. Arrangement of atomsin asquarelatticein theinitial
state (a) and after uniform twinning deformation (u = £2m)
(b). Crosses and circles distinguish the sublattices, demon-
strating the effect of commutation of bonds.

amplitude (maximum value) of the adhesive force.
Strictly speaking, micromoduli differ from the corre-
sponding moduli in the macroscopic theory of elas
ticity.

The third term in (1) corresponds to the energy of
uniform shear of rigid monolayers (chains), while the
first two termstake into account their compliance or the
elasticity of the two-dimensional lattice in the shear or
extension along they axis. In the case of rigid monolay-
ers, the simple condition that thefield of microdisplace-
ment is constant indicates not a rigid displacement of
the lattice as a hole, but its uniform shear microdefor-
mation, which is essentially equal to therelative (in the
b units) value of microdisplacement u. In the case of a
rigid microscopic shear of adjacent chainsby an atomic
spacing, we obtain a uniform twinning deformation

(Fig. 1).
The equilibrium equation corresponding to the min-
imum of functional (1) has the form

k,(0°u/dX®) + ky(8°uldy’) —psinu = 0. (2)

This nonlinear equation, known as the sine-Helm-
holtz equation, obviously contains two characteristic
coherence lengths of thelattice, i.e.,

|1=«/U’ |2=M- (©)

These lengths determine the mesoscopic scales
which appear in the present theory, in contrast to the
continual theory without any scale. On scales smaller
than mesoscopi ¢ distances, the long-range transl ational
order is completely violated by strain gradients. The
lattice preserves a definite translational order only at
large distances. It will be proved that coherence lengths
in the nonlinear theory decrease and do not give an
exact limit of existence of the order.
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For |, — 0, we arrive at the one-dimensional Fren-
kel-Kontorova model, i.e., an elastic chain of atoms
interacting with a periodic substrate. In our model,
however, we consider the interaction of parallel chains
with one another (and not with the substrate). The
chains can dlip relative to one another and can be
deformed continuously. Thefirst two termsin the equi-
librium equation (2) correspond to continual forces
smoothed on atomic scales, while the third nonlinear
term takes into account interatomic structural forces.
The case when continual forces vanish for zero gradi-
ents of microdisplacements is not trivia. In this case,
the structural forces become self-balances if u = 2nm,
which is a direct consequence of equation (2). For u =
211, we are obviously dealing with the twinning defor-
mation.

If equation (2) corresponds to the minimum of func-
tiona (1), the maximum corresponds to the equation
with the opposite sign of the nonlinear term. It can be
easily seen that their solutions u, and u_ are connected
through a transformation (reversing the sign of the
sine), i.e,

U(XY) = u(xy)xm,

4
k,(0°u,/0X°) + k,(8°u,/dy?) + psinu, = 0. @

They differ in the trandations of the structure by
half the lattice period (in the b units). Asaresult, we go
over from a stable to an unstable lattice configuration,
for which some atoms are displaced from local minima
to the peaks of potentia barriers, while others, con-
versely, move from the peaks to the minima, which for-
mally correspondsto the sign reversal of the quantity p,
viz., the maximum force of the interaction between
atoms. It is obviousthat a changein the environment of
the particles leads to a commutation of atomic bonds
(the situation which is ruled out in the model of a con-
tinuous medium). In the case of rigid chains, commuta-
tion of bonds takes place over the entire layer. In the
case of elastic systems, however, the commutation of
bonds can be strongly localized, and then a transition
through the extremal state again results in a stable, but
excited state whose energy is associated with bound-
aries.

It would be interesting to consider a microdeforma-
tion in alayer with a critical shear u = Ttor atwinning
shear u = 21 a the boundaries, the shear between
boundaries being smaller (Fig. 2). The boundaries are
conditional, since beyond them we have the same lat-
tice separated (see below) into layers of the same thick-
ness with the same microdeformation pattern in them.
The thickness of the layersis not quite arbitrary, but is
determined by the conditions of stability of a large
shear.

We begin to study these effects from an analysis of
the exact two-dimensional solution u of equation (2),
which satisfies the boundary conditions of twinning

No. 6 2000



MICROSCALE DEFORMATIONS IN A TWO-DIMENSIONAL LATTICE

nonuniform(!) shear with commutation of bonds
(Fig. 2a), i.e.,

u(o,y) = 0, u(lnH,y) = 2mn|, n = 1,2, ... .(5)

We will also construct the solution u_ satisfying the
critical shear conditions (Fig. 2b)

u_(0,y) = -,
u(InlH,y) = (2In|=1)Tt, n =12, ....

In the latter case, we are speaking of the mutual
shear of neighboring chains at the boundaries x = 0 and
H (for n=1) by 11, i.e., half the period of theinitia lat-
tice in both directions. Leaving aside the case of large
n, we note that the boundary atoms reach the peaks of
the microscopic relief under the critical shear, whilein
the bulk of thelayer (of thickness H) these shear strains
are naturally smaller. Such a deformation can be right-
fully referred to as purely elastic. Wewill prove that the
corresponding limiting state of the lattice can be stable
when deformations experience periodic modulationsin
the plane of the layer.

In the case of the first type of boundary conditions,
we are dealing (for n = 1) with arigid mutual shear of
neighboring chains at the boundary x = +H and —H by
an atomic spacing (to the left and to the right also).
Note that, in contrast to the previous case, the mutual
shear of chains at x = 0 is absent: the atoms are at the
initial valleys of the microrelief and get into neighbor-
ing wells at the boundaries. The level x = 0 could be
taken as the boundary with the “sticking” condition.
Such a supercritical (elastoplastic) shear can be stable
under specia conditions and in a configuration homo-
geneous in the plane of the layer.

Clearly, the conditions of the first type take into
account the effect of commutation of atomic bonds at
the boundary of alayer of thickness 2H, accompanied
by the formation of atopological defect of the dlip line
type. In a large volume, however, the system of dlip
lines (for n = 1) generates a plastic shear of the entire
volume according to a dislocation-free twinning mech-
anism, which naturally presumes a softness of the lat-
tice. The dlip of pairs of chains (involving the nearest
neighbors of atoms) takes place not only at the above
boundaries, but also in the bulk of the layer at acertain
distance, i.e., asort of plastic boundary regions (which
will be considered at alater stage) are formed.

One can rightfully expect that these effects emerge
under certain threshold conditions. In order to verify
this, we must construct the corresponding solutions.
These solutions are stable if we assume periodic
boundary conditions along the y axis with a certain
period 2B (see below). In order to construct exact solu-
tions of equation (2), we will use the Lamb method of
separation of variablesfor the sine-Helmholtz equation
[2], according to which the solution is sought in the
form

tan(u/4) = Q./Q,,

(6)

Q. = Q(x), Q. = Q(y). (V)
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Fig. 2. Arrangement of chainsunder nonuniform elastoplas-
tic (a) and elastic microscopic shear (b) at the boundary x =
0 (1), x=H (2), and near the inner boundary between the
elastic and plastic regions (3). In the | atter case, the change
of nearest neighbors can be seen.

Using this representation, we can divide the initial
equation into two ordinary nonlinear differential equa-
tionsin the partial functions Q; and Q,:

(0Q,/0x)* = a*(Qf + B))(QI + Cy),

(0Q,/9y)* = a*(Q5—B,)(C,—Q3).

In the origina work by Lamb [2], the right-hand
sides of these equations contain three arbitrary integra-
tion constants which are selected beforehand to satisfy
theinitial equation. Itisexpedient to write, aswas done
for thefirst timein [3], the binomials on the right-hand
sideintermsof five constants(a, B,, B,, C;, and C,) and
obtain [(by substituting (8) into (2)] the explicit form of
two auxiliary relations connecting these constants:

Blcl = BZC21 a2(81 + Cl) —a2(52 + C2) = 1. (9)

Equations (8) can be solved in elliptical functions.
The introduction of excess integration constants at the
intermediate stage provides wider opportunities for
choosing the required elliptical functions matching the
preset boundary conditions. This choice is verified by
using relations (9) that turn out to be the conditions for
the existence of a solution.

The procedure of constructing the solution we are
interested inisdescribed in detail in [4, 5]. The solution
has the form of the two-periodic function

tan(u/4) = +tanh(q;x)dn(q,y)/Acn(q.y),

(8)

(10)
A? = vzlﬁ/l—vi.
Here, g, and g, are spatia dliptic frequencies
g, = Ky/H, g, = K,/B. (11)

H and B are half-periods of the dliptic tangent tn,
cosine cn, and the Jacobi delta function dn, respec-
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tively, and K; and K, are complete elliptic integrals of
the first kind, depending in the known way on their
arguments, viz., moduli v, and v, [6]. The latter are
defined on the interval from 0 and 1. The following
asymptotic forms hold [6]:

K—s, tanh—sinh, dn—1/cosh, v—=1,

K— 12, tanh — tan, (12

dn’— (1-v%sn’), v— 0

Among other things, these relations indicate that the
moduli v, and v,, aswell asK; and K, definethe “ extent
of dlipticity” of the corresponding functions and the
degree of their localization along relevant axes, and
hence the gradients of displacements. The latter can, in
principle, be indefinitely large for the bounded periods
2H and 2B or spatial frequencies of the displacement
fields. In this case, soliton-like regions of localized
deformations are formed.

Using (12), we can easily verify that solution (10)
actually satisfies the boundary conditions (6) for all
integral n, i.e., it generally existsinthe entire plane, and
the boundary shift increases linearly with the boundary
number n. The boundary conditions (5) are satisfied by
solution (4) which will be considered in detail later. It
should be noted from the very start that the function u,
in (4) is defined by the same formula (10), but with dif-
ferent values of A. Both solutions are periodic along the
y axis (with a period 2B) in view of the periodicity of
the function dn. Since the latter function is positive
(except in the limiting case of v = 1), all the cross sec-
tions of the layer are characterized by a complex dis-
placement profile. Expression (10) is obviously a peri-
odic solution along the x axis aso with a period 2H.
The obtained solution shows that a translational order
realized in the form of a domain superstructure is al'so
possiblein adeformed state, in which the critical shear
conditions are observed at certain lines.

At the same time, a continuous increase in a mutual
shear of chainsfrom zero at x = 0 to 2 at the boundary
x = H takes place, in accordance with (5), within each
unit cell of the superstructure (5), (10). In Fig. 2a, these
levels are marked by 1 and 2. Consequently, an inter-
mediate value equal to Tt corresponding to the emer-
gence of an atom at the top of the barrier is attained
somewhere between these levels (level 3 in the same
figure). Thelarger value of the shear strain corresponds
to the plastic dip, viz., commutation of bonds and a
change in the short-range order. Consequently, aregion
of elastic shear emerges near the center of each layer of
thickness 2H, while two plastic boundary layers are
formed near the boundaries. Note that the inner inter-
face between the elastic and plastic regionsis not recti-
linear as shown in Fig. 2afor the sake of simplicity. In
actual practice, it oscillates with aperiod 2B. The equa-
tion for theinternal interfaceis given by (10) foru =T,
when itsright-hand side is equal to unity.
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Continuing the analysis of the elastoplastic configu-
ration (10), (5), let us consider the criteriafor its exist-
ence. First of al, consider the fact that solution (10) sat-
isfying the boundary conditions contains two arbitrary
integration constantsv, and v,. In principle, they can be
determined from relations (9), which should be referred
to as dispersion relations since they impose constraints
on the spatial frequencies g, and q,. The latter can be
expressed in terms of the above constants as follows:

(2-vi)kqi — (1 +Vy)k,gs—p = O, (13)

ki = Ak, (14)

Thefirst relation is a prototype of equation (2) itself
and can be obtained by substituting solution (10) into it.
The second term here corresponds to gradients of dis-
placements along the layer, which are responsible for a
nonuniform extension of the chains. It issignificant that
this term is negative in contrast to the first term. This
means that a competition of corresponding forces
establishing equilibrium takes place. Transverse gradi-
ents generate forces directed oppositely to the struc-
tural forces maintaining the order, while longitudinal
extensions (compressions) of chains are acting in the
same direction as the structural forces. Even the sign
distribution in (13) indicates that the necessary condi-
tion for the fulfillment of this relation (the emergence
of stable deformations) requires that the transverse
shear gradients dominate over the longitudinal exten-
sion (compression).

The relation between these forces is given by the
second dispersion relation (14) in terms of the parame-
ter A which was defined initially in (10). Equation (14)
attaches to it the simple meaning of the ratio of the
characteristic energies of microscopic shear and micro-
scopic extension. It plays a decisive role in the prob-
lems of stability of these deformations. The critical
value of this parameter can be refined after the elemen-
tary transformation of (13) and (14) into the following
two conditions:

p=0.

S= AP, = P,. (15)

where
S = (A*—1)(1-Vi/Ad). (16)

In relation (15), we have introduced the quantities
P, and P, defined as
P, = p/kzqg-

P, = p/kl(ﬁa (17)

In fact, conditions (15) separate the dispersion rela-
tionsrelative to spatial eliptic frequencies g, and g,. In
the nonlinear theory, the frequencies are expressed not
only in terms of materia constants, but are also func-
tions of the parameter A.

In connection with new quantities (effective relative
potentials) introduced into (17), note that they have the
meaning of certain collective characteristics of interac-

No. 6 2000



MICROSCALE DEFORMATIONS IN A TWO-DIMENSIONAL LATTICE

tion between not individual atoms, but segments of
chains of length 2B and 2H in the superstructure. Like
the lattice potential p of an undeformed structure, these
guantities are positive, which is equivalent to the stabil-
ity of the superlattice. This, however, requires the ful-
fillment of theinequality A= 1 for which S= 0, and the
dispersion relation in the form (15), i.e., the conditions
for the existence of the solution, are satisfied. As men-
tioned above, the values of A smaller than unity, for
which longitudinal gradients prevail, correspond to an
unstabl e | attice configuration and negative values of the
effective barriers P,and P,. The latter is equivalent to
the fulfillment of the condition (4) of mutual shear of
the chains by half the period of the undeformed lattice.

It will be proved below that a stable solution, but
with new boundary conditions, can be constructed for
values of the parameter A < 1 also; atransition to such
a solution occurs at the point A = 1. For this reason, it
would be interesting to consider the point A = 1 of the
structural phase transition from a different point of
view. It follows from (15) that this point also corre-
sponds to the vanishing of the potentia barrier, p = 0,
say, due to temperature. In this case, structural forces
vanish, and hence the trandational order also disap-
pears as aresult of theloss of stability of the sublattices
to shear. The model degenerates into two independent
structureless continuums connected only through the
boundary conditions. Indeed, in this case both fiel ds (of
micro- and macrodisplacements) obey the same equa
tionsinthe classical theory of easticity. Obvioudly, the
condition S= 0 or A = 1 corresponds to the branching
point of equation (2), and the quantity A has the mean-
ing of the bifurcation parameter.

In fact, there is no need to modify the model itself
upon an increase in the temperature of the body, which
nullifiesthe barrier height p. In our case, asimilar effect
can be obtained due to the microstrain gradients, which
also violate the trandlational order. True, the point S=0
can be approached in this case only asymptotically by
making the potential barriers P, and P, defined in (17)
tend to zero. The role of the lattice potentia is sup-
pressed due to increasing strain gradients, so that the
roles of transverse shear and longitudinal extension
(compression) might interchange. As in the case when
p=0,thesignisreversed a S, i.e., in the gradient part
of the equation dueto atransition of the value of param-
eter A through unity. Naturally, the structural transition
has another meaning: the stability of the deformed sub-
lattices (superstructure) to the shear is lost, and a con-
siderable rearrangement of a distorted trandlational
order of the deformed configuration occurs. Conse-
guently, the effective potentials, which are relative
guantities, can be regarded as parameters of the dis-
torted tranglational order in the deformed crystal.

A superstructure (and hence, a new trandational
order) appears again for A < 1, when a new stable
microscopic field u_ is formed in accordance with (4).
Let us refine the explicit form of the field u, in (4). It
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satisfiesthe equation in [2] which differsfrom (2) inthe
sign of the nonlinear term, which corresponds to the
maximum of the functional (1). This unstable solution
U, is aso defined by formula (10), but with A< 1. As
before, it satisfiesthe boundary conditions (5). The new
stable solution u_ is defined by the first formulain (4)
and obviously satisfies the boundary conditions (6) (see
Fig. 2b). Therefore, in the case of microdeformations,
we are dealing with atransition in the boundary condi-
tions. An analogy is observed with the bifurcation point
for large oscillations of a pendulum: in the upper posi-
tion of an unstable equilibrium, the pendulum can
move backwards or continue the motion in the same
direction.

In contrast to (5), the new boundary conditions rule
out plastic boundary regions, which isin accord with a
reduced role of transverse shear for A < 1. In the new
superlattice, there is no need for plastic accumulation
of energy and commutation of bonds. The energy is
redistributed in favor of the longitudinal deformation of
the chains.

It should also be noted that such purely elastic dis-
placements occur in alayer with half the thickness and
with much smaller longitudinal periods 2B.

Thus, the regions of purely elastic (A < 1) and elas-
toplastic (A = 1) deformations are separated by the
bifurcation point A = 1, at which the transition is
accompanied by adlip at theinterface by half the period
of theinitial lattice.

In each of these regions, additional constrains are
imposed. These constraints also follow from dispersion
relations. In order to find them, one must €iminate the
integration constantsv, and v, from equations (13) and
(14). Having determined these constants from (13) and
(14) in terms of H and B, we obtain A as a function of
the same quantities. It is more convenient to describe
the relation between three quantities A, B, and H by a
family of curves representing the dependence of H on
B for various values of the bifurcation parameter A
(Figs. 3and 4).

Let us first consider the range of values A = 1 in
which the solution if defined by (5) and (10). Each
value of the parameter A corresponds to a curve in the
plane (H, B) (see Fig. 3). It is close to a hyperbole with
asymptotes

H=H, H<o, H,=I1,(1-1/A)K,, (18)
B>B, Bs<w, B, = (W2)l,JA°-1. (19)

Here, K;; is the value of the function K;(v,) at the

point v, = A/(1- 1/A4) . These inequalities define the
limiting values of the parameters of domains or unit
cells of the superstructure. It can be easily seen that a
uniform shear in the plane of the layer, for which
(1/B) — 0, isinprinciple possible, but under the strin-
gent condition H = H;, which correspondsto an average
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Fig. 3. Curves illustrating the existence of a stable lattice
configuration for A> 1. Curve 1 correspondstoA=1.1, 2to
A=2,3t0A=54toH=H;and5t0 B=B..

deformation equal to b/H;. However, for other thickness
and strain values, a uniform shear is ruled out and is
accompanied by modulations with periods 2B.

Note that the magnitude of the threshold is deter-
mined by the coherence lengths |, and |,, with coeffi-
cients depending on A. These coefficients effectively
lead to a reduction of coherence lengths.

It follows from (18) and (19) that the solution with
commutation of bonds at the boundaries, i.e., elasto-
plastic shear, ispossible only inthick layersand in long
unit cells. Otherwise, too large gradients of micro-
scopic shear straons incompatible with a trandational
order appear in alayer.

This can be seen clearly if we present (18) and (19)
in the form of energy relations with the coherence
length defined by (3). This gives adifferent form of the
conditions for the existence of an elastoplastic two-
periodic field of microdisplacements or the condition
for the emergence of a superstructure in the case of a
dlip of the chains:

>k, (K1, /H)A(1=1/A%,
p 1(2121 ) ( )2 (20)
(1-1/A%)° <P, < (1-1/AY),

p =k, TP (A*—1)/4B%, -
(A2-1)*/A2< P, < (A2-1).

The first inequalities in (20) and (21) obviously
indicate that a superstructure with dlipping chains
requires to maintain considerable structural potential
barriers and bounded gradients violating the transla-
tional order inthelattice. If theformer aretoo small and
the latter too large, the conditions for the existence of
the lattice are not satisfied. In this case, a disordered
deformed structure is obviously formed, i.e., an order—
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Fig. 4. Curves describing stable configurations for A < 1.
Curve 1 correspondstoA=0.9,2to A=0.99, 3to A=0.999,
4toH=H,5toB=B and 6to B=B;.

disorder transition takes place, indicating that an amor-
phous-type structure can be formed under the action of
large strain gradients (for low collective barriers). This
problem cannot be solved completely in the framework
of the given theory.

The second inequalities in (20) and (21) demon-
strate the universal nature of limitsfor effective barriers
determined only by the bifurcation parameter A. They
vanish at the point of the boundary bifurcation.

Let us consider again the region A < 1, in which a
stable configuration is defined by formulas (4) and (6),
wherethefield u, (aswell asu.) isdefined by relations
(5) and (10), but for A< 1. It should be recalled that we
are dealing herewith apurely elastic microdeformation
under the conditions of maximum possible shear at the
boundaries. These boundaries are marked by 1and 2 in
Fig. 2b. The middle level at which microscopic dis-
placements are equal to zero is marked by 4. Thislevel
in fact oscillates, which is not reflected on the sche-
matic diagram.

In the given case (Fig. 4), each curve on the same
plane (HB) for a given value of A has only one asymp-
tote B = B; and arrives at the final point H., B, without
reaching the origin, so that

H=H, Hs<w, B,<B<B,. (22)

The values of these limits are as follows:
H. = m,(1- A)/2A%, (23)
B. = I,(1=A)K,, B, = myW/1-A%2. (24)

Here K,, is the value of the function K,(v,) at the
point v, = A2,

Comparing the scales on the coordinate axes in
Figs. 3 and 4, we see that the unit cells of the super-
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structure have become much smaller. Besides, as
before, not all values of the parameters H and B are
admissible because inequalities (21) and (22) impose
obvious limitations.

However, in contrast to elastoplastic deformations,
the entire region of largelongitudinal scales B of super-
structures, and hence a uniform shear, is eliminated
completely. Indeed, the value of B does not exceed the
coherence length with a factor depending on A, which
may prove to be quite small for A—— 1. The energy of
uniform shear istoo high and is transferred to longitu-
dinal deformationsto maintain stability. In the previous
case, plastic deformation absorb the excess of eastic
energy of uniform shear (true, under stringent limita-
tionsimposed on the layer thickness).

Thus, in small regions, only elastic distortions of
tranglational order are possible. However, for a size of
the unit cell of the superlattice smaller than the admis-
sible values of H; and B, we go beyond the region of
existence of asolution, and asmall-scale superstructure
becomes impossible.

Inequalities (21) and (22) can be written in terms of
the energy parameters as follows:

p =k, (TU2H)(1 - A%)°IAZ, 5)
(1- A /A< P, < (LA -1),

(Ttk,/2B2) (1 — A?) = p = (k,/ B (1 - A2)°K2,, 25)
(1-AY <P, <(1-Ad).

A considerable difference from the case of elasto-
plastic deformations is that the potential barrier is
bounded not only from below, but also from above. In
order to clarify this, we consider again the dispersion
relation (13). A transition to the purely elastic case is
formally reflected in the fact that the sum of the first
two (gradient) terms has reversed its sign, which indi-
cates a transition to a region in which parameter A
becomes smaller than unity. In this case, however, lon-
gitudinal gradients must dominate, and domains cannot
be too short (at the very least they must be much longer
than atomic spacing). For thisreason, too high potential
barriers of the lattice cannot be overcome under such
conditions. Therefore, a purely elastic critical shear
emerges at the point of bifurcations of the values of p
and B or gradients in accordance with (26).

As mentioned above, purely eastic, but large
microstrains and their gradients are possible without a
plastic unloading in the presence of another mechanism
of unloading. It isrealized owing to compensating (sta-
bilizing) forces generated by microstrain gradients
along alayer. As amatter of fact, extending (compress-
ing) chains along the layer preventsthe fall of particles
to potential wells, since this would cause an extra
extension (compression). In other words, the structures
of adjacent chains become incompatible. As a resullt,
instead of plastic deformations, high longitudina gra-
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dients are generated, which absorb the excess energy of
shear deformation. Such a redistribution of energy
between microdeformation modes is realized in the
small-scale (in the plane of the layer) modulated struc-
ture which is formed for A < 1. The nonconformity of
the structure of adjacent chainsis advantageous for sta-
bility only to a certain extent. If the chain length 2B is
large, the energy of transverse shear is compensated
insufficiently to ensure stability. For this reason, the
length of purely elastic structure are limited in accor-
dance with (22).

Thus, the nonlinear theory of microdeformationsin
atwo-dimensional lattice, which is based on the exact
solutions of the nonlinear sine-Helmholtz balance
equation, predicts instability of a large nonuniform
shear. It also makes it possible to take into account the
effect of large gradients of microstains on the long-
range tranglational order of the lattice in two cases of
critical and twinning (supercritical) shear at the bound-
aries. In the latter case, the chains dip over a distance
exceeding half the lattice period, which indicates the
commutation of bonds and a change in the short-range
order in the atomic arrangement. A two-dimensional
superstructure with large periods is formed in the infi-
nitely large space, i.e., the long-range trandlational
order decreases. Two stable states of the microscopic
field (critical and supercritical shear) separated by a
bifurcation transition involving the commutation of
atomic bonds, can form in domains or unit cells. The
criteria for the existence of stable states limiting the
values of strain gradientsrelative to the height of poten-
tial barriers of the initial undeformed structure of the
lattice are formulated. The order parameters, viz.,
effective potential barriers vanishing asymptotically at
the bifurcation point are established; thisis interpreted
asacomplete loss of the long-range translational order.
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Abstr act—The el ectron-stimul ated desorption of Li* ionsfrom lithium layers adsorbed on the tantalum surface
coated with asilicon film has been investigated. The measurements are performed using a static magnetic mass
spectrometer equipped with an el ectric field-retarding energy analyzer. The threshold of the el ectron-stimul ated
desorption of lithium ions is close to the ionization energy of the Li 1s level. The secondary thresholds are
observed at energies of about 130 and 150 eV. The threshold at an energy of 130 €V is approximately 30 eV
higher than the ionization energy of the Si 2p level and can be associated with the doubleionization. The thresh-
old at 150 eV can be caused by theionization of the Si 2slevdl. It isdemonstrated that theyield of Li* ions does
not correlate with the silicon amount in near-the-surface region of the tantalum ribbon and drastically increases
at high annealing temperatures. The dependence of the current of Li* desorption on the lithium concentration
upon annealing of the tantalum ribbon at T > 1800 K exhibits two maxima. The ions desorbed by electronswith
energies higher than 130 and 150 eV make the largest contribution to the current of lithiumions after the anneal -
ing. Theyield of lithium ions upon ionization of the Li 1slevel at an energy of 55 €V is considerably lesser, but
it isobserved at higher concentrations of deposited lithium. The results obtained can beinterpreted in the frame-
work of the Auger-stimulated desorption model with allowance made for relaxation of the local surface field.

© 2000 MAIK “ Nauka/Interperiodica” .

1. INTRODUCTION

Refractory metal—silicon junctions can be used in
fabrication of high-temperature ohmic and rectifying
contacts in high-temperature solid-state electronics [1].
However, the properties and mechanisms of formation
of thesejunctions are still not clearly understood. Espe-
cially little is known about the kinetics of formation of
refractory metal silicides upon silicon deposition [2-4].
Earlier [5], we employed the Auger electron spectros-
copy to investigate the interaction between silicon and
textured tantalum ribbons with the surface predomi-
nantly formed by the (100) face and revealed a number
of sequential structural phase transitions. It was found
that the kinetics of these transitions depends on the sub-
strate temperature and amount of silicon deposited onto
the surface. However, the Auger spectroscopy, like any
electron spectroscopic technique, permits measure-
ments of the concentration of elements contained in a
substrate within the escape depth of electrons with a
given energy whose minimum value is equal to severa
lattice constants [6].

For this reason, in the present work, we employed
the electron-stimul ated desorption techniquein order to
examine the processes occurring on the tantalum sur-
face upon silicon adsorption. This method makesit pos-
sible to judge changes observed in the concentration
and the state of silicon in the uppermost layer of the
substrate from the data on desorption of alkali metal

ions preliminarily adsorbed on the surface. Among al
akali metas, lithium is the most convenient for this
purpose. Upon electron-stimulated desorption from sil-
icon, lithium is eliminated only in the form of positive
ions whose yield is sufficiently large and depends on
the state of the silicon film [7].

2. EXPERIMENTAL TECHNIQUE

The measuring procedure and an experimental setup
were described in detail earlier in [8]. Here, we only
briefly recall the main parts of instruments and the fea-
tures of their use. The measurements were carried out
in an ultrahigh vacuum chamber at aresidual gas pres-
sure of 5 x 107 Pa. The ionic currents were measured
using a static magnetic mass spectrometer equipped
with an electric field-retarding energy analyzer. Tex-
tured tantalum ribbons (40 x 1.5 x 0.01 mm in size)
with the surface predominantly formed by the (100)
face served as samples. In order to provide the required
orientation, the tantalum ribbon was heated by an alter-
nating current at atemperature of 2400 K for 10 h. After
this heating, the thermoionic work function turned out
to be equa to the work function (4.2 €V) measured
from theionic current of surface ionization, which indi-
cated an emission homogeneity of the surface.

The ribbon was cleaned from carbon by annealing
in an oxygen atmosphere at a pressure of 1 x 10 Paat

1063-7834/00/4206-1154%$20.00 © 2000 MAIK “Nauka/Interperiodica’
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T=1900K for 3 h. After the evacuation of oxygen from
the chamber, the finish cleaning of the ribbon from
adsorbed gases was achieved by its heatingupto T >
1600 K for 5 s. Silicon was evaporated onto the sample
from a small silicon bar with an antimony concentra-
tion of 5 x 10*® cm™). The bar 30 x 1 x 1 mm in size
was mounted pardlel to the sample and then was
heated by an electric current. The concentration of
deposited silicon was determined from the evaporation
time at a constant flux. Theintensity of silicon flux was
measured with a quartz balance [9]. The deposition of
asilicon monolayer led to an increase in the work func-
tion up to 4.7 eV, which was measured by the method
of contact potential difference with respect to a tung-
sten filament. The deposition of silicon was accompa-
nied by the release of fluorine, which was most likely a
technological impurity. To reduce the contamination of
tantalum by fluorine, the ribbon was treated with an
electron current of ~1 mA at an electron energy of
200 eV. Lithium was deposited from an evaporator
filled with amixture of Li,CO,;, CaO, and an aluminum
powder. The evaporator was heated through passage of
electric current. The concentration of deposited lithium
was determined from the deposition time at a constant
flux. The intensity of lithium flux was measured from
the total current of surface ionization on the tantalum
ribbon. The surface ionization coefficient of lithium
was calculated on the basis of the measured work func-
tion for the tantalum surface and temperature. Thelith-
ium concentration on the surface during the deposition
was checked against the change in the work function
measured by the contact potential difference technique.

q*, I+, arb. units
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Fig. 1. Dependences of (1, 2) the current of Li* ions upon
eectron-stimulated desorption from the Ta—Si surface at
different energies of bombarding electronsand (3) theinten-
sity of Auger signal on thetemperature of annealing the sur-
face. Energy of bombarding electrons Ej, (€V): (1) 194 and

() 70.
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3. RESULTS

Figure 1 demonstrates the dependences of the yield
of lithium ions on the temperature of annealing the film
for two electron energies. The annealing time at each
temperature was equal to 3 min. It is seen that theyield
of Li* ions increases with an increase in the electron
energy and nonmonotonically changeswith an increase
in the annealing temperature of the silicon film. Curve 3
in Fig. 1 represents the dependence of the intensity of
the silicon Auger signal (92 eV) on the temperature of
annealing the silicon film deposited onto the tantalum
substrate at T =300 K [5]. Asfollows from comparison
of the dependences, no correlation is observed between
the intensity of the silicon Auger signal and theyield of
Li* ions upon electron-stimulated desorption. The
intensity of the silicon Auger signa gradually
decreases with an increase in the annealing tempera-
ture, whereas the yield of Li* ionsincreasesin the tem-
perature range T = 700-1200 K, passes through a max-
imumat T=1200K, againincreasesat T > 1600 K, and
reaches a saturation at T > 2100 K. Since the intensity
of the silicon Auger signal is proportional to the silicon
concentration in near-the-surface region, the absence of
correlation between the intensity of the Auger signal
and the yield of lithium ions implies that the annealing
brings about a change in the cross-section of the elec-
tron-stimulated desorption of Li* ions.

Thedistribution of silicon in near-the-surface region
of the tantalum ribbon depends on the amount of silicon
initially deposited onto the surface. The dependences of
the yield of Li* ions upon electron-stimulated desorp-
tion on the temperature of annealing the tantalum rib-
bon with different amounts of silicon deposited onto
the surface are depicted in Fig. 2. It can be seen that the

I} 7+, arb. units
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Fig. 2. Dependences of the current of Li* ions upon elec-
tron-stimulated desorption from the Ta-Si surface on the
temperature of preliminary annealing of the surface at dif-
ferent silicon coverages © (ML): (1) 0.2, (2) 1, and (3) 6.
(ML = monolayer).
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Fig. 3. Dependence of the yield of Li* ions upon electron-
stimulated desorption from the Ta—Si surface annealed at
T = 2500 K on the concentration of lithium deposited onto

the surface. Intensity of lithium flux is 11.6 x 1013 cm™2 s ™.

yield of lithium ions considerably changesin the range
of annealing temperatures T = 300—1500 K only in the
case when the concentration of deposited siliconisless
than a monolayer. At T > 1500 K, a further increase in
the temperature leads to an increase in the yield of lith-
ium ions up to a saturation, irrespective of the concen-
tration of deposited silicon. This observation provides
support for the inference that a silicon monolayer isthe
stable coating and persists upon formation of silicides
inthe bulk [5]. Figure 3 displays the dependence of the
yield of Li* ions on the concentration of lithium depos-
ited at T = 300 K onto tantalum preliminarily coated
with silicon and annealed at T = 2000 K for 120 s. The
dependence exhibits two peaks. The height of these
peaks depends on the temperature and duration of the
preliminary annealing of the tantalum ribbon, the dep-
osition temperature, and the intensity of lithium flux.
Hereafter, the peak at short times of the lithium deposi-
tion corresponds to the 3, phase of lithium upon el ec-
tron-stimulated desorption, and the peak at long times
of the lithium deposition is attributed to the 3, phase of
lithium.

The dependences of the maximum yield of Li* ions
in the 3; phase on the time of preliminary annealing of
the tantalum ribbon at different temperatures prior to
the deposition of lithium at T = 300 K are displayed in
Fig. 4. As the annealing temperature increases, the
maximum yield of lithium ions in the 3, phase drasti-
caly increases and reaches a saturation. A further
increase in the annealing temperature leads to an
increase in the current of lithium ions at the saturation.
The yield of Li* ions in the 3, phase only dlightly
depends on the temperature and the duration of anneal-
ing. A decrease in the intensity of lithium flux causes
theyield of lithium ionsto increase in the 3, phase and
to decreasein the 3, phase. It is seen from Fig. 5 that an
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Fig. 4. Dependences of the maximum yield of Li* ionsin
the 3; phase upon electron-stimulated desorption on the

timeof annealing the Ta—Si surface at different temperatures
(K): (1) 1800, (2) 1950, and (3) 2400.

increase in the temperature of lithium adsorption pro-
duces the same effect on the yield of lithium ions in
both phases. As the temperature of lithium adsorption
increases, the yield of lithium ions in the B; phase
increases and reaches a saturation, whereas their yield
in the 3, phase tends to zero. The appearance of two
maxima in the dependence of the yield of Li* ions on
the concentration of adsorbed lithium is accompanied
by changes in the dependence of the yield of Li* ions
on the bombarding electron energy. This is illustrated
by the curves shown in Fig. 6 for two lithium concen-
trations in the 3; and 3, phases. The threshold of the

desorption of Li* ionsisequal to approximately 55 eV,
irrespective of the concentration of deposited lithium.
Within the limits of experimental error and with allow-
ance made for the contact potential difference between
an electron emitter and the tantalum ribbon, this value
is close to the ionization energy of the Li 1s core level
[6]. As the concentration of deposited lithium
increases, the yield of Li* ions at the bombarding elec-
tron energy E, = 100 eV passes through a maximum at
a lithium concentration of about 1.2 x 10 cm™
(Fig. 7). The lithium ions at electron energies above
133 eV make the main contribution to the current of Li*
ionsin the 3, phase. The feature at an energy of 133 eV
was earlier observed upon electron-stimulated desorp-
tion of Li* ions from tungsten coated with a silicon
film. Thisfeature was interpreted as aresult of the dou-
bleionization of silicon due to the “detachment” of the
valence electron [10]. In this energy range, the depen-
dence of the yield of lithium ions takes the form of a
sharp peak, which indicates the resonance character of
the bond breaking (Fig. 6). The threshold at an ioniza-
tion energy of 150 eV corresponds to the ionization of
the Si 1slevel [6].
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The yield of Li* ions at bombarding electron ener-
giesabove 133 eV reachesamaximum at alithium con-
centration of 2.2 x 10" cm™, which is considerably
higher than the lithium concentration corresponding to
the maximum yield of Li* ions near the threshold of the
onset in the desorption of Li* ions. The current of lith-
ium ions in the B, phase is associated with the excita-
tion of lithium near the threshold of the onset in the
electron-stimulated desorption. Since the experiments
on silicon evaporation, annealing of the deposited film,
cooling of the sample down to T = 300 K, and lithium
deposition require the sufficiently long time, even at a
residual gas pressure below 10Pa, the possibility of
contaminating the tantalum ribbon by residual gases
cannot be ruled out. Among the residual gases, particu-
lar attention should be given to carbon oxide, which
possesses alarge sticking coefficient and dissociates on
the tantalum surface [11]. In this respect, we measured
the yield of Li* ions upon electron-stimulated desorp-
tion after the preliminary adsorption of hydrogen, oxy-
gen, and carbon. The adsorption of hydrogen virtually
does not affect the yield of Li* ions, and the current of
H* ions upon electron-stimulated desorption tends to
zero already at T ~ 1200 K. The adsorption of oxygen
decreases the yield of Li* ions by almost an order of
magnitude, but shifts the threshold of the desorption of
lithiumionsto 25 eV, which can be readily observed in
the experiments. The adsorption of carbon even in
small amounts substantially reduces the yield of lith-
ium ions but leaves the threshold of the desorption of
Li* ions unchanged. The adsorption of carbon oxide
also leads to a decrease in theyield of Li* ions.

4. DISCUSSION

The mgjority of the results obtained for the electron-
stimulated desorption of Li* ions can be interpreted in
the framework of the model according to which the
excitation of the adsorption bond beginswith the Auger
decay of core holesin silicon or lithium. Note that, in
the case when ions move away from the surface, it is
necessary to take into consideration the relaxation of
the local surface field. Within this model, the desorp-
tion of Li* ions is caused by the Coulomb repulsion
from Si* or Si%* ions formed on the ribbon surface due
to the intraatomic and interatomic Auger processes.
During the desorption of lithium ions from the surface,
the silicon ions regain their original charge at the
expense of substrate electrons, and the Li* ions occur in
the field of image forces. When the kinetic energy
acquired by the Li* ions prior to relaxation of the
charge on silicon ions becomes higher than the poten-
tial energy of the image forces, the lithium ions leave
the surface; otherwise, they revert to the adsorbed state.

A silicon monolayer adsorbed on the Ta(100) face
increases the work function by 0.3 eV, and, hence, the
silicon atoms acquire the negative charge at this sur-
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Fig. 5. Dependences of the maximum yield of Li* ionsin
(2) B1 and (2) B, phases on the temperature of lithium
adsorption on the Ta—Si surface.
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Fig. 6. Dependences of the current of Li* ions upon elec-
tron-stimulated desorption from the Ta-Si surface on the
bombarding electron energy for different lithium concentra-

tions at the surface: (1) 0.5 x 10% and (2) 2.2 x 10* cm 2.

face. On the other hand, the lithium adsorption
decreases the work function of tantalum coated with
silicon, and, correspondingly, the lithium atoms adsorb
in the form of positiveions. The absence of correlation
between the intensity of the silicon Auger signal and
the current of Li* ions upon el ectron-stimul ated desorp-
tion after the annealing of the tantalum ribbon (Fig. 1)
suggests that changes in the silicon concentration in
near-the-surface tantalum layer cannot be primarily
responsible for the yield of lithium ions upon electron-
stimulated desorption. Actually, at T > 700 K, the sili-
con concentration in near-the-surface layer decreases,
whereas the yield of Li* ionsincreases, which islikely
dueto the formation of the TaSi, silicidein thistemper-
ature range. The electric resistivity of TaSi, is higher
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Fig. 7. Dependences of the normalized yield of Li* ionson
the lithium concentration at the surface for different ener-
gies of bombarding electrons (eV): (1) 190 and (2) 100.

than that of amorphous silicon films, and, correspond-
ingly, the cross-section of the electron-stimul ated des-
orption of lithium ions increases owing to an increase
in the relaxation time of the charge on positive ions of
silicon. A decrease in theyield of Li* ionsat T > 1200
K agreeswell with both the onset of the thermal decom-
position of the TaSi, silicide and the formation of the
TasSi; silicide whose electric conductivity should be
higher than the conductivity of TaSi,. Finally, at T >
1600 K, the formation of the Ta,Si silicide is com-
pleted, and its decomposition proceeds at T > 1800 K,
which is attended by the diffusion of silicon into the
bulk of tantalum and the desorption [5]. It seemslikely
that, at such high temperatures, the silicon atoms can
occupy honequilibrium sites, which are retained upon
rapid cooling of the substrate down to T = 300 K. Lith-
ium adsorbed on these atoms possesses a high yield of
ions upon electron-stimulated desorption. Note that the
concentration of these silicon atoms is relatively low,
because they cannot be detected by the Auger electron
spectroscopy. As a result of this process, the tantalum
surface becomes inhomogeneous in the work function.
This is evidenced by the difference of about 0.6 eV
between the thermoionic work function and the work
function and also by the appearance of two peaksin the
dependence of theyield of Li* ions upon electron-stim-
ulated desorption on the concentration of deposited
lithium (Fig. 3). A decrease in the flux of lithium atoms
and an increase in the temperature of the ribbon upon
lithium adsorption lead to the fact that al lithium atoms
arrived at the surface have managed to find their way to
the sites characterized by the highest binding energy,
from which the electron-stimulated desorption of Li*
ionsin the 3, phase likely occurs.

Of particular interest is the fact that the yield of Li*
ions upon electron-stimulated desorption near the
threshold of the onset in the desorption (~55 eV) and
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above additional thresholds (133 and 150 €V) reaches a
maximum at different concentrations of deposited lith-
ium (Fig. 7). Theyield of Li* ions near a threshold of
55 eV reaches amaximum at alithium concentration of
1.2 x 10 cm2, whereas the maximumyield of Li* ions
above additional thresholds is observed at a lithium
concentration of 2.2 x 10* cm. These findings can be
accounted for by the specificity of the Li* motion in
these cases. Intheformer case, the Li%* ion formed after
the ionization of the Li* ion begins to move toward the
surface due to an increase in the image forces and a
weakening of the exchange repulsion.

The interatomic Auger process occurs at the dis-
tance X*. Asaresult, the Li?* ion again becomesthe Li*
ion, and the Si— ion transforms into the Si* ion. The
Coulomb repulsion between the Si* and Li* ions brings
about the desorption of the Li* ion. Owing to the repul-
sion between the adsorbed atoms, the equilibrium dis-
tance X, between adsorbed atoms and the surface
increases with an increase in the lithium concentration.
This is accompanied by a decrease in the X* distance
due to an increase in the kinetic energy of the Li%* ion,
whichit acquiresinthefield of imageforcesprior to the
Auger process. In the general casg, it is quite possible
that the X* distance does not correspond to the point of
the closest approach of the Li?* ion and the surface,
and, therefore, the Li* ion after the interatomic Auger
decay can continue to migrate toward the surface. A
decrease in the X* distance with anincreasein thelith-
ium concentration should lead to an increase in the
probability of the yield of Li* ions upon e ectron-stim-
ulated desorption owing to an enhancement of the
repulsion between the Li* and Si* ions [12]. However,
this pattern is not observed. It seems likely that the
above effect is less pronounced than a decrease in the
lifetime of the Si* ion due to the metallization of the
adsorbed lithium layer with anincreasein its coverage.
A different situation arises in the vicinity of additional
thresholdsat 133 and 150 eV. Thefeatureat ~133 eV in
the dependence of theyield of Li* on the energy of pri-
mary electrons (Fig. 6) can be interpreted as a conse-
guence of the double ionization of the Si—ion followed
by the Auger process[10]. Inthiscase, the Si-iontrans-
formsinto the Si%* ion and beginsto displacetheLi*ion
away from the equilibrium distance X,. About the same
Situation is observed after the ionization of the S 2s
level and the subsequent cascade Auger process.

An increase in the lithium concentration gives rise
to the narrow half-filled band of electronic states of
lithium. As a consequence, the double ionization of the
Si~ ion leads to an increase in the probability of the
transfer of an electron to this band during its detach-
ment, which brings about the appearance of the reso-
nance peak at about 133 eV.

At high concentrations of adsorbed lithium, the
band of free states becomes wider, and the resonance
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peak disappears. As the concentration of adsorbed lith-
ium increases, the equilibrium distance X between the
adsorbed layer and the surface increases because of
repulsion of the adjacent dipoles, which by itself leads
to adecreaseintheyield of Li* ions due to the weaken-
ing of the Coulomb repulsion from the Si?* ions [10].
Moreover, the metallization of the adsorbed lithium
layer brings about an increase in the probability of the
neutralization of the Si%* ions at the expense of collec-
tive electrons in the layer. Upon ionization of silicon,
the Si2* ionsrepel the Li* ions, and, therefore, the yield
of Li* ions decreases at a higher concentration of
adsorbed lithium as compared to the ionization of aLi*
ion when the Si* ions participate in the repulsion.
Apparently, in this case, the charge of the repellingion
plays no significant part in the electron-stimulated des-
orption process, which is contradictory to the results
obtained in the work [13] concerned with the ion
recharging on ametallic surface.

Finally, let us discuss the nature of the 3, phase of
Li* ions. This phase appears at a threshold of ~55 eV
and exhibits no additional features at higher energies of
electrons. The maximum yield of Li* ionsin this phase
does not correlate with a change in the silicon amount
on the surface upon heating of the ribbon and the sili-
con deposition. However, the current of Li* ionsrevers-
ibly changes in the range of substrate temperatures
from 300 to 800 K. This fact allows us to assume that
the B, phase of Li* ions is associated with carbon
atoms, which are displaced by silicon into the bulk of
tantalum and, in the regions free of silicon, can revers-
ibly penetrate into the bulk of tantalum or transfer onto
the surface with a change in the temperature [14].
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Abstract—A theoretical study has been made of the formation of a heterostructure of aternating metallic and
semiconducting phases in atomic chains of a Peierls-metal surface monatomic layer placed in an electrostatic
field normal to the surface. It is shown that an increase in the electric field results in an increase in the critical
temperature of the metal—semiconductor phase transition on the sample surface, an increase in the temperature
interval within which the heterostructure exists, adecrease in its spatial period, and an increase in the depth of
spatial modulation of the gap in the electronic spectrum. © 2000 MAIK “ Nauka/Interperiodica” .

The Peierls system considered in the present paper
is a chain of atoms, with one outer shell electron on
each. The Peierls model theoretically describes a num-
ber of phenomena occurring in quasi-one-dimensional
materials, namely, the metal—semiconductor phase
transition and the structural transition taking place
simultaneoudly [1, 2]; the formation and propagation of
charge density waves [3, 4]; a shift of the critical tem-
perature of the metal—semiconductor phase transition
induced by pressure [5], by doping with substitutional
impurities [6-9], by amorphization [2], or by adsorp-
tion of molecules from the gas phase, etc. [10]; the
strain-induced effect at a phase transition [11]; photo-
induced semiconductor—metal phase transition [12];
resonator-less optical bistability with increasing
absorption [13-15]; the formation of a photoinduced
superstructure with a spatially modulated gap in the
electronic spectrum [16-18]; the onset of tempora
oscillations of the system parameters under irradiation
[19-21], etc.

When a dc electric field is applied to a Peierls
dielectric along the chain of atoms, with each having
p # 1 outer shell electrons, a phase transition may occur
to a state with a propagating charge-density wave,
which is characterized by a high nonlinear electrical
conductivity and periodic oscillations of the system
parameters in time [3, 22]. If p = 1, such a transition
does not occur, but, at high electric fields, a semicon-
ductor—metal phase transition may take place [23].

This paper considers afilm (or a plane plate) made
of aPeierls metal such that the atomic chains are paral-
lel to thefilm surface. When an external dc electric field
is applied perpendicular to the film, the number p of
electrons per atom of a chain on the surface becomes
other than unity (Ap=p—-1#0). Inthiscase, thecritical
temperatures of a structural phase transition at the sur-
face, T., and in the bulk, T,, are different. As will be

shown later, if p deviates from unity little enough, the
inequality T, < T, holds, and at temperatures T [J (T,
T.a one-dimensional, spatialy periodic heterostruc-
ture of alternating metallic and semiconducting phases
formsin the monatomic layer of a Peierls metal.

1. ELECTRONIC SPECTRUM

The electronic part of the Hamiltonian of an atomic
chain can be written in the tight-binding approximation
as[2]

H = ZBm,m+1(a;1am+l+a;1+lam)! (1)

m

where a;, and a,, are the operators of creation and anni-
hilation, respectively, of an electron at the mth atom;
the summation in (1) runs over al N atoms of a unit
chain length; and B, . 1 is the wave-function overlap
integral of adjacent atoms.

For narrow-gap systems (in particular, for the
Peierls model), the r,, .. 1 distances between adjacent
atoms exceed the effective radius R of the atomic wave
function of the electron severafold. In this case, the
wave-function overlap integral between adjacent
atoms, By, 1, Can be approximately written as [24]

Bm,m+1DeXp(_rm,m+1/R)v (2)

where

rm,m+1 = Xm+1_Xm’ (3)

and X, is the coordinate of the mth atom along the
chain, which, with the inclusion of possible structural
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distortions, can be expressed in the form

R?E cos(Tim) + R?Z cos(gm+¢). (4)

Here, 1, is the distance between adjacent atoms for an
equidistant chain in the high-temperature metallic
phase (where & = { = 0), ¢ istheinitia phase, & and
are the reduced amplitudes of structural distortions
characterizing the pairwise approach of atoms and for-
mation of a static phonon mode with a wave number
g= 2k = 1p (p # 1), respectively, and k; is the Fermi
quasi-wave number of electrons.

Using the Bogolyubov canonical-transformation
method [25] and taking (2)—(4) into account, we calcu-
late the electronic spectrum g, of the Hamiltonian (1)
for thecase { = 0[13]

g, = —2bsgn(cosk)«/ cos’k + sinh’Z, (5)

wherek =0, 217N, 417N, ..., =75 and b is the wave-
function overlap integral of adjacent atoms in the
metallic phase (& = { = 0). In the notation of (1), the
wave-function phases are chosen such that b in (5) is
positive. The electronic spectrum g, described by (5)
has gaps of equal width at k = £772.

To calcul ate the el ectronic spectrum g, of the Hamil-
tonian (1) in the & = 0 case, where the Peierls system
has a static phonon with the wave number q = prt, we
expand the overlap integral (2)—4) in aTaylor seriesin
the parameter { < 1 to termsthat provide the contribu-
tion to g, to within ¢2. As we turn to (1), to collective

second-quantization Fermi operators ¢,, Cyin accor-
dance with the expression

= A/iﬂ Z ce (6)
k

X, = Mrg+

we obtain
H = Z(EkC;Ck+Vk,k—qC;Ck—q+Vk,k+qC;Ck+q)f (7)
k

where
2
E, = —2b3+ %sinz%%cosk, ®)

Viksg = iinsin%%@(p(iiq))cos%ig% ©

Using the equation-of-motion method [26], we find
from (7) the electronic spectrum g, of the Hamiltonian
(1) inan implicit form,

|Vk,k—q| |Vk ceq
€—Ex_q Ek+q

The éectronic spectrum g, descrlbed by (10) has gaps
of equal width at the pointsk = +q/2, +(11—¢/2).

E— Ek = (10)
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Inagenera caseof ¢ #0and { # 0 and far from the
discontinuity points k = £172, £q/2, (11 — ¢/2), we
obtain the following expression for the g, spectrum
from (5) and (10) to within terms quadratic in & and (:

2 2 .
€, = —2bcosk - k:)ESk_bZ suz(q/Z)
(11)
qr] 1 _ 1 }
[ZETL SN0kt Rk 972 Sntk—gq/2).)’

Equation (11) is valid everywhere except close to the
singularity points, where the first term on the right-
hand side of (11) is no longer dominant.

2. BEHAVIOR IN THE VICINITY
OF THE CRITICAL POINT

The free energy of the electronic subsystem of a
unit-length atomic chain can be written as

—Hm
ke T LI

F. = UNp— kBTZIn%HexpD (12)

where L is the chemical potential and kg is the Boltz-
mann constant. The free energy of the phonon sub-

system F, can be cast in the harmonic and molecular-
field approximations [2] as

2 .2
Zz(rm m+1— 0) E AZ 5”21(01/2)

wherey is the effective lattice stiffness coefficient and
A= yRN.

The critical temperatures T, and T, for the onset of
instabilities of the metallic phase (state with equidistant
atoms in the chain) against the formation of static
phonon modes with wave numbers Ttand prtare found,
respectively, from the equations

,(13)

2
0°F =0, (14)
08 |e=z-01,

2
o°F =0, (15)
0 |e=z=0,

where F = F, + F isthe total free energy of the Peierls
system. Substituting (12) and (13) in (14) and (15) and
using (5), (10), and (11), we come to

, o n(E, T,)V(E)

A+4b dE = 0, (16)
=
[nApDD ap° Ecos(TrAp/Z)
At I[E% S @ T g2 } (17)

-2b
xn(E, T,)v(E)dE = 0,
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where
2N
V(E) = ——— (18)
T/ 4b® — E?

isthe electronic density of states of the Hamiltonian (1)
in the metallic phase (¢ = { = 0), and

O O0E uil
n(E,T) = O+ epi—t L (19)
| OXe! M

is the Fermi—Dirac distribution.

Taking (18) and (19) into account, we calculate the
integrals in (16) and (17) assuming that || < kgT, to
find the following approximate expressionsfor the crit-
ical temperatures T, and T

_ 1o Mo f 1Mo O
T = TOeXpD_ZEiZkBTOD Dok T,0E O
_ 10 Ho f 1DuoﬁD
Te ToeXpHeEk T,0 "okt &
where
2b 0 mAd
To = Kg %1_4bND (22)

isthe critical temperature for the metal—semiconductor
phase transition in the bulk (wherep =1, 4 =0) and

Mo = 2bsin(TiAp/2) = ibAp (23)

isthe chemical potential in the metallic phase.

A comparison of (20) and (21) leads one to the con-
clusion that, when a Peierls metal is cooled, first occurs
the phasetransition at T, tothe statewith& =0and { #0
at the sample surface, to be followed by the phase tran-
sitionat T=Tytothe& # 0, { = 0 state in the bulk.

The dependence of the order parameter { on temper-
ature is given by the equation

oF = 0.
0(|g=077
Substituting F = F¢ + F, from (12) and (13) in (24) and

assuming T, — Ty, << Ty and ¢ < Tt|4p|, for the tempera-
tures T O (Ty, T,), we obtain

2k

¢ = —B—A/TC(TC—T).

Asis seen from (25), near the critical point T, the (T)
relation follows the pattern typical of second-order
phase transitions.

(24)

(25

SEMENOV

3. HETEROSTRUCTURE IN THE SURFACE
MONATOMIC LAYER

Thus, at temperatures T, < T < T, there is a mona
tomic layer consisting of parallel chains on the surface
of aPeierlsmetal. In these chains, the distancesr,, 1+ 1
between adjacent atoms, in accordance with (3) and
(4), are given by the expression

[TApPQ)
RZ Ccos DTD

rm,m+1 =To—

X cos%rApB‘n + %E+ q)gcos(nm).

In the case of |[TtMp| < kgTy/b <€ 1 considered here, the
structural distortions (26) are a spatially modulated
pairwise approach of atomsin the chain with the spatial
modulation period A = 2ry/|Ap|, which considerably
exceeds the average interatomic separation ry,.

Consider aregion of the chain whose size| satisfies
the condition

(26)

ro <l <A (27)
In this region, the pairwise approach of atoms may be
approximately treated as uniform. Then, the Hamilto-
nian (1) can be diagonalized exactly and has the form

of (5), and the “loca” electronic spectrum depending
on the coordinate x along the chain can be written as

€(X) = =2bsgn(cosk) 28)

XJcoszk + sinhz[Z cos %cos%mpg + ED }

The gap width E, of the electronic spectrum (28) is
given by

Ey(x)

ZCOS ECOS%[APD— +1‘D a (29)

Asisseen from (29), at atemperature T O (T, To), the
monatomic surface layer of a Peierls metal is a hetero-
structure of alternating metallic and semiconducting
phases with a spatial period

d= I‘o/lApla (30)

which is inversely proportional to the number Ap of
excess electrons at each surface atom.

= 4bsinh

4. NUMERICAL ESTIMATES AND DISCUSSION

To make numerical estimates, we recal that the
excess number of electrons Ap = p—1 per surface atom,
which are induced by an electric field E, is given by the
approximate expression

2
Er,
Apl = —, 31
|Ap| g (31)
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where g is the electronic charge. Equation (31) was
derived under the assumption that the characteristic
distance between al neighboring atoms at the surfaceis
approximately equal to the average distance r, between
the adjacent atomsin a chain.

We shall make numerical estimates for vanadium
dioxide, the bulk sample of which undergoes a metal—
semiconductor phase transition at Ty = 340 K (forma-
tion of a gap a the Fermi level in a one-dimensional
conduction band produced by the overlap of the vana-
dium 3d wave functions along the C crystal axis)
accompanied by pairwise approach of vanadium atoms
along the C crystal axis[1].

Setting the numerical values of the parameters char-
acteristic of VO, [1]: ro=3x 108 cm, b= 0.25 eV, and
putting E = 4 x 10’ V/cm = 1.3 x 10° CGSE, from (31),
(30), (23), (21), (25), and (29) we obtain, respectively,
|Ap| = 1.9 x 1072, the heterostructure period d = 1.6 x
106 cm, || = 1.7 x 1072 eV, the temperature interval
within which the heterostructure exists at the surface of
aPeierls metal

L)D Ho |:J4 -
6 LkyTU

the maximum value of the order parameter {, = {(T =
To) =3 x 1072, and the maximum gap width at the center
of a semiconducting heterostructure domain Ey =
max{ Ey(T = Tp)} =3.3x 102 €V.

In conclusion, we note that the formation of a het-
erostructure of alternating metallic and semiconducting
phases in a surface monatomic layer of a Peierls metal
within the temperatureregion T, < T < T, considered in
thiswork, is essentially based on the fact that T, < T; in
(21). Thisresult is a consequence of keeping nonlinear
terms in the expansion of the overlap integral
Bm m+1(€), given by (2)<4), in the { parameter.

The critical temperature T, of the metal—semicon-
ductor phase transition in vanadium dioxide was exper-
imentally observed to increase by AT = 2 K inacorona
discharge of both polarities[10]. The effective uniform
electrostatic field estimated from the Stark shift was
found to be E ~ 10% V/cm. Thus, this experimental
result supports the theoretical conclusion drawn in this
work that an electrostatic field, irrespective of its polar-
ity, should increase T,

T.—Ty 7K,
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Abstract—The changes in the electronic structure of the surface layer of a semiconductor substrate have been
studied with allowance made for the indirect and dipole—dipole interactions between adatoms. The conditions
for the formation and suppression of gaps in the energy band of surface states of the substrate are determined
as a function of the adatom coverage of the surface. The results obtained are used in the interpretation of the
metal—semiconductor transitions upon adsorption of cesium and sodium atoms on the Si(001) surface. © 2000

MAIK “ Nauka/Interperiodica” .

1. INTRODUCTION

In recent years, particular attention has been
focused on investigations into the adsorption of alkali
metals on the semiconductor surface[1-5]. By now, the
adsorption of alkali metals on the (001) surface of sili-
con is best understood, because this system is a conve-
nient model in studies of the metallization of a semi-
conductor surface. However, it has become common
practice to begin amost al publications concerning
this problem with the statement that, despite al efforts,
there is no consensus of opinion among researchers
regarding the geometry of the Si(001) surface, the most
favorable adsorption sites, the coverage corresponding
to amonolayer, and the character of an adsorbate-sub-
strate interaction. In our opinion, a similar assertion is
too pessimistic. Actually, the majority of researchers
have believed that the Si(001) upper layer isformed by
rows of the Si—-Si asymmetric dimers, which, in turn,
make up the 2 x 1 structure at room temperature.
Sodium, potassium, and cesium atoms are adsorbed at
the T3 and HH sites (Fig. 1; see [6, 7] and references
cited therein). A monolayer coverage corresponds to
two alkali metal atoms per a 2 x 1 surface unit cell
(according to the Abukawa—Kono double-layer model
[8]) when al the T3 and HH sites are occupied. It
should be noted that another geometry of the adsorbed
layer can also be realized upon adsorption of lithium
atoms [9, 10], as is the case of the low-temperature
adsorption of sodium [11] and cesium [12] atoms. As
regards the nature of the alkali metal—adsorbate bond-
ing, some controversies asto whether thisbond is cova-
lent or ionic are not a specific problem of alkali metal
adsorption on silicon but go back to Ishida’'s work [13]
concerned with the adsorption of alkali metals on met-
als. We suppose that the seemingly essential difference
in the description of the adatom—adsorbate bond as a
polarized covalent bond [7, 13, 14] and a heteropolar
(ionic) bond [15-17] proposed in the classical Gurney

work [18] arisesfrom theincorrectly defined concept of
effective charge of an adatom. Since the adsorption of
akali metals on the semiconductor surface leads to a
considerable decrease in the work function of the
adsorption system (see, for example, [9, 11, 16]), it is
reasonable to believe that the adatom—adsorbate bond
isionic in nature.

Among the most intriguing effects brought about by
adsorption of alkali metals are the metal—semiconduc-
tor phase transitions (M —= 9. For example, in the
Na/Si(001) and C</Si(001) systems, these transitions
occur with a variation in the adatom concentration on
the surface [19-21]. Similar transitions are aso
observed on other substrates: Na (Cs)/Si(111) [22],
GaAs(110) [23], and silicon carbide [24-27].

[110] O First-layer Si
@ Second-layer Si

@ Third-layer Si
[110] o Fourth-layer Si

@

5~ {

Fig. 1. The Si(001)-(2 x 1) structure with asymmetric
dimers (taken from [7]). The dashed line represents a sur-
face unit cell.
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It iswell known that the surface states play acrucial
role in the adsorption on silicon [1-5]. These states are
located in the bulk forbidden energy band and form two
bands separated by a gap. These bands arise as a result
of the Tr-interaction between the dangling sp® orbitals
and correspond to the bonding and antibonding states.
At T =0, the low-lying Ttband isfilled, and the higher-
energy 1t band isempty. In the problem on adsorption,
we can restrict ourselves to the case of only the empty
17 band by assuming that the occupation of the 1tband
in the course of adsorption does not undergo substantial
changes [16]. In this formulation, the problem on
adsorption onto the semiconductor substrate differs not
at all from the problem on adsorption onto a narrow-
band-gap metal, which will be used in the subsequent
consideration.

As a rule, the metal—-semiconductor transitions are
interpreted in the framework of the Hubbard model [6—
10, 12], in which the formation of the energy gap in a
continuous band is explained by the intraatomic Cou-
lomb repulsion U of electrons on surface atoms of a
substrate. In the present work, without invoking many-
particle effects, we demonstrated that the energy gap
opens as a result of the indirect (through a substrate)
electron exchange between adatoms [28]. Moreover,
taking into account the dipole-dipole interaction
between the adatoms, we determined the conditions for
suppression (“collapse”) of the gap.

2. INDIRECT EXCHANGE AND DIPOLE-DIPOLE
REPULSION IN ADSORBED LAYER

Theindirect interaction between one-electron atoms
adsorbed on a metallic surface was considered in our
earlier works [29, 30]. In [29], it was shown that the
integral density of states (i.e., the density of states for
the structureless layer of adatoms) in the surface layer
of asubstrate p, is determined by the relationship

Ps(w) = (1/MD)F(w),
F(w) = arctan{[w+ D -0V*/(w-£,)]/y} (1)
—arctan{[w—D —BV*/ (w—g,)]/V}.
Here, wisthe energy; D and y are the parameters of the
density of states of the initial substrate py [31], which

can be represented as a combination of the parallel p;’”
and perpendicular pSD components

o _ OU2D, |o<D,
P = H o, |>D,
2
o _1 vy
pSD - T[w2+y2’

V is the matrix element of the adatom-substrate inter-
action; g, isthe energy of the adatom level; and 6 isthe
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coverage (0 < B < 1). The energy is reckoned from the
center of the band of theinitial substrate. Relationships
(2) were deduced under the assumption that 6 # O.

Let us now take into account the dipole—dipole
repulsion of adatoms and assume that this repulsion
leads to anonuniform distribution of electron density in
the adsorbed layer, i.e., to an aternation of charges of
the adjacent adatoms Z, = Z(1 £ c¢), where the order
parameter ¢ is the number determined in a self-consis-
tent way [32]. This results in the formation of the (+)
and (-) sublattices of adatoms. It can be shown that the
energy of the adatom level €, in this case, is split and
transforms to

e =g +5 & =cvig¥z,
a a E (3)
g, = £,-80%Z, & = 281°N A,

where the dimensionless parameters A, and v are deter-
mined by the geometry of the adatom lattice [32], eisthe
elementary electronic charge, | is one-haf the arm of a
surface dipole formed by an adsorbed ion and its image
in the substrate, and Ny, is the concentration of adatoms

inthemonolayer. Substitution of € for &,informulas (1)

gives the density of states p: This state of the adsorbed

layer and the surface layer of the substrate will bereferred
to as the nonuniform charge distribution (NCD). In the
case of uniform charge distribution (UCD), i.e., & ¢ =0,

the energies of levels € transformto €.

In order to illustrate how the density of states of the
adsorption system changes under the action of an indi-
rect exchange and the dipole-dipole repulsion of ada
toms, we consider the simple example. Asfollowsfrom
expressions (2), in the limit y — 0, the band of the
clean (free of adatoms) substrate becomes two-dimen-
sional: the density of its states is represented by a rect-
angle with the height (2D)~ in the energy range -D <
w < D. Thismodel correspondsto the simplest descrip-
tion of the 1 band of surface statesin the Si(001) sub-
strate.

It follows from relationship (1) that, in the case of
uniform charge distribution, there are four characte-

ristic points of the type (¢, — D + R')/2 and (g}, +
D £+ R.)/2 on the energy scae. Here, R, =

J (e,+ D)2+ 40V?, which determines the boundaries
of subbands (see below). For the nonuniform charge
distribution, when each ¢ level is split into two levels

+

€, [32], the number of these points is doubled.

Depending on the ratio between the energy parameters
entering into these expressions, the characteristic
points on the energy scale can be arranged in adifferent
order.
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Fig. 2. Evolution of the density of states of the substrate sur-
face upon transition from (a) the state with auniform charge
distribution to (b—g) the state with a nonuniform charge dis-

tribution in the limit 46(V/D)? < 1. Density of states: () pe,
(b, e p;, (c.f) pg,and(d, g) pg = pg +pg . Parameter &:

(b, c,d) 3<6VZD and (g, f, g) 5> BVZD. Densitiesof states
psand f)s correspond to the monoatomic and diatomic sur-

face unit cells, respectively. Designations (+) refer to the
(%) sublattices of adatoms.

Now, we consider the limit
48(V/D)? < (1+¢€./D)’ (4)

and assume that €;, = 0. Then, according to relation-
ships (3), we can write €; = +9.

At the uniform charge distribution, the density of
states of the substrate p, is split into two subbands
(Fig.2a, in which w; 3 = #6V¥D and w,, =
D ¥0V*/D. Thegapin the spectrum isA = w, — w, =
26V?/D. The widths of both bands W,; = w, — w, and
W;, = w3 — W, are equal to D.

The densities of states p> at the nonuniform charge

distribution are depicted in Figs. 2b—2g. The sign

“plus’ (Figs. 2b, 2e) refersto the density of states p; of
surface atoms of the adatom subl attice with the charges

DAVYDOV

Z,=Z(1+c),andthesign“minus’ (Figs. 2c, 2f) refers
to the density of states p, of surface atoms of the ada-
tom sublattice with the charges Z_ = Z(1 — ¢). In this
case, the parameters w, are transformed to wj, (where
k=1,...,4),thais,
w; = +3+6V°/D, w; = —D-6V?/D,
w; = +3-6V°/D, w; = D+6V/D, (5
Wi =|DF3, Ws=|Dtd, A=2(8V>/D-3).
From formulas (5), it follows that the gap A exists only
with the constraint
53<6V%/D, (6)

This corresponds to Fig. 2d, which depicts the total

density of states ps = p. + p, of the unit cell consist-

ing of two atoms in the case of the nonuniform charge
distribution. At the condition

5=6V%/D 7)

the energy gap is absent (Fig. 2g). Substitution of the d
parameter from relationship (3) into expression (7)
gives the condition for the collapse of the gap

820, = (V¥/Dcviz)’. (8)

Here, one additional remark is necessary. As was
shown earlier in [32], the state with anonuniform charge
distribution arises only under certain conditions, specifi-
caly in the case when the coverage 6 exceeds some crit-
ica vaue 6,. Therefore, the sufficient condition for the
gap collapse isthe fulfillment of the inequality

0,<0-.<0, 9

wheresas relationship (8) corresponds only to the neces-
sary condition. It is clear that the gap collapse aso
becomes possiblein amore general casewhen Je;| < D.

Let usconsider thethree-dimensional case under the
assumption that y # 0. By using relationship (1) and
replacing €, by €, , it iseasy to show that, at w — €, ,
the density of states

+ 2y
Ps —= o2V
that is, the minimaof the density of states pg correspond

to the energies € . The maxima of p take place at the
energies

(w-e2)%,

(10)

Qi, = (2 FR")/2,

(11)
+ +,2 2
R = \J(g;) +46V°,
PHYSICS OF THE SOLID STATE Vol. 42 No.6 2000
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where subscripts 1, 2 correspond to signs ¥ before the

radical Rt. Therefore, the band is split into two sub-
bandsfor each sublattice: the upper subband (antibond-

ing) with maxima at w = Q, and the lower subband
(bonding) with maxima a w = Qj . The separation

between the maxima of the densities of states p; for

the Z* sublattices is equal to Rt. Consequently, allow-
ance made for the three-dimensionality leads only to
the smearing (smoothing) of the densities of states p,,

ps , and ps.

The sufficient condition for the gap collapse in the
three-dimensional spectrum is the overlap of the mini-
mum of the density of states of one sublattice with the
maximum of the density of states of the other sublattice

e, = Q,, & = Q. (12)
It can be easily shown that a set of equations (12) pos-
sesses a solution only with the constraint €, + €, =0,

which resultsin €, =0and €; = +5. Substituting the &
parameter from relationship (3), we obtain

B = V./2/cvEz. (13)

It is interesting to note that, unlike the purely two-
dimensional case [see relationship (8)], criterion (13)
does not involve the D parameter, which is a conse-
guence of the smearing of the density of states.

3. METAL-SEMICONDUCTOR TRANSITION
IN THE ALKALI METAL/SI(001) SYSTEM

L et usapply the above resultsto the interpretation of
the experimental data obtained by Lee and Chung [19],
who studied the adsorption of Cs and Na atoms on the
Si(001) surface. These authors [19] revealed that, at
small coverages, the Si(001)-(2 x 1) surface becomes
metallic; i.e., the semiconductor—-metal transition takes
place. As the coverage 6 increases, there occurs the
metal—semiconductor transition, which is attended by
the structural rearrangement of the adsorbed layer: the
adsorption of sodium leads to the formation of the
(4 x 1) structure, and the adsorption of cesium gives
rise to the (2 x 3) structure. A further increase in the
concentration of sodium atoms does not change the
semiconductor properties of the Si(001) surface,
whereas an increase in the cesium concentration again
leads to the semiconductor—metal transition.

Before proceeding to the application of the above
theoretical results for the explanation of the experi-
mental data, it is necessary to evaluate the model
parameters for the Na/Si(001) and Cs/Si(001) systems.
Asis known, the electron affinity of silicon X is equal
to 3.99 eV [33]. From the data obtained in [7, 34], we
find the location of the center of the ¢ band, that is,
Es 0—-4.4 eV with respect to vacuum, and, according to
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[16], assume that D = 0.17 €V. Since the ionization
potentials| for cesium and sodium are known (3.89 and
5.14 eV, respectively [35]), itispossibleto calculate the

locations of atomic levels for cesium (82 = 0.51 eV)

and sodium (82 =-0.74 eV) with respect to the center

of the 1* band. To take into account the Coulomb shift
of the atomic level (€%/4l) [36], we multiply it into the
dielectric correction (g5 — 1)/(go + 1) [37], where the
dielectric constant g, for silicon is equal to 11.7 [25].
The first principles calculations for the Na/Si(001) and
K/Si(001) systems [20] showed that the distance
between the adatom and the midpoint of the S-Si
dimer at coverages 8 < 0.5 is very close to the value of
ionic radii r; for sodium and potassium, whereas at
larger coverages, this distance is close to their atomic
radii r,. In this respect, for simplicity, we assume that
one-half thearm of adipolel isequal to the half-sum of
radii r; and r,; i.e., | = (ry + r;)/2, which gives | = 2.24
and 1.39 A for Cs and Na, respectively [35]. Then, we
obtain €, = 1.86 eV for cesium and €, = 1.44 €V for
sodium. It immediately followsthat, at coverages close
to zero, when the interaction between adatoms can be
ignored, the electrons transfer from the high-lying
energy levels of adatomsto the empty 1 band. Conse-
guently, the semiconductor—metal transition takes
place, which is actualy observed in the experiments
[19-21]. As the adatom concentration increases, the
indirect exchange results in the formation of two sub-
bands, and, according to relationship (3), the dipole—
dipole interaction leads to a shift of the centers of grav-
ity of these subbands. Further estimations require the
knowledge of the dipole shift parameter & and the
charge Z of adatoms in the state with a uniform charge
distribution.

The structure of akali metal films on the Si(001)
surface is complex. It is assumed that, at small cover-
ages 0 < 0.5, the adatoms occupying the T3 sites form
chains, whereas at 6 > 0.5, the adatoms begin to fill the
HH sites (Fig. 1). For the calculation of the & parameter
defined by relationship (3), let us assume that Ay = 9,
which correspondsto asguare lattice [38]. By using the
lattice constant for silicon, taken from [39], we find
Ny = 6.78 x 10* cm2. Then, according to formula(3),
the values of ¢ for Cs and Na are equal to 22.97 and
8.85 eV, respectively. The v parameter required to esti-
mate the splitting of the band in the state with a nonuni-
form charge distribution [see relationships (3)] can be
found by the direct calculation: v = 0.5.

The charge Z of adatoms and the location of their
quasi-levels €, can be determined from the data on the
change in the work function Ag of the Si(001) surface
upon adsorption of cesium and sodium [16, 19, 40]. It
is known (see, for example, [41, 42]) that the value of
A can be calculated by the relationship

AQ = —-0ZD, @ = 4ATEIN,,,. (14)
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As a result, we obtain @ = 27.48 and 17.06 eV for
cesium and sodium, respectively. Unfortunately, in the
majority of recent works (the exception is the work of
Kato et al. [16]), the data on A are given depending on
the time (or dose) of deposition of the adsorbed film
rather than on the coverage 6. Clearly, this decreases
the accuracy of evaluating the charge Z from formula
(14). By using the data taken from [16, 19] and assum-
ingthat, at © = 0.1, the decreasein thework function A
isequal to ~—2 eV for cesium and ~—1 eV for sodium,
we obtain Z = 0.7 and =0.59 for Cs and Na, respec-

tively. In this case, €,(Cs) = 1.3 eV, and ¢,(Na) =
1.2 eV. Under the assumption that, at 8 = 0.25, A@ ~
-3 eV for Csand ~2 eV for Na, we find Z = 0.4 and

=0.5 for Cs and Na, respectively. Then, €,(Cs) =
0.6 eV, and €, (Na) = 0.9 eV. Therefore, at intermediate

coverages, the quasi-levels of sodium and cesium are
located, as before, considerably higher than the center
of the band. Consequently, according to relationship
(13), the transition to the gap-free state is impossible
(this can aso be easily shown for the two-dimensional
case). Thus, the Na/Si(001) and C</Si(001) systems
gain the gap in the spectrum due to the indirect
exchange and retain the semiconductor state at interme-
diate coverages. The energy gap Acan be very roughly
evaluated as the difference between the maxima of the
density of states p,, i.e., as being equa to R [see for-
mula (11)], which naturally leads to an overestimated
value of A Setting V = D, we arrive at R= 0.6 eV and
=1.0 eV for cesium and sodium, respectively (6 = 0.5).
The experimental value of A is equal to 0.2 eV for Cs
and 0.6 eV for Na[19]. Taking into account that A < R,
our result should be trested as satisfactory.

Now, we consider the case when 8 ~ 0.5. Putting
Ap~-3¢eV for Csand ~—2 eV for Na, weobtain Z= 0.2

for Csand Na, and, correspondingly, €;, (Cs) = 0eV and

€, (Na) = 0.68 eV. Note that the cesium quasi-level €}

lying above the sodium quasi-level at zero coverage
becomes below it at larger coverages. Thisisdueto the
larger parameter of the dipole—dipole shift & for cesium
as compared to that for sodium. Since the quasi-level of
sodium is located, as before, substantially higher than
the center of the T band, the gap in the spectrum of the
Na/Si(001) system is retained. In this case, A < R =
1 eV. Onthe other hand, the quasi-level of cesium over-
laps with the center of the T band, i.e., satisfies crite-
rion (13). Consequently, if the transition from the state
with a uniform charge distribution to the state with a
nonuniform charge distribution is possible in the
C</Si(001) system at large coverages, it will be accom-
panied by the semiconductor—-metal transition.

In order to reveal the possibility of the transition
from the state with a uniform charge distribution to the
state with a nonuniform charge distribution, it is neces-
sary to demonstrate that the state with nonzero order
parameter ¢ determining the difference in the charges
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of adatoms in the () sublattices takes place (it can be
shown that, if the state with a nonuniform charge distri-
bution is possible, this state is favorable [32]). With the
relationship for the density of states p, of an adatom at
0 = 1, taken from [29] (with the appropriate replace-
ment of €, by € ), we obtain the densities of states p,,
of adatoms in the sublattices

pi(w) = [V/TD(w—¢2)’]F(w), (15)

where F(w) is defined by expression (1). When only the
low-lying (£) subbands are filled, we have (in the limit

Y—>

. VP

N,

€ — W,
) £y, £ty
T[D(EF_sa)(wz _Ea)

where ¢ is the energy of the Fermi level. Since the 1t
band isinitially empty, the location of the Fermi level
should be self-consistently determined from the condi-
tion for conservation of the number of electronsin the
system, which can be written as

(16)

Ng+n, =1, ng, = (NSa+Nsa)/ 2, (17)
where ng is the mean occupation number of the sur-
face band (of an adatom) per one surface atom. On the
other hand, reasoning from the form of the density of
states of the two-dimensional substrate (Fig. 2), it can
be easily shown that

N = (&r — wy)/ Waz + (€ — w5)/ Wao. (18)

By determining € from relationships (17) and (18) and
substituting its value into formula (16), we obtain the
self-consistent equations for determination of the occu-
pation numbers of the bands (adatoms). The charge
order parameter ¢ # 0 isfound from the equation

2¢Z = (V*/TD)[(gr — w3)/ (g — €2) (w5 — ) as)
—(er—wy)/ (e —E3)(wy — €)1

Since n, = 0.77, ng = 0.23, and €, = +3, we obtain
(under the assumption that V = D) & = 0.30 (c = 0.32),
which corresponds to the fulfillment of inequality (7).
Therefore, the transition from the state with a uniform
charge distribution to the state with a nonuniform
charge distribution takes place and, in the two-dimen-
sional case, leads to the collapse of the energy gap in
the 1 band. In the three-dimensional case, according
to expression (13), we have 6. = 0.4, which isin good
agreement with the initial assumption 6 ~ 0.5. This
impliesthat the transition from the state with auniform
charge distribution to the state with a nonuniform
charge distribution and the semiconductor—metal tran-
sition occur in the Cg/Si(001) adsorption system at
large coverages, which was observed in the experi-
ments [19-21].

No. 6 2000
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The above (rather approximate) estimates demon-
strate that, in principle, the metal—semiconductor tran-
sitionsinthe Na/Si(001) and C</Si(001) systems can be
explained by the indirect and dipole—dipole interac-
tions between atoms in the adsorbed layer rather than
by the intraatomic Coulomb repulsion U of electrons at
an adatom (the Hubbard model). At the same time, a
rather large number of physically “transparent” but dif-
ficultly determined parameters involved in our model
make it impossible to unambiguously argue that it is
this mechanism of the interaction between adatoms that
isresponsiblefor the transitions observed. The solution
of this problem calls for further experimental and theo-
retical investigations.
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Abstract—The ytterbium intercalation under a graphite monolayer formed on the Ni(111) surface has been
studied by Auger electron and angle-resolved photoel ectron spectroscopy. The features of the electronic struc-
ture of the intercalate-like thin-film compound formed in this process are analyzed. It is shown that the energy
shift of the tand o states in the valence band toward higher binding energies (by ~2 and ~1 eV, respectively)
can be described in terms of hybridization of the carbon Tt states in the graphite monolayer with the d states of
the underlying metal. © 2000 MAIK “ Nauka/Interperiodica” .

1. INTRODUCTION

The present state of science and technology can be
supported only by a continuous search for and the
development of new low-dimensional systems with
strongly differing properties. Particular attention
among these systemsis focused on intercalate-like lay-
ered thin-film structures based on graphite monolayers,
grown on ordered substrates, and monolayers of differ-
ent metals intercalated under the graphite monolayer
[1-6]. On the one hand, these systems possess all the
properties characteristic of bulk intercaate-like sys-
tems (strongly anisotropic properties, high conductiv-
ity, including superconductivity, etc. [7, 8]). On the
other hand, due to the smallness of their transverse
dimensions (on the order of a few monolayers), these
systems should also exhibit a number of features inher-
ent in low-dimensional structures.

The aim of the present work was to study the possi-
bility of forming intercalate-like thin-film structures
based on a graphite monolayer (MG) grown on the
Ni(111) surface by carbon-containing gas cracking and
monolayers of ytterbium (a rare-earth metal with an s-
type valence band) intercalated under this monolayer,
as well as to analyze the specific features of the elec-
tronic structure of the systems thus formed by photo-
el ectron and Auger-electron spectroscopy (AES).

This work was stimulated by the studies of the for-
mation and specific features of the electronic structure
of bulk intercalate-like systems based on rare-earth
metals (REM) and graphite single crystals [9-13]. As
was shown in these publications, bulk intercalates of
rare-earth metals with an s-type valence band (Y b, Eu)
can be formed by diffusion of Yb and Eu atoms from
the films of these metals deposited onto a graphite sur-
facein the course of annealing of these systems at 250—
300 and 350-400°C, respectively. The electronic struc-
ture of the REM intercalates thus formed is similar to

that of the classical alkali metal intercalates [7, 8, 14]
and can be adequately described in terms of charge
transfer from the Yb and Eu intercalated atoms to
empty Tt states of the graphite matrix [10, 11, 13].

In this paper, we present the results obtained in the
study of the intercalation of thin Yb layers under a
graphite monolayer on the Ni(111) surface and the spe-
cific features in the electronic structure of intercalate-
like thin-film compounds formed in these processes.
This study has demonstrated that deposition of thinYb
layers onto the surface of a MG/Ni(111) system with
the subsequent annealing in the temperature range 300—
400°C results in the intercalation of Yb under the
graphite monolayer on Ni(111) to form an intercalate-
like thin-film layered system. The changes in the elec-
tronic structure of the systems thus formed (an energy
shift of the graphite tand o states in the valence band
toward higher binding energy compared to graphite by
2 and 1 eV, respectively) can be described in terms of
hybridization of the carbon Ttstatesin graphite with the
d states of the substrate and filling of a part of the 1*
states near the Fermi level in these processes. The
above interaction differs from that of an intercalated
metal with the graphite matrix in bulk Yb intercalates,
in which the electronic structure can be treated prima-
rily within the concept of straightforward charge trans-
fer from metal atomsto free 1t states of graphite.

2. EXPERIMENTAL DETAILS

The experiments were carried out on two indepen-
dent setups. The photoemission studies of the valence-
band structure and the dispersion of the corresponding
electronic stateswere made on an ARIES photoel ectron
spectrometer (Vacuum Science Workshop), capable of
angular resolution and equipped with a hemispherical
analyzer mounted on a double-axis goniometer. The
measuring chamber also contained a diffractometer
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with a four-grid electron optics used for recording the
low-energy electron diffraction (LEED) patterns. As a
radiation source for photoemission measurements, we
used the monochromatic beam in a TGM-4 output
channel of the storage ring at the BESSY-1 Synchrotron
Radiation Center (Berlin, Germany). The radiation was
incident on the sample at an angle of 45° to its surface.
The AES studies were performed on an electron spec-
trometer including a four-grid retarding-field analyzer,
which was also employed in the LEED measurements.
The spectra were recorded under normal incidence of
1000-eV primary electrons on the sample.

Graphite monolayers on the Ni(111) surface were
formed by the technique developed in our previous
work [4-6], which was based on the propylene (C;Hg)
cracking at a sample temperature of 500°C and a pres-
sure of 1 x 107 Torr. Keeping aNi(111) samplein the
above conditions for four min was sufficient for a
graphite monolayer to form.

Before the propylene cracking, the Ni(111) surface
was cleaned by the standard technique involving suc-
cessive annealing in oxygen and hydrogen at a pressure
of about 5 x 1078 Torr and a temperature of 500 and
230°C, respectively. The sample temperature was mon-
itored with a CrNi—AINi thermocouple. The LEED pat-
tern of the MG/Ni(111) system thus formed had a hex-
agonal (1 x 1) structure characteristic of the (0001) sur-
face of single-crystal graphite.

TheY b layers were deposited onto the MG/Ni(111)
surface by thermal evaporation of a metal piece placed
in a special crucible made of tungsten wire and heated
directly by electric current. The thickness of the depos-
ited layers was derived from the frequency shift of a
guartz-crystal resonator (silica microbalances).

Ytterbium was intercalated under the graphite
monolayer by heating the MG/Ni(111) system with the
deposited Y b layers. The annealing temperatures of the
system were varied within the range 100-450°C, with
the sample kept at each temperature for 10 min. It was
established that the intercalation of Y b under the graph-
ite monolayer is most efficient at annealing tempera-
tures of 300—400°C. An increase in the anneal temper-
ature of the system above 450-500°C destroys the
graphite monolayer.

The LEED patterns obtained after the Yb intercala
tion also had a graphite-like structure with a stronger
diffuse background and reflections diffused to a larger
extent than those of the MG/Ni(111) system.

The base pressure in the measuring chambers did
not exceed 1 x 1071° Torr during the experiments.

3. RESULTS AND DISCUSSION
3. 1. Intercalation of Yb under MG on Ni(111)
The intercalation of Yb under the graphite mono-
layer was studied by Auger electron spectroscopy by
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Fig. 1. Variaions in the intensity of the Yb(NsNg 7V),
C(KWV), Ni(L3M, sM, 5), and Ni(M,, 3VV) Auger peaks at
energiesof 175, 272, 61, and 840 eV, respectively, during the
annealing of a system made up of an Yb thin layer (~7 A)
predeposited onto a graphite monolayer on the Ni(111) sur-
face. The annealing time at each temperatureis 10 min.

measuring the Auger peak intensities of the compo-
nents of the system in the course of its formation.

Figure 1 presents the corresponding changes in the
intensity of theYb(NsNg ;V), C(KVV), Ni(M,, 3VV), and
Ni(LsM,4 sM, 5) Auger peaks (at energies of 175, 272,
61, and 840 eV, respectively) observed after deposition
of a~7-A-thick Yb layer on to the MG/Ni(111) surface
and subseguent annealing at different temperatures. As
is seen from the figure, the intensity of the carbon
Auger peak increases and that of the ytterbium peak
decreases with an increase in the annealing tempera-
ture. An increase in the carbon peak intensity and a
decrease in the Yb peak intensity are maximum at an
annealing temperature of 300°C, which can be due to
reaching the maximum rate of Yb diffusion under the
graphite monolayer. This temperature coincides with
that observed in the formation of bulk Yb intercalates
by diffusing Yb into the bulk of the graphite matrix
[10-13]. It is known [10-13] that heating of bulk Yb
intercalates above 300°C results in an intense desorp-
tion of Yb atoms from the surface of the system. How-
ever, asis evident from Fig. 1, theYb + MG/Ni(111)
system also exhibits the Yb(NsNg ,V) and Ni(M, 3VV)
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Fig. 2. The C(KVV) Auger line shapesfor (a) graphitesingle
crystal and a graphite monolayer on the Ni(111) surface
(b) before and (c) after Yb intercalation (Tynea ~ 400°C) in

comparison with (d) line shape for bulk Yb-intercalated
graphite. Spectra (a) and (d) are taken from [11].

Auger peaks after heating above 300°C, at alevel com-
parable in intensity to the Auger peaks of carbon and
nickel. Upon heating in the range 300—400°C, these
peaks vary little in intensity, and only heating the sys-
tem above 450-500°C gives rise to noticeable changes
in both shape and intensity of the corresponding Auger
peaks in the spectra. The fact that the nickel Auger
intensity remains unaffected by the heating of the sys-
tem while those of carbon and ytterbium change can
indicate that the number of ytterbium and carbon atoms
in the surface layer does not change; i.e., theYband C
atoms only interchange without diffusing into the Ni
substrate or desorbing from the surface of the system. In
other words, we draw the conclusion from the above
observations that Yb atoms are intercalated under the
graphite monolayer. Annealing of theYb + MG/Ni(111)
system in the temperature range from 300 to 400°C
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forms an Yb intercalate under the graphite monolayer
on the Ni(111) surface; i.e, the formation of the
MG/Y b/Ni(111) system takes place. Figure 2 displays
the C(KVV) Auger electron spectra for the
MG/Y b/Ni(111) system in comparison with the spectra
of bulk samples of single-crystal graphite and bulk Yb
intercalate (Yb—GIC : Yb, where GIC is the graphite
intercalation compound) taken from [10, 11] and a
spectrum of MG/Ni(111) obtained in this work. It is
known that the C(KVV) structure of the Auger electron
spectrum can be described in afirst approximation as a
self-convolution of thelocal density of C(2p) electronic
states in the valence band [11, 12, 15, 16]. Therefore,
the C(KVWV) Auger electron spectrum containsinforma-
tion on the variation of the population of C(2p)-type
states and can serve as an indicator of the chemical
interactions taking place in the system under study. An
analysis of the C(KVV) Auger spectra presented in
Fig. 2 shows that the shape of the spectra for the
MGI/Ni(111) and MG/Yb/Ni(111) systems changes
substantially compared to that of single-crystal graph-
ite. Thefine structure of the spectrum also changes, and
additional features appear at ~260 and ~268 eV. The
most interesting of them is the clearly pronounced fea-
ture in the high-energy part of the spectrum at an
energy of ~281 eV (the F feature). A similar feature
was observed in the C(KVV) Auger spectra of alkali
metal intercalates [15, 16], as well as of Yb-GIC,
whose Auger spectrum ispresentedin Fig. 2. (Thisfea
turewasassociated in[11, 15, 16] with thefilling of the
graphite 1 states by charge transfer from atoms of an
akali metal to carbon atoms in the graphite matrix.)
The C(KWV) spectra of MG/Ni(111) and
MG/Yb/Ni(111) are practicaly of the same character.

Figure 3 shows the variations in the photoemission
spectra obtained at photoelectron takeoff angles close
tothesurfacenormal (i.e., at thel” point of the Brillouin
zone) during the deposition of a thin Yb layer (~4 A
thick) onto the MG/Ni(111) surface, followed by the
annealing of the whole system at ~400°C. Also shown
for comparison are the spectra of a clean Ni(111) sur-
face and a graphite monolayer on the Ni(111) surface.
The spectra exhibit features that correspond to the
graphite 1y, and oy, states (at binding energies of ~10
and 22.5 eV, respectively), Ni d states (0.5 and 1.5 eV),
and Y b 5p and 4f states (24, 3, and 1 eV, respectively).
An analysis of the spectra shows that the features cor-
responding to the graphite 1, and o, states and d
states of nickel become weaker immediately after the
Y b deposition, so that the spectra are dominated by the
Y b 5p and 4f states. After annealing, the features due to
the 5p and 4f states of Yb decrease substantialy in
intensity. They overlap with the C(o,¢) and Ni(d) states
to become nearly unresolvable from them. Annealing
increases the intensity of the graphite 1, states to a
level comparable to that of the corresponding features
characteristic of aclean surface of the MG/Ni(111) sys-
tem. This is accompanied by their dight shift toward
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Fig. 3. Variationsin the valence-band photoel ectron spectra
(hv =35¢eV) of (a) Ni(111) and (b) the MG/Ni(111) system
and in the spectra obtained (c) during the deposition of Yb
thin layers (~4 A) onto the MG/Ni(111) surface and
(d) annealing of the system asawhole at 400°C for 10 min.

lower binding energies. Similar spectral variations are
observed in the case of apredeposited Y b layer of adif-
ferent thickness (~12 A), which was annealed at ~300—
400°C (not shown in Fig. 3). The above variations in
the photoelectron spectra are in excellent agreement
with the conclusion drawn from analysis of the Auger
peak intensities that the'Y b intercal ation under agraph-
ite monolayer occurs upon heating the system in the
temperature range from 300 to 400°C. The recovery of
the feature corresponding in intensity to the graphite
Ty, States and its energy shift indicate not only removal
of Yb atoms from the surface of the system, but also a
modified interaction of the graphite monolayer with the
substrate asaresult of Y b intercal ating under the graph-
ite monolayer.

3. 2. Electronic Sructure of MG/Yb/Ni(111)

The valence-band electronic structure of the Yb-
based intercalate-like thin-film compound prepared in
this work was studied by angle-resolved photoel ectron
spectroscopy. Figure 4 shows the photoel ectron spectra
of a MG/Yb/Ni(111) system prepared by depositing a
4-A-thick Yb layer onto the surface of the MG/Ni(111)
system and its subsequent annealing at T (J400°C (i.e.,
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Fig. 4. Vaence-band photoel ectron spectra (hv = 50 eV) of
a thin-film intercalate-like compound made up of graphite
and ytterbium monolayers for different photoel ectron polar
takeoff anglesrelativeto the surface normal. The compound
was formed on the Ni(111) surface by deposition of a
4-A-thick Y b layer onto agraphite monolayer and annealing
of the system at 400°C. The main spectral features denoted
by 01, 055, 03, T4, Y B(5p), and Ni(d) are connected by the
corresponding lines.

under the conditions favoring Yb intercalation under
the graphite monolayer). The spectra were measured
for different photoel ectron polar takeoff angles© inthe
'K direction of the surface Brillouin zone of graphite.
The variation of the main featuresin energy is specified
by the corresponding lines. The photoelectron spectra
obtained for the system with a 12-A-thick Yb layer
follow asimilar same pattern (not showninFig. 4). Fig-
ure 5 displays the dispersion relations E(k) for the
main energy bands derived from analysis the photo-
electron spectra by using the well-known expression

E(k,) 00.51,/E,sn6,

wherek isthe parallel component of quasi-momentum
in the Brillouin zone, E, is the photoelectron kinetic
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Fig. 5. Dispersion relations E(kj) of the main graphite-like
branches of the 0,5, 05, O35, and 1y, electronic states for

MG/Yb/Ni(111) systems obtained after deposition of (1, 3)
4- and (2) 12-A-thick Yb layer on the MG/Ni(111) surface
and annealing at 400°C for 10 min. Thefigure contains data
obtained for exciting radiation energies hv = (3) 33 eV and
(2) 50 eV. Shown for comparison are the corresponding dis-
persion relations for the MG/Ni(111) system (solid lines),
graphite single crystal [10] (dotted lines), and bulk Y b inter-
calate [11] (dashed lines).

energy, and © is the photoelectron polar takeoff angle
relative to the surface normal.

Figure 5 demonstrates the data obtained for the
MG/YDb/Ni(111) system with an Yb layer of different
thickness (4 and 12 A) at different energies of the excit-
ing radiation (hv = 33 and 50 €V). Shown for compari-
son are the corresponding dispersion relations for the
MG/Ni(111) system. The dashed lines are plots of the
dispersion relations for Yb-intercalated bulk graphite
taken from [11]. The dispersion relations given in [10]
for single-crystal graphite are presented in Fig. 5 by
dotted lines. As follows from a comparison of the data
inFig. 5, the spectraof the MG/Yb/Ni(111) system also
exhibit all the branches of electronic states characteris-
tic of graphite (o, 0, 35, and 14,). However, in contrast
to graphite, the graphite T and o states are shifted
toward higher binding energies by ~1 eV for the o
states and by ~2 eV for the 1t states. All graphite-like
states of the MG/Yb/Ni(111) system lie substantially
closer to the energies characteristic of the MG/Ni(111)
system. TheY b intercalation under the graphite mono-
layer on Ni(111) results only in a small energy shift of
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these states toward lower binding energies. A compari-
son of the photoel ectron spectra obtained (and the dis-
persion relations) with the corresponding spectra (and
dispersion relations) of bulk Yb intercalates [10, 11]
shows that it isin the 11, branch that the valence-band
features differ most in energy. Indeed, the bulk Yb
intercalate exhibits a noticeably smaller energy shift of
these states than is the case with the MG/Y b/Ni(111)
system relative to pure graphite. For instance, the 11,
electron binding energy for the Yb bulk intercalate at
thel pointis~9eV, whichislessby ~1 eV than that for
the MG/Yb/Ni(111) system. An interesting feature of
the spectra observed for the MG/Y b/Ni(111) system is
the splitting of the 14, band at the K point into two
branches. As the k; component increases and transfers
to the second Brillouin zone, one of these branches
tendsto a~3.5-eV energy level. The other branch splits
off from thefirst one and shifts gradually toward higher
binding energies with an increase in the k value. Inter-
estingly, the MG/Ni(111) system exhibits a similar
behavior of the 1, states in the vicinity of the K point
of the Brillouin zone (see solid linesin Fig. 5). In this
case, however, the binding energies of both branches of
the split 1, states are lower. Theoretical calculations
made for the MG/Ni(111) system also reveal the pres-
ence of such a splitting in the second Brillouin zone
upon transfer from the K point to the M point [17].

Thus, an analysis of all the datadisplayedin Figs. 4
and 5 suggests that the valence-band structure and the
behavior of the main features for the MG/Y b/Ni(111)
system are more similar to those observed in the
MG/Ni(111) system than in Yb—GIC. This implies, in
turn, that the type of interaction of the graphite mono-
layer with the substrate is mostly preserved after Yb
intercalation. An analysis was made of the different
energy shifts of the Ttand ¢ states in the valence band
for agraphite monolayer on the Ni(111) surface[1, 18].
The results obtained led to the assumption [18] that the
observed changes in the electronic structure of the
MG/Ni(111) system are due to the hybridization of the
Ttorbitals of the graphite monolayer with the d orbitals
on the Ni(111) surface. This hybridization givesriseto
a charge density redistribution from the bonding Tt to
antibonding 1t states, whose binding energy increases
as they become admixed to the substrate states.
Because of the substantially weaker coupling of the Ni
d electrons with the o states of graphite, the energy of
the latter states changes to a considerably smaller
extent than that of the Tt states. It appears of interest to
consider from this standpoint the formation of the fea-
ture in the high-energy part of the C(KVV) Auger peak
at ~281 eV (Fig. 2). Asnoted above, asimilar featureis
observed in the C(KVV) Auger spectra of bulk alkali
metal intercalates, in which it is assigned to the filling
of a part of the graphite 1t states near the Fermi level
as aresult of the charge transfer from the intercal ated
metal atomsto the graphite matrix [15, 16]. Ananalysis
of the energy shift of the MG/Ni(111) electronic struc-
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ture made in [19] also assumed, by analogy with these
systems, an ionic type of bonding between the graphite
monolayer and the Ni substrate with a charge transfer
fromthed orbitalsin the Ni(111) planeto free 1t states
of the graphite monolayer. However, if this assumption
is correct, approximately equal energy shifts of the 1t
and o states should be observed in the valence band, as
this occurs in the alkali metal intercalates [15, 16] and
Y b(Eu)-GIC [10, 11]. However, as already mentioned,
the MG/Ni(111) and MG/Y b/Ni(111) systems exhibit a
substantially different shift of the mand o states in the
valence band. This gives groundsto suggest that it isin
terms of the hybridization between the d orbitals of the
substrate and the 1t orbitals of graphite that one could
most likely describe the main features in the energy
structure of the MG/Ni(111) and MG/Yb/Ni(111) sys-
tems and the corresponding structural changes in the
photoelectron and Auger electron spectra.

It appears interesting to consider from this stand-
point the energy position of the band features for the
MG/Ni(111) and MG/Yb/Ni(111) systems near the K
point of the Brillouin zone (Fig. 5). The binding-energy
difference of these states for the MG/Ni(111) and
MG/YDb/Ni(111) systems can be assigned to different
binding energiesfor d-type states of Ni and Y b. For Ni,
the binding energy of these statesis lower than that for
Yb (atomicYb has no filled d orbitals). As aresult, the
corresponding (d—m) hybridized orbitas in the
MG/Ni(111) system should have a higher binding
energy. Thus, an analysis of the above features in the
electronic structure of the MG/Y b/Ni(111) system, as
compared to intercalate-like systems based on Yb and
alkai metas, permits a conjecture that the process
underlying MG interaction with an Yb intercalated
layer is, similar to the MG/Ni(111) system, the (d-m)
hybridization. However, judging from the energy shift
of the graphite-like branches in the valence band, the
strength of the coupling in these two systems is some-
what different.

Thus, we showed by Auger-electron and photoelec-
tron spectroscopy that the deposition of Yb thin layers
onto the surface of a graphite monolayer prepared on
Ni(111) by propylene cracking, followed by annealing
of the system at temperatures from 300 to 400°C,
resultsin intercalation of Y b under the graphite mono-
layer and formation of athin-film intercalate-like com-
pound. The different energy shift of the tand o states
of this system compared to graphite (by ~2 and ~1 eV,
respectively) in the valence-band electronic structure
can be understood in terms of the hybridization of the
carbon 1t states in graphite with the substrate d states
and the filling of a part of the Tt states near the Fermi
level in these processes. The above interaction differs
from the intercal ated metal—graphite matrix coupling in
bulk Yb intercalates, where the main features of the
electronic structure can be described primarily in terms
of the formation of ionic bonding, i.e., simple charge
transfer from metal atomsto free graphite 1 states.
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Abstract—The curves describing small-angle x-ray scattering at npor-C nanoporous carbon samples obtained
from polycrystalline a-SiC, TiC, and Mo,C and a 6H-SiC single crystal have been analyzed. An algorithm is
developed for taking into account the corrections to experimental curves for the intensity of the primary beam
transmitted through the sample and the height of theinlet dlit in these measurements. Two systems of nanoclus-
ters observed in the npor-C structure differ in the type of stacking of structural elements: small-scale mass frac-
tals of adimension 1 <D, <3 and asize L, = 50-90 A, which depend on the type of the initial carbide, and
large-scale nanoclusters having asize L; > 550 A. In most samples, large-scale nanoclusters can be regarded as
objectswith afractal surface and adimension 2 < D, < 13, which also depends on the type of theinitial carbide.
Large-scale nanoclusters in npor-C obtained from Mo,C prove to be mass fractals with a dimension D; > 2.
Peculiarities of the structure formation of nanoporous carbon obtained from various carbides are discussed.

© 2000 MAIK “ Nauka/lnterperiodica” .

Recent studies of the structure of many porous
materias revealed that nanoscale structural elements
(clusters, pore, or their interfaces) constituting such
materials are of afractal type. An analysis of the struc-
ture based on the small-angle x-ray scattering (SAXS)
method in a certain range of scattering vector modulus
S < s< 8" (s=4nsind/A, where 20 is the scattering
angle and A is the radiation wavelength) gives an expo-
nential decrease in the scattering intensity I(s) O s®
with a nonintegral exponent a < 4 [1-3]. (The value
D= 4 corresponds to the well-known Porod law
describing the asymptotic behavior of the intensity of
SAXS at homogeneous particles with a linear size L
and a smooth surface for sL > 2t [4].) This law of
decrease of I(s) for 3< a <4 istypica of scattering at
nanoparticles with a fractal (rough) surface of dimen-
sion 6 —a [1] and is observed, for example, in a porous
silicate glass of the Vycor type [3], and some porous
coals (lignites) [1]. For 1 < a < 3, the exponentia
decrease of I(s) istypical of scattering at fractal aggre-
gates of nanoparticles (clusters of the massfractal type)
of dimension D = a in the range Lgl > s> L1 where
L, and L are the minimum size of an individual particle
in acluster and the cluster size, respectively [5]. Fractal
nanoclusters of this type are formed, for example, in
porous silicon [2], their dimension being heavy depen-
dent on the parameters of the electrolytic etching of sil-
icon during the formation of aporous film. Mass (bulk)
or surface fractals are observed in anumber of systems
based on solid-state carbon, namely, in the above-men-

tioned porous coas[1], shungites[6], ultradisperse dia-
mond [7], and amorphous carbon with copper nano-
clusters[8].

The formation of definite fractal carbon structuresis
determined by the conditions of obtaining and process-
ing of the materia. In turn, fractal parameters of the
existing structures can determine many physical and
physicochemical properties of carbon. In thiswork, the
concept of fractals is used for analyzing the results of
investigation of SAXS at nanoporous carbon (npor-C)
obtained from polycrystalline powders of carbides
a-SiC, TiC, and Mo,C as well as from 6H-SIC single
crystals by the removal of noncarbon atoms by high-
temperature chlorination [9, 10]. Theinterest in npor-C
is dueto its unique propertiesthat are useful for anum-
ber of technical applications [11], as well as due to the
general increase in the interest in solid-state nanostruc-
tures of various types. According to the SAXS data
obtained earlier [12], npor-C is a system of scattering
particles with the most probable characteristic size
2R, ~ 10 A (Ry isthe radius of inertia) and the average

size 2R} = 12-25 A depending on the type of the ini-
tial carbide. Most of the volume (85-90%) is occupied
by the finest nanoparticles with a radius of inertia
smaller than 2R;", the remaining volume being filled

by coarser nanoparticles with a size of up to ~100 A.
The results presented below indicate that on a certain
scae of lengths, nanoclusters in npor-C can be

1063-7834/00/4206-1176%$20.00 © 2000 MAIK “Nauka/Interperiodica’



ON FRACTAL NATURE OF THE STRUCTURE

regarded as fractals whose type and parameters also
depend on the type of the initial carbide.

The technology of preparing npor-C samples and
the experimental setup for SAXS studies were
described by us earlier [11, 12]. The SAXSintensity as
afunction of the scattering angle | .,,(26) was measured
in the through mode of transmission of an x-ray beam
through the sample (26 scanning) in the angular range
0< 26 < 8° It should be noted that the signal recorded
by the detector gives ale(20) curve differing in shape
from the true SAXS curve [(26). In our case, the distor-
tions of the true SAXS curve appeared mainly for two
reasons.

First, in the range of the smallest angles (20 <
0.65°), the diverging primary beam transmitted through
the sample and attenuated to a certain extent by a small
absorption in it (the attenuation factor was 1.8-2.4 cm
[12]) contributed to the 1.,,(20) signal recorded by the
detector. In order to compensate the error emerging due
to this contribution, we introduced the corresponding
correctionto l,,(20) taking into account the true profile
io(20)of the primary beam and its absorption in the
material:

1%0(28) Ol 0p(26) — [ op(0)/i0(0)]i¢(28)/ c0s26. (1)

The quantity 15,(20) is the intensity of the scattered

radiation only. For 26 < 0.65°, the factor 1/cos26 01
takesinto account the true path of the beam in the sam-
ple.

Second, the signal I,,(28) detected with adlit colli-
mation of the scattered beam for a given 20 was in fact
the result of integration over the angular interval (26,
2(8 + AB)), where AB is determined by the dlit size and
by the separation d between the sampl e and the detector
(d=20cminour case) and is afunction of the scatter-
ing angle 20 itself (see Fig. 9.1 from [4]). The dlit col-
limation is normally used to increase the intensity of
the recorded signal instead of the pinhole collimation,
although the latter allows one to determine the scatter-
ing angle with a considerably higher accuracy. In our
case, the width of the inlet dlit was quite small
(0.5 mm), ensuring a high resolution in the scattering
angle (0.16°). However, the dlit height h was 2.0 mm. It
follows from the geometrical considerations that the
interval of signal integration by theinlet ditis

206 = ,/(20)% + > — 26, 2

where Y, ~ h/2d < 1 is the angle at which the half-
height of the dlit is seen at adistance d from the sample.
(We have used here the smallness of the angles 26 and
W) Expression (2) shows that as the scattering angle
20 decreases, the integration interval 2A0 increases,
becomes comparable with 20 for 20 < 2°, and exceeds
considerably 26 as 20 — 0: 2A80 — ), > 26. For
large values of scattering angle in the interval under
investigation (26 = 5°), it is found that 2A8 < 26, and
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we can assume that the dlit collimation gives a result
close to that for the pinhole collimation, i.e., the true
SAXS curve 1(20) virtually coincides with the experi-

mental curve: 1(28) O 15, (26) (if we disregard absorp-
tion in the sample).

The correction to 15,,(26) to the slit height was

introduced as follows. The intensity of the detected
scattering signal after the subtraction of the primary
beamin (1) is given by

U
126(20) U [ (J(28)* + w?)dy, 3)
0

so that the problem of determining the true function
1(26) from the experimental function 15, (26) obtained

taking into account the correction to the primary beam
in (1) essentialy boils down to solving the integral
equation (3). Going over in (3) to new coordinates, we
obtain

J(20)% +y,

x o do
| &p(26) O [(d) )
zIe /%~ (26)*
In the general case, the integral on the right-hand
side of (4) cannot be evaluated analyticaly. If, however,
we assume for simplicity that the true SAXS intensity

in a certain range of scattering angles 26 decreases
according to a power low with the exponent n, i.e.,

1(20) 0 (20)™ (n>0), (5)

the function 1%,,(28) from equation (4) can be evalu-
ated analytically and has the form

(4)

1%,(26) O ;(26)_”[@ W

g
2(n-1)r 57

x g‘;lg(ze) ~2r B260)(20)" + w2 ©

n-1n+1
x k05, ; ; .
’ 1% 2" 2 202+ 20
Here I is the gamma-function and ,F; is a hypergeo-

metrical function. Comparing thefunction I5,, (26) cal-

culated from (6) with the experimental function from
(1) inacertain angular interval of 26, we can define the
exponent n of the presumed exponential decrease of the
true 1(20) curve as a parameter ensuring the best agree-
ment between the theory and experiment in the given
interval of 20.

An analysis of expression (6) indicates that, as the
scattering angle approaches zero, the dependence

(20)° D}
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Fig. 1. SAXS curves lgp(s) recorded in experiments on

npor-C samples obtained from polycrystallinea-SiC (curve
1), TiC (curve 2) and Mo,C (curve 3) and a 6H-SiC single
crystal (curve 4).

| & (26) becomes close to a power-low dependence

with the exponent —n + 1. Indeed, the integration of the
true SAXS exponential function with the exponent —n
in a wide range of angles Y, > 26 must lead to an
increase in the exponent by unity, i.e., to the corre-
sponding decrease in the observed steepness of the
descend of the scattering curve as compared to the true
curve. On the other hand, for large angles 26, the

asymptotic behavior of the calculated function 15, (26)

corresponds to an exponential decrease with the expo-
nent —n, i.e., coincides with the predicted variation of
the true scattering function 1(20) as expected. Thus,
according to calculations, in the case of an exponentia
decrease of the true SAXS curve (5), for the observed
behavior of the scattering curve (taking into account the
correction to the primary beam) we have

E(ze)‘”*l, 20— 0;
[(20)™, 26 — .

For intermediate values of 20, the observed behavior of
the scattering intensity 15, (26) calculated by formula

lep(26) O (7)
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Fig. 2. True SAXS curve I(s) for npor-Cld -SiC(curve 4)
reconstructed from the experimental curve | g(s) (curve 1
inFig. 1) taking into account the correctionsto theintensity
of the primary x-ray beam passing through the sample with-
out scattering and to the height of theinlet dlit. The angular
distribution ig(s) of intensity of the beam incident on the
sample (curve 2), the experimental SAXScurve ngp () tak-

ing into account the correction to the primary beam intensity
(curve 3) and the distribution of SAX Sintensity calculated by
formula (6) for n = 2 (curve 5) are also plotted in the figure.

(6) differs from the exponential variation and can be
written as

1%,(26) O (20) "4 8)

where 0 < An(20) < 1, so that the observed local steep-
ness of the descent of the scattering function 15, (26) is
always lower than that of the true SAXS curve in the
case of the pinhole collimation of the scattered beam.
Figure 1 shows on the log- og scale the experimen-
tal SAXS curves lgg(s) for al the npor-C samples
under investigation (s O 4rt@A for small angles). In
Fig. 2, the reconstruction of the true SAXS curve I(s)
(curved) fromthe l,(s) (curve 1) isillustrated in detail
for an npor-Cpoly-SiCOsample obtained from poly-
crystaline a-SiC. At first, in accordance with (1), a cor-
rection is introduced to the attenuated primary beam
whose initia profileiy(s) at the moment of incidence on
the sample is also shown in Fig. 2 (curve 2). As noted

above, the obtained intermediate result 15,,(s) (curve3)
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corresponds to the observed intensity of scattering in
pure form. For large values of s (s> 0.15 A-Y) it was
found that 13,(S) = lep(s) O s2 for our sample, and
according to the above analysis, such an exponentia
decrease in the given interval can be regarded as true,
€., le(S) OI(s) O s for n 2. However, the calcula-
tions based on formula (6) with n = 2.0 show that, as

expected, the calculated function I5,(s) (curve 5 in
Fig. 2) does not coincide with the experimental curve
l&p(S) determined from expression (1) (curve 3) for

$< 0.04 A-L. Consequently, the true I(s) curve cannot
be described by an exponentia decrease with the same
exponent 2 in the entire range of s under investigation.
In this case, dividing the entire interval into a finite
number of narrower intervals and using formula (6), we
can find the values of n for which the best agreement

between the calculated function 15,,(s) (6) and the

experimental function 15,,(s) (1) in the steepness of
the descent is attained in each of the intervals. Consis-
tently joining the calculated values of 15.,(s) at the
boundaries of the intervals starting from the lower
boundary s = 0.15 A1 of the final interval s = 0.15—
0.4 A1, in which the true SAX S function I(s) for npor-

Clpoly-SiCOcoincides with the observed 15,,(s) , one

can reconstruct the required function I1(s) (curve 4)
from l,,(S) (curve 1) in the entire range of s.

Figure 3 shows on the log-og scale the true SAXS
curves I(s) reconstructed with the help of the above-
described procedure for all the npor-C samples under
investigation. It can be seen that all the curves contain
two rectilinear ssgments with various slopes, indicating
the exponential decrease in the scattering intensity

1 s<s;;
9og., ©
672, s>s,,

with the exponents a,; and a, of alarger and a smaller
magnitude (a, > a.) for relatively small and large val-
ues of s, respectively. These segments are connected
through a transient region of width s, — s; = 0.02—
0.03 A-1, For samples obtained from polycrystalline
a-SiC, TiC, and Mo,C, a stegper exponential decrease
inl(s) isobserved for s< s, [10.05 A~ and aslower one,
for s> s, 10.08 A-L. For the npor-C sample prepared
from the 6H-SIC single crystal, amore rapid descent is
transformed into a slower one for s; s, close to
0.12 A-L. The values of o, and a, we determined from
the true SAXS curves for all types of samples (Fig. 3)
are given in the table.

Animportant feature of al the curvesisthe absence
of a segment with a slope equal to 4. The violation of
the Porod laws indicates that an increase in the value of
s in experiments leads to the resolution of finer and
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Parameters of the fractal structure of nanoporous carbon

ngg{gr?lal poly-SiC | poly-TiC | poly-Mo,C| 6H-SIC
a, 3.03 3.43 2.70 3.29
D, 2.97 2.57 2.70* 271
I, A 140 140 140* 60
L, A >550
a, 1.97 1.64 2.36 2.34
D, 1.97 1.64 2.36 2.34
l,, A <10-15
L,, A 75 60 90 | 50

* The dimension and size correspond to alarge-scale mass fractal.

finer elements of the structure, so that the asymptotic
form of scattering at coarser particlesis not seen aswe
go over to asmaller scale since the scattering from finer
particles is superimposed on it. In this case, the shape
of the observed scattering curve can be treated as the
sum of the partial curves describing the scattering at
particles of various size in a polydisperse medium.
Such an approach was exactly used for determining the
size distribution of scattering particles [12]. However,

1(s), cps

107

104

103

102

10!

100 1 1 1
102 10!

Fig. 3. True SAXSI(s) curves for npor-C samples obtained
from polycrystalline a-SiC (curve 1), TiC (curve 2), and
Mo,C (curve 3) and a 6H-SiC single crystal (curve 4).
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the line of reasoning can be different; indeed, fine ele-
ments of the structure resolved for relatively small val-
ues of s are components of coarser particles which are
not characterized by a smooth and continuous internal
distribution of electron density or by a smooth surface
any longer. The above-mentioned Porod law does not
hold for scattering at such loose particles either, or this
law is observed only in anarrow interval of s.

The exponential decrease of I(s) (9) withl<a,<3,
which we observed on all the types of npor-C samples
for s> s,, indicates a fractal stacking of finest carbon
nanoparticlesinto clusters. The dimension D, (= a,) of
such small-scalefractal nanoclustersisalso giveninthe
table. The lower boundary of the fractal stacking mode
onthesscale, i.e, s, provides an estimate for the size
L, of afractal cluster having the given dimension D.,:
L, (0217s, (see the table). It can be seen that mass frac-
tals formed in npor-C obtained from polycrystaline
carbides have adlightly larger sizethan thoseformedin
asample prepared from the 6H-SiC single crystal. Gen-
erally speaking, the sizel, of the finest particles consti-
tuting acluster can be estimated roughly from the upper
boundary of the fractal region in which a transition
from the fractal mode to the Porod law observed for
d, > 2mtakes place. Such atransition takes place, for
example, for porous silicon [2]. In our case, however,
thevalue of |, in acluster cannot be determined in view
of the absence of the Porod asymptotic form in the
range of sunder investigation. It can only be stated that
thesizel, for various samplesisat any rate smaller than
10-15 A, which actually corresponds to the highest
value of s attained in the experiments. Typicaly, the
dimension of small-scale fractals in the npor-Clpoly-
SiClsampleiscloseto two, indicating the formation of
virtually planar carbon fragments with a typical size
L,~75A.

Thetable a so containsthe values of the exponent a;
in the power law (9) describing the decrease of 1(s) for
s<'s,. The range of s under investigation corresponds
to larger-scale aggregates. Note that, while determining
o, inthisinterval, we disregarded the initial segment of
the SAXS curve (s< 0.01 A, 28 < 0.2°), in which the
accuracy of the reconstruction of the true function I(s)
from experimental data is not high enough. For al the
samples except npor-Clpoly-Mo,CL] the value of a;
lies between 3 and 4. It follows that SAXS in these
samples for s < s, is determined by the fractal surface
of large-scale nanoclusters, whose dimension is D, =
6 —0, [1]. Thevaluesof D, noticeably exceed the value
of 2 for ordinary smooth surfaces, indicating a consid-
erable extent of unevenness (roughness) of the surface
of large-scal e nanoclusters. From this point of view, the
surface of nanoclusters in a npor-Cpoly-SiCOsample
for which D; is close to three is the most rugged. The
minimum scale of the length |, on the fractal surface of
nanoclusters, estimated from the upper boundary of s;
of the corresponding linear segment (see Fig. 3), is
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found to be ~140 A in npor-Clpoly-SiCOand npor-
Clpoly-TiCOsamples and ~60 A in a npor-C6H-SiCO
sample. For npor-Clpoly-Mo,C[J a; = 2.70 < 3, and
mass fractalswith thedimension D; = a; =2.70 and the
minimum size |, ~ 140 A of particles constituting them
play the part of large-scale scattering aggregates. The
determination of the maximum scale of lengthsL, over
which the fractal structure of the surface or the bulk of
large-scale clusters is preserved for the dimensions D,
indicated above is limited by the discontinuity of the
experimental  SAXS function g (s) for smal s
According to our results, L, = 550 A.

The conclusion concerning the fractal nature of the
surface of large-scale nanoclusters for npor-Cpoly-
SiClcannot be regarded as unambiguous, as the error
in the estimates of the value of D, (x0.15) does not
allow one to rule out, for example, the three-dimen-
siona nature of homogeneous large-scale clusters in
the form of a homogeneous sphere (the sphere can be
treated as a mass fractal of dimension D = a = 3).
Besides, the exponential decrease of I(s) with a; 03
can be treated as the Porod law for the asymptotic form
of scattering at large-scale two-dimensional objects for
sL; > 21t However, as the value of sincreases further,
the exponential decrease with a; 03 is replaced by a
decrease with a, [0 2. This means that, as mentioned
above, fine two-dimensional structural elements with a
sizeL, 075 A contained in the system are resolved. At
the sametime, the exponential decrease with a, [J2 can
be interpreted as a manifestation of the Porod law for
one-dimensional objects (filaments or rods). In the case
of carbon, the formation of two-dimensional and even
one-dimensional structural elements of nanometric size
appears quite probable. Indeed, such elements com-
posed, for example, of stacks of fragments of graphen
layersmore or less oriented in space are observed in the
known forms of solid-state carbon, such asglasscarbon
or carbon fibers[13].

The results described above lead to the following
conclusions concerning the nature of fractal nanostruc-
ture of npor-C samples under investigation. First of al,
the shape of al the true SAXS curves (see Fig. 3) sug-
gests that the hierarchy of nanostructural elements in
npor-C contains at |east two clearly separable groups of
clusters, each characterized by its own law of bulk or
surface organization, viz., small-scale nanoclusters of
size L, and large-scale clusters, in which the minimum
length scale approximately corresponds to the scale |,
more or less close to L,. It can be seen from the table
that small-scale nanoclustersin npor-C obtained on the
basisof different initial carbides are of the form of mass
fractals with greatly different dimensions. This means
that the microscopic mechanism of aggregation of the
finest carbon particles with a size smaller than 10-15 A
into clusters strongly depends on the type of carbide-
forming atoms removed in the course of the chemical
reaction, and apparently, on the crystalline structure of

No. 6 2000



ON FRACTAL NATURE OF THE STRUCTURE

the initial carbide. For example, when the initial mate-
rial is TiC with a cubic structure of the NaCl type, the
nanoclusters formed have a very loose structure with a
dimension D, < 2. In the case of other carbides (Mo,C
and 6H-SIC with a hexagona structure), these are
tighter and more homogeneous objects with a fractal
dimension D, > 2. A specia situation occurs when
npor-C is obtained from polycrystalline a-SiC: in this
type of npor-C, almost two-dimensional and probably
even one-dimensional clusters are formed. One can
assume that the presence of six-carbon rings in the
(0001) plane of the hexagona a-SiC facilitates the for-
mation of the elements of graphen layers, which are
similar to those existing in graphite in the (0002) plane.
However, the formation of two- or one-dimensional
clusters apparently requires afree discharge of thereac-
tion products, which is realized in the case of poly-SiC
due to micropores in the region of grain boundaries of
theinitial powder. However, in the bulk 6H-SiC single
crystal, this supplementary condition is not satisfied,
plane fragments in npor-C being formed undergo con-
siderable distortions, and the fractal growth is termi-
nated in this case for a smaller size L, ~ 50 A of the
cluster being formed.

The SAXS at large-scale nanoclusters in npor-
Clpoly-TiCOand npor-C6H-SiCLis determined by the
fractal interface between clusters and pores. The extent
of roughness of the interfaces also depends on the type
of the initial carbide. A npor-Cpoly-Mo,Clsample
contains quite large mass fractals, by their formation,
starting from the size |, ~ 140 A, is accompanied by a
change in the particle stacking regularity with the for-
mation of adenser structure; D, > D,. In anpor-CLpoly-
SiCOsample, large scale nanoclusters of size L, >
550 A are two- dimensional formations or three-dimen-
sional aggregates with an extremely uneven fractal sur-
face on a scale >140 A. Such nanoclusters are com-
posed of smaller two- or one- dimensional carbon frag-
ments. In our opinion, this feature accounts for a high
specific surface and adsorbability of npor-C obtained
from polycrystalline a-SIC [11]. The problem of
dimension of nanoclusters in npor-Clpoly-SiClhas no
unique solution in the SAXS method. This question
callsfor supplementary methods of investigation which
would make it possible to judge about the type of
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valence bonds and the structure of short-range order in
the environment of carbon atoms.
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Abstract—The kinetics of spin-attice and phase relaxation of Cgo radicalsin Cgy powder has been studied at

room temperature by pulsed EPR. It is found that the kinetics can be described by the relation exp(—a./t ) char-

acteristic of the case in which the paramagnetic centers are distributed over relaxation times. It is concluded
that the observed kinetics are due to the presence of oxygen molecules, which act as a fast-relaxing impurity

and accelerate the relaxation of the Cgo radicals. The results obtained offer an explanation for anumber of fea-

tures of Cgo relaxation in fullerites discovered earlier. © 2000 MAIK “ Nauka/Interperiodica’ .

1. INTRODUCTION

EPR signals are not likely to be observed in ideal
fullerene-based solids (fullerites). Nevertheless, EPR
signals are detected even in well-purified fullerites, and
this can be explained to be dueto their structural imper-
fections, as well as to impurities | eft after their synthe-
sis and purification [1-4]. The Cg, fullerite powder
most frequently exhibits EPR signals with g =
2.0027(3), which is identified with the cation radical

Cgo [1-3]. Thissignal is a single structureless line of

width AB,, = 0.15 mT (between the extrema of the
absorption signal derivative) and is observed in the
temperature range from 1.7 to 300 K.

Relaxation parameters (the spin-attice relaxation
time T, and the phase relaxation time T,,) provide more
detailed information on these radicals. References to
publications on the relaxation of paramagnetic centers
in Cq, solutions can be found in [1]. As regards to the
relevant studies in the solid-phase Cy, it was found [1]

that paramagnetic relaxation of the Cg, radicals fol-
lows a double-exponential law. The fast component
(Ty=25ps, T,,= 0.3 ps) is practically independent of
temperature. The slow component (T; = 400-700 s,
T, = 1.4-2.6 us) depends relatively weakly on temper-
ature in the interval T = 4.2-90 K range studied here.
Besides, T; decreases with increasing temperature
much more slowly than according to the standard spin—
lattice relaxation mechanisms involving one-phonon,
Raman, or Ohrbach relaxation processes. The nature of
the double-exponential relaxation kinetics remains

unclear. A temperature dependence of T, for the Cg,
radicals in a fullerite, which is anomalous from the

standpoint of standard spin-attice relaxation mecha-
nisms, was also observed in [2] at T = 1.7-15 K. How-
ever, thelow-temperature results obtained in[1] and [2]
differ very strongly quantitatively. The relaxation times

of Cg, radicals obtained in [2] for fullerite samples by
continuous saturation at higher temperatures appear
strange. For example, the values of T, presented in [2]
(2 usat 77 K and 0.5 us at 300 K) turned out to be
smaller than those of T, (about 13 us) determined by
the same authors. Nutation EPR spectroscopy studies

[4] revealed that the magnitude of T, of Cg, radicals

found for fullerene-containing powdersis considerably
larger than the values obtained in [2] and exceeds 30 us
at room temperature. Besides, there are indications that
the relaxation processes depend on the thermal treat-
ment of fullerite samples [2], as well as on the sur-
rounding gaseous medium [4].

In this paper, we present the results of an investiga-
tion of the spin- attice and phase rel axation kinetics for
Ce, radicalsin Cy, powder, carried out at room temper-
ature by the pulsed EPR technique.

2. EXPERIMENTAL TECHNIQUE AND SAMPLES

The nonstationary EPR signals (nutation [5], dou-
ble-pulse delayed nutation [6], nutation echo [6], and
double-pulse electron spin echo) were produced by
pulses of apolarizing magnetic field [6]. Thistechnique
is amagnetic counterpart of the method of Stark pulses
used in optical resonance studies [7]. The nonadiabatic

(dB/dt > ny) onset of resonance conditions

w = yBy, = y(Bs+AB)
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was achieved by varying the polarizing magnetic field
B at fixed frequency w and amplitude B, of the mag-
netic component of the microwave field. Here, y is the
gyromagnetic ratio, B, isthe dc component of the polar-
izing magnetic field, and AB is the amplitude of the
polarizing magnetic-field pul ses.

The studies were carried out on a 3-cm pulsed EPR
spectrometer [6]. The maximum value of B, at the sam-
plewas about 0.054 mT, and it was high enough to pro-
duce nutation signals with a frequency w; = yB; up to
1.52 MHz, AB = 0.12 mT, and the rate of variation of
the polarizing magnetic field was about 1.2 mT/us.
Nonstationary EPR signals with a rise time of 150 ns
could be detected.

Nonstationary EPR signals were produced by two
pulses with durations of t; and t,, respectively, sepa-
rated by atime interval 1. The spin-attice relaxation
kinetics were measured by the double-pulse delayed
nutation method [6, 7], which permits one to study the
dependence of theinitial nutation signal amplitude dur-
ing the second pulse on the pulse separation t. We also
used the nutation echo to probe spin-attice relaxation,
and we used double-pulse echo to investigate phase
relaxation.

High-purity powder Cg, samples (299.9%) were
used in the measurements. Prior to being measured, the
sampleswere annealed at T = 150°C for five hoursin a
dynamic vacuum of about 102 Torr and evacuated.

3. EXPERIMENTAL RESULTS
Stationary EPR spectra of all the samples studied

displayed a symmetric EPR line of the Cg, radicals
with g = 2.0027(2) and AB,,, = 0.15 mT. After anneal-
ing, the linewidth decreased.

The kinetics of spin-attice relaxation measured by
double-pulse delayed nutation on an evacuated sample
are shown in Fig. 1. While the pattern of kinetics was
similar for all samples, the relaxation rate was some-
what different and increased when air was admitted to
the samples.

If, for instance, the process is described by one
spinattice relaxation time T,, the dependence shown
in Fig. 1 should obey the relation [6, 7]

— OgtQ

v(T) = vo[l —exp D_ﬂD}' Q)
where v, isthe maximum amplitude of the nutation sig-
nal measured during the first pulse. However, the
dependence (1) was not observed in the samples stud-
ied by us. One could attempt to approximate the kinet-
icsin Fig. 1 by a double-exponential decay curve. The
curvein Fig. 1 issuch an approximation with relaxation
times of 15 and 85 ps. Notethat it isadouble-exponen-
tial approximation that was employed for data process-
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Fig. 1. Spin-lattice relaxation kinetics of an evacuated Cg

sample. The curve is a semilogarithmic anamorphosis cor-
responding to the sum of two exponentials.

0.1

10
T2, st

Fig. 2. Spin-lattice relaxation kinetics of an evacuated (1)
and anonevacuated (2) Cgg Sample. The lines are semiloga-
rithmic anamorphoses of the kinetics described by Eq. (2).

ing in [1]. As already mentioned, however, such kinet-
ics cannot be explained in this case.

The spinattice relaxation kinetics of the same
sample measured by us in a vacuum and in air is pre-
sented in Fig. 2 in the log(v/v,) —T¥2 coordinates. The

measurements in air were performed 30 min after
admitting air to the sample. As seen from Fig. 2, the
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Fig. 3. Phase relaxation kinetics of an evacuated (1) and a
nonevacuated (2) Cgg Sample.

experimental data can be approximated within mea-
surement error by a dependence of the type

V(1) = vof 1 - exp(-av1)}. )

These kinetics are typica of the case where paramag-
netic centers are distributed over times T, [8]. The most
probabl e spin-attice relaxation timeis

T = <. 3)

The values of a derived from the datain Fig. 2 are
0.115(15) and 0.166(17) pus2 for the samplesin avac-

uum and in air, respectively. Thevaluesof T} obtained
for these samples from (3) are 151(15) and 73(7) ps.

The spin attice relaxation kinetics measured by the
nutation echo technique for T > t; = const was approx-
imated by therelation

V(1) O exp(-an1). 4)

The values of the parameter a determined by nutation
echo and double-pulse delayed nutation were found to
coincide.

Figure 3 shows the double-pul se echo decay for the
sample whose spinattice relaxation kinetics are
shown in Fig. 2. The echo was formed by two identical
pulses of duration 0.2 psat w;, = 1.52 MHz.

4. DISCUSSION OF RESULTS

The kinetics of type (2) can be observed in magnet-
ically dilute solids in the cases where the sample is
characterized by a distribution of spin-attice relax-
ation times. In particular, a spread in T; may be due to
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rapidly relaxing additional impurities which act as
sinks of the spin system energy to the lattice [8]. The

dependence of the relaxation rate of Cg, radicalson the

presence of air around a sample indicates that the
observed kinetics are related with the existence of para-
magnetic oxygen molecules in the samples. Compared
to the radicals, these molecules are fast-relaxing impu-
rities. The parameter ais expected to be proportional to
the impurity concentration. It was also pointed out in

[2] that at 4.2 K, T, of the Cg, radicalsincreased by an

order of magnitude after annealing, while their concen-
tration remained practically unchanged. Thisled to the
conclusion that annealing changed the pattern of the
local radical distribution toward a decrease in the size
of exchange interacting aggregates. The conclusions
made in [2] are not convincing in the absence of an
analysis of a possible effect of oxygen and of areliable
determination of T, aswell asthelocal radical concen-
tration from the saturation of steady state spectra, par-
ticularly in the case of relaxation kinetics of type (2).
Recall the paradoxical nature of relaxation times (T; <
T,) obtained in [2]. The data obtained in steady-state
saturation in [2] were processed using a semiphenome-
nological approach based on the model of noninteract-
ing spin packets of L orentzian shape. For the case of the
relaxation kinetics of type (2), it was shown [9] that
such an approach may result in a substantial (by afew
orders of magnitude) error in the estimates of the
dipole—dipole interaction.

It can be easily seen that the values of T, obtained in
thiswork are larger than those found for fullerite pow-
ders at room temperature by the continuous saturation
technique [2] by two orders of magnitude. They are
smaller only by a factor of three than the values
obtained in [2] by pulsed EPR technique at low temper-
atures (2090 K) for unannealed samples in air. The

spinattice relaxation time of Cgo radicals in solid-
phase fullerenesis found to be comparable to T, of the
substituting nitrogen in such an allotropic modification
of carbon as diamond [10] and of nitrogen atoms
embedded in the Cg, molecule in solutions of N@Cg,
endohedrals[11].

Because the concentration of magnetic nuclei in Cg,
is low, it can be expected that the phase relaxation
kinetics of Cg, in the presence of oxygen molecules
will follow the relation

v(21) = v(0)exp(-2bt —a ). (5)

The first term in the argument of the exponential
describes phase relaxation caused by the dipole-dipole
interaction between radicals by the mechanism of
instantaneous diffusion, while the second term corre-
sponds to the mechanism of spectral diffusion due to

the dipole—dipoleinteraction between Cg, and the oxy-
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gen molecules. Thelinesin Fig. 3 show the kinetics (5)
for a=0.115(15) and 0.166(17) pus 2, respectively, and
b=0.042 us™.

Thisvalue of b can be used to estimate thelocal rad-
ical concentration N. The highest possible decay rate of
the primary echo signal due to the dipole—dipole inter-
action among the spins distributed in a random manner
over the lattice can be written as[8§]

_ 4Tt2y2ﬁN
9./3

According to (6), N < 9 x 10% cm~3 for our samples.

b (6)

Besides accounting for multiexponential Kinetics,
spectral diffusion caused by fast-relaxing impurities
may also give rise to a temperature dependence of the
spinattice and phase relaxation, which would appear
anomalous from the standpoint of standard mecha-
nisms[8]. This possibility was disregarded in the anal -
ysis of experimental datain[1, 2].
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Abstract—The current state of the set of problems associated with the study and application of the pyroelectric
effect at low (T < 30 K) temperaturesis outlined. The reasons for the qualitatively different temperature depen-
dences of thetotal pyroelectric coefficient y°(T) in linear pyroelectrics and ferroel ectrics are discussed. An anal-
ysisisgiven of the reasons why the theoretical temperature dependences obtained for the primary pyroelectric
coefficient y¥(T) adequately describe the experimental y°(T) dependences for all materials studied. In this con-
nection, the correctness of determining the secondary pyroelectric coefficient y3(T) from the macroscopically
measured coefficients of thermal expansion is considered. The potential of thermodynamically nonequilibrium
polar media and low-temperature pyroelectric materials is substantiated. The review consists of the following
sections: (1) an introduction; (2) the theory of low-temperature pyroelectricity; (3) experimenta procedures,
(4) discussion of the experimental data: (A) perfect single crystals, (B) the problem of the secondary pyroelec-
tric coefficient, (C) imperfect single crystals; (5) pyroelectric materials for low-temperature applications; and
(6) aconclusion. © 2000 MAIK “ Nauka/Interperiodica” .

1. INTRODUCTION

The pyroelectric effect is a change in the zero-field
electric dipole moment of a unit volume (spontaneous
polarization) of asingle- or polycrystal dielectric when
its temperature is varied uniformly over this volume.
This effect refersto alarge class of thermoelectric phe-
nomena that manifest themselves as electrification of
the dielectric when the temperature is varied. The spon-
taneous electric polarization is characteristic of crystals
that belong to one of the following ten polar crystal
symmetry classes. 1, 2, m, mm2, 3, 3m, 4, 4mm, 6, and
6mm. According to various estimates, the class of polar
dielectrics (organic for the most part) covers more than
amillion compounds, which is about afifth of all crys-
tal solids.

At room and higher temperatures, pyroelectricity of
linear pyroelectrics and ferroelectrics is well under-
stood, and each of the stages in the traditiona
sequence—physics of the phenomenon, methods for
controlling the properties, materials science, and prac-
tical applications—isrealized. Pyroelectric transducers
are currently used in various thermal radiation detec-
tors, infrared imaging matrices, chromatographic
detectors, thermometers, derivatograph sensors, ane-
mometers, shock-wave sensors, etc. All these devices
are manufactured by firms in Russia and other coun-
tries.

Low-temperature pyroelectricity is interesting
because this effect is believed to have simple features
universal for awide variety of solidsat T —» 0. At the
same time, the studies of low-temperature pyroel ectric-
ity are viewed as a basis for its applications. The total

amount of information, accumulated in those studies, is
the foundation for this review.

In the review, we discuss the set of problems associ-
ated with the study and applications of the pyroelectric
effect at low temperatures (T < 30 K). Our primary pur-
poseisto outline (1) the basic mechanisms determining
the temperature dependences of the pyroel ectric coeffi-
cients of both perfect and imperfect single crystals in
the temperature range 1.5 < T < 30 K, (2) the methods
for controlling the properties of these materials, and (3)
the fundamentals of the pyroel ectric-materials science.
The upper limit of the temperature range is that above
which the typical low-temperature mechanisms com-
monly cease to operate, while the lower limit separates
the range in which the reliable experimental data are
unavailable. In what follows, the T < 1.5 K range is
referred to as that of ultralow temperatures.

2. THEORY OF LOW-TEMPERATURE
PYROELECTRICITY

A quantitative measure of the pyroelectric effect is
the pyroelectric coefficient (PEC)

¥7(T) = (PJAT)g = (APJAT)p +(dp/dT)P;
p = PJ/P,,

where y/(T) is the PEC at a fixed mechanical stress
o0 = 0; P(T) is the spontaneous polarization; T is the
temperature; and E; 0O isthe electric field in the pyro-
electric.

The spontaneous polarization and the PEC are vec-
tors. However, since these quantities are measured on
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samples with afixed crystallographic orientation i, we
shall drop the index and vector notation when discuss-
ing the theoretical results.

Using the thermodynamic relationships for the
pyroelectric effect, it was shown that the PEC at a con-
stant mechanical stress, y°(T), consists of two compo-
nents,

Yo (T) = y(T) +y(T), (D

where y(T) isthe primary PEC, which could have been
measured if the crystal’s shape and size had not been
varied, that is, if there had been no thermal expansion
(e = const = 0); and y¥(T) isthe secondary PEC, y¥(T) =

diic” (M) clim (D afn= (T).
o E

Here, dj;°, clim, and op," are the piezoelectric
coefficients, the elastic stiffness constants, and the
coefficients of thermal expansion, respectively; the
repeated indices are understood to be summed over;
and theindex i corresponds to the direction of the spon-
taneous polarization.

General phenomenologica theories can be devel-
oped only for the component y¢(T). The other compo-
nent, y%(T), consists of a large number (especialy for
lower symmetry) of temperature-dependent terms and
reflects the individual properties of the crystal. Only at

T < 6 K, where O(f’,gE(T) ~ T3 [1], can the component
V(T) ~ T3 beapriori included.

The conditions for the thermodynamic stability
(integrity) of the crystal [2] and the third law of thermo-
dynamics [3] impose restrictions on the form of the

VE(T) dependenceas T — O (for T < 0.10,, where ©p
is the Debye temperature). According to [2],

ly*(T)l <BT, @)

where 3 isaconstant. According to [3], the dependence
must satisfy the condition

V&)l OT" with n= 3. ®3)

Hence, in thermodynamically equilibrium polar
media, the primary PEC must vary as the cubic or a
higher power of temperaturewhen T — 0. In thermo-
dynamically nonequilibrium polar media, this coeffi-
cient may tend to aconstant as T — 0[4],

v°(T) = const. (4)

There is also a general thermodynamic relation [5]
between \¢(T) and the specific heat at constant volume
C,(T). Since the spontaneous polarization at constant

strain Pg and the total internal energy U are single-val-
ued functions of temperature, they can be related to
each other. Expanding the temperature-dependent part

of the total internal energy AU in powers of AP, we
can write AU = a,AP{ plus terms proportional to
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(APS)2, (APL)3, etc. Dropping the higher order terms,
wehave, aa T — O,

C,(T) = (aU/dT), O(aP/OT) = V(T).  (5)

The proportionality takes place between the individual
contributions to the specific heat and the PEC from

every vibrational mode involved in the variation of P,
as well as from any other pyroelectrically active pro-
cess [6] (see aso (6f), (6g) and [7]).

Inal thetheories of low-temperature pyroel ectricity
that agree with the experiment, it is assumed that the
temperature variation of each component of the total
dipole moment of aunit volume [spontaneous polariza-

tion P(T)] at constant volume and shape of the sample
issolely dueto the spatial displacements of the charges
that compose dipoles; the charges themselves are
assumed to be unchanged with any variations in tem-
perature. Although there is no experimental data argu-
ing against this assumption, we shall cite, for complete-
ness, atheoretical paper [8] in which the contribution to
pyroelectricity from dipoles with temperature-depen-
dent chargesis considered. These charges may be asso-
ciated with any charged structural units of the crysta
lattice: individua ions, molecules, or molecular com-
plexes.

The experimental data suggest that there are only
two typical fundamental mechanisms of low-tempera-
ture displacements of charged structural units: ()
anharmonic acoustic and optical lattice vibrations and
(b) displacements of charged structural units in asym-
metric potential wells. Particular mechanisms of |ow-
temperature structural and magnetic phase transitions
that reveal themselvesin the pyroelectric effect will not
be discussed in this section, because they are till little
understood and there are no commonly accepted theo-
ries developed for them. The relevant experimental data
will be presented later.

(a) Anharmonic Lattice Vibrations
and Canonical Dependences

We shall refer to the temperature dependence of the
pyroelectric coefficient as the canonical oneif it is due
to anharmonic vibrations of charged structural units of
the crystal lattice.

The temperature dependence of the PEC caused by
collective anharmonic acoustic vibrations is given by
the expression [6, 9-11]

y'(T) = AD(Op/T), (6a)

while the temperature dependence due to individual
anharmonic polar optical modesis[9-13]

yi(T) = ZBiE(@Ei/T)i

where \(T) isthe primary PEC; A and B, are constants;
D(Gp/T) and E(O/T) arethe Debye and Einstein func-

(6b)
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tions, respectively, for the specific heat at constant vol-
ume; and ©p and O are the corresponding character-
istic temperatures.

It should be noted that, even in 1922, Born pointed
out [14] that experimental data for the temperature
range extending down to liquid helium temperature
were required for the general theory of pyroelectricity
to be constructed. For a wide temperature range, Born
derived the expression [10]

Y(T) = AD(®p/T) +  BE(®e/T).  (60)

(b) Displacements of Charged Structural Units
in Asymmetric Potential Wells

At low and ultralow temperatures, the thermal and
electrical properties of polar crystals strongly suggest
that the potential relief has features characterized by an
energy gap of d ~1 meV (Figs. 1a, 1b). In particular, if
there are two or several potential wells with a differ-
ence in depth like that for the units of the lattice struc-
ture, the average spatial arrangement of these units
must vary with a decrease in temperature because of
their ordered localization in the potential wells.

To describe this mechanism, the Ising model in the
mean-field approximation was used [15]. The y(T)
dependence was calculated in this model when the
structural units are ordered in a double-well potential
with an energy gap &(T) (Fig. 1a). At minima 1 and 2,
the dipole moment p of a unit makes angles &; and &,
respectively, with the direction of the spontaneous
polarization of the matrix; the binding energies
between the crystal lattice and the structural unit (ele-
ment) at minima 1 and 2 differ by S. The calculated
dependenceis

y'(T) = Np(cosg, — cost,)

y In°[ (1 —w)/w]
bIn[(1=w)/w] + (bw—a)/w(1—-w)’

where

(6d)

a= l%b[%]}p(cosé1 —cosé,)(Npcosé, £

+ P(T = 0)) + s},
8m
2k,
(bw—a)/In[(bw—-a)/w],

1
1+ exp(-o(T)/k,T)’

o(T) = kela—bW(T)],

b = =—Np*(cosE, — cosE,)’;

T

(6e)
W(T) =
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Fig. 1. Potential field in which alocalizing particle moves:
(a) an asymmetric double-well potential and (b) a hypothet-
ical multiwell potential; &(T) isthe energy gap.

k, is the Boltzmann constant; W(T) isthe probability of
the occupation of position1 (W=1a T=0,and W=
0.5a T — ); and N isthe number of ordering struc-
tural elements per unit volume. If the microscopic
guantitiesd, N, p, &, &5, S, and P have all been known,
one could have calculated a and b and thus obtained the
V¢(T) dependence in an explicit form. Unfortunately, it
isunlikely to experimentally determinethis set of quan-
tities and, therefore, a and b should be considered to be
adjustable parameters.

Expression (6d) is universal and adequately
describes both the low-temperature [16] and high-tem-
perature (about 50 to 250 K) y°(T) dependences (e.g., in
cancrinite and nepheline, see [17]).

Theinfluence of ordering dipoles on the value of the
energy gap &(T) is of fundamental importance [see the
term (-bW(T)) in (6€)] and should betaken into account
when describing the high-temperature dependences.
Physically, this means that the ordering charged struc-
tural unit itself, as well as the neighbor atoms of the
crystal lattice, participates in the formation of the dou-
ble-well potential.

In the case of low-temperature pyroelectricity, the
double-well potential with an energy gap of d ~ 1 meV
is simply the initial single-well potential dightly dis-
torted by, say, defects of the crystal lattice. In this case,
the ordering structural element (proton) cannot signifi-
cantly affect the value of &(T) and, a T < 4 K, one can
put &(T) = const = 8(0) = ak, The validity of this
approximation is confirmed by calculations from for-
mula (6d) using the experimental data [16]; for doped
triglycine sulphate, we thus obtaina 5.2 K, b =0, and
hence §(0) 00.23 meV.

With the condition b = 0, the cumbersome expres-
sion (6d) is much simplified and becomes
Leosh(&/2k, T)L

In the same case, the temperature dependence of the
specific heat, determined by the process of ordering, is

ook
¥'(T) = FNp(cosE, - cost,) (6f)
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given by

Ceosh(3/2k,T)0°

Thus, we have the proportionality C,(T) ~ V¢(T), in
agreement with (5).

The model of the temperature-dependent displace-
ment of the structural unit in a double-well potential,
considered above, can be easily generalized to the case
(a) of simultaneous displacements of several structural
unitsin the corresponding potential wells or (b) of suc-
cessive displacements of the structural unit in a multi-
well potential. Most likely, these generalizations will
be realized by numerical methods and will be the first
step on the road to a comprehensive theory of pyroelec-
tric materials at temperatures T < 1.5 K.

C,(T) = Nk, (69)

3. EXPERIMENTAL PROCEDURES

For a quantitative analysis of the y°(T) dependences
for specific types of a single crystal, one should use
experimental dependences obtained on highly perfect
crystalsand in temperature ranges starting from 1.5-2 K.
Technically pure monocrystalline samples, unfortu-
nately, show marked individual features (Fig. 5a,
curves 1 and 2).

The experimentally measured y°(T) curves under
the conditions indicated above will allow one (1) to
establish the fundamental relation between pyroelec-
tricity and the lattice dynamics; (2) to employ these
curves as the reference when comparing with y°(T)
dependencesin similar crystals with defectsin order to
study the influence of defects on these dependences;
and (3) to determine the contribution to the y°(T)
dependence from the lowest frequency modes, with
wavenumbers 5-15 cm2, which can be correctly iden-
tifiedonly at T= 1.5K.

The choice of the appropriate experimental proce-
dure for low-temperature measurements of the pyro-
electric coefficient is of fundamental importance. When
determining the numerical value of the PEC by this
procedure, the result must be very carefully corrected
for spurious signals and interference in each measure-
ment act. Only after this prior “refinement” should the
numerical data be subjected to a statistical treatment.

Among numerous well-known methods, only the
static technique meets the requirements indicated
above, in which a running record is made of the pyro-
electric current pulse during astepwiseincreasein tem-
perature AT from one steady-state value T, to another
steady-state value T,.

The time dependences of the pyroelectric current
and of some accompanying effects (thermodepolariz-
ing and electret currents) with a stepwise increase in
temperature are qualitatively different. A running
record allows one to extract the pyroelectric pulse cur-
rent with arequired accuracy and then to determine the
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released pyroelectric charge AQ by integration of this
current. Given AT and AQ in each measurement act,
one can immediately calculate the PEC y° for the tem-
perature T by the formula

y°(T) = AQ/SAT,

where Sis the electrode area of the sample; AT =T, —
T, T=(T + T2, AT<T.

Making repeated measurements near selected tem-
perature values (for both an increase T, —= T, and a
decrease T, — T,), aswell as on heating and cooling
runs, one can obtain the required data array for the sub-
sequent mathematical treatment.

Itiswell tobear inmindthat, a T=1.5-2K, the steps
should beassmall asAT = 0.05-0.15 K. At these temper-
atures, the typical values of the PEC arey* ~5x 1074 C
cm? K-, that is, six orders of magnitude smaller than
those at room temperature. Charge signals can be mea-
sured with reasonable accuracy if AQ = 1023 C. For
charge signals to be as large as these values, the surface
area of samples must be large, S= 5-7 cm?.

An experimental technique that meets the require-
ments indicated above is very delicate [18]. In the pro-
cess of measurements, samples should be mechanically
free and have no temperature gradients. Their thickness
must be about 2-3 mm to ensure against strains caused
by the tension of sputtered electrodes. The electric cir-
cuit transmitting the pyroelectric signa from the low-
temperature zone must have aminimal thermal electri-
fication (less than 10 C), with its insulation resis-
tance being ~10* Q.

When investigating the mechanisms specific to low-
temperature pyroelectricity, the y°(T) dependences
must also be measured in the directions that are nonpo-
lar at room temperature. The component of the sponta-
neous polarization along these directions may become
nonzero on cooling because of the symmetry reduction
of the crystal lattice.

Reliable experimental data on the y°(T) dependence
require agreat deal of the unified efforts of experimen-
tal physicistsand expertsin crystal growth. That iswhy
there is arelatively small number of correct papers on
low-temperature pyroelectricity.

4. DISCUSSION OF THE EXPERIMENTAL DATA
A. Perfect Sngle Crystals

Expressions (6a) and (6¢) agree surprisingly well
with the correctly measured y°(T) dependences for a
wide range of linear pyroelectrics [11, 17, 19, 20-24],
and expression (6b) does so for ferroel ectrics of various
types[11, 13, 16, 17, 25-30]. Expressions (6a)—(6¢) are
valid for both binary (I1-V1) compounds and single
crystals having tens or hundreds of atoms per unit cell
(tourmaline, triglycine sulphate, boracites). Some
examples are presented in Table 1.
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Table 1. Approximations to the experimental y°(T) dependences given by (6a), (6b), and (6c)

Temperature range, K A et
Compound measurements of v°(T) 2pproXiMAions 0 t%ir);%(:)n,]Kl;?)nEi[?aé ré:l]?le“ References
Y(M)
Linear pyroelectrics
ZnO 5-300 5-300 240K, 436 [17]
Cds 5-300 5-300 120K, 292 [17]
Pink tourmaline 5-900 5-850 220K, 486, 3560 [17]
Resorcinol CgH,(OH), 5-350 5-320 115K, 177,520 [17]
(C3Hs04)Na 4.2-350 5-350 200K, 818 [21]
(C5H50)K 10-350 10-350 250K, 375 [21, 22]
(C3H50,4)Pb 10-350 10-350 140K, 319 [21, 22]
Li,SO, - H,O 5-350 5-300 265K, 325, 1200 [17, 24]
Li,SO, - H,O 1.5-350 1.5-325 275K, 100, 189, 765 [23]
Ferroelectrics

LTT, Tc = 13K 5-100 5-11 13.9; 29.8 [17, 30]
TGS, Tc=322K 5-330 7-270 50.4; 173; 615; 1535 [17]
TGS, Tc=322K 1.5-330 1.5-100 10; 47.2; 154 [16, 30]
KDP+ Cr*, Tc=122K 5-130 5-100 33.4; 129; 500 [17, 24]
KDP, Tc=122K 1.5-330 1.5-100 30.5; 130; 546 [27, 29, 30]
DKDP, Tc=213K 1.5-220 1.5-55 76.5; 197 [27, 29, 30]
LiNbOg, T =1470K 5-500 5-350 50; 79.3; 230 [17, 24]
LiNbO;, Tc =1470K 1.5-80 1.5-80 81.9; 161 [16]
LiTaO;, Tc =890 K 10-200 10-200 81; 218 [23]
LiTaO;, T =890 K 1.5-80 1.5-80 80.5; 171 [16]
KTiOPO,, Tc = 165K 5-80 14-80 96.2 [25]

The single crystals indicated in this table as those
for which measurements were carried out in a range
from 1.5 K are perfect samples or, if not perfect those
of the highest quality attainable by today’s standards.
The others are technically pure. The sample of tourma-
lineisamineral.

Both the highly perfect and technically pure sam-
ples of the group of polar dielectrics in Table 1 show
gualitatively similar behavior (see Li,SO, - H,O, TGS,
KDP, LiNbO;, LiTa0,), differing only in the numerical
values of the approximation parameters. Clearly, the
presence of defectsin the samples, thelimitations of the
measuring techniques, and the value of the lowest tem-
perature of the approximation have some effect on the
approximation parameters, but they cannot radically
alter the form of the approximation. Noteworthy is the
small number of terms in the approximations describ-
ing the y°(T) dependences in wide temperature ranges.
Therefore, even in multiatomic single crystals, such as
tourmaline and triglycine sulphate (TGS), ahighly lim-
ited number of polar optical modes are involved in the
temperature variation of the spontaneous polarization.

A great body of experimental data [11, 13, 16, 17,
19-30] shows that the y°(T) dependences are ade-
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quately described in terms of the theories devel oped for
V:(T) and that the pyroelectric properties of various
materialsat T — 0 are described by similar formulas
within each of two groups of polar dielectrics: linear
pyroelectrics, formulas (6a) and (6c¢), and ferroelec-
trics, (6b). In the first group, the y°(T) dependence at
T — 0 is due to the anharmonism of acoustic vibra-
tions[(6a), (6¢)], whilein the second group, it is dueto
anharmonism of optical vibrations, (6b), or, more pre-
cisely, due to that of the lowest polar mode (Fig. 2).

Expression (6b) describes the low-temperature
behavior of y°(T) of ferroelectrics of various symmetry
and chemical composition, intrinsic and improper ones,
hydrogenous (LTT [16], KDP[17, 27, 29], DKDP[27,
29], TGS [16, 17, 26]), oxygen-octahedron (BaTiO;
[17], LINbO; [11, 16, 17], LiTaO; [13, 16], boracites
[17, 24]), and oxygen-free ones (AgsASS; [17, 31],
TIINS, [28]), with phase-transition points from 13 K
(lithium thallium tartrate, LTT) to 1470 K (LiNbO).

2000

1In the context of this genera conclusion, it is of interest to mea-
sure YO(T) of the ferroelectric phase (T 047 K) of monocrystal-
line BCCD, which undergoes fifteen structural transformations
[32] above thistransition.
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Fig. 2. Low-temperature portions of the y°(T) dependences
of perfect single crystals. Curves: Li, SO, - H,0 [22]; TGS
(triglycine sulphate) [15]; LiTaO3 [15]; KDP (potassium
dihydrogen phosphate) [26, 28]; and LiNbO3 [15]. Experi-
mental dots are dropped. For single crystals of Li,SO, -
H,0, the relation y°(T) ~ T2 holds in a range of 1.5-6 K
[22].

The Debye temperatures ©p, of linear pyroelectrics
determined from pyroelectric measurements (Fig. 3)
agree with those obtained from calorimetry data and
from elastic-constant measurements, while the quanti-
ties Og = fiwg /k, correspond closely to the wavenum-
bersv; of experimentally observed modesin the vibra-
tiona spectra of linear pyroelectrics and ferroelectrics.
The procedure of determining ©p and Og; is clear from
Fig. 3.

For al linear pyroelectrics that have been studied up
to now and for which the temperature dependence of
the specific heat C, g(T) U C,(T) has been measured,

()

H =)}

YV x 100, Cem 2 K!
[\)
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relation (5) is valid in the low-temperature range. The
proportionality C, ¢(T) ~ y°(T) takes place for I1-VI
compounds up to temperatures T = 100 K [11, 19], for
Li,SO, - H,O up to 20 K [23], and for CiH,(OH),
(resorcinol) samples up to 85 K [16]. It is noteworthy
that, in spite of the fact that these single crystals are so
distinct from each other, the ratio of the pyroelectric
coefficient to the molar specific heat varies within rela-
tively narrow limits (Fig. 4),

l0y°/aC,, | = (0.92-3.2) x 10™° C mol cal™ cm™.

The formation of ferroelectric componentsin the plane
perpendicular to the polar axis of linear pyroelectrics
(AgsASS; [31], NH,HSeO, [33], LiKSO, [34]) radi-
cally alters the canonical dependence (6c¢) of the PEC
along the polar axis, especialy in the vicinity of the
phase transition points. Such a combination, “a ferro-
electric in alinear pyroelectric,” islikely to be afairly
common phenomenon.

Theformation of an orthogonal polarization compo-
nent with no evidence of ferroelectricity isless known
and not at all understood. Such a component occursin
single crystals of Li,SO, - H,O below 110 K [23]. One
might expect similar featuresin single crystals of linear
pyroelectric Ba(NO,), - H,0, in which the y°(T) depen-
dence is anomalous, with the PEC changing its sign
twice, at 22.5 and 158 K. This distinctive polar state is
likely to be due to [35] loss of ergodicity in the water
mol ecul e subsystem during a glasslike phase transition.
In ferroelectrics, the reasons for the departure of the
V°(T) dependence from the canonical dependences
(6a)—(6c) at T> 1.5K are known to be as follows:

(b)

10

o]

-y %10, Cem 2 K™!
e (@)

Fig. 3. Approximations to the experimental y°(T) dependences of perfect single crystals: (a) the y°(T) dependence of a polar cut of a
single crystal of Li,S0, - H,0 in arange of 1.5-325 K, which is described by the expression y°(T) = [3.3D(275 K) — 2.3E(144 K) —
8.8E(272K) —22.7E(1102 K)] x 10~° C cm K%; the characteristic temperatures ©p and O are determined from the middle curve

1 of the“corridor” containing all experimental dots between the curves

(T) = AD(Op, * 5%) + 2ZB;E(Og; = 5%); thisfigure presents

afragment of ageneral curve[22] inarange of 1.5-70 K. (b) The y°(T) dependence of apolar cut of asingle crystal of TGSin arange
of 1.5-100 K, which is described by the expression yo(T) = [-1.49E(14.5 K) — 437E(68 K) — 1100E(22 K) x 10712 C cm™ KL; the
characteristic temperatures Og; are determined from the middle curve 1 of the corridor containing all experimental dots between the
curves Y9(T) = ZB;(Og; + 5%); this figure presents afragment of ageneral curve [15] in arange of 1.5-80 K.
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(1) The occurrence of low-temperature structural
phase transitions, such as those that occur in single
crystals of Ca,Sr(C,HsCO,)g [36] and (CH3;NH5)HCl
[37];

(2) The low-temperature ordering of structural units
of the single crystal (for instance, of protonsin KDP
[30]) not associated with aphase transition (see below);

(3) The occurrence of low-temperature magnetic
phase transitions. Giant anomalies of the PEC associ-
ated with these transitions were observed in ferroelec-
trics BaNiF, [7], Cu-Br, Co, and Fe-Br boracites
[24, 38], Fe;0, magnetite [39, 40], and KNiPO, [41].
The proportionality between the temperature-depen-
dent “magnetic” component of the PEC and the corre-
sponding component of the specific heat was observed
in [7], which illustrates the generality of relationship
(5).

B. The Praoblem of the Secondary
Pyroelectric Coefficient

The fact that the experimental temperature depen-
dence of the total PEC y°(T) is adequately described in
terms of the theories developed for the primary PEC
V&(T) casts some doubt on the applicability of these the-
ories to the y¥(T) dependence, and the question of the
role of y&(T) arises[see (1)]. The question of separating
the total PEC into two components was posed as early
as 1899 [42], when J. Curie, P. Curie, and W. Rdntgen
caled the existence of primary pyroelectricity into
question. In [42], using techniques in which the errors of
absolute measurements of y° and y® had no influence on
the result, it was found that |[V¢(22.2°C)\°(22.2°C)]| O
0.2 for samples cut from the same single crystal of tour-
maline.

In [43], it was experimentally established that the
total PEC of tourmaline is negative. Nowadays, this
result is known to be universal. X-ray structural analy-
sis and pyroelectric measurements showed that the
spontaneous polarization decreases with increasing
temperature (at elevated temperatures) in al polar
dielectrics studied, including the compounds, such as
Ba(NO,), - H,O [44, 45], in which y°(T) repeatedly
changesits sign at low temperatures.

There are many papers in which there occurred a
separation into two components at some temperatures
or in some narrow temperature ranges, following [42],

on the basis of the quantity (xf’n;E (T) [according to (1)],
considering it to be macroscopically measured. The
results are discussed in the review articles [46, 47] and
presented in the following papers: for Li,SO, - H,0, in
[48], fOI’ G‘CU(IO3)2, Nd(IO3)3 " Hzo, and L|CIO4 "
3H,0, in [49]; for LiIKSO,, in [50]; and for thin films
(~1 pm thick) of PZT ceramicsand of single crystals of
PbTiO; and ZnO, in [51]. However, as far as we know,
there are only two papers (ZnO [52] and CdS [53])
where the ¥(T) dependences are calculated in the range
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10to 260 K from the aﬁ;,E (T) dependences experimen-

tally measured in this range. Although the accuracy of
measurements in [46-53] was much lower thanin[42],
the data presented allow certain general inferences to
be drawn. Let us consider the data on the relationship
between y°(T), V¢(T), and y¥(T) in combination with the

experimentally measured aﬁ;qE (T) dependences, keep-
ing in mind that the y°(T) dependences are adequately

described in terms of the theories constructed for \¢(T)
for al materials studied.

Linear pyroelectrics. The relation between the pri-
mary and secondary pyroelectric coefficients (includ-
ing both their magnitudes and signs) depends on the
temperature[50, 52, 53]. At room temperatures, the pri-
mary PEC is much higher in magnitude than the sec-
ondary one in crystals whose structural units are reori-
ented [45, 48, 49].

In some pyroelectrics, the thermal expansion coeffi-
cients are negative in some temperature ranges; in sin-

glecrystals of ZnO and CdS, a5 (T) <0at T< 125K
[54, 55], while in single crystals of Li,SO, - H,0,
033 < 0 a room temperature [48]. The change of the

sign of uﬁf(‘l) doesnot revedl itself inthey?(T) depen-

dences for those single crystals at the corresponding
temperatures.

In ZnO, the aﬁ,‘qE(T) dependences are closely

approximated in the temperature range 8-300 K by two
Einstein functions (having opposite signs) with wave-
numbersvg, = 76 and v, = 410 cm?, respectively [54].
The first mode does not manifest itself in the y°(T)
dependence, while the second is close to the mode with
awavenumber of 436 cm (see Table 1). The low-tem-
perature Debye component [1] is suppressed in the

a5 (T) dependence for ZnO (within the limits of

approximation error) [54] but is dominant in the y°(T)
dependence[11, 17]. The calculated y¢(T) dependences
for ZnO and CdS [52, 53] do not agree with the canon-
ical dependences (6a)—6c).

Thus, based on the data presented in [46-53], one
can conclude that there is no tendency toward a unified
relationship between y°(T), V¥(T), and y¥(T) even when
the linear pyroelectrics are monotonically dependent.

Ferroelectrics. The primary PEC of ferroelectrics
was measured only at room temperatures, where, as a
rule, it is 5-50 times higher than the secondary PEC
[46, 47, 51]; hence, the contribution from acoustic
vibrations through thermal expansion is very small at
these temperatures. In the y°(T) dependences measured
inferroelectricsinarangefrom 1.5K (Fig. 2), this con-
tribution [the Debye term (6a)] is completely absent.

To explain these experimental data, it has been pro-
posed [11] that, inferroelectrics, the contribution to y°(T)
from acoustic vibrations [the term D(Gp/T) in (6¢)] is
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Fig. 4. Dependence Cy, g = f(y°) for some linear pyroelectrics. The absolute temperatures are indicated near the dots.

small in comparison with that from optical modes [the
term E(©g/T) in (6€)]. However, high-precison mea-
surements on perfect single crystals of LiNbO; and
LiTaO;[16] showed that y° < 104 C cm? Kt inawide
range of 1.5-7 K; that is, there are no low-lying excite-
tions (Fig. 2). For comparison, we hote that, in the linear
pyrodlectric Li,SO, - H,0, y’(3K) 01 x 102 Ccm?2 K
(Fig. 2).

Measurements of the C,(T) dependence for single
crystals of BaTiO; and KIBP [56], LiNbO;, LiTaO,,
NaNO,, BaTiO;, and TGS [57] in arange from 0.5 K
showed that C(T) ~ T3 at T < 6 K. Clearly, C, = f(y°)
curves, constructed in a range of 1.5-7 K for KDP,
LiNbO;, and LiTaOs, showed no linear dependences, as
was also the case with single crystals of TGS [16]. It
will be recalled that C, and y° are proportional to each
other in linear pyroelectrics (Fig. 4).

In the context of the experimental data, the question
arises of whether the acoustic vibrations can participate
in the formation and temperature variation of the spon-
taneous polarization of a ferroelectric. The proportion-
ality y°(T) ~ C(T) (Fig. 4) inlinear pyroelectrics at low
temperatures suggests that all atoms of the lattice are
involved in the formation and temperature variation of
the polar state through acoustic vibrations of the lattice.
It is reasonable to infer that the result of the influence
of acoustic vibrations on the polar properties of linear
pyroelectricsis (1) the single orientation of the sponta-
neous polarization everywhere over the crystal, (2) the
fact that the spontaneous polarization cannot be
reversed (reoriented) by an externa field, and (3) its
persistence when the temperature isincreased up to the
destruction point.

We note that the nonpolar-phaseinear-pyroelectric
phase transition in a solid contradicts the Neumann
principle, and the consistency of the ferroel ectric phase
transitionswith this principle was also awidely debated
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topic at one time until hemihedry (hemimorphism) of
single-domain ferroelectrics was experimentally dis-
covered [58].

It iswell known that theories of ferroelectric phase
transitions are based on the concept of the optical soft
mode, which isassociated with arearrangement of only
afew atoms in the unit cell; the positions of the other
atoms, forming the lattice and responsiblefor thelattice
component of the specific heat, remain unchanged [59].

In other words, a ferroelectric can be considered,
structurally, to consist of a honpolar (electricaly neu-
tral) frame and areversible ferroelectric dipole compo-
nent within it. Clearly, anharmonism of acoustic vibra-
tions of the nonpolar frame cannot make a contribution
to any component of the PEC. If we assume that anhar-
monism of long-wave acoustic vibrationsisresponsible
for the formation of Py in ferroelectric domains polar-
ized in opposite directions and that P, can be reversed
by an externa field, then we must leave room for the
change in the direction of anharmonism of the entire
spectrum of acoustic branches of individual domains
or, in the case of polarization switching of a single-
domain crystal, for the change in the direction of anhar-
monism of vibrations of all atoms. Taking the deforma:
tions that accompany such processes into account, it is
unlikely that the single crystal will remain intact under
these hypothetical conditions.

However, this does not rule out the contribution of
acoustic vibrations to macroscopically measured (by

dilatometry) aﬁ;f (T) dependences, which are deter-
mined fundamentally by the thermal expansion of the
electricaly neutral frame. The authors failed to find

experimental data on O(ff{f (T) dependences of single
crystals of TGS, KDP, LiNbO,, and LiTaO; at liquid
helium temperatures. However, there is no doubt that

the dependence O(f’n;E (T) ~T3[1] takesplace, if only for
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one of these four monocrystalline ferroelectrics, and
this power-law component should have revealed itself
in the y°(T) dependences, as is the case with Li,SO, -
H,O (Fig. 2). However, for some reason, there is no
contribution from this component to y°(T) for each of
the four classic model ferroelectrics, which are very
distinct from each other.

A similar situation also occurs at higher tempera-
tures. A strong anomaly of a5(T) in LiNbO; at 60 K

[60] does not manifest itself in the y°(T) dependence

[11]. The changes of the sign of af’rﬁE (M insinglecrys
tals of KDP at 108 and 117 K [59] do not affect the
y°(T) dependence of single crystals of KDP + Cr3* [27,
29]. No contribution from acoustic vibrations was
observed in the y°(T) dependence of the ferroelectric
component, appearing in the matrix of the linear pyro-
electric Ag;ASS;, in the direction perpendicular to the
polar axis[17].

These facts suggest that the physical meaning of the
term afL;E(T) in (1) should be refined, because it isthis

term that determines the temperature dependence of
VA(T). [There are many experimental papersin which it

was shown that d;=(T) Oconst and cjyr, (T) O const.]

When calculating y%(T), one may (a) use the macro-
scopically measured thermal expansion coefficients

a f’ngE (T) or (b) take into account only those components

of the macroscopically measured aﬁ;]E (T) that are asso-
ciated with the physical mechanisms and structural ele-
ments directly responsible for pyroelectricity in agiven
crystal lattice.

These typical facts concerning the lack of correla
tion between the temperature dependences of y°(T) and
macroscopically measured (XF,,}E(T) imply that, if we
accept the variant (a), the y°(T) dependence will not be

described in terms of the theory developed for V(T).
Thisisnot the case. Therefore, thisvariant isruled out.

Let usconsider the other variant. Thetotal pyroelec-
tric coefficient y°(T) isthe sum of nterms dueto differ-
ent physical mechanisms (collective anharmonism of
acoustic vibrations, anharmonism of individual polar
modes, the process of ordering of structural elements,
process of magnetic ordering), each of which aso con-
tributesto the free energy and, hence, to the specific heat
C.n(T [see (5)]. These contributions also determine the
corresponding components of the thermal expansion

coefficient, such that we have [aﬁ,‘f (M), ~C,u(T) [61].

From (5), it follows that v}, (T) ~ C,o(T) ~ [ (D],
and, hence, the nth components of the primary PEC and

of thethermal expansion coefficient have the same tem-
perature dependence.
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Therefore, the temperature dependence of the total
PEC

V() = S VAT + (A cimatin ()]}
1

will be described in terms of the theories developed for
the primary PEC.

This result was first obtained in [6] for the specific
case of linear pyroelectrics. The assumption about the

term af’r;qE(T) in (1) is of fundamental importance and
provides the explanation of why the experimental y°(T)
dependences of all materials studied are adequately
described in terms of the theories devel oped for yE(T).

Asyet, it isnot clear how to extract the pyroel ectri-
cally active components from the macroscopically

measured 0(|°,;1E(T) dependences. Perhaps this can be
done (using the relationship between thermal expan-
sion and other properties of polar dielectrics) by the
methods discussed in [61, p. 34].

C. Imperfect Sngle Crystals

Along with the successful application of the canon-
ical dependences for describing the y°(T) behavior,
noticeabl e deviations from these dependences, includ-
ing the change of the sign of the PEC, were also
observedat T<30K in[11, 17, 62, 63] and later papers
[16, 25, 27-30, 64-66] in both linear pyroelectrics and
ferroelectrics (Figs. 5-7).

In [11, 17], it was suggested that these deviations
are due to defects of single crystals. Later, after the
amount of experimental evidence of this common phe-
nomenon became large enough, it was proposed [16,
66] to consider the spontaneous polarization of a crys-
tal P, as consisting of two components: the spontaneous
polarization of the matrix Py ,, and an additional com-
ponent Pg ., Which is due to physical mechanisms
other than anharmonism of lattice vibrations. Typically,
|Ps al/|Pg ~ 107510,

Thus, P(T) = Pg (T) + Ps »(T), and the total PEC
can be written as

Y1) = 2IPL () + Pua(T] = ¥2(T) +4%(T)

or, in terms of the projections on the crystallographic
axes, Vi (1) = Yo, (T) = Yaq, (T)-

The physical mechanism of the additional compo-
nent of the PEC can be identified using its temperature
dependence, which can be found as the difference of

the experimentally measurable dependences y; (T) and
Y, (1), namely, yg (1) = ;' (T) = Y, (T)- Inthisdiffer-

ence, the term vy} (T) represents the temperature depen-
dence of the PEC of the real (defect) single crystal,
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Fig. 5. Temperature dependences y°(T) of perfect and impurity single crystals of TGS: (a) the y°(T) dependences of polar cuts of
single crystals of TGS-based compounds; curves. (1) the purest, perfect single crystal; (2) a technically pure single crystal; (3)

TGS+L, a danine= 0.02 wt % (ATGS); (4) TGS+ L, a aanine= 0.08 wt % + Cr* = 0.08 wt % (ATGS + Cr®*); (5) TGS+L, a
alanine= 0.06 wt % + Cu* = 0.04 wt % (ATGS + Cu?*); (6) TGS+ L, a alanine = 0.06 wt % + Fe3* = 0.04 wt % (ATGS + Fe3*);
(7) TGS+ Cr¥* = 0.03 Wt % (TGS + Cr3*); and (8) TGS + L, a alanine= 0.01 wt % + P?* = 0.1 wt % (ATGSP); the dot-and-dash
line (coinciding with curve 1) is atheoretical approximation (curve 1 in Fig. 3b). (b) The ng (T) dependence of a nonpolar [101]

cut of asingle crystal of TGS + cré*; curve 1isthe approximation by (6f) withb =0, a=5.2 K, and 6 = 0.23 meV.
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Fig. 6. Temperature dependences y°(T) of polar cuts of a
high-quality single crystal and an impurity single crystal of
LiTaOs3. Curves: (1) the approximation by (6b); (2) ahigh-

quality single crystal; (3) LiTaO5 + Rh3* =1.5 wt %; (4) the
approximation to the y;’di (T) dependence by (6f) withb =0,

a= 5K, and 6=0.25 meV; and (5) the difference of curves 3
and 4.

while y‘r;i (T) isthe PEC of a perfect, defect-free sam-

ple, the temperature dependence of which is described
by the canonical relations (6a)—6c).

Figures5 and 6 illustrate the typical evolution of the
y{ (T) dependences of crystals of the highest quality
with the introduction of various impurities into them.

—y9x 102, Cem2 K™!
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The temperature dependence of y°(T) aong the
polar axis of the single crystals of TGS that were grown
from a starting material recrystallized three times at a
temperature above the Curie point can be taken to be
the reference for low-temperature pyroelectric proper-
ties of ferroelectrics (curve 1 in Fig. 5a). The parame-
tersof itsapproximation by expression (6b) arelistedin
Table 1. The technically pure sample has a noticeably
different temperature dependence (curve 2 in Fig. 5a).

Impurities produce a component ya, (T) opposite in
sign (curves 27 in Fig. 5a) to v, (T) (curve 1) or of the
same sign (curve 8 in Fig. 5a).

High-quality single crystals of LiTaO; are not as

perfect as those of TGS, but their y°(T) dependences
(curves 1, 2inFig. 6) share common features. In impu-
rity single crystals of LiTaO; + Rh*, there appear

(curve 3 in Fig 6) two different components, vz, (T)

and ygdz (T). The first component is associated with
OH~ hydroxyl groups [16] and described by (6f) (curve
4inFig. 6). The second component, y§d2 (T), which can

be obtained by subtracting curves 1 and 4 from curve 3,
is associated with structural elements heavier than a
proton. These structural elements are not identified.
Noteworthy are the identical positions (T = 2.2 K) of

the peaks in y;’d1 (T) that are associated with proton
ordering (curves 7, 8in Fig. 5a; curve 4 in Fig. 6).

—yox 10", Cecm2K!

Fig. 7. Temperature dependences y°(T) of polar cuts of single crystals of KDP. Curves: (1) the approximation by (6b) to the y°(T)
dependence of ahighly perfect single crystal annealed at 180°C; (2) the highly perfect single crystal; (3) asingle crystal with numer-
ous bubbles; (4) atechnically pure single crystal; and (5) KDP + Cr* = 0.05 wt %.
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Fig. 8. Constant component in the y°(T) dependence of ferroel ectrics containing a glasslike phase: (a) single crystals of TGS-based

compounds; curves. (1) a perfect single crystal of TGS (curves 1 in Figs. 3b, 59); (2) as nglle
rays, dose 35 Mrad, the approximation by the expressiony°(T) = (3.6 + 14377+ | ) x 10718 Cem™ K. ®
ics of the TSTS-40 type; curve 1 is the approximation by the expression y°(T) = [0.5 + E(24 K) + ...] x 10~

The yoq (T) components are observed in a limited
temperature range; no matter what their nature, all
V°(T) curves of defect single crystals merge with the

ym (T) curves (curves 1 in Figs. 5a, 6) in arange of 10—
15K.

To grow a perfect, defect-free single crystal for the

measurement of reference v, (T) dependencesisavery

laborious problem in and of itself. Growing a single
crystal of a stoichiometric compound (with respect to
hydrogen) with short, strong H bonds is an even more
complicated problem. The nonstoichiometry, which is
likely to be due to the noncongruence of the growth
process and should be considered to be a natural struc-
ture imperfection, makes a very large contribution to
low-temperature anomalies of electrical properties of
polar single crystals [23, 27, 67, 68, 70]. The y°(T)
dependence becomes even more complicated when this
natural imperfection combines with a low-temperature
ordering of the proton subsystem of thelattice. Thissit-
uation istypical for singlecrystalsof KDP (Fig. 7). Fig-
ure 7 shows the y°(T) dependences of a highly perfect
single-domain KDP sample (curve 2), of asample with
numerous bubbles (curve 3), of atechnically pure sam-
ple (curve 4), and of asample of KDP + Cr3* (curve 5).
In the samples represented by curves 2—4, protons are
in anatural free state. The experimental points of curve
1 represent the y°(T) dependence of a highly perfect
single-domain sample annealed at 180°C for two hours.
Annealing at atemperature higher than the tetragonal—
monoclinic phase transition point blocks free proton
movement (this can be explained by a number of rea
sons [27, 29, 30]), which leads to the restoration of (a)
the characteristic A peak of the dielectric permittivity at

PHYSICS OF THE SOLID STATE Vol. 42

crystal of ATGSP irradiated with y-
Ferroelectric ceram-
Cem? K™

the ferroelectric phase transition and (b) the canonical
V°(T) dependence (curve 1 in Fig. 7) described by (6b)
with parameters presented in Table 1. The different lev-

els and signs of the yg, (T) dependences obtained by

subtracting curve 1 from curves 2-5 isnoteworthy. In the
KDP matrix doped with chromium (curve 5), it is seen
that the contribution from protons disappears and a new
component of the opposite sign arises. At T > 20 K,
curves 1-5 coincide, which supports the general con-

clusion that the component ya (T) occurs in a limited

temperature range. The KDP case can probably be
described [30] in terms of expressions (6d) and (6f)
generalized to the case where all protons of the unit cell
are displaced in their potential wells. However, such a
generalization has not been developed. It should be
noted that protons make a contribution [30] to well-
known anomalies of the dielectric permittivity and of
the pyroelectric coefficient of KDP, which is confirmed
by the fact that the A peak in g54(T) changesinto apla-
teau under hydrostatic compression in a single crystal
of KDA (isomorphic to KDP) [69].

Various investigations into the mechanisms of the
formation of the component yg, (T) due to defects
revealed that one common feature is the displacement
of acharged structural element of the crystal inthe dou-

ble-well or multiwell potential with an energy gap
between the bottoms of the wells d < 1 meV.

Such asituation can be created in asingle crystal by
introducing impurities or exposing it to light (Ag;AsS;
[24, 31]) or penetrating radiation [16, 26, 66]; it may
also be caused by nonstoichiometry with respect to
hydrogen [27, 62, 67], or it may be due to water mole-
cules, which are loosely bound to the crystal frame
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[22]. The appearance of nonzero polarization compo-
nents along the crystall ographic directions that are non-
polar at T ~ 300 K is strong evidence of the operation
of the mechanism involving the ordering of the relevant
crystal structural elements at low temperatures [16, 23,
26, 66].

The above-mentioned external actions on the body
of a single crystal produce distortions in the initial
potential relief of the polar matrix and create new
charged mobile or rotatable structural elements (ions,
dipoles). By now, only one mobile structural element,
the proton, hasbeenreliably identified at T< 15K. This
property of the proton is likely due to its extremely
small mass and high mobility.

Let us consider the case where the distorted potential
relief is characterized by a double-well potential and the
double wells are smilar and uniformly distributed over
thevolume of thesinglecrystal, i.e., 8(X, y, 2) = const. As
the temperature is decreased, the temperature-depen-
dent process of the localization of charged structural
elementsin the double wellswill proceed and there will
appear an additional component in the spontaneous
polarization, Pg (T), the orientation of which will be
constant with respect to the crystal axes. In this case,
the temperature dependences of the projections of the
PEC onto the coordinate axes, yad (T), will be propor-
tional to each other and can be described by expression
(6f) (Fig. 5b). Such dependences, associated with the
localization of protons on distorted hydrogen bonds in
single crystals of TGS + Cr¥*, ATGS + Fe**, ATGS +
Cu?*, ATGSP (curves 5-8 in Fig. 5a) and of protons of
OH- hydroxyl groups adsorbed by single crystals of
LiTaO; from the atmosphere during their growth
(Fig. 6), were observed in [16, 26, 66] and were also
adequately described by expression (6f).

However, as one would expect, the case of similar
and uniformly distributed distortions is the exception
rather than the rule. This case merely demonstrates that
there is a physical model that can be generalized and
employed to explain (and, if need be, to redlize) the

occurrence of y;(T) # 0 at T < 4 K. The broad extrema

of yaq (T) in single crystals of ATGS and ATGS + Cr®*
(curves 3, 4in Fig. 53) [16], LiINbO; + Fe*, LiTaO; +
Rh3* (curve 5in Fig. 6) [14, 66], and KDP (curves 2—4
inFig. 7) [27, 61], which are not described by (6f), can
be explained in terms of this model by a nonuniform
distribution of the energy gap &(x, Y, 2) corresponding,
in general, to localizing structural elements of different
types. In al these single crystals, the pyroel ectric coef-
ficient yqq (T) beginstoincreaseat T> 1.5 K, fromwhich
the inference can be drawn that the variable values of o
arealso of the order of 1 meV. It should be noted that the
lower limit T= 0.5 K isonly characteristic of thelocaliz-
ing proton (the cases of ATGS, ATGS + Cr3*, KDP). In
the case of heavier localizing structural elements, this
limit ishigher; for asingle crystal of LiNbO; + Fe**, we
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have T> 5K, and for asingle crystal of LiTaO; + Rh®,
wehave T > 4K (curve5in Fig. 6) [16].

The relationship, following from (6f), between &
and the low-temperature limit above which the PEC
begins to increase is illustrated by curves 7 (Fig. 5a)
and 1 (Fig. 5b). Inthiscase, we have T = 0.5 K, and the
corresponding energy gap isd = 0.23 meV.

These results, the model itself, and the assumptlon
that the broadening of the extrema of yad (T) isdueto
spatial variations of the energy gap were verified exper-
imentally [26]. Different imperfect crystals of TGS
were exposed to y-rays, with doses being close to those
at which the crystal |attice is disintegrated. Under these
conditions, most of the hydrogen bonds are disrupted
and the protons are localized in potential wells with
energy gaps &(x, , z) varying in awide range from zero
t0 Opax

Based on the results of investigations of TGS
exposed to y-rays [71], one can infer that the depths of
the wells [and, accordingly, the values of &(x, v, 2)] are
much smaller than those in the initial imperfect lattice.
Indeed, only in this case can protons transfer through
the body of the crystal and come out as free hydrogen
atoms.

If protons are indeed localized in awell with &(x, y, 2)
ranging from zero to 8., then the low-temperature

extrema of the y{(T) dependence of impurity single

crystals of TGS must be broadened toward T— 0 and
the temperature dependence can be roughly approxi-
mated by a constant or something like thisin the range
T < 1.5 K. The temperature dependence of this new
component (which can no longer be considered as an
additional one in view of distortions of the entire lat-
tice) must reflect the appearance of avariety of temper-
ature-dependent electric dipoles having different vol-
ume concentrations and orientationsin space. The tem-
perature variation of the magnitude of the dipole
moments is determined by the particular value of the
space-dependent energy gap ranging from extremely
small (& < 1 meV) values. When integrated over vol-
ume, the polarization component dueto these dipolesis
nonzero because of the orienting effect of the residual
spontaneous polarization of the matrix.

Themeasurementson singlecrystalsof ATGSPirra
diated with y-rays revealed the presence of a constant

component in the y’(T) dependences (Fig. 84). This
result gives reasons to expect that, at T < 1.5 K, the
value of the PEC in single crystals irradiated with
y-rays will also be of the order of 10 C cm? K,
whereas for perfect single crystals of TGS, we have
Y <10 Ccm?Ktevenat T=1.5K (Fig. 2). Thefact

that y{ # 0 at T — O does not violate the third law of

thermodynamics in this case, because a single crystal
exposed to y-rays is a thermodynamically nonequilib-
rium system. The effect of irradiation with y-rayson the
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Table 2. Evolution of the y°(T) dependences of asingle crystal of ATGSP under y-ray irradiation

Approximation parameters to y°(T) dependences
Dose, Mrad o 13
Yo x10%, n a K wavenumbers of active modes, cm™
Com2K
0 - - 7 104 34 50.6 140
8 - - - 10.1 30.6 46.5 113
15 434 2.06 - - 25.8 45 108
25 45 1.86 - - - 43.6 104
35 3.6 1.709 - - - 41.6 835

Note: yg isthe constant component; n isthe exponent of the power-law term in the approximation to y°(T); aisthe parameter of the model

in [15], an expression for which is given by (6d).

yi (T) dependences of single crystals of TGS contain-
ing various impurities was experimentally investigated
in[26].

Since this effect is of immediate interest in the
search for new pyroelectric materialsused at T < 4 K,
we shall discussit in greater detail. Low and moderate
doses (D < 5 Mrad) only dlightly affect the magnitude
of P4(0). As one would expect at such doses, H bonds
are ruptured and new bonds are formed in impurity
crystals. The component Pg 4(T) is determined by these
two processes.

We separate three types of response of impurity
crystalsto elevated y-ray doses (D 0010 Mrad): (1) The

magnitude of ygdi (T) isdrastically reduced as compared
to its initial value, and its temperature dependence is
changed. (2) The value and temperature dependence of

Yaq (T) remain practically unchanged. (3) The magni-
tude of ygd‘ (T) increases, and its temperature depen-
denceis changed.

The response of single crystals of TGS + Cr3* and
ATGSP is of the first type. In these single crystals,
yad (T) isdue to a highly ordered sublattice of protons
produced by impurities. Irradiation with y-rays destroys
this sublattice by rupturing preexisting H bonds and
forming new ones that have no long-range order. As a
consequence, the yad (T) dependence is radically
atered at a dose of 10 Mrad: ga) In single crystals of
TGS + Cr®, the component Yaq,(T) @ong the x and z
axes dlsappears while the component along the polar
direction becomes an order of magnitude smaller than
itsinitial values (curve 7 in Fig. 53). (b) In single crys-
tals of ATGSP the sign and the temperature depen-
dence of yad (T) along the polar direction are changed,
while the components along the x and z axes remain
unaltered.

The response of single crystals of ATGS + Cr* and
ATGS + Fe?** toirradiation is of the second type. The
temperature dependences of yad (T) dong the polar
direction is changed only slightly'as compared with its
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initial dependences (curves 5, 6 in Fig. 5a). Some bal-
ance in the processes of rupture of preexisting bonds
and the formation of new bonds is aso noteworthy.

The response of single crystals of ATGS + Cr¥* to
irradiation is of the third type. The ygdi (T) curve for
these single crystals confinesaminimal area (curve4in
Fig. 5a); that is, P 44(0) is @ minimum for ligands of
this type in comparison with other impurity samples.
As the dose isincreased, the 4, (T) curve merges with

the group of Yoy (T) curves for samples having other
impurity compositions. The different effect of y-ray
irradiation on the ygdi (T) dependences of differently
doped samples, which then gives way to the similarity
of these dependences for larger doses, may be due to
different initial amounts of deformation (compression
along the polar direction) of doped samples compared
to undoped ones, which decrease with an increasing
dose because of the expansion of the samplesalong this
direction. The amount of compression increases along
the series TGS + Cr3*, ATGS + Cu?*, and ATGS + Cr3*,
as suggested by the values of the equivalent displace-
ment fields [26].

The variability in the response to irradiation of sin-
gle crystals opens up fresh opportunities for the control
of their properties. Irradiation of single crystals of the
TGS family with y-rays resultsin a changein the addi-
tional component yad (T) and also affects the low-tem-
perature dependence of the PEC of the polar crystal
matrix, reducing the frequencies of the modes involved
in the formation of y°(T) (Table 2).

Table 2 lists the values of the parameters character-
izing an approximation (in the range of 0-80 K) of
experimental temperature dependences of \° of single
crystals of ATGSP measured aong the polar axisin a
range of T = 1.5-100 K for progressively increased
dosesO —» 8 —» 15— 25 — 35 Mrad. The data
of Table 2illustrate the basic tendenciesin the response
of hydrogenous impurity ferroelectricsto y-ray irradia-
tion. They were partly discussed above, but it should be
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emphasized that the data show tendencies rather than
guantitatively determined properties of impurity crys-
talseven of the particular type. Thisconclusion is based
onthefact that, inthe matrix of aTGS crystal irradiated
with y-rays, there are both unit cells with various dam-
ages and those retaining the original structure. We have
no data on the dose dependence of the relationship
between the amounts of the former and latter unit cells,
as well as on the state of protons and radiolysis prod-
ucts in the former ones. Hence, we are forced to con-
sider the numerical resultsin Table 2 as some average
data characteristic of single crystals of TGS-based
compounds. Nonetheless, we can indicate the follow-
ing common features:

(1) Asthedoseisincreased from zero to 8 Mrad, the
impurity component of the PEC is suppressed and the
wavenumbers of pyroelectrically active modes become
smaller, but the canonical dependence (6b) remains
valid.

(2) When the dose is raised from 8 to 15 Mrad, the
y°(T) dependence qualitatively changes; there appears
a constant component and a power-law component.
The latter hampers the observation of the lowest mode
= 10 cm (its presence or absence should be estab-
lished in other experiments). The modes observed have
lower wavenumbers.

(3) At 15-35 Mrad doses, the situation remains the
same, but the exponent n of the power-law component
monotonically decreases. The linear extrapolation of the
dose dependence n(D) to n = 1.5 yields D = 46 Mrad,
whilethe extrapolationton=1 givesD = 75 Mrad; these
doses are so high that a hydrogenous crystal must dis-
integrate.

(4) Therange 25-35 Mrad appearsto be critical; the
polar properties of the crystal matrix begin to degrade,
and its polarizing effect on the crystal components is
reduced, which results in a decrease of the constant
component of the PEC.

The appearance of a constant component yg(T) # 0
a T— 0 (Fig. 8a) when the doseisincreased is appar-
ently the first experimental verification of the predic-
tion [4] that this component is characteristic of pyro-
electric and polar glasses, i.e., materials still possessing
trandational symmetry, even though they have a rela-
tively small amount of some randomly oriented or
irregularly distorted structural elements. This predic-
tion was based on the general statement that the third
law of thermodynamics breaks down in disordered sys-
tems. In[4], one of the possible mechanisms of the pre-
dicted feature was considered, namely, it was assumed

that the linear expansion coefficient af’,ﬁE (T) isnonzero
a T — 0, whichleadsto y¥(T) # 0 and, hence, y°(T) #
O a T — 0. In our opinion, the interpretation of the
secondary PEC presented above provides an explana-

tion for the relation between the y&(T) # 0 and y°(T) # 0
dependences, and only the possible physical mecha-
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nism responsible for the constant component of the
PEC should be elucidated.

It is our opinion that the presence of the component

Yo(T) in the y°(T) dependences of single crystals of

ATGSP at doses D = 15 Mrad may have much to do
with the formation of a glasslike phase and the electret
state in samples. But the dominant formation mecha-
nism of the constant and power-law components in a
hydrogenous ferroelectric is the temperature-depen-
dent proton localization in the potential well that we
discussed above. In this case, the value of the exponent
n characterizes the specific collection of broken hydro-
gen bonds in the particular crystal matrix, rather than
being a manifestation of a general fundamental law.

We believe that the power-law y°(T) dependence
with the changeable exponent n in hydrogenous crys-
talsirradiated with y-raysis an indication of the forma-
tion of a glasslike polar phase spatially homogeneous
on a scale of severa unit cells. This property distin-
guishes the case that we consider here from the forma-
tion of a glasslike phase at grain boundaries in ferro-
electric ceramics.

In [72], it was assumed that, in ferroelectric ceram-
ics of a complex composition of the TsTS-40 type, the
low-temperature range of the y°(T) dependence is
described by the relation y°(T) ~ T. However, using the
same experimental data (Fig. 8b), this dependence can
be more closely approximated in arange of 1.5-6 K by
the expression

o — [24KD —13 2 -1
Vo(T) = [0.5+ED—T D+...}><1o Cem? K™,

The constant component and the Einstein-function
termsin this approximation (in the absence of a power-
law component) can be identified with the contribu-
tions to the y°(T) dependence from an idea glasdike
phase (grain boundaries) and an idea ferroelectric
phase (ceramic grains), respectively; hence, the contri-
bution from the intermediate phase (defects) is absent.
If the relationship

{{y°(T)/Cy(T)}| = const

takes place in ceramics of thistype [73] in atempera-
ture range of T < 2.5 K, then we have Cy(T) ~ T" with
n < 1, which contradicts the two-level tunneling model
for atoms or groups of atomsin adouble-well potential
with a constant density of excited states [74]. It seems
likely that this glasslike-state model is inadequate for
ceramics. There are no currently available methods for
producing a defect structure with a constant density of
excited states in hydrogenous polar single crystals.
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5. PYROELECTRIC MATERIALS
FOR LOW-TEMPERATURE APPLICATIONS

The low-temperature range is preferable for practi-
cal applications of pyroelectric transducers owing to
higher signal-to-noise ratios and a radically new fea
ture, namely, the possibility to enhance signals at the
thermal stage [75]. Since pyroelectric materials science
has much to do with the development of methods for
controlling material properties, we outline the potenti-
alities of currently available materials.

(1) The didectrics in a thermodynamically equilib-
rium polar state, having ahigh value of the PEC at liquid
helium temperatures. Among them are () intrinsic ferro-
electrics or their solid solutions undergoing phase transi-
tions a low temperatures (LTT [17, 30, 76],
KTap 992N 00505 [77], AgzASS; [31], Phgs;Bay.43Nb,O5
[78]; (b) ferroelectrics with impurities giving rise to
low-temperature PEC anomalies [16] (Figs. 5-7); and
(c) single crystals undergoing low-temperature mag-
netic phase transitions that are accompanied by the
emergence of magnetoelectric polarization [38-41,
79]. These materials can be used in alimited range, 2—
8 K below the Curie point or the anomaly temperature,
because the PEC sharply falls off for fundamenta rea-
sons, as seen from (6b) and (6f). The working temper-
ature can be reduced to T < 1.5 K by choosing appro-
priate dopants [16] or temperatures of magnetic phase
transitions (see referencesin [79]) or by combining the
pyroelectric and thermodielectric effects (the work
under an external electric field, see [77]). It is also of
interest, from a conceptua point of view, to search for
pyroelectrics whose dipolar structural elements have
temperature-dependent charges [8].

(2) Thedielectricsin athermodynamically nonequi-
librium polar state, having a high value of the PEC at
liquid helium temperatures. Among these are materias
in which the noticeable volume fraction is structurally
disordered, such as (a) single crystals of TGS-based
compounds irradiated with y-rays with a dose higher
than 15 Mrad [26], (b) polarized polymer films[80], (¢)
standard ferroelectric ceramics [72, 73] and polarized
glass ceramics [81], and (d) quenched polarized ferro-
electric glasses [82].

The pyroelectric properties of the materials indi-
cated above are understood to a varying extent.

The properties of single crystals of TGS-based com-
pounds irradiated with y-rays were discussed above.
Solid experimental data on the y°(T) dependences at
T= 15K, obtained by different methods are available
only for these materials. These dataallow oneto predict
the properties of the materials at ultralow temperatures
and to express the factors that determine these proper-
ties and that should be provided by processing.

Among these factors is the presence of a double-
well or multiwell potential relief of H bonds with a
small difference in the well depth (6 ~ 1 meV) and with
temperature-dependent proton displacements being in
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the same direction at all these bonds. Both the variants
of the potential relief are of technological interest.

In choosing the initial single-crystal matrices, one
can take hydrogenous ferroelectrics or linear pyroelec-
trics with short ((2.5 A) strong hydrogen bonds. Long
(C2.8 A) weak hydrogen bonds, characteristic of crys-
talline hydrates, are prone to being quickly re-estab-
lished after their rupture under y-ray irradiation, even at
doses as high as 20 Mrad [23].

Polymer films, polarized through mechanical defor-
mation and the application of an electric field, are acom-
bination of amechanoel ectret and an electroel ectret, and
their polarization has a large nonequilibrium electret
component. The temperature variation of the total polar-
ization is characterized [72] by large enough values of
the PEC, y°(3 K) 03 x 10?2 C cm? KL, There are no
data available in the literature on the el ectret component
of the PEC of the films at low temperatures; in our opin-
ion, this component can be enhanced by processing to
the values sufficient for operatingat T < 1.5K.

The first investigation [73] of low-temperature
(from 1.18 K) pyroelectric properties of ceramics was
conducted solely with the aim of estimating the param-
eters of deeply frozen pyroelectric detectors. Even for
randomly chosen samples of PZT ceramics (tand [
0.005 and € 0200 at T = 1.2 K), the result was quite
good: NEP = 2.95 x 101 W HZz Y2 cm™32, This result
can be improved by optimizing the material, which is
routinely performed by decreasing the permittivity and
dielectric losses [67] and increasing the PEC. Also, itis
desirable to investigate the induced polar properties of
the glassike phase at grain boundaries.

The properties of glass ceramics are till only par-
tially understood [81], but they are promising in low-
temperature applications primarily due to their strong
mechanoelectret state, which becomes more pro-
nounced with decreasing temperature because of
mutual thermal deformations of the components of the
glass ceramics.

Information on the properties of quenched polarized
ferroelectric glasses [82] is more comprehensive. At
room temperature, the values of the PEC and permittiv-
ity of LiINbO; and LiTaO; glasses are the same asin the
original single crystals, but the dielectric losses are
much lower, tand 00.005. At T =5 K, for both mate-
rials, we have € (025, while the dielectric |osses are the
same or lower; hence, the level of intrinsic noiseis sub-
stantialy lower than that in single crystals. Asindicated
in [82], the pyroelectric properties of these glasses are
due to their electret, rather than spontaneous, polariza-
tion and, therefore, one might expect these propertiesto
be enhanced further at T < 1.5 K.

6. CONCLUSION
This paper is the first review of low-temperature
pyroelectricity; we have outlined the current state of the
problem. In closing, we have analyzed methods for
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controlling the low-temperature properties of pyroelec-
trics. The necessity of such an analysis stems from the
fact that these materials are coming into use in new
high technologies having considerable promise. We
separated the following subjects of future investiga-
tions: (a) nonequilibrium polar media, which allow one
to surmount the fundamental limitations on the applica-
tionsin arange of T < 1.5 K, and (b) low-temperature
magnetic phase transitions that are accompanied by the
formation of apolar phase.

We hope that this overview of the results of studies
on low-temperature pyroelectricity will favor further
investigationsin thisfield of solid state physics.
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