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Abstract—Results of the experimental investigation of the thermal conductivity, the thermo-emf, the Nernst
effect, and the magnetoresistance of thin monocrystalline tungsten films under conditions of static skin effect
in the temperature range T = 2–18 K in magnetic fields of up to 28 kOe are presented. It is shown that the field
dependence of the magnetothermo-emf follows the predictions of the theory of galvano- and thermomagnetic
phenomena in strong fields and exhibits anisotropy associated with both the shape of the sample and reflecting
properties of the crystal surface. The temperature dependence of the magnetothermo-emf is investigated and a
contribution from the phonon drag is detected. The surface contribution to the electrical and thermal conduc-
tivity under conditions of the static skin effect is singled out, and the temperature dependence of the Lorentz
number for surface scattering is traced. © 2000 MAIK “Nauka/Interperiodica”.
It is well known [1] that, in strong transverse mag-
netic fields, compensated metals with a closed Fermi
surface exhibit the static skin effect, i.e., the displace-
ment of a direct current to the sample surface. The con-
centration of the current near the sample surface is due
to the electrons moving in the surface layer and collid-
ing with the surface actually being more mobile than
electrons in the bulk of the sample.

In a magnetic field parallel to the sample surface,
almost all the electrons moving in the surface layer of a
thickness of the order of the Larmor radius collide with
the boundary, which leads to the rupture of the orbits
and to a translational motion of electrons along the
sample boundary; the reflectivity of the surface in this
case is an important factor in determining its electronic
properties.

The behavior of galvanomagnetic coefficients for
compensated metals under such conditions has been
studied in detail both experimentally [2] and theoreti-
cally [1]. It is clear, however, that the skin effect also
affects, to a certain extent, the behavior of other kinetic
coefficients associated with the heat flux transferred by
conduction electrons, including thermal conductivity,
thermo-emf, and thermomagnetic effects.

The localization of the heat flux transferred by elec-
trons in the surface layer of a monocrystalline tungsten
film was first observed in [3]. A complex radial distri-
bution of the heat flux density is induced in a sample
with a temperature gradient ∇ xT, which is placed in a
transverse magnetic field Hz, due to the skin effect with
corresponding consequences for the kinetic coeffi-
cients.
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In this paper, we report on the results of the experi-
mental investigation of magnetothermo-emf, the Nernst
effect, and the Wiedemann-Franz law for tungsten single
crystals under the static skin effect conditions r ! l < d
(r is the Larmor radius, l is the electron mean free path,
and d is the transverse dimension of the crystal) as
functions of the magnetic field, temperature, and
reflecting properties of the crystal surface. We investi-
gated two thin monocrystalline tungsten plates cut from
the same bulk single crystal with the resistivity ratio
ρ300 K/ρ4.2 K ~ 105 in such a way that the planes of the
plates coincided with the crystallographic faces (100)
and (110), reflecting electrons diffusely and specularly,
respectively [4]. We will henceforth denote by W-1 the
sample with a wide diffusely reflecting surface and by
W-2 the sample with a specularly reflecting surface.
The characteristic size of the samples was 40 × 4.0 ×
0.4 mm, with the longer axis of the plates coinciding
with the crystallographic direction 〈110〉 .

The field and temperature dependences of the ther-
mal conductivity, the thermo-emf, and the Nernst effect
were measured by the method of steady-state heat flow,
while the magnetoresistance was measured using the
conventional dc four-probe technique. The temperature
gauges were Allen–Bradley carbon resistance thermom-
eters calibrated from the saturated pressure of helium
vapor over the liquid (1.8–4.2 K) and with the help of a
calibrated resistance thermometer TSU-2 (4–18 K). The
temperature drop across the sample was 0.3–1.0 K. The
potential probes were thin superconducting wires of
diameter 0.08 mm, which enabled us to measure the
absolute values of thermo-emf. The error in the mea-
surements of the absolute values of the kinetic coeffi-
cients did not exceed 5–8%.
000 MAIK “Nauka/Interperiodica”
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1. DISCUSSION OF EXPERIMENTAL RESULTS

1.1. Magnetothermo-emf and Nernst Effect

The thermo-emf of metals is quite sensitive to the
peculiarities of the energy spectrum of quasiparticles
and the type of their scattering; for this reason, it is an
interesting subject for investigations. As a rule, the
thermo-emf of metals has a complex temperature
dependence at low temperatures and can be presented
as the sum of two terms, one of which (Sd ~ T) is
responsible for the diffusion thermo-emf, while the
other (Sdrag ~ T3) is due to the effect of electron drag by
phonons, which emerges due to the nonequilibrium
nature of the phonon distribution function:

(1)

The thermo-emf of tungsten also possesses these fea-
tures: the value of S for tungsten changes its sign twice
upon cooling, attaining a negative peak at T = 80 K, and
then a small positive peak at T = 5–10 K, the sign-inver-
sion temperature for S and the low-temperature peak
being displaced towards lower values upon a decrease
in the amount of impurities in the sample. It is generally
accepted [5] that the low-temperature positive peak of
S(T) for tungsten is a consequence of the combined
operation of two mechanisms: the positive diffusion
thermo-emf increasing linearly with temperature, and a
negative phonon-drag thermo-emf increasing rapidly
with temperature and having a peak at T ≈ 70 K.

The thermo-emf measurements for metals in a mag-
netic field revealed [6] that, as in the case of zero mag-
netic field, S can be presented as the sum of a term
depending linearly on T and a term proportional to T3.
A common feature of the thermo-emf of metals is that

S Sd Sdrag+ aT bT3.+= =

Fig. 1. Field dependence of the magnetothermo-emf in the
case when the magnetic field is parallel to the plane of the
sample.
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the value of S increases in a magnetic field irrespective
of the sign of the thermo-emf, both Sd and Sdrag increas-
ing simultaneously. It should be noted that the experi-
ments on the thermo-emf of compensated metals
involve considerable difficulties due to peculiarities of
these metals. Equal numbers of electrons and holes par-
ticipate in the conduction of compensated metals; for
this reason, their thermoelectric contributions are sub-
tracted, and the experimentally measured Sm appears as
the small difference between approximately equal
quantities, which hampers its theoretical analysis and
exact measurement at helium temperatures.

At the same time, an asymmetric arrangement of
measuring probes relative to the direction of the heat
flux can lead to the superposition of a relatively strong
stray signal due to the Nernst effect (the field Ey trans-
verse to the magnetic field Hz and the heat flux qx) on
the small value of Sm being measured. The Nernst effect
reverses its sign depending on the direction of the mag-
netic field. For this reason, the experimentally mea-
sured values of Sm(+H) and Sm(–H) are often different;
moreover, they may have opposite signs, while S(H) is
an even function of the magnetic field, and the equality
Sm(+H) = Sm(–H) must be observed. This circumstance
was first noted by Blumenstock and Schroeder [7], who
proved that, in this case, the thermo-emf should be
defined as

(2)

Consequently, a reliable measurement of S(H, T)
requires a meticulous mounting of the sample, and all
measurements must be made for two directions of the

S
1
2
--- Sm +H( ) Sm H–( )+[ ] .=

Fig. 2. Temperature dependence of thermo-emf in a mag-
netic field of 28 kOe (curve 1) and in zero magnetic field
(curve 2). The magnetic field is parallel to the plane of the
sample.
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magnetic field, while calculations must be made on the
basis of formula (2). The temperature and magnetic-
field dependences of the thermo-emf of the investigated
samples are shown in Figs. 1 and 2.

The effect of magnetic field on the adiabatic thermo-
emf coefficient of compensated metals was theoreti-
cally considered in [8, 9], while the measurements of
magnetothermo-emf of a bulk tungsten sample in a nar-
row range of helium temperatures were made by Blu-
menstock and Schroeder [7]. According to Fletcher et al.

[8], the thermo-emf coefficient defined as  is

given by

(3)

where ρ and γ with subscripts are the corresponding
components of the magnetoresistance and electron
thermoresistance tensors, respectively, while εxx and εyx

are the thermoelectric tensor components.
It can be seen from (3) that S is a complex function

not only of thermoelectric coefficients, but also other
kinetic coefficients. The problem of determining S is
simplified if the measurements are made in strong mag-
netic fields ωτ @ 1 (ω is the cyclotron frequency and τ
is the relaxation time), which is the case under our
experimental conditions at T < 18 K and H = 28 kOe.
Even for the largest orbits (for charge carriers with the
lowest mobility), ωτ > 10 for T = 18 K and H = 28 kOe.
In such a case, the relations ρxx @ ρyx and γxx @ γyx are
valid for compensated metals in a strong magnetic field
[9], and the second term in the first parentheses in (3) can

thus be neglected, and we also have  ≈ 1.

Consequently, expression (3) can be written in the form 

(4)

Let us consider the field dependence of the magneto-
thermo-emf. Our measurements show that, to a high
degree of accuracy, ρxx ~ H2 for any mutual orientation
of the magnetic field and the sample plane. It was also
established that the off-diagonal component ρyx of the
magnetoresistivity tensor under the skin effect increases
quadratically with the field for both the diffusion- and the
specularly reflecting faces [2]. At the same time, in
accordance with the theory of thermomagnetic phenom-
ena in a strong magnetic field, εxx ~ H–2, while εyx ~ H–1

[9]. Thus, the first term in formula (4) is independent of
H, while the second must increase linearly with the field.

Taking into account the above arguments and the
experimentally observed linear (although rather weak)
magnetic-field dependence of S (Fig. 1), we can state
that the theory is in reasonable agreement with the
experimental results.

It is well known that the effect of the sample shape,
i.e., the emergence of an additional anisotropy associ-
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ated with the shape, is an experimental confirmation of
the existence of the static skin effect: the conductivity
of a plate in the field parallel to the plane of the sample
is higher than its value for the transverse orientation.
The reflectivity of the surface is quite significant: the
surface conductivity for the diffusive boundary turns
out to be smaller than for the specularly reflecting
boundary by a factor of l/r [1], which must lead to an
additional anisotropy.

Since the well-known Mott formula for the diffusion-
induced thermoelectromotive force Sd = L0eT(∂lnσ/∂ε)η,
where L0 is the Lorentz number, σ is the electrical con-
ductivity, and ε is the electron energy at the Fermi level
η, includes, like formula (4), the terms depending on the
sample shape and the reflectivity of the crystal surface,
we can also expect a manifestation of the corresponding
anisotropy in the behavior of the magnetothermo-emf. It
should also be noted that the diffusion component of
magnetothermo-emf has the same field dependence as
the magnetothermo-emf of phonon drag [10].

It can be seen from Fig. 1, showing the magnetic-
field dependence of S for both samples in the same
experimental geometry in which the magnetic field is in
the plane of the sample, that such an anisotropy is
indeed observed: the absolute value of magnetothermo-
emf for the face (110) is much larger than its value for
the specularly reflecting face (100), which agrees with
the theoretical concepts and our results for ρxx(H, T).

The temperature dependence of the magneto-
thermo-emf for H = 28 kOe for both samples is pre-
sented in Fig. 2. As expected, the values of S for the
specularly reflecting face exceed the magnetothermo-
emf for the diffusely reflecting face, while the form of
the S(T) dependence is not the same in the two cases:
the S(T) curve for the specularly reflecting face passes
through the peak at T ≈ 14 K, while for the diffusely
reflecting face the peak is manifested less clearly and is
shifted towards higher temperatures. The same figure
shows the S(T) dependence in zero field, in which no
significant difference in the behavior of the thermo-emf
is observed for the two samples. It can be seen that the
temperature dependences of the thermo-emf in a field
and in zero field differ radically. Carter et al. [11]
believe that the sign inversion of the thermo-emf is a
direct consequence of the participation of positive, as
well as negative, charges (whose relative role changes
with temperature) in the formation of the temperature
dependence of the thermo-emf for tungsten.

The conventional procedure of separating the diffu-
sion component and the phonon contribution to the
thermo-emf lies in presenting the S(T) dependence in
the form S/T = a + bT2, where a corresponds to the dif-
fusion contribution and bT2 is the contribution of the
electron drag by phonons. Using this method, Blumen-
stock and Schroeder [7] unsuccessfully tried to deter-
mine the phonon contribution to the thermo-emf of a
tungsten single crystal of considerably lower purity
(ρ300 K/ρ4.2 K ≈ 30000) in the range of helium tempera-
0
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tures (1.5–4.2 K). This is probably due to the measure-
ments having been made in a very narrow range of low
temperatures, in which the phonon spectrum is still
weakly excited, and all the processes are determined by
the electron–impurity interaction.

In order to separate Sd and Sdrag, the S(H, T) depen-
dence was measured for the W-1 sample in a wider tem-
perature range T = 2.5–18 K in the geometry in which
the magnetic field is perpendicular to the plane of the
sample. For such a geometry, the effect of surface scat-
tering is minimal. In the same experiment, we also
investigated the Nernst effect. Figure 3 shows the S(T)
dependence, while the inset shows a plot of S/T = f(T 2).
It can be seen from the figure that the S(T) curve for
T < 12 K is correctly described by the equation S/T =
a + bT2 (a = 0.075, b = 2.40 × 10–3 µV/K4, which agrees
with the analogous available data [6]), which leads to
the conclusion that the effect of electron drag by
phonons makes a noticeable contribution to the magne-
tothermo-emf for tungsten at low temperatures. An
analysis of the Nernst effect also confirms the result
obtained earlier [12] on the effect of the electron–
phonon drag in tungsten. As expected, the measure-
ments for a magnetic field parallel to the plane of a
crystal plate, when the surface scattering prevails, did
not reveal a phonon contribution to S(H, T).

Figure 4 shows the experimental curves obtained
during investigation of the Wiedemann–Franz law for
the W-2 sample in different experimental geometries.
The Wiedemann–Franz law establishes a relation
between the electronic thermal conductivity κe and the

Fig. 3. Temperature dependence of magnetothermo-emf of
the W-1 sample. The magnetic field is perpendicular to
the plane of the sample. The inset shows the dependence
S/T = f(T2).
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electrical conductivity σ of a solid:

(5)

where τσ and τκ are the electron relaxation times for elec-
trical and thermal processes, respectively, KB is the Bolt-
zmann constant, and L is the Lorentz number equal to its
Sommerfeld value L0 = 2.44 × 10–8 V2/K2 if the electron
scattering is elastic, i.e., if τσ = τκ, which is observed for
pure metals at extremely low temperatures, when elec-
tron–impurity collisions dominate, or at high tempera-
tures T ≥ Θ (Θ is the Debye temperature).

The value of κe can be determined experimentally as

the difference between the measured value of  and
the phonon thermal conductivity κph determined by the
method of κe suppression by a strong magnetic field
[13]. The experiments also proved that the nature of
electron scattering from the surface does not affect the
result of separating κph by an extrapolation procedure:
κph ≈ 0.5 × 10–3T2 W/cm K for both specularly and dif-
fusely reflecting faces.

In a strong magnetic field (ωτ @ 1) directed along a
high-order symmetry axis, each of the scattering mech-
anisms makes a strictly additive contribution to the
electrical conductivity σxx and not to ρxx [13], and the
Wiedemann–Franz law has the form

(6)

where  and σxx are the transverse components of the
electron thermal conductivity and electrical conductiv-
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Fig. 4. Temperature dependence of the Lorentz number for
a “specularly reflecting” sample; H = 28 kOe.
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ity tensors, respectively. In the case of elastic scattering
of electrons, the Lorentz number in a strong magnetic
field is Lxx(H  ∞) = L0 [14], i.e., an analysis of Lxx(T)
in a strong magnetic field can actually be used for esti-
mating the elasticity of electron collisions. Figure 4,
presenting the Lxx(T) dependence for the W-2 sample in
a field 28 kOe, shows that the values of Lxx(H || h) and
Lxx(H ⊥  h) differ considerably: for a parallel orienta-
tion of the magnetic field, the conditions for the emer-
gence of the skin effect are created, electrons interact
predominantly with the crystal surface, collisions that
are regarded as purely elastic [15], and Lxx(H || h) is
much closer to L0 (Lxx(H || h) = L0 in the case of purely
elastic scattering from the boundary) than Lxx(H ⊥  h),
for which the scattering from the boundary is extremely
weak, and bulk processes of inelastic electron–phonon
collisions prevail (scattering from impurities is mani-
fested identically in both cases and does not affect the
line of reasoning). It should also be noted that the
anisotropy Lxx(H || h) /Lxx(H ⊥  h) associated with the
sample shape and the state of the crystal surface is
much higher for a specularly reflecting sample than for
a diffusely reflecting one. The latter statement has a
simple explanation: the “physical” anisotropy associ-
ated with the topology of the Fermi surface of tungsten
(with the magnetoresistance minimum for H || 〈100〉
[16]) is superimposed on the “geometrical” anisotropy
associated with the skin effect. The anisotropies
enhance each other in one case (W-2 sample) and sup-
press in the other (W-1 sample).

The simultaneous measurement of the thermal and
electrical conductivities under conditions of the static
skin effect makes it possible to use the Wiedemann–
Franz law to experimentally verify the statement con-
cerning the elastic nature of conduction electron colli-
sions with the crystal surface. To our knowledge, such
measurements have not yet been made.

If we attribute the experimentally observed differ-
ence in the conductivity (σxx, κxx) for the orientation of
the plane of a crystal plate parallel and perpendicular to
the magnetic field (the magnetic field in both cases
must be directed along equivalent crystallographic axes
in order to eliminate the effect of “physical” anisot-
ropy) only to the surface conduction and assume that
the scattering from the surface is elastic,1 we can write

(7)

Such a procedure should rather be made on the same
sample, but for this purpose we need a plate of a single
crystal whose geometrical axis coincides with the four-
fold symmetry axis 〈100〉 . In our case, we can use the

1 According to Gantmakher and Levinson [17], scattering from the
surface can sometimes also be inelastic: electrons colliding with
the surface can exchange energy with surface vibrations and
impurity atoms. However, most experiments can be described in
terms of elastic scattering.

Lxx
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results of measurements of κxx and σxx for different
samples (W-2 for a parallel orientation of the magnetic
field and W-1 for the perpendicular orientation), as both
samples are cut from the same single crystal; however,

the error in determining  may increase to a certain
extent in this case. Taking into account what has been
said above, we can write expression (7) in the form

where (for H || 〈100〉)

Such a method of analysis is also convenient, since it
allows us to get rid of the effect of the quantity κph,

which is always a part of the  being measured and
is independent of the magnetic field.

The results of such a processing of experimental data
prove that, in a limited temperature range (2.5–7 K) in
which the values of ∆κxx and ∆σxx can be determined

with a reasonable accuracy, the value of  remains
unchanged and equal to (2.7 ± 0.3) × 10–8 V2/K2, which
is slightly larger than the theoretical value of L0. How-
ever, taking into account the method of determining

, the result can be regarded as successfully match-
ing the theory [15], which is an additional experimental
argument confirming the conclusion about the elastic
nature of electron scattering from the surface.

Thus, we have investigated the magnetic-field and
temperature dependences of magnetothermo-emf and
the Lorentz number for thin tungsten plates under con-
ditions of the static skin effect. It is shown that the
behavior of magnetothermo-emf follows the predic-
tions of the theory of galvano- and thermomagnetic
phenomena in strong magnetic fields and exhibits
anisotropy associated with the sample shape and the
reflectivity of the crystal surface.

The temperature dependence of the magneto-
thermo-emf exhibits the electron–phonon drag effect in
the case of the minimum scattering from the boundary.

An analysis of the Wiedemann–Franz relation under
the conditions of the static skin effect led to an experi-
mental confirmation of the elastic nature of electron
collisions with the crystal surface.
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Abstract—The Raman and IR reflectivity spectra of the new organic metals (ET)8[Hg4X12(C6H5Y)2] (X, Y =
Cl, Br) based on the molecule bis(ethylenedithio)tetrathiafulvalene (BEDT-TTF or ET in abbreviated form)
have been investigated. These metals differ from the previously studied compounds, particularly, in the type of
ET molecular packing in the quasi-two-dimensional conducting layers. A high reflectivity and a plasma mini-
mum observed in the IR reflectivity spectrum indicate the presence of quasi-free charge carriers (holes), as in
other conducting ET salts. However, the Ag vibrational modes in the Raman spectrum are not activated in the
IR spectrum, as is the case of conducting ET salts with other packing types. The Raman lines are assigned to
the normal vibrations in the ET molecule, and their ionization shifts are determined. It is demonstrated that the
frequencies of the most intense line ν3(Ag) show a linear dependence on the cation charge, which is character-
istic of different ET salts. No correlations are revealed between the ν3(Ag) frequencies and the packing type.
The strong background with a broad maximum at a Raman shift of about 3000 cm–1 is observed in the Raman
spectra upon excitation with the 2.54- and 2.41-eV lines of an Ar+ laser. The assumption is made that such a
background can be associated with the scattering by one-particle and collective electronic excitations. © 2000
MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

The discovery of superconductivity in radical ion
salts based on the molecule bis(ethylenedithio)tetrathi-
afulvalene (BEDTTTF or ET in abbreviated form) [1]
lent impetus to an extensive investigation into their
structural and physical properties with the aim of eluci-
dating the mechanism of superconductivity and stimu-
lated the synthesis of new materials based on this mol-
ecule. A large number of similar compounds have been
synthesized to date [2]. Among these are superconduc-
tors (with the highest superconducting transition tem-
perature observed in organic compounds Tc = 11.6 K
for κ-(ET)2CuN(CN)2Br [3]) and metals with the tran-
sitions to the dielectric state at different temperatures
[2, 4]. Opinions regarding the mechanism of supercon-
ductivity remain contradictory to the present day. The
majority of these compounds are characterized by a
strong interaction between quasi-free charge carriers in
layers of the ET molecules and the intramolecular totally
symmetric vibrations (Ag) of this molecule. Owing to
this interaction, the normally Raman-forbidden Ag vibra-
tions are activated in the IR reflectivity spectrum, even
though their frequencies substantially differ from those
observed in the Raman spectrum [5, 6].

Compounds of the (ET)8[Hg4X12(C6H5Y)2] (where
X, Y = Cl, Br) type have been synthesized recently [7].
In the reflectivity spectrum of these compounds, only a
weak smeared maximum, rather than pronounced
1063-7834/00/4208- $20.00 © 21387
intense vibrational bands, was observed in the frequency
range of intramolecular vibrations (800–1300 cm–1) [8].
At the same time, a high reflectivity and a plasma mini-
mum in the IR reflectivity spectrum for at least one
polarization direction indicated the presence of quasi-
free charge carriers (holes), as in other conducting ET
salts. Kaplunov and Lyubovskaya [8] related the absence
of vibronic bands in the IR reflectivity spectrum to the
structural features of these compounds. In the majority
of the ET-based conducting salts, the molecules in quasi-
two-dimensional conducting layers are packed face-to-
face to form mutually perpendicular dimers (κ phase) or
parallel stacks (β phase). By contrast, in the new family
of compounds, the ET molecules located in conducting
layers form “ribbons” in which they are linked by the
short S–S contacts in a side-by-side fashion [9]. The
authors of [8] assumed that, for a ribbon configuration,
the vibronic interactions can occur only with nontotally
symmetric, optically active vibrational modes and dem-
onstrated using the model calculations that the intense
vibrational bands in the IR spectrum are absent in this
case.

It was of interest to investigate the Raman spectra of
these compounds, which were not measured earlier, in
order to reveal both the possible effect of the unusual
type of molecular packing on the spectral behavior and
the influence of the anion on the Raman frequencies. As
is known, the frequencies of the most intense Raman
000 MAIK “Nauka/Interperiodica”



 

1388

        

VLASOVA 

 

et al

 

.

                                                                                                                                  
10000

0.2

0.4

2

2

1

1

(a)

(b)

1

0.6
R

0

10000

100

300

2

2

1

400

σ, Ω–1 cm–1

0

ω/2πc, cm–1

200

20000 30000 400004000300020001000

Fig. 1. (a) Polarized reflectivity spectra R(ω) and (b) optical conductivity spectra σ(ω) of the (ET)8[Hg4Br12(C6H5Br)2] (no. 9)
organic metal for the (100) face at (1) E || x and (2) E || y polarizations. T = 293 K.
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lines ν2 and ν3 (for the D2h symmetry of the ET mole-
cule), which correspond to the stretching Ag vibrations
of the central and ring C=C bonds, exhibit an approxi-
mately linear dependence on the cation charge [10].
The mean cation charge is governed by the stoichio-
metric ratio between the ET and anion. An increase in
the positive cation charge leads to a decrease in the
electron population of the highest-occupied molecular
orbital, which results in a weakening of the C=C bonds
and, hence, in a decrease in the vibrational frequencies.
However, considerable (as large as 20 cm–1) deviations
from the mean linear dependence are observed for a
number of different compounds. These deviations can
be caused by the intermolecular interactions (depen-
dent on the ET molecular packing in the crystal) and the
influence of anions. It could be assumed that the fre-
quency of the most intense line ν3 in the spectra of the
P

studied salts with a ribbon molecular packing would
deviate from the mean linear dependence.

Moreover, it was also instructive to measure the
Raman spectra and IR reflectivity spectra of the sam-
ples obtained in the same cycle of synthesis.

2. SAMPLES AND EXPERIMENTAL TECHNIQUE

The Raman spectra were taken for the follow-
ing samples: (i) the (ET)8[Hg4Cl12(C6H5Cl)2]
(no. 8), (ET)8[Hg4Br12(C6H5Cl)2] (no. 7), and
(ET)8[Hg4Br12(C6H5Br)2] (no. 9) salts, which are the
organic metals with transitions to the dielectric state at
1.5, 90, and 130 K, respectively [11]; (ii) the
(ET)2[Hg(SCN)Cl2] (no. 2) metal and the
(ET)4Hg2.89Br8 (no. 1) superconductor (Tc = 4.2 K)
with an ET molecular packing of the type κ phase in
HYSICS OF THE SOLID STATE      Vol. 42      No. 8      2000
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both compounds; and (iii) the crystal formed by the
neutral molecules BEDT-TTF (ET0).

The polarized reflectivity spectra were measured for
the (ET)8[Hg4Br12(C6H5Br)2] (no. 9) crystal in a wider
spectral range as compared to the range covered in [8].
The reflectivity spectra of the (ET)4Hg2.89Br8 (no. 1)
and (ET)2[Hg(SCN)Cl2] (no. 2) crystals were described
in our earlier works [12] and [13], respectively.

The Raman spectra were recorded on a spectrometer
with a Jobin Ivon U-1000 double monochromator in a
backscattering or a 90° geometry. In the latter case, the
sample was placed at the focus of a short-distance
objective lens collecting the scattering light at a large
solid angle, which provided a fivefold increase in the
sensitivity as compared to the backscattering configura-
tion. Usually, the experiments were carried out in a 90°
geometry, because the intensity of the Raman scatter-
ing by all the ET salts was very low. Excitation was
achieved with the 488-nm (2.54-eV) line of an Ar+ laser
in resonance with the absorption band in this range. The
laser radiation power at the sample was no more than
6 mW; moreover, a laser spot was slightly defocused in
order to prevent sample damage. The exciting beam
was polarized in the incidence plane (H polarization).
Both polarizations (H and V) were usually observed in
the scattering light. The spectra were recorded at room
temperature with a step of 1 cm–1. The measurement
time at each point was 10 s. As a rule, several replicate
measurements were made for a 200-cm–1 portion of the
spectrum, followed by their averaging and joining. The
spectrum of the crystal formed by neutral ET0 mole-
cules was obtained in the backscattering geometry
upon excitation with a He–Ne laser (632.8 nm).

The polarized reflectivity spectra R(ω) of the
(ET)8[Hg4Br12(C6H5Br)2] crystal (no. 9) in the range
700–5500 cm–1 were measured at room temperature on
a Bruker-IFS-88 IR Fourier spectrometer equipped
with an IR microscope (light beam diameter, 75 µm;
KRS-5 polarizer). In the range 9000–40000 cm–1, the
spectra were taken on a microspectroreflectometer
devised at the State Optical Institute (beam diameter,
25 µm; Glan–Thompson prism as a polarizer). The
measurements were performed at an almost normal
light incidence to the naturally grown (100) crystal face
(parallel to the conducting layers of the ET molecules)
for two mutually perpendicular polarization directions
for which the maximum (E || x) and minimum (E || y)
reflectivities were observed in the range 700–5500 cm–1.
(E is the electric vector of a light wave, and x and y are
the principal crystal optic axes found in such a way.)
The most perfect surface region was chosen for the
measurements. The absolute reflectivities were deter-
mined with respect to an aluminum mirror and refer-
ences samples (silicon carbide and quartz). The optical
conductivity spectra σ(ω) were obtained from the
reflectivity spectra by the Kramers–Kronig method
using the procedures described in [12] for the extrapo-
lations to the low-frequency and high-frequency
ranges.
PHYSICS OF THE SOLID STATE      Vol. 42      No. 8      200
3. RESULTS AND DISCUSSION

The reflectivity spectra R(ω) and the optical conduc-
tivity spectra σ(ω) of the (ET)8[Hg4Br12(C6H5Br)2]
crystal for the above two polarization directions E || x
and E || y are displayed in Fig. 1a and 1b, respectively.
According to [8], x and y are close to the crystallo-

graphic directions [02 ] and [011]. As can be seen
from Fig. 1a, the R(ω) spectrum in the IR range at the
polarization E || x shows a high reflectivity (0.4–0.5)
with a smeared vibrational structure in the range 1000–
1500 cm–1, a sharp plasma edge at 3500–5000 cm–1,
and the related plasma minimum at about 5200 cm–1

due to a system of quasi-free charge carriers (holes) in
the ET conducting layers. Reasoning from the data
obtained in [9], it can be concluded that the x direction
slightly deviates from the direction of the ribbons
formed by the ET molecules in the crystal (the angle
between these directions is equal to approximately
13°). The electronic effects mentioned above are sub-
stantially less pronounced in the reflectivity spectrum
at the E || y polarization. In the σ(ω) spectrum at E || x
(Fig. 1b), a broad electron band with a maximum (σm =
350 Ω–1 cm–1) near 2000 cm–1 and a broad vibrational
structure in the range 1000–1500 cm–1 is observed over
the entire IR range. Our spectra and their anisotropy
virtually coincide with those obtained in [8] in the over-
lapping spectral range (700–5500 cm–1). A small differ-
ence resides at somewhat larger values of R and σ for
both polarizations in the IR range and a sharper vibra-
tional feature at 1000–1500 cm–1 (E || x) in our spectra.
In the high-frequency range (above the plasma mini-
mum), a broad band (20000–40000 cm–1) with a max-
imum at about 34 000 cm–1 for the E || x polarization
and 27000 cm–1 for the E || y polarization is observed
against the low “Drude” background. The band is asso-
ciated with the intramolecular electron transition
(polarized along the long molecular axis) in the ET
molecule [13].

The Raman spectrum of the ET0 crystal is depicted
in Fig. 2. The frequencies of the lines in this spectrum
(Table 1) coincide to within 1 cm–1 with the data
obtained by Eldridge et al. [5]. The Raman spectra of
samples nos. 7, 9, and 2 were measured in the range
200–1600 cm–1. Figure 3 displays the spectrum of sam-
ple no. 7. Raman lines for ET0 and the no. 7, 9, and
2 samples, as well as their assignment to the normal
vibrations of the ET0 molecule, are presented in Table 1.
The assignment of Raman lines was performed on the
basis of their intensities and the assignment of the
Raman lines for the κ-(ET)2Cu[N(CN)2]Br supercon-
ductor studied in [5]. The ionization shifts of the lines
(i.e., the shifts with respect to the lines of ET0) are also
listed in Table 1. Since the lines at 1051 and 1056 cm–1

(observed in the spectra of samples nos. 7 and 2,
respectively) are not revealed in the spectrum of ET0,
we assign them to the vibrations of the
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Fig. 2. Raman spectrum of the ET0 crystal. Eexc = 1.96 eV, T = 293 K.
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Fig. 3. Raman spectrum of the (ET)8[Hg4Br12(C6H5Cl)2] (no. 7) organic metal in the frequency range 200–1600 cm–1. Eexc = 2.54 eV,
T = 293 K.
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Table 1.  Raman lines for the ET0, (ET)8[Hg4Br12(C6H5Cl)2] (no. 7), (ET)8[Hg4Br12(C6H5Br)2] (no. 9), and (ET)2[Hg(SCN)Cl2]
(no. 2) compounds and their assignment

νi(ET0), cm–1 Normal vibration νi(no. 7), cm–1 νi(no. 9), cm–1 νi(no. 2), cm–1 Ionization shift, cm–1

1552 ν2(Ag) 1541 1547 no. 7 no. 9 no. 2

–11 –5

1510 ν27(B1u)

1494 ν3(Ag) 1456 1474 1455 –38 –20 –39

1442a ν56(B3g)

1409 ν4(Ag) 1396
Shoulder

1284 ν5(Ag)

1257a ν57(B3g)

1176 ν38(B2g)

1123 ν21(B1g)

1051 1056

1014 ν58(B3g)

1000 ν59(B3g)

990 ν6(Ag) 1000 999 0 –1

919 ν7(Ag)

889a ν60(B3g) 891 891 892 +2 +2 +3

861 ν22(B1g)

765 O.o.p.b 782 783 +17 +18

688 ν61(B3g) 685 673 –3 –15

654 ν8(Ag) 650 647 –4 –7

626 ν62(B3g)

487 ν9(Ag) 502 500 499 +15 +13 +12

441 ν10(Ag) 445 +4

349 ν63(B3g)

334 ν64(B3g)

310 ν11(Ag) 317 314 +7 +4
a Data taken from [5].
b Out-of-plane vibrations.

Table 2.  Cation charges ρ and Raman frequencies ν3(Ag) in different radical ion salts of the ET molecule

ρ Compounda ν3(Ag), cm–1 Compoundb ν3(Ag), cm–1

0 ET0 1494 ET0 1494

1 ETI3 1431

0.5 (ET)8[Hg4Br12(C6H5Cl)2] 1456 κ-(ET)2Cu[N(CN)2]Br 1464

0.5 (ET)8[Hg4Cl12(C6H5Cl)2] 1472 κ-(ET)2Cu[N(CN)2]Br 1459

0.5 (ET)8[Hg4Br12(C6H5Br)2] 1474 κ-(ET)2Cu(NCS)2 1461

0.5 (ET)2Hg(SCN)Cl2 1455 κ-(ET)2Cu(CN)3 1471

0.5 (ET)4Hg2.89Br8 1462 κ-(ET)4Hg3Cl8 1464
a Data obtained in this work.
b Data taken from [10, 14].
PHYSICS OF THE SOLID STATE      Vol. 42      No. 8      2000
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Fig. 5. Dependence of the ν3(Ag) frequency on the cation
charge ρ: (1) ET0; (2) samples nos. 7, 8, and 9; (3) samples
nos. 1 and 2; (4) samples studied in [10]; and (5) samples
studied in [14].
P

[Hg4Br12(C6H5Cl)2]–4 and [Hg(SCN)Cl2]–1 anions,
respectively. The spectra of the (ET)4Hg2.89Br8 (no. 1)
and (ET)8[Hg4Cl12(C6H5Cl)2] (no. 8) metals were
measured in the range 1400–1600 cm–1, which
involves the most intense lines attributed to the
stretching vibrations of the central and ring C=C
bonds, i.e., ν2(Ag) and ν3(Ag). The ν3(Ag) frequencies
for all the samples studied in this work and the avail-
able data [10, 14] for a number of other conducting
ET salts are summarized in Table 2. The Raman
spectra of samples nos. 2, 7, 8, and 9 in the range
1400–1600 cm–1 are compared in Fig. 4. The depen-
dence of the ν3(Ag) frequency on the cation charge ρ
is shown in Fig. 5. The data taken from [10, 14] for
other compounds are also displayed in this figure. In
the studied compounds with a ribbon packing, the cat-
ion charge is formally equal to +0.5. As mentioned
above, the data presented in Fig. 5 refer to the samples
with considerably different packings of the ET mole-
cules in the layer: these are the compounds with the
κ phase, in which the ET molecules are arranged face-
to-face to form mutually perpendicular dimers, and
the crystals with a ribbon molecular packing. It can be
seen that, at a cation charge of +0.5, the frequencies
for all the samples differ by no more than 20 cm–1 and
do not depend on the packing type. It is worth noting
that the largest differences in the ν3(Ag) frequencies
are observed for the (ET)8[Hg4Br12(C6H5Cl)2]
(1456 cm–1), (ET)8[Hg4Cl12(C6H5Cl)2] (1472 cm–1), and
(ET)8[Hg4Br12(C6H5Br)2] (1474 cm–1) crystals, which
have the same type of ET molecular packing but some-
what differ in the chemical formula of the anion. This
suggests that the anion can appreciably affect the ν3(Ag)
frequency.
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Fig. 6. Raman spectrum of sample no. 7 in the range 1000–
5500 cm–1 for (1) HH and (2) HV polarizations. Eexc =
2.54 eV, T = 293 K.
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As noted above, the (ET)8[Hg4Br12(C6H5Br)2] crys-
tal (no. 9) undergoes a transition to the dielectric state
at 130 K [9]. The Raman spectrum of this crystal in the
range 1400–1600 cm–1 was also taken at T ≈ 100 K.
However, no substantial changes in the ν3(Ag) vibra-
tions were observed in the spectra above and below the
phase transition point.

It can be seen from Fig. 3 that the Raman spectrum
is characterized by a structureless background compa-
rable in intensity to the strongest phonon line. This
background is observed for all the samples studied. It is
established that this background is not caused by the
Rayleigh scattering. The recording of the spectra in a
wider frequency range revealed an increase in the back-
ground intensity with an increase in the Raman shift
and also a very broad partly depolarized maximum at
about 2500 cm–1 (upon excitation with the 488-nm
line). The intensity of the maximum found in the HH
polarization is higher than that for the HV polarization
(Fig. 6). After the correction for spectral efficiency of
the spectrometer, the maximum is retained and shifts to
3000 cm–1. The maximum and the background for sam-
ple no. 9 are also observed at T ~ 100 K.

The shape of the maximum somewhat differs upon
excitation with 488- and 541.5-nm lines. No maximum
is observed upon excitation with the 632.3-nm line. In
this case, an increase in the Raman shift up to 3000 cm−1

leads to a slight decrease in the intensity of the spec-
trum. With a further increase in the Raman shift (i.e., at
larger wavelengths), the intensity increases drastically,
which is likely explained by the luminescence. (Note
that the maximum of luminescence for the ET0 neutral
molecule is located at 15492 cm–1. A considerably
weaker luminescence band in the same range is
observed for sample no. 9 at a temperature of ~100 K
upon excitation with the 488-nm line.)

The nature of the background and the broad maxi-
mum in the range of 3000 cm–1 remains unclear. Pre-
sumably, they can be associated with the resonance
Raman scattering by one-particle and collective elec-
tronic excitations. In this respect, we note that Kostur
and Éliashberg [15] theoretically treated the quasi-par-
ticle Raman spectrum in the high-temperature super-
conductors at T > Tc. It was demonstrated that this spec-
trum contains a broad maximum at about 2000 cm–1,
and its intensity and location depend on the phonon
spectrum and the electron–phonon interaction. It
should be also mentioned that the maximum in the
range of 2000 cm–1 was observed in the conductivity
PHYSICS OF THE SOLID STATE      Vol. 42      No. 8      200
spectrum (obtained from the reflectivity spectra by the
Kramers–Kronig method) of the compounds studied.

Alternatively, the background and the broad maxi-
mum can be explained by the scattering in the surface
layer degraded in air.
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Abstract—Electrical resistivity and heat conductivity of the LuInCu4 semimetal have been studied in the 4.2–
300-K range. For T * 100 K, the bipolar heat-conductivity component (κbip) was found to contribute. Data on
κbip have been used to estimate the electron and hole subband-overlap energy (ε0) as ~0.1 eV. © 2000 MAIK
“Nauka/Interperiodica”.
Interest in LnTCu4-type intermetallic compounds
(with Ln standing for rare earth, and T, for transition
metals), which crystallize in a AuBe5-type fcc cubic lat-

tice [C15B structure, space group F 3m( )] has
recently been demonstrated by experimenters and the-
oreticians in leading laboratories all over the world.

These materials exhibit unusual and interesting
magnetic properties, but one representative of this fam-
ily, YbInCu4, has attracted particular attention because,
at Tv ~ 40–80 K and atmospheric pressure, it undergoes
a first-order isostructural phase transition in which,
being a Curie–Weiss paramagnet (a state with localized
magnetic moments) at T > Tv, it transforms into a Pauli
paramagnet (nonmagnetic Fermi-liquid state), a com-
pound with mixed valence of the rare earth ion (the so-
called light heavy-fermion system) at T < Tv [1, 2].1

When analyzing experimental data on YbInCu4
(heat capacity, magnetic susceptibility, NMR, linear
expansion coefficient, electrical conductivity), most
studies used LuInCu4 as a reference material, since it
does not undergo the above phase transition and is non-
magnetic, while having the same lattice structure and
lattice parameters close to those of YbInCu4 [3–10]. Yb
and Lu are neighbors in the Periodic Table.

Information literature in the on the heat conductivity
of LuInCu4 is lacking. However, it is necessary, and for
many purposes. It could be used as a reference when
analyzing heat conductivity data for YbInCu4 [2]. It is
also needed both for thermodynamic calculations and
in estimating the thermal regimes of single-crystal
growth. LuInCu4 is a semimetal [11–13]. Data on the
bipolar component of heat conductivity κbip could be
used to estimate the electron and hole subband-overlap
energy for this material.

1 Papers [1, 2] summarize references to most of the experimental
and theoretical studies on YbInCuO4.

4 Td
2
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Measurements have been carried out of the heat
conductivity κtot and electrical resistivity ρ of a cast
polycrystalline sample of LuInCu4 within the tempera-
ture range of 4.2 to 300 K.

The sample was prepared by the technique
described elsewhere [14, 15]. The components used in
the synthesis of LuInCu4 were O-grade Lu, SVCh-
grade In of 99.99% purity, and 99.998%-pure Cu. The
components taken in the stoichiometric ratio were
melted in a thin-walled tantalum container pumped to
10–4 mm Hg. The container diameter was 11 mm, and
its wall was 0.1 mm thick. The samples were melted in
an rf furnace. The substances loaded in the container
were heated to 1150°C. After maintaining the container
at 1150°C for 30 min, the temperature was reduced to
800°C by dipping the crucible into a cold zone. The
ingot thus obtained was annealed for 75 h at 800°C.

The LuInCu4 sample under study underwent x-ray
characterization on a DRON-2 setup (CuKα radiation).
The lattice constant a was found to be 7.149(4) Å. Lit-
erature quotes a = 7.193 Å for LuInCu4 [11].

The total heat conductivity κtot and ρ were measured
on a setup similar to that described in [16].

Figure 1 presents our and literature [5, 9, 11, 17]
data on ρ(T) of LuInCu4 samples. ρ depends linearly on
temperature, which is characteristic of metals and
semimetals. The LuInCu4 sample studied here has a
fairly high residual resistivity.

Figure 2 compares the data on ρ(T) of YbInCu4
taken from [2] with those for the LuInCu4 sample under
study here. As seen from the figure, ρ(T) curves
obtained on YbInCu4 (for temperatures T > Tv) and
LuInCu4 (for T > 100 K) are similar in magnitude and
follow the same temperature behavior.

Figure 3 displays data for κtot of LuInCu4. No hys-
teresis was found in the κtot(T) relation.
000 MAIK “Nauka/Interperiodica”
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By [11], the concentration of carriers (of both signs)
in semimetallic LuInCu4 is ~1020 cm–3 (which is sup-
ported by data of [4]), the Hall constant is positive, and
the effective mass ratio of electrons (me) and holes (mh)
is ~2.

κtot of a semimetal obeys the relation

(1)

where κph, κe, and κbip are the lattice, electronic, and
bipolar heat conductivity components, respectively.

By the classical theory of heat conductivity of met-
als, semimetals, and strongly degenerate semiconduc-
tors [18–20], κe obeys the Wiedemann–Franz law

(2)

where L0 is the Sommerfeld value of the Lorentz num-
ber (L0 = 2.45 × 10–8 WΩ/K2).

Figure 4a presents data for κph derived from

(3)

with due account of (2) and of the results on ρ(T) and
κtot(T) from Figs. 2 and 3, respectively. These calcula-
tions did not include the contribution of κbip to κtot.

As seen from Fig. 4a, at low temperatures κph ~ T1.6,
while in the 50–100-K interval, κph ~ T –0.6. The latter
temperature dependence of κph is characteristic of mod-
erately defective materials. For defect-free (or weakly
defective) materials, theory [18–20] predicts a linear
decrease in κph with increasing temperature (κph ~ T –1).
We believe that the “defectiveness” of our sample is not
connected with impurities in the starting materials used
in the preparation of LuInCu4, but could rather be due
to the substitution of indium for Lu or Cu for In, as this
was observed in YbInCu4 [2], where the experimentally

κ tot κph κ e κbip,+ +=

κ e L0T ρ,⁄=

κph κ tot κ e–=

0
T, K

ρ, µΩ cm

50

100

150

100 200 300

1

2

3

4

5

Fig. 1. Dependence of ρ on T: (1) this experiment, (2) data
from [5], (3) [9], (4) [11], and (5) [17].
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observed “amorphous” behavior of κph(T) for T > Tv

was assigned to the substitution of either In for Yb [21],
or Cu for In [22].

At T > 100 K, the κph ~ T –0.6 relation gives way to a
fairly strong increase in κph with temperature in
LuInCu4. It can be due to the onset of the bipolar heat-
conductivity component, which can be expected in
semimetals [see relation (1)].

The κbip component for a semimetal can be esti-
mated from the expressions given in [20].

Assuming that the electrons and holes are scattered
independently of one another and their behavior can be

0
T, K

ætot , W/m K

50 100 150 200 250 300

2

4

6

8

10

0 100 200 300

50

100

150

T, K

Yb In Cu4

Lu In Cu4

ρ, µΩ cm

Fig. 2. A comparison of ρ(T) between the LuInCu4 sample
under study here and YbInCu4 from [2].

Fig. 3. Temperature dependence of κtot of the LuInCu4 sam-
ple under study.
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Fig. 4. (a) κph of the LuInCu4 sample and (b) band diagram
of a semimetal (schematic).
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Fig. 5. Temperature dependence of κbip/κe for r = –0.5.

Fig. 6. Dependence of κbip on T for different values of ε0:
solid curves are the calculation and points are the present
experiment.
described by a relaxation time τ ~ εr, as well as the fact
that the bands under consideration are parabolic, κbip
can be cast in the form

(4)

where k0 is the Boltzmann constant; ρn and ρp are the
electrical resistivities due to the electrons and holes,
respectively; ε0 is the band overlap energy (Fig. 4b)

(5)

(6)

Fr(µ*) are the Fermi integrals;  = EF/k0T,  = (ε0 –
EF)/k0T; and EF is the Fermi energy.

Because accurate determination of all parameters
entering (4)–(6) is impossible, a precise calculation of
κbip for LuInCu4 appears to be a complicated problem.
Let us try to estimate κbip by assuming that ρp = ρn; the
effective electron and hole masses are equal (which, as
pointed out above, is wrong, because, by [11], /  ~
2 for LuInCu4), so that the Fermi level EF = ε0/2,

 = , δp = δn = δ, and Ap = An = A. Then, by [20],

(7)

For r = –0.5 (in the case where carriers scatter from
acoustic lattice vibrations, which is more probable in our
case), equation (7) can be plotted as shown in Fig. 5 [20].
Using Fig. 5 and the experimental data on κe(T), one
can construct the dependence of κbip on T for different
values of ε0 (Fig. 6). The points in Fig. 6 are the exper-
imental data for κbip of LuInCu4 derived from Fig. 4a by
subtracting from κph(T) calculated with (3) the values of
the lattice heat conductivity obtained from the κph ~ T –0.6

relation extrapolated to high temperatures (see Fig. 4a).
As seen from Fig. 6, the experimental points fall on the
curve corresponding to ε0 ~ 0.1 eV. This value is sub-
stantially less than that obtained by a theoretical calcu-
lation of ε0 for LuInCu4 in [11, 12].
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Abstract—The processes of magnetic field penetration into the ceramic samples of the HTSC YBa2Cu3O~6.95
at T < Tc are studied by the methods of internal friction and magnetization measurements. A clearly manifested
correlation is observed between the field dependences of the internal friction spectrum parameters (the logarith-
mic damping decrement Q–1 and the resonance frequency f) and the trapped magnetic flux ∆M. The magneto-
mechanical approach we used reveals a significant difference in the field dependences of the densities of pinned
(Np) and free (Nf) Abrikosov vortices for H > Hc1. © 2000 MAIK “Nauka/Interperiodica”.
A large number of publications (see, for example,
[1–8]) have been devoted to studies of internal friction
(IF) in bulk ceramics, thin films, and single crystals of
HTSC at low temperatures over a wide range of fre-
quencies (from a few hertz to tens of megahertz).
Apparently, special interest is aroused by the effects
associated with the magnetic flux penetration into a
superconductor in a magnetic field (the penetration
begins at H = Hc1, where Hc1 is the lower critical field),
terminating in the formation of the mixed state in a field
H = HS,

1 with the vortex lattice melting, magnetic flux
pinning, and so on. The H–T phase diagrams of high-
temperature superconductors are quite complicated,
given the characteristic combination of a short coher-
ence length ξ and a long magnetic field penetration
length λ in HTSC, as well as the strong anisotropy of
their electromagnetic properties. The available data
point towards the existence of a large number of differ-
ent magnetic states (“vortex phases”) [11–16]. A spatial
inhomogeneity2 is observed in the process of magnetic
field penetration in a sample of a macroscopic size in
relatively weak magnetic fields Hc1 < H ! Hc2, where
Hc2 is the upper critical field [11–13].

Mechanical methods (including the low-frequency
IF method) appear to be quite promising for investiga-
tions of HTSC in a magnetic field. Such a method
makes it possible to appraise the dynamics of magnetic
vortices from the attenuation of vibrations of the super-
conductor. Obviously, the processes of dissipation of

1 The field HS is connected with Bean’s field H* [9] for a complete
penetration of the magnetic field into superconducting grains or
granules through the familiar relation HS = Hc1 + 2H* [10].

2 The inhomogeneity concerns the distribution of various magnetic
states in granules of an HTSC sample, viz., a mixed state (Shub-
nikov phase) on the outer side of the granule, and a perfect dia-
magnet (Meissner phase) inside it.
1063-7834/00/4208- $20.00 © 21398
energy of mechanical vibrations and HTSC magnetiza-
tion must be interrelated, since they are governed by the
same physical mechanisms associated with the mag-
netic field penetration in a superconductor.

In this connection, we set out in the present work to
study the resonance and magnetic properties of the
superconducting state of the metaloxide compound
YBa2Cu3O7 – δ in weak magnetic fields (T = 77.3 K, 0 ≤
H ≤ 600 Oe). Obviously, a correlation between these
properties will provide new data on the dynamics of
magnetic field penetration in HTSC.

1. SAMPLES AND MEASURING TECHNIQUE

Polycrystalline (ceramic) HTSC samples of
YBa2Cu3O~6.95 with a characteristic granule size
~1−5 µm, obtained from a mixture of oxides and car-
bonates Y2O3, Ba2CO3, and CuO by using the standard
ceramic technology (see, for example, [17]) were used
as objects for measuring the IF parameters, viz., the IF
logarithmic damping decrement Q –1(H) and the reso-
nance vibrational frequency f(H) (the vibrational fre-
quency is connected with the “effective” elastic modu-
lus E through the relation f 2 ~ E), as well as for mag-
netic measurements. According to the results of the x-
ray phase analysis, the concentration of the main impu-
rity phase BaCuO2 did not exceed ~1%. Samples for
measuring IF and the magnetization σ were pressed
from an HTSC powder (rectangular parallelepipeds of
characteristic size 2 × 2 × 20 mm for resonance mea-
surements and 2 × 2 × 8 mm for magnetic measure-
ments3) and then sintered in air at a temperature

3 These parallelepipeds were machined to nearly perfect cylinders
of diameter ~2 mm; the demagnetization factor D for such a sam-
ple geometry was ~0.3.
000 MAIK “Nauka/Interperiodica”
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~950°C, followed by slow cooling. The superconduct-
ing transition temperature Tc of the samples was ~92 K.

Measurements of the field dependences of Q–1 and f
for the HTSC YBa2Cu3O~6.95 at nitrogen temperature
were made according to the inverse pendulum technique
using flexural vibrations in the range of acoustic frequen-
cies up to 100 Hz for a relative deformation ε ~ 10–6 on
a specially constructed instrument [18]. The longitudi-
nal magnetic fields of strength up to ~600 Oe were pro-
duced with the help of a solenoid with copper wire
winding. The large length of the solenoid (~400 mm)
ensured a high uniformity of the field along the sample.

The magnetization of the HTSC YBa2Cu3O~6.95 at
low temperatures was measured using a ballistic mag-
netometer [19]. The relative measurement error (∆σ)
was ~2%, and the sensitivity of the instrument was
~10–3 G · cm3 g–1.

2. RESULTS OF MEASUREMENTS

The results of measurements of the dependence of
relative variation of the logarithmic damping decrement
∆Q–1(H) = Q–1(H) – Q–1(H = 0) = Q–1(H) – Q–1(0) of IF
and ∆f(H)/f(H = 0) = ∆f(H)/f(0) = [f(H) – f(0)]/f(0) of
the normalized shear of the resonance frequency of the
HTSC YBa2Cu3O7 – δ on the magnetic field strength at
T = 77 K are shown in Fig. 1. Three segments stand out
clearly on the dependence ∆Q–1(H) (curve 1 in Fig. 1):4 

(1) for H ≤ ~90 Oe, the variation of Q–1 does not
exceed the measurement error;

(2) the value of ∆Q–1 increases sharply in the inter-
val ~90 ≤ H ≤ ~350 Oe;

4 It should be remarked at the very outset that we shall not consider in
this work the effects in very weak magnetic fields (0 ≤ H ≤ 10 Oe),
when the magnetic field penetrates the “weak links” between the
granules [19].
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Fig. 1. Field dependence of the relative variation of the log-
arithmic damping decrement (∆Q–1) of IF and normalized
shift in the resonance frequency (∆f(H)/f(0)) of the HTSC
YBa2Cu3O7 – δ.
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(3) for H ≥ ~350 Oe, the increase in the external
field strength hardly affects the value of ∆ Q–1.

The variation of the resonance frequency shift
∆f(H)/f(0) for the HTSC YBa2Cu3O7 – δ in a magnetic
field also begins at H ~ 90 Oe (curve 2 in Fig. 1). An
increase in ∆f(H)/f(0) is observed in stronger fields.
However, the tendency towards saturation on this curve
is much weaker than in the curve ∆ Q–1(H).

Qualitatively, the magnetization curves σ(H)
obtained under diamagnetic screening conditions
(ZFC) at various temperatures close to Tc (Fig. 2) are
similar: the initial linear segment of the σ(H) depen-
dence5 is followed by a nonlinear segment on which the
slope of the dependence of magnetization on the mag-
netic field strength decreases and then reverses its sign.

3. DISCUSSION OF RESULTS

Let us consider the observed variations in the param-
eters of the internal friction spectra (logarithmic damp-
ing decrement Q–1 and the resonance frequency f), and in
the magnetization σ of the HTSC YBa2Cu3O7 – δ,
caused by applying an external longitudinal magnetic
field at T < Tc.

In the first place, we observe that the behavior of the
curves ∆Q–1(H) and ∆f(H)/f(0) (Fig. 1) over the entire
range of magnetic fields is reminiscent of the depen-
dence of the trapped magnetic flux density ∆M on the
magnetic field6 (Fig. 3) obtained in the experiments on
the measurement of magnetization under ZFC. The

5 In this case, the quantity χ ≠ –1/(4π), since granular HTSC are
ideal diamagnets only for H ≤ Hc1J, where Hc1J is the lower criti-
cal field of Josephson’s weak links.

6 ∆M = σtrapρ/(4π), where ρ is the density of the HTSC sample; the
“trapped magnetization” σtrap is determined by subtracting from
the experimentally determined value σ(H) of the magnetization
the quantity σext obtained by extrapolating the linear segment of
the dependence σ(H).
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Fig. 2. Field dependence of the magnetization σ of the
HTSC  YBa2Cu3O7 – δ at T = 65 (1), (2) and 75 K (3).
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qualitative agreement between the dependences
∆Q−1(H) and ∆ f(H)/f(0) on the one hand, and ∆M(H) on
the other hand is symptomatic: the emergence of singu-
larities on these curves is apparently associated with the
same processes.

Significantly, no changes in the values of ∆Q–1(H)
and ∆f(H)/f(0) were observed at T = 77 K in fields up to
~90 Oe (the σ(H) dependences are linear in this case). It
is also worth noting that according to the results of elec-
trophysical investigations carried out on the same HTSC
samples at T = 77 K [20], the value of the field at which
the magnetic field starts penetrating the granules of the
HTSC YBa2Cu3O7 – δ, i.e., the minimum value of the

lower critical field Hc1( ), is about the same. Thus,
the IF parameters are stable in the region of existence of
Meissner’s phase, i.e., until the penetration of the exter-
nal magnetic field in the HTSC granules.

It was mentioned above that the logarithmic damp-
ing decrement (Q–1) and the resonance vibrational fre-
quency (f) of the HTSC sample YBa2Cu3O7 – δ begin to
increase at H > Hc1. For H ≥ 250 Oe, the dependence
∆Q–1(H) shows a clearly manifested tendency towards
saturation, while the saturation effect is much weaker
for the dependence ∆f(H)/f(0) (Fig. 1). The increase in
the values of ∆Q–1(H) and ∆f(H)/f(0) for H > 90 Oe,
which correlates qualitatively with the onset of the
magnetic flux trapping, points towards the beginning of
the penetration of Abrikosov vortices into supercon-
ducting granules, i.e., towards the formation of the
mixed state in the HTSC YBa2Cu3O7 – δ.

Apparently, the interval of fields ~90 ≤ H ≤ ~350 Oe
corresponds to the process of vortex penetration in a
superconductor, which is known to be accompanied by
the emergence of spatial inhomogeneity in HTSC gran-

Hc1
min

H, Oe
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1.5

1.0

0.5

0 50 100 150 200 250 300

∆M, arb. units

Fig. 3. Field dependence of the magnitude of the trapped
magnetic flux density at T ~ 77 K according to magnetic
measurements data (1) and results of IF measurements (2).
P

ules [10] and ends with the transition of the entire sam-
ple into the critical state for H = HS [9].7 

The attainment of the field HS (it should be empha-
sized that, like the Bean field H*, the value of this field
is not a physical constant of the material, but depends
on the shape and size of the superconducting granules
in the case of granular HTSC) at H ≥ 350 Oe points
towards the termination of a noticeable increase in the
total number of vortices, as well as towards the onset of
formation of an ordered vortex lattice.

The field dependences Q–1(H) and ∆f(H)/f(0) in
fields H > Hc1 can be analyzed by using the familiar
magnetomechanical approach [2, 21, 22]. According to
this method, the displacement of a superconductor rel-
ative to the applied magnetic field H leads to the emer-
gence of a restoring mechanical force acting on each
magnetic vortex pinned by structural defects. Accord-
ingly, the vibrational frequency of the entire sample
also changes by the amount ∆f(H) [21]:

(1)

where Np is the density of pinned vortices (the number
of vortices per unit longitudinal section of the supercon-
ductor), Φ0 is a magnetic flux quantum (Φ0 = 2.07 ×
10−7 G · cm2), I is the moment of inertia of the super-
conducting sample, and V is the sample volume.

The change in the logarithmic damping decrement of
a superconductor in a magnetic field is defined as [22]

(2)

7 It should be recalled that for H = HS, the dependence ∆M(H) for
various HTSC samples displays a tendency towards the attain-
ment of a peak [19].
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Fig. 4. Field dependence of the density of trapped magnetic
vortices in the HTSC YBa2Cu3O7 – δ.
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where Nf is the density of free (unpinned) vortices.

Thus, in the framework of the magnetomechanical
approach, the resonance frequency is found to be sensi-
tive only to pinned magnetic vortices, while the loga-
rithmic damping decrement depends on both pinned
and free vortices. The results of IF measurements in
HTSC make it possible to estimate the density of both
types of magnetic vortices.8 Without going into the
computational details, we present in Fig. 4 the results of
such computations. It can be seen that the fraction of
free vortices is quite small in the entire range of fields
(the ratio Nf/N does not exceed a few percent). The total
vortex density N, as well as the density of pinned vorti-
ces Np, increases in the entire range of fields, while the
field dependence of the density of free vortices (Nf) has a
well-defined peak in the vicinity of the field HS ~ 350 Oe.
Such behavior of the dependences Np(H) and Nf(H) is
quite understandable: the formation of an ordered lat-
tice of pinned vortices occurs through the movement of
free vortices. As this process is being completed, free
magnetic vortices are pinned at the defects and their
fraction in the total number of vortices (N = Np + Nf)
begins to decrease with the increasing magnetic field
strength.

Estimating the density of magnetic vortices from the
results of IF measurements allows us to compute cer-
tain magnetic properties of HTSC. Thus, knowing the
vortex density N, we can estimate the density of the
trapped magnetic flux in an HTSC: 

(3)

The dependences [∆M(H)]calc and experimentally
determined curves ∆M(H) are found to coincide quite
well (see Fig. 3).

Thus, the penetration of magnetic field in the high-
temperature superconductor YBa2Cu3O7 – δ at T < Tc is
studied with the help of two independent methods. The
magnetodynamic effects observed in HTSC indicate
that the logarithmic damping decrement of internal
friction (∆Q–1) and the resonant vibrational frequency
(∆f/f) increase as the magnetic field increases from zero
to 600 Oe. In the dynamic experiments we carried out,

the value of the lower critical field  = 90 Oe, at
which the first vortex filaments appear in the sample,

was established reliably. The value of  correlates
well with the results of direct magnetic measurements.

The results of measurements of the IF parameters of
an HTSC in a magnetic field were used to estimate the
fraction of free and pinned vortices for H > Hc1. It was
found that the density of pinned vortices increases
monotonically with increasing magnetic field strength,

8 It should be emphasized that the value of the magnetization σ
measured in constant magnetic fields is sensitive only to the total
density of vortices (N = Np + Nf). 

∆M NΦ0 4π( )⁄ .=

Hc1
min

Hc1
min
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while the field dependence of the density of free vorti-
ces has a peak at Hc1 < H < HS.

The magnetic flux ∆M trapped in the HTSC
YBa2Cu3O7 – δ was estimated from the data on mechan-
ical resonance in a superconducting sample placed in a
magnetic field. These estimations agree well with the
dependence ∆M(H) obtained in this work from the data
on magnetic-field dependence of the magnetization in
YBa2Cu3O7 – δ.

On the whole, the results we obtained indicate that
a considerable amount of information can be gathered by
using the IF technique to study the process of magnetic
flux penetration in HTSC, for constructing the H–T
phase diagrams, etc.
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Abstract—Peculiarities of photoconductivity, photoabsorption, and photoluminescence of poly-N-epoxypro-
pyl carbazole films doped with an intraionic dye are investigated. The anomalous temperature dependences of
the photoconductivity of the films in the dye absorption region are explained by studying the effect of the dye
concentration, temperature, and external electric field on the liberation of captured charges from the traps
formed in the films as a result of doping. It is concluded that an increase in the dye concentration enhances its
aggregation, intensifies the photogeneration of triplet electron–hole pairs, and narrows the spatial distribution
of traps for holes in the vicinity of the dye. The hole charges captured in such traps are connected through the
Coulomb interaction with negatively charged fragments of dye molecules. The traps are destroyed through ther-
mal activation. © 2000 MAIK “Nauka/Interperiodica”.
Poly-N-epoxypropyl carbazole (PEPC) films doped
with cationic polymethine dyes possess photosemicon-
ducting properties and can be used for optical informa-
tion recording and processing. Such films have a high
photoconductivity and exhibit electroluminescence
properties [1]. However, intraionic dyes [2] are prefer-
able for applications in electrophotographic and holo-
graphic media, as these dyes can generate both positive
(holes) and negative (electron) charges when exposed
to light. Among intraionic compounds, organic dyes,
which are derivatives of the squaric acid and called
squaryl dyes, are very promising in this respect. These
dyes are characterized by a high thermo- and photosta-
bility and have intense absorption bands [3]. At the
present time, squarynes are widely used in polymeric
materials of laser disks intended for information
recording and storage [3]. The capture of nonequilib-
rium charges in traps whose presence in PEPC with
ionic dyes at room temperature was established in [4],
is one of the factors lowering the photoconductivity and
luminescence intensity. The effect of traps on the pho-
toconductivity and luminescence of PEPC films with
intraionic dyes remained unclear. In addition, squaryl
dyes exhibit a pronounced tendency to aggregation [5],
which is also manifested in the electrical and physical
properties of PEPC films [2]. The present work aims to
establish peculiarities in the optical and photoelectric
properties of PEPC films upon a change in the concen-
tration of a squaryl dye.
1063-7834/00/4208- $20.00 © 21403
1. SAMPLES AND EXPERIMENTAL TECHNIQUE

We used a squaryl dye based on a derivative of
1,3,3-trimethyl-3H-indoline (HISD): 

The molecule of this dye has a negatively charged
(A–) and a positively charged (D+) centers. The optical
absorption and photoluminescence spectra of PEPC
films for various concentrations N of the dye are shown
in Fig. 1.

We determined the effect of the dye concentration in
PEPC on the photoabsorption and photoluminescence
spectra of the films; the variation of photoluminescence
intensity in the films as a function of the external elec-
tric field strength; the photocurrent in sandwich-type
samples exposed to light in the dye absorption region at
various temperatures; the ratio of concentrations of the
singlet (n1) and triplet (n3) electron–hole pairs (EHP) in
films illuminated by light in the dye absorption region,
and the effect of trapped charge carriers on the photo-
conductivity of the investigated films.

The samples were prepared in the form of structures
with a free surface (quartz substrate–polymer film) or
in the form of sandwich-type structures (Al–polymer
film–SnO2). We used the PEPC + N wt % HISD films.
The dye concentration N varied from 1 × 10–2 to 5 wt %.
The polymer films were prepared by drying the solu-
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tions of PEPC + N wt % HISD in dichloroethane poured
on quartz substrates with or without a SnO2 layer. The
thickness of the dried films was L = 0.5–2 µm. The Al
films were deposited by thermal sputtering in a vac-
uum chamber, and the thickness of the Al layer was
300–350 Å.

In the sandwich-type samples, we measured the
photocurrent density jPH in the photoresistance mode
and the photoluminescence intensity IPL in the optical
wavelength range λ = 350–1200 nm during the expo-
sure of the sample from the side of the SnO2 electrode to
light with a wavelength λ1 = 546, 633, 680, or 711 nm
(intensity I1) or λ2 = 380 nm (intensity I2). The samples
were exposed to light emitted by an incandescent lamp
using light filters, by a He–Ne laser, and by a hydrogen
lamp. The light intensity was I1 = 0.2–20 and I2 = 0.1–
0.5 W/m2.The electric field strength was varied in the
range E = 2 × 107–3 × 108 V/m. The measurements were
made at a temperature T in the interval 290–355 K, at
which PEPC films are used as recording media. The
results of measurements of jPH were used for calculat-
ing the relative quantum yield of charge carrier photo-
generation η = jPHhν/qI1κL, where q is the electron
charge and hν is the energy of a light quantum. Along
with jPH, we measured IPL and determined the relative
variation δIPL of IPL in the electric field E from the rela-
tion δIPL = [IPL(E) – IPL(0)]/IPL(0), where IPL(E) is the
quasistationary value of IPL after the application of the
electric field, and IPL(0) is the quasi-stationary value of
IPL before the application of the field.

In order to determine the ratio of n1 to n3, we used
the technique proposed in [6, 7] for determining the
change in the photoconductivity of amorphous molec-
ular semiconductors (AMS) in the absorption range of
dopants with the simultaneous photogeneration of trip-
let excitons. The latter are catalyzers of the S–T conver-
sion of EHP [8, 9]. Consequently, the photogeneration
of triplet excitons enhances the photoconduction of
AMS connected with the dissociation of singlet EHP
and suppresses the photoconduction of AMS connected
with the dissociation of triplet EHP. As in [6, 7], the

Fig. 1. Normalized absorption (curves 1 and 2) and lumines-
cence (3, 4) spectra of PEPC + 0.01 wt % HISD (1, 3) and
PEPC + 1 wt % HISD (2, 4) films as well as the absorption
spectrum of polystyrene + 10 wt % PEPC films (curve 5)
obtained in [18] under γ-radiolysis.
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photogeneration of EHP was induced by the exposure
of the sandwich-type structures to light of wavelength
λ1, while light of wavelength λ2 was used for the pho-
togeneration of excitons (the wavelength λ2 does not
belong to the absorption range of HISD and lies near
the red boundary of the PEPC absorption, where an
effective photogeneration of triplet excitons takes place
[10]). In the samples exposed to the light of wave-
length λ1 or λ2, we measured the quasi-stationary pho-
tocurrent j1 or j2, respectively. When the sample was
illuminated simultaneously by the light of wavelength
λ1 and λ2, the quasi-stationary photocurrent j3 was
recorded. For an analysis of the results, we calculated
the ratio δj = j3/(j1 + j2) of photocurrents, and deter-
mined the dependences of j1 and δj on N, E, and λ1. The
ratios of n1 to n3 in photogenerated EHP was estimated,
following [6, 7], from the deviation of δj from unity: if
δj > 1 or δj < 1, a larger number of singlet or triplet
EHP, respectively, are formed during photogeneration.

For samples with a free surface of polymer films, the
spectrocomputational complex KSVIP-23 was used for
measuring the optical spectra of the absorption coeffi-
cient κ and the photoluminescence intensity IPL in the
optical wavelength range λ = 350–1200 nm. We also
measured the optical density K1 and K2 of the films at
the wavelengths λ1 and λ2, respectively, with the help of
photodiodes whose amplified signals were recorded by
a storage oscilloscope. We calculated the values of ∆K1
and ∆K2, viz., the deviation of the optical density of the
films from the steady-state value during and after the
exposure of films to light. Besides, we measured the
variation of IPL, K1, and K2 as a result of pulse heating
of polymer films to a temperature of +(85–90)°C at a
rate of 106 K/s. The pulse heating of the films was
accomplished at the expense of Joule heat liberated in
the conducting SnO2 layer, deposited on the quartz sub-
strates under the polymer films, due to the passage of a
current pulse of duration 0.1 s.

In order to create a nonequilibrium concentration M
of charges captured in traps, we exposed the samples to
light of wavelength λ2 during the time t1. This led to the
photogeneration and capture of mobile holes in the
traps created by carbazole (Cz) cores of PEPC. A
trapped hole corresponds to a cation radical ( )
whose optical absorption spectrum lies in the visible
optical range (curve 5 in Fig. 1). The buildup of M was
detected from a decrease in K2 and an increase in K1,
while the relaxation of M was judged from the recovery
of K1 and K2 during the time t2 after the discontinuation
of illumination by light with wavelength λ2.

2. EXPERIMENTAL RESULTS

Figure 1 shows the absorption and photolumines-
cence spectra of PEPC films with HISD. The increase
in the dye concentration in the film is accompanied
with a bathochromic shift of the peak and by a narrow-

Cz
.+
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ing of the bands. These results combined with the
results of our previous spectroscopic studies in the tem-
perature range T = 4.2–320 K [5] indicate that an
increase in N enhances the aggregation of HISD mole-
cules. We also proved earlier that the structure of aggre-
gates is close to a “head–tail” structure.

In Al–PEPC + N wt % HISD–SnO2 samples, the
photocurrent increases with E and N. For L = 1 µm, E =
1 × 108 V/m, and N = 5, η attains the value 0.02. The
η(E) dependence plotted in the ln η vs. E1/2 coordinates
is linear. The slopes of the straight lines describing
these dependences are identical for all the samples
under investigation. This suggests that the mechanism
of photogeneration of free charge carriers in the films
under investigation is similar to that proposed for AMS
based on PEPC [11]. According to this mechanism, an
EHP is formed from an excited photogeneration center
as a result of absorption of light of wavelength λ1. In an
external electric field, the EHP dissociates so that the
hole, formed as a result of the dissociation, jumps from
one carbazole core of PEPC to another, away from the
photogeneration center, leaving behind a quasi-station-
ary electron. The dissociation probability is determined
by the probability of activation surmounting by a hole
of the Coulomb barrier (W0ph) equal to the energy of
Coulomb attraction between a hole and an electron. In
this case, the dependence of j and η on E and T can be
presented in analytic form as follows:

(1)

where k is the Boltzmann constant and T0 is the charac-
teristic temperature amounting to  K for PEPC-
based AMS. The value of the coefficient β calculated
from the η(E) dependences plotted in the log η vs. E1/2

coordinates is  × 10–5 eV (V/m)–1/2, which is
close to the theoretical value of the Poole–Frenkel con-
stant [11].

However, the photoconductivity mechanism for
PEPC films with HISD differs considerably from that
for other doped PEPC films. Figure 2 shows the results
of measurements of the temperature dependence of j1
for different values of N and E. These dependences are
characterized by the nonlinearity of the experimental
curves in the ln j1 vs. 1/T coordinates. For small values
of N and E, these curves have a flattened minimum that
disappears with increasing N and E. These results are
similar to those obtained for PEPC films with cationic
dyes [5] and can be interpreted by the capture of photo-
generated holes in the traps formed in the polymer in
the vicinity of electrically charged dye molecules.
However, a flattened minimum was not observed on the
j1 vs. T dependences for PEPC films with cationic dyes.
This means that, although the dependences under
investigation can be associated with the thermal degra-
dation of the traps for photogenerated charges upon
heating, the nature of these traps is more complicated
than for PEPC with cationic dyes.

j η W0 ph βE1/2–( )–( ) T 1– T0
1––( ),⁄exp∼ ∼

490 20+−

4.3 0.3+−( )
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Figure 3 shows the curves describing the depen-
dence of δIPL on N for various values of E. The results
of the measurements of these dependences indicate an
increase in the quenching effect of the electric field on
photoluminescence upon an increase in the aggregation
of HISD. According to the results obtained in [12], such
an increase in δIPL can be associated with an increase in
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Fig. 2. Dependence of lnj1 on 1/T for Al–PEPC + 0.01 wt %
HISD–SnO2 (curves 1–3) and Al–PEPC + 1 wt % HISD–
SnO2 (curves 4–6) samples for E = 3 × 107 V/m (1–4),
5.2 × 107 V/m (2, 5), and 7 × 107 V/m (3, 6).

Fig. 3. Dependence of δIPL on E in Al–PEPC + N wt %
HISD–SnO2 samples for L = 1 µm and N = 0.1 (1), 0.5 (2),
and 5 (3) measured during their exposure to light of wave-
length λ = 633 nm.
0
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the dissociation probability of EHP (leading to an
increase in η) due to an increase in the mobility of the
other charge carrier (electron) in a EHP and/or due to
an increase in the probability of photogeneration of
long-lived (triplet) EHPs. Additional investigations
were carried out in order to verify the second assump-
tion.

Figure 4 shows the δj vs. E dependences plotted for
various values of N. Since δj > 1, we can assume,
according to [6, 7], that predominantly singlet EHPs
are generated in PEPC + N wt % HISD films as a result
of exposure of the investigated samples to the light of
wavelength λ1. However, since the value of δj decreases
with increasing N, we can also assume that an enhance-
ment of the dye aggregation diminishes the difference
between photogenerated singlet and triplet EHPs, i.e.,

1
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Fig. 4. Dependence of δj on E in Al–PEPC + N wt % HISD–
SnO2 samples for L = 1 µm and N = 0.01 (1), 0.1 (2), and
5 (3) measured during their exposure to light of wavelength
λ = 633 nm.

Fig. 5. Dependences of ∆K1 (crosses), ∆K2 (light circles), and
M (dark circles) on ln t2 for t1 = 1 s, T = 293 K, λ2 = 380 nm,
λ1 = 633 nm in samples with PEPC + 0.01 wt % HISD (1),
PEPC + 0.1 wt % HISD (2, 4–7), and PEPC + 1 wt % HISD
(3) at a temperature T = 293 (1–3), 307 (4), 324 (5), 331 (6),
and 340 K (7).
P

the ratio n3/n1 increases. This means that an increase in
the EHP dissociation probability with the dye concen-
tration in PEPC is also connected with an increase in
their lifetime, in view of the triplet spin state of EHPs.

In Al–PEPC + N wt % HISD–SnO2 samples exposed
to light, the photocurrent first increases to a quasista-
tionary value and then falls to zero when the illumina-
tion ceases. If, however, the sample exposed to the light
of wavelength λ2 for a time t1 is illuminated by the light
of wavelength λ1 after a time t2, the leading front of the
current pulse exhibits a peak followed by a decrease to
the quasi-stationary value. The height of this peak can
be used for estimating the concentration M of charges
formed as a result of illumination by the light of wave-
length λ2 and participating in photoconduction stimu-
lated by light of wavelength λ1. It is important to note
that the strongest effect of illumination by light of wave-
length λ1 is observed for λ1 = 633 nm and decreases to
zero upon a transition to λ1 = 711 nm. An analysis of
the M(t1) curve shows that it can be approximated by a
simple exponential function with a single time constant
(  s for I1 = 20 W/m2).

The value of M decreases with increasing t2 and
does not depend on E in the time interval t1 + t2, but
decreases to zero if the sample was exposed to the light
of wavelength λ1 during the time t2, even for E = 0. The
M(t2) dependences cannot be presented by a simple
exponentially decreasing function, but the curves
describing these dependences can be approximated in
the M vs. ln t2 coordinates by straight lines. Figure 5
shows that the slopes of these plots increase with the
HISD concentration. As the value of N increases from
0.01 to 1, the slope of the M(lnt2) dependences
increases by a factor of 1.6. The slopes of the graphs are
independent of E. The measurements of these depen-
dences at different temperatures of the samples in the
range T = 293–350 K (curves 1, 5, and 6 in Fig. 5)
revealed that with increasing T the value of M
decreases, and this decrease is of the activation nature
with an activation energy  eV. Figure 5 also
presents the dependences of ∆K1 and ∆K2 on ln t2. It can
be seen that these correlate with each other and with the
M(t2) dependences.

The value of IPL decreases during the illumination of
the samples; however, if the polymer film is rapidly
heated during or after the exposure, the photolumines-
cence intensity is restored. In the case of pulse heating,
the restoration of K1 and K2 is also observed, along with
the restoration of IPL.

3. DISCUSSION OF RESULTS

Let us return to Fig. 2. We proposed earlier that the
nonexponential temperature dependence of j1 can be
due to the fact that, after their photogeneration from
HISD, holes are captured in traps in PEPC. The con-

3.1 0.2+−

0.17 0.03+−
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centration of such traps decreases upon heating, and
they produce a weaker effect on the dissociation of
EHPs. It is remarkable, however, that the value of j1 for
small N and E decreases with increasing T. In PEPC-
based AMS, holes are mobile, and the dependence of
the mobility (µp) on E and T can be presented in an ana-
lytical form [11, 13] similar to (1):

(2)

where µ0 is the hole mobility in zero electric field and
W0p is the activation energy of the hole mobility, which
amounts to 0.62 eV for PEPC [11]. Hence, we can
assume that the drift mobility of holes in weak electric
fields is low and insufficient for the holes, liberated
from the traps in the vicinity of recombination centers
as a result of heating, to move away from a center and
to avoid recombination. The activation energy for the
liberation of holes from the traps in the vicinity of dye
molecules is smaller than W0p– βE1/2; as the tempera-
ture increases, the recombination probability for holes
from the traps becomes higher than the EHP dissocia-
tion probability. With increasing E, the value of µp

increases, and the holes liberated as a result of heating
move away from the recombination centers with a
higher probability. Such a mechanism allows us to
explain the observed flattened minimum on the temper-
ature dependences of j1 (see Fig. 2). We also assume
that, as the HISD concentration increases, additional
conditions for the elevation of the EHP dissociation
probability are created. One such condition is an
increase in the EHP lifetime due to the triplet spin state.
Indeed, according to the conclusion drawn in [12], an
increase in the quenching effect of an electric field on
photoluminescence (see Fig. 3) can be due to an
increase in the fraction of triplet states in HISD aggre-
gates, as well as an increase in the n3/n1 ratio. The
results of measuring the δj vs. E dependences for vari-
ous N also support this mechanism (see Fig. 4). Thus,
as the aggregation of the dye becomes stronger, the
energy levels of the excited states S and T of the dye
become closer [14], and the probability of photogener-
ation of triplet EHP from such states becomes higher.

In order to analyze this assumption, let us consider
the features of the formation and relaxation of traps
near HISD in PEPC in greater detail. The results
obtained indicate that nonequilibrium particles absorb-
ing radiation in the visible and near IR ranges are accu-
mulated in the AMS under investigation exposed to
light of wavelength λ2. After the cessation of the illumi-
nation, these particles disappear quite slowly. The pho-
toluminescence intensity of dyes varies synchronously
with the concentration of such particles. After illumina-
tion by light of wavelength λ2 followed by pulse heat-
ing of the samples, the value of IPL is restored. Besides,
the excitation of HISD molecules by the light of wave-
length λ1 accelerates the relaxation of the concentration
of such particles.

µp µ0 W0 p βE1/2–( )–( ) T 1– T0
1––( ),⁄exp∼
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The results of measurements of the M(t2) depen-
dences (Fig. 5) indicate that the exposure to light of
wavelength λ2 leads to the formation of some bound
states consisting of positively and negatively charged
particles that appear as a result of the photogeneration
of molecular excitons [13]. A decrease in the concen-
tration of such states can be considered by using the
model of recombination of charge pairs with a finite
spatial distribution over the distance between such
charges [15, 16]. For a pair distribution of charges par-
ticipating in recombination, the change in their concen-
tration is defined as

(3)

where ω(r) is the transition probability rate of a hole to
a recombination center, r1 is the smallest separation
between the charges in the pair distribution, and f(r) is
the distribution function of charge pairs over distances.
For a rectangular distribution of charge pairs (a hole at
a carbazole core of PEPC and an electron remaining
after the dissociation of an exciton) with distances r1
and r2 between the electron and the hole, expression (3)
can be written in the form

(4)

where αp is the localization radius of the hole and ν1 is
the frequency factor of the hole transition during
recombination. According to this model, an increase in
the slope of the dependences with N in Fig. 5 is due to
a decrease in the width of this spatial distribution. The
latter is caused by the strengthening of bonds between
the charges in pairs and a decrease in the probability of
diffusion-induced dissociation during their lifetime.
The fact that the charges in these pairs cannot be sepa-
rated through diffusion is also confirmed by the results
of measurements of the M(t2) dependences for various
values of T (see Fig. 5), since the slope of the M(t2)/M0
vs. lnt2 graphs does not change with increasing temper-
ature. Since holes are mobile charge carriers in PEPC
and may diffuse over Cz, we can assume that an
increase in N in these charge pairs does not deteriorate
the transport of charge carriers due to the intensification
of the dye aggregation, but suppresses the spatial distri-
bution of traps and holes in the vicinity of dye aggre-
gates.

The observed effects of hole trapping and liberation
apparently cannot be explained by the formation of
labile complexes or triplet exiplexes similar to those
formed in PEPC with the cationic dye Rodamin 6Zh
[17], as the relaxation of the formed states in our case
cannot be described by a simple exponential function
(see Fig. 5). The observed effects cannot be described
by the photoliberation of trapped charges, either. The
illumination by light of wavelength λ2 leads to the for-
mation of trapped holes, which absorb the light of

M t2( ) M0⁄ f r( ) ω r( )t–( )exp r,d

r1

∞

∫=

M t2( ) M0⁄ r2 α p ν1t2( )ln 2⁄–( ) r2 r1–( ),⁄=
0
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wavelength λ1 and which should participate in the
induced photoconductivity. The peak in the electronic

 absorption spectrum lies near λ = 800 nm [18], but
a photocurrent peak associated with preliminary illumi-
nation by light of wavelength λ1 is not observed in Al–
PEPC + N wt % HISD–SnO2 samples.

The best model of the formation, relaxation, and
effect of traps on photoconductivity can be the model
based on the assumption concerning the trapping of

 holes in the vicinity of charged fragments of dye
molecules. This model is illustrated in Fig. 6 and sche-
matically shows the processes of formation and relax-
ation of bound states after the dissociation of molecular
excitons in PEPC with HISD. This diagram can be pre-
sented by the following reactions.

(1) After the absorption of a light quantum with
energy hν2 in PEPC and the dissociation of a molecular
exciton, a hole can be trapped in the vicinity of a nega-
tively charged dye fragment, leading to the formation
of the bound state ( A–).

(2) The relaxation of the state ( A–) is of the acti-
vation type and is accompanied by the recombination
of  with the electron remaining after the dissocia-
tion of an exciton. The energy of this activation process
amounts to .

(3) An increase in the  concentration leads to an
increase in the optical density of the films in the absorp-
tion range of these cation radicals and to dye lumines-
cence quenching.

(4) The absorption of a light quantum hν1 by a dye
molecule leads to a redistribution of the electron den-
sity in it (in Fig. 6, this is depicted by the transfer of an
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.+
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D+

A–
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e–

p+
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state

e–

Cz

hν1

hν2

Fig. 6. Schematic diagram of the processes of formation and
relaxation of bound states in a PEPC + HISD film. 
P

electron e– from A– to D+), which in turn causes the rup-
ture of the bond between the charges in the state
( A–).

(5) The liberation of a charge from  is followed
either by its recombination, or by the generation of a
free hole p+ participating in induced photoconductivity.

The same traps also capture the positive charges of
holes in the case of photogeneration of EHP as a result
of exposure of films to light of wavelength lying in the
dye absorption region. As the dye aggregation becomes
stronger, the spatial distribution of traps near negatively
charged dye fragments decreases, and the probability of
hole capture by these traps in an electric field becomes
lower. The latter is an additional reason behind the van-
ishing of the shallow minimum on the curves describ-
ing the dependence of lnj1 on 1/T with increasing N
(see Fig. 2). Consequently, we can assume that the con-
formation of carbazole fragments of PEPC in PEPC
films with HISD changes near the negative fragments
of dye molecules, and traps for holes are formed. As the
HISD concentration increases, the spatial distribution
of the conformation-type traps becomes narrower. With
increasing temperature, the molecular movement of
PEPC fragments is enhanced, and these traps are
destroyed. When PEPC films with HISD are exposed to
light from the absorption range of the dye, photogener-
ation of singlet electron–hole pairs predominantly
takes place. In these pairs, holes are localized at carba-
zole fragments of PEPC and can be captured in confor-
mation-type traps in the vicinity of negatively charged
fragments of dye molecules. As these traps are
destroyed by heating, the lifetime of photogenerated
holes decreases and the probability of their recombina-
tion in weak electric fields increases. The aggregation
of the dye is intensified with increasing HISD concen-
tration. In this case, the S and T states of aggregated dye
molecules become closer. The latter leads to an
increase in the probability of photogeneration of triplet
electron–hole pairs from excited states of the dye. The
lifetime of triplet pairs is longer than that of singlet
pairs, and hence the probability of their dissociation
increases, even in weak electric fields.
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Abstract—The photoluminescence of Er3+ ions in thin films of amorphous silicon has been studied under con-
ditions of intense pumping. A superlinear increase in the amplitude and a shortening of the photoluminescence
relaxation times are revealed at a pumping intensity above 200 kW/cm2. The data obtained are explained by the
threshold “switching-on” of the superluminescence mechanism. © 2000 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION
Searching for the methods of producing light-emit-

ting silicon-based devices is an urgent problem of mod-
ern physics. As is known [1], the indirect-band-gap
structure of silicon is responsible for the low probabil-
ity of electron transitions with photon emission. In
principle, there are two approaches. In the first of them,
the spectrum of electronic states of Si is modified at the
expense of the nanostructure formation. These condi-
tions are realized, in particular, in the layers of porous
silicon [2]. In the second approach, the silicon matrix is
doped with luminescence activators, e.g., the ions of
rare-earth elements [3]. Rather attractive optical prop-
erties are inherent in the trivalent ion Er3+, whose radi-
ation occurs through transitions in the inner 4f shell and
is characterized by the wavelength λ = 1.54 µm. The
latter corresponds to the transmission maximum of sil-
ica optical fibers [4].

Numerous attempts to introduce the Er3+ ions into
crystalline silicon were made by researchers (see, e.g.,
[5]). However, the photoluminescence (PL) observed
for Er3+ ions was sufficiently effective only at the liquid
nitrogen temperature, and the heating of samples up to
T = 300 K induced practically complete PL quenching
[6, 7].

Much better results were obtained in the case when
Er3+ ions were introduced into the matrix of amorphous
hydrogenated silicon a-Si : H [8]: the effective lumines-
cence at the wavelength λ = 1.54 µm was observed in
these samples at room temperature upon optical and
injection excitation [9]. A mechanism of the energy
transport from the nonequilibrium electron–hole pairs
in a-Si : H to the Er3+ ions with the subsequent radiative
transition was proposed in [8].

In this work, the intracenter luminescence of Er3+

ions incorporated into amorphous hydrogenated silicon
(a-Si : H〈Er〉) was studied under conditions of intense
1063-7834/00/4208- $20.00 © 21410
photoexcitation in order to elucidate the possibility of
producing coherent radiation sources. The effect of a
threshold superlinear increase in the intensity and a
decrease in the PL relaxation time was found, the latter
being treated as a result of “switching-on” stimulated
radiation processes (superluminescence). 

2. EXPERIMENTAL TECHNIQUE

The technology of forming the a-Si : H〈Er〉  sam-
ples and the subsequent determination of the hydro-
gen, oxygen, and erbium content were described in
detail in [10]. We note only the use of a combined
sputtering of the silicon and erbium targets and the mag-
netron silane decomposition. Concentrations of Er and O
were 2.5 × 1020 and 9.8 × 1019 cm–3, respectively. The
samples were prepared in the form of an a-Si : H〈Er〉
film (thickness h ~ 1 µm) evaporated onto a silica sub-
strate.

The samples were placed in a vacuum of 10–2 Pa and,
prior to the measurements, were heated at T = 520 K for
20 min. The PL was studied either as a function of the
excitation intensity Iexc at T = 300 K, or as a function of
temperature at a constant value of Iexc.

x

IPL 50°
60° 45°

Iexc

Fig. 1. Scheme of the PL excitation.
000 MAIK “Nauka/Interperiodica”
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For the PL excitation, two pulsed-periodic lasers
were used: a copper vapor laser (λ1 = 511 nm, τ1 = 20 ns,
single-pulse energy E1 ≤ 25 µJ, pulse frequency ν1 =
12 kHz) and a nitrogen laser (λ2 = 337 nm, τ2 = 10 ns,
E2 ≤ 10 µJ, ν2 = 20–100 Hz). The radiation of each laser
could be focused onto the sample in a spot ~0.5 mm in
diameter (Fig. 1); in this case, the peak intensity Iexc

reached 400–500 kW/cm2. It should be noted that since
ν2 ! ν1, the mean radiation intensity of the copper
vapor laser exceeded that of the nitrogen laser by more
than two orders of magnitude.

The PL was recorded on an SDL-2 automated setup
equipped with a Ge photodetector (time constant, ~1 µs)
and an S-7-12 sampling oscilloscope.

3. RESULTS

For the a-Si : H〈Er〉  samples, the stable PL with a
spectrum typical of Er in a silicon matrix was observed
at T = 300 K. Indeed, the dependence of the PL ampli-
tude (IPL) on λ (Fig. 2) exhibits two maxima, which is
usually related in the literature to the splitting of the
Er3+ ground state in the crystal field of the matrix [11].
The shape of the spectrum virtually did not change
when passing from the excitation with the wavelengths
λ1 and λ2. The PL relaxation was satisfactorily approx-
imated by the exponential law with the effective time
τPL ~ 8 µs for Iexc < 50 kW/cm2.

Under sufficiently intense laser pumping of the PL,
the thermal factor begins to play a significant role.
Hence, first of all, we measured the dependences of IPL
and τPL on the sample temperature (Fig. 3). According to
[6, 7], the PL quenching is revealed even at T > 100 K;
however, a decrease in τPL is observed at higher T.

The dependences of IPL and τPL on Iexc upon excita-
tion by a copper vapor laser excitation are given in
Fig. 4. As is seen from the figure, IPL is proportional to

1400 1450 1500 1550 1600 1650 1700

0

0.2

0.4

0.6

0.8

1.0

Wavelength, nm

PL Amplitude, arb. units

Fig. 2. PL amplitude spectrum at T = 300 K and Iexc =
50 kW/cm2.
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Iexc at low levels of pumping and reaches saturation at
Iexc ~ 50 kW/cm2. Similar results were obtained upon
excitation of PL by the radiation of continuous lasers
[12]. However, unlike the data reported in [12], a super-
linear increase in IPL is observed beyond the saturation
region as Iexc increases above 100 kW/cm2.

Changes in the relaxation times of PL with an
increase in Iexc are of obvious interest. As is seen from
Fig. 4, τPL is virtually constant in the region of a lin-
ear increase and saturation of IPL. However, at Iexc >
100 kW/cm2, the time τPL abruptly decreases (Fig. 4).

Similar dependences IPL(Iexc) and τPL(Iexc), except
for the absence of saturation regions, were obtained
upon excitation by a nitrogen laser (Fig. 5). Recall that
the mean pumping intensity (responsible for the ther-
mal effects) for the nitrogen laser is two orders of mag-
nitude less than that of the copper vapor laser. Compar-
ing Figs. 3 and 4, we can assume that, in the case of
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Fig. 3. Dependences of the PL amplitude IPL and relaxation
time τPL on the temperature for Iexc = 50 kW/cm2.
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Fig. 4. Dependence of the PL amplitude IPL and relaxation
time τPL on the pumping intensity upon excitation by a cop-
per vapor laser. T = 300 K.
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using the latter laser, a horizontal portion of the depen-
dence IPL(Iexc) is caused by the sample heating. Appar-
ently, the saturation observed in this dependence in the
case of a continuous laser has a similar nature [12].

4. DISCUSSION

A superlinear increase in the PL amplitude followed
by a simultaneous decrease in τPL is connected, in our
opinion, with a threshold “switching-on” of the PL
amplification through stimulated processes [13]. At a
certain level of excitation, the inverse population of the
levels 4I13/2 and 4I15/2 of erbium ions is realized and the
medium possesses an optical gain.

The volume of a medium, which is occupied by the
active Er3+ ions, will be modeled as a layer with thick-
ness h and length L. This layer is extended along the x
axis (Fig. 1) and filled by two-level atoms with the con-
centration n. Let a and b be the upper and lower energy
levels of the signal transition of an atom, respectively,
and ωab is the frequency of transition between these lev-
els. The permittivity of the layer (ε' ≈ 12) is larger than
that of the substrate (  ≈ 2.2). Since, from above, the
layer borders the vacuum and h is of an order of the
radiation wavelength, the layer forms a dielectric pla-
nar waveguide [14]. For the lowest waveguide modes,

the longitudinal wave number k ≈ ω /c.

The radiation field inside the layer will be specified
in the form of traveling wave

(1)

where E0(x, t) is the slowly varying field amplitude that
is averaged over the cross-section of the waveguide.
The equation for the radiation intensity inside the
waveguide (IPL = c*ε' /2π) has the form

(2)

where c* = c/(ε')1/2 is the velocity of light in a medium.
The imaginary part of the resonance (ω = ωab) polariz-
ability of the active ions is given by

(3)

where dab is the matrix element of the transition
between the operating levels, T2 is the relaxation time
of the active medium, D = ρaa – ρbb is the difference
between the populations of the upper and the lower lev-
els (ρaa + ρbb = 1), " is the Planck constant, and n is the
concentration of the active ions. The term ~α'' in rela-
tionship (2) describes the stimulated radiation, and the

εs'
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source of spontaneous radiation is expressed by the for-
mula

(4)

where T1 is the radiative lifetime of the upper operating
level.

The equation for the population difference under the
condition T2 ! T1 has the form

(5)

At the initial instant of time t = 0, the signal transition
is assumed to be inverted; i.e., D(t = 0) ≡ D(0), and
0 ≤ D(0) ≤ 1.

A set of equations (2) and (5) describes the forma-
tion of the superluminescence pulse in the distributed
medium of the initially inverted two-level atoms.

With the condition L ! c*T1, relationship (2) can be
replaced by the simplified equation

(6)

where the term with the constant γE = (1 – R)  takes

into account the exit of the radiation beyond the limits
of the operating volume. (1 – R is the effective trans-
mission coefficient of the “resonator” walls).

Under the condition γE @  from expression (6),
with allowance made for (2) and (4), we have in the adi-
abatic approximation that

(7)

where coefficient β = 4π ω  > 0, and Isp specifies
the intensity of the spontaneous PL in the operating
volume. Formula (7) defines the excess of the PL inten-
sity above the level of the spontaneous PL due to a
stimulated radiation (superluminescence).

Substituting (7) in (5) gives the equation of the
kinetics of the population difference for superlumines-
cence

(8)

Equation (8), together with (7), describes the kinetics
of superluminescence intensity.

Integration of equation (8) for the PL decay time τPL
(defined as a time for which the initial value of the
upper level population decreases e times) yields the fol-
lowing expression:

(9)
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A characteristic value of the initial inversion, at which
the stimulated radiation becomes significant, can be
evaluated from the condition βDcr(0) = 0.1. Neglecting
the dependence of n on the pumping intensity (i.e., on
D(0)), we get the estimate

(10)

Substitute the known numerical values in formula (10):
L = 5 × 10–2 cm–2 and (ε')1/2 ~ 3.5, then c* ~ 8.6 ×
109 cm/s and γE ~ 1010 s–1; moreover, we use n =
1020 cm–3, T2 ~ 10–11 s, and ω = 1.2 × 1015 s–1. Accord-
ing to [15], the dipole moment of transition dab = 5 ×
10–21 CGSE (forbidden transition). Then, from formula
(10) for the characteristic initial inversion, at which the
superluminescence starts, we have Dcr ~ 10–2, which is
easily achieved experimentally.

Let us correlate the results of the theoretical analysis
with those obtained experimentally. It follows from
comparing of relationships (7) and (9) that, at n = const,
the duration of the superluminescence pulse decreases
with an increase in the inversion D(0) (i.e., with an
increase in Iexc) as many times as the radiation intensity
amplitude of Er ions increases. The dependences
IPL(Iexc) and τPL(Iexc) (Figs. 4, 5) qualitatively agree with
the calculations. However, the relative increase in the
PL intensity is noticeably larger than follows from the
comparison of formulas (7) and (9) for n = const. This
difference is likely caused by the simplifications used
in the calculations, which should affect the form of the
analytical expressions (7) and (9).

In conclusion, it should be noted that the processes
of radiation of the Er3+ ions incorporated into the
matrix of amorphous silicon were studied under condi-
tions of intense pumping. The threshold superlinear
increase in the intensity IPL and decrease in the PL
relaxation time τPL were found at the power density

Dcr 0( )
0.1"T2

1– γE

4πdab
2 ω

-------------------------.=
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Fig. 5. Dependence of the PL amplitude IPL and relaxation
time τPL on the pumping intensity upon excitation by a
nitrogen laser. T = 300 K.
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≥200 kW/cm2. The data obtained qualitatively agree
with the results of the calculations, which take into
account the amplification of spontaneous radiation in
the system under study. The latter fact indicates the
possibility of producing sources of the coherent stimu-
lated radiation in a-Si : H〈Er〉  thin films.
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Abstract—A peak is detected on the dependence of the diffusion-induced thermopower on transverse magnetic
field in degenerate semiconducting alloys n-Bi1 – xSbx (0.07 ≤ x ≤ 0.15) doped with tellurium donor impurity.
The temperature gradient is directed along the bisector axis C1 of the monocrystalline sample and the magnetic
field is along the triad axis C3. The electron spectrum of the Bi–Sb alloys under investigation consists of three
equivalent ellipsoids with distinctly different effective masses along the axes of the ellipsoid (m||/m⊥  ≥ 250). A
simple kinetic theory shows that the presence of the peak on the diffusion thermopower is a manifestation of
this strong anisotropy in the electron spectrum and of the additive contribution of all three ellipsoids to electron
transport. The nonmonotonic dependence of thermopower on the transverse magnetic field makes it possible to
determine the electron relaxation time, while the temperature dependence of this relaxation time can be used to
separate the relaxation time for electrons scattered from ionized impurities and from acoustic phonons. © 2000
MAIK “Nauka/Interperiodica”.
An analysis of the diffusion thermopower of semi-
conductors provides vital information on the type of
charge carriers, their effective mass, scattering mecha-
nisms, and the value of the chemical potential. Ther-
mopower emerges in semiconductors in the presence of
a temperature gradient leading to diffusion of electrons
with an energy higher than the chemical potential
energy by ~kT from its hot end to the cold one. The
electron concentration in the sample is redistributed,
increasing at the cold end and decreasing at the hot end.
The emerging electric field induces a countercurrent of
“cold” electrons having an energy smaller than the
chemical potential energy by ~kT. As the thermody-
namic equilibrium sets in for the ongoing processes, an
internal electric field determining the diffusion ther-
mopower is induced. The countercurrents of “hot” and
“cold” electrons persist, but the resultant current at
each point of the semiconductor is equal to zero [1].

The diffusion thermopower for a semiconductor with
an isotropic electron spectrum is a function of tempera-
ture, chemical potential ζ, the parameter r of electron
scattering mechanism, contained in the energy depen-
dence of the electron relaxation time τ ~ %r – 1/2 (r = 0 for
electron scattering from acoustic phonons or from point-
like impurities, and r = 2 for scattering from impurity
ions), and the parameter γ = {4ζ(1 + ζ/%g)}/{%g(1 +
2ζ/%g)2} characterizing the extent of deviation from the
parabolicity of the band and depending on the energy
gap %g and on the chemical potential [1]
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where e is the absolute value of the electron charge.
Formula (1) is written for a degenerate semiconductor
of the n type.

Figure 1a shows the temperature dependence of the
diffusion thermopower (1) for a degenerate semiconduc-
tor of the n-type taking into account the mechanism of
electron scattering from impurity ions at T ≤ T1 and from
acoustic phonons or at pointlike impurities at T ≥ T2.

Diffusion thermopower of a semiconductor placed
into a transverse magnetic field (H ⊥ —T) depends
monotonically on the magnetic field. The absolute
value of the thermopower α(H) in a weak magnetic
field is higher than the thermopower α(0) in zero mag-
netic field in the case of electron scattering from acous-
tic phonons or from pointlike impurities, but is smaller
in the case of scattering from ionized impurities [1].
The diffusion thermopower variation for an n-type
degenerate semiconductor in a magnetic field is given
by

(2)

where u is the electron mobility. Formula (2) shows that
∆α(H) < 0 and |α(H)| > |α(0)| for an n-type semicon-
ductor for r = 0, while ∆α(H) > 0 and |α(H)| < |α(0)| for
r = 2 (Fig. 1a).

Diffusion thermopower in a classically strong trans-
verse magnetic field does not depend on the mechanism
of electron scattering and attains the limiting value α∞.
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For a degenerate n-type semiconductor, α∞ can be
expressed as follows [1]:

(3)

In actual practice, α∞ is used for determining the chem-
ical potential and the effective mass of a semiconductor
from the known electron concentration.

Figure 1a shows the temperature dependence of α∞
(3) for a degenerate n-type semiconductor, while
Fig. 1b shows the magnetic-field dependence ∆α(H)
(2) and the limiting values of ∆α∞ for uH/c @ 1: ∆α1(H)
for electron scattering from impurity ions (r = 2) and
∆α2(H)for scattering from acoustic phonons or from
pointlike impurities (r = 0).

The measurement of the transverse Nernst–Ettings-
hausen effect along with the thermopower on the same
semiconducting sample in a transverse magnetic field
makes it possible to judge independently on the elec-
tron scattering mechanism. This effect is an analog of
the Hall effect and can be described as follows: if there
exists a temperature gradient ∇ xT along a semiconductor
placed in a transverse magnetic field Hz ⊥  ∇ xT, an elec-
tric field Ey ⊥  Hz, ∇ xT is induced [1]: Ey = –QHz∇ xT,
where Q is the Nernst–Ettingshausen coefficient.

The Nernst–Ettingshausen coefficient for a degener-
ate semiconductor in a weak magnetic field is indepen-
dent of the field, its sign being determined by the elec-
tron scattering mechanism [1]:

(4)

where e is the absolute value of the electron charge.
In a classically strong magnetic field, the Nernst–

Ettingshausen coefficient for a degenerate semiconduc-
tor is a function of the magnetic field and is smaller
than Q0 by a factor of (uH/c)2:

(5)

Figure 1c shows the temperature dependence of the
Nernst–Ettingshausen coefficient (4) for a degenerate
semiconductor in a weak magnetic field. The coeffi-
cient Q is positive for electron scattering from ionized
impurities (r = 2) and negative for scattering from
acoustic phonons or pointlike impurities (r = 0).

For InSb, AsSb, GaAs, HgTe, InP, AlSb and other
semiconductors with an isotropic electron spectrum,
the theoretical dependences [1] (including the above
dependences for α and Q, which together make it pos-
sible to determine the electron parameters in these
materials) were confirmed experimentally.

In the present work, we present the results of inves-
tigation of n-Bi–Sb semiconducting alloys with a
strongly anisotropic energy spectrum of L-electrons for
which the diffusion thermopower exhibits a nonmono-
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tonic dependence on the transverse magnetic field for
H || C3 and propose a theoretical interpretation of this
dependence.

1. DISCUSSION OF EXPERIMENTAL RESULTS

The kinetic parameters, i.e., the thermopower α, the
resistivity ρ, the Hall coefficient R and the Nernst–
Ettingshausen coefficient Q as functions of temperature
(1.4 K ≤ T < 40 K) and magnetic field (0 ≤ H < 20 kOe)
were measured on monocrystalline samples of semi-
conducting alloys n-Bi1 – xSbx (0.07 ≤ x ≤ 0.15). The
samples were cut from monocrystalline ingots on an
electrical-erosion setup in the form of 3 × 3 × 30-mm
right parallelepipeds with the faces perpendicular to the
crystallographic axes C1, C2, C3. After cutting, the sam-
ples were subjected to chemical etching in a mixture of
C2H5OH and HNO3 taken in the 1 : 1 ratio. The sample
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Fig. 1. Characteristic temperature dependences of the diffu-
sion thermopower for n-type degenerate semiconductors in
a transverse classically strong magnetic field (α∞) and in
zero magnetic field (calculated by using formulas (3) and
(1), respectively) for different mechanisms of electron scat-
tering: α1(T) for scattering from impurity ions (r = 2) and
α2(T) for scattering from acoustic phonons or pointlike
impurities (r = 0) (a); field dependence of the thermopower
variation ∆α(H) = α(H) – α(0) in a transverse magnetic field
for degenerate n-type semiconductors, calculated by using
formula (2) for different mechanisms of electron scattering:
∆α1(H) for scattering from impurity ions (r = 2) and ∆α2(H)
for scattering from acoustic phonons or pointlike impurities
(r = 0), as well as the limiting values of ∆α∞ for uH/c @ 1
(b); the temperature dependence of the Nernst–Etting-
shausen coefficient for degenerate semiconductors in a
weak magnetic field, calculated by using formula (4), for
different mechanisms of electron scattering: Q1 for scatter-
ing from impurity ions (r = 2) and Q2 for scattering from
acoustic phonons or pointlike impurities (r = 0).
0
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Fig. 2. Brillouin zone for degenerate semiconducting alloys n-Bi–Sb with three electron ellipsoids with the centers at the L points,
through which the reflection planes pass. One of the three sections of the Brillouin zone by a reflection plane is shown separately.
The ellipsoids in the zone are equivalent and are tilted to the crystal axes. One of the minor axes of an ellipsoid coincides with the
binary axis C2 of the crystal, while the other two ellipsoid axes form an angle ϕ with the trigonal axis C3 and the bisector axis C1.
length coincided with the bisector axis C1 of the crystal,
which made it possible to measure the tensor compo-
nents ρ22(j || C1) of resistivity and α22(—T || C1) of ther-
mopower.

The Fermi surface of Bi–Sb semiconducting alloys
doped with a donor impurity consists of three electron
ellipsoids [2] with the centers at L points of the Brillouin
zone, which are located in reflection planes (Fig. 2). One
of the smaller ellipsoid axes coincides with the binary
axis C2 of the crystal, about which the ellipsoids are
turned through a small angle ϕ = (5–6)° [2]. As a result
of such a rotation, the other two axes form an angle ϕ
with the crystallographic axes C1 and C3. The ellipsoids
for Bi–Sb alloys are equivalent in view of the crystal
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Fig. 3. Temperature dependence of the thermopower α22(0)
of a semiconducting alloy n-Bi0.93Sb0.07 in zero magnetic
field (—T || C1) (1) and α∞ in a transverse classically strong
magnetic field for H || C3 (2). The solid curves plotted from
the experimental results on α22(0) and α∞ for T > 18 K
extrapolate the linear dependence of diffusion thermopower.
P

symmetry and are characterized by strongly anisotropic
effective masses (m||/m⊥  ≥ 250) [3]. It is also important
to note that if the direction of the magnetic field coin-
cides with the trigonal axis of the crystal (H || C3), the
cyclotron frequency is the same for all electrons, and
hence the conditions of a classically strong magnetic
field simultaneously holds for all of them. The fulfill-
ment of this condition is an important requirement for
analyzing the diffusion thermopower as a function of
the transverse magnetic field in Bi–Sb alloys and for
determining its limiting value (α∞) in a classically
strong magnetic field. The value of α∞ was used in [3]
for determining the density of states and the electron
density-of-states mass at the Fermi level for n-Bi–Sb
alloys.

The Bi–Sb alloys used for measurements were
doped with a donor impurity ~0.001 at. % Te; as a
result, the electron concentration in the samples
amounted to ~(1–2) × 1017 cm–3 (the electron concen-
tration in each sample was determined from Hall mea-
surements).

Figure 3 shows the temperature dependences of the
thermopower of an n-Bi0.93Sb0.07 semiconducting alloy
both in zero magnetic field [α(0)] and in a transverse
classically strong magnetic field (α∞). Such depen-
dences are typical of all the studied n-Bi1 – xSbx alloys
(0.07 ≤ x ≤ 0.15). The data presented in the figure show
that the linear dependence of the thermopower α22(0)
and α∞ at high temperatures can be extrapolated exactly
to zero as predicted by formulas (1) and (3) for the dif-
fusion thermopower (α ~ kT/ζ), The electron concen-
tration for the n-Bi0.93Sb0.07 alloy was 1.37 × 1017 cm–3,
the Fermi energy %F = 18.6 meV, the energy gap %gL =
7.5 meV, and m||/m⊥  ≅  320. The deviations from the lin-
ear temperature dependence observed for α22(0) and α∞
in Fig. 3 at T < 18 K are associated with the presence of
HYSICS OF THE SOLID STATE      Vol. 42      No. 8      2000
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the phonon component of thermopower associated with
the electron drag effect.

In the Bi–Sb alloys under investigation, the varia-
tion of the diffusion thermopower ∆α22(H) = α22(H) –
α22(0) (—T || C1) in a magnetic field H || C3 is a non-
monotonic function of the magnetic field. The typical
curves for the n-Bi0.93Sb0.07 alloy at temperatures above
18 K are presented in Fig. 4. We are not aware of any
data concerning the diffusion thermopower for other
anisotropic semiconductors exhibiting a nonmonotonic
dependence on a transverse magnetic field. In contrast
to diffusion thermopower, the phonon component of
the thermopower in the Bi0.93Sb0.07 alloy exhibits a
monotonic magnetic-field dependence at T < 10 K,
which is shown in Fig. 4 (curve 1).

The absolute value of the diffusion thermopower in
Bi–Sb alloys increases in a transverse magnetic field
(see Fig. 3), which can be due to electron scattering
from acoustic phonons or from pointlike defects in
accordance with the theoretical formula (2) in [1]. The
temperature dependence of the resistivity of degenerate
semiconducting Bi–Sb alloys is typically metallic. For
T < 10 K, a temperature-independent residual resistiv-
ity is observed, while for T > 10 K the resistivity
increases with temperature, indicating that the scatter-
ing of electrons from acoustic phonons comes into play,
along with their scattering from impurities.

Figure 5 shows the magnetic-field dependence of
the Nernst–Ettingshausen coefficient Q12, 3(—T || C1,
H || C3) for the degenerate semiconducting alloy
n-Bi0.93Sb0.07 at various temperatures. At T > 10 K, the
Nernst–Ettingshausen coefficient is negative which,
according to theory [1], corresponds to the electron
scattering from acoustic phonons or pointlike impuri-
ties.
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Fig. 4. Variation of the thermopower ∆α22(0) = α22(H) –
α22(0) (—T || C1) in a transverse magnetic field for H || C3 for
a semiconducting alloy n-Bi0.93Sb0.07at various temperatures
(K): 4.8 (1), 10.6 (2), 12.3 (3), 15.4 (4), 18.6 (5), 21 (6),
23.2 (7), and 25.1 (8).
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A theoretical analysis of the observed peak on the
magnetic field dependence of the diffusion ther-
mopower for semiconducting Bi–Sb alloys with a
highly anisotropic energy spectrum of L-electrons is
presented below.

The magnetic-field dependence of the diffusion
thermopower tensor was determined by solving the
kinetic equation for a strongly anisotropic nonparabolic
energy–momentum relation for L-electrons for semi-
conducting Bi–Sb alloys in the Lax model,

(6)

where %g is the band gap, p is the electron quasi-
momentum, and mi are the effective masses of electrons
in an ellipsoid.

We can write the following kinetic equation for the
nonequilibrium correction to the electron distribution
function ∆fp = fp – f0(%p) for an ellipsoid (in the coordi-
nate frame based on its principal axes):

(7)

where E and H are the electric and magnetic field

strengths, vi = ∂%p/∂pi =  are the elec-

tron velocity components, f0 = [exp((%p – ζ)/kT) + 1]–1

is the Fermi distribution function and ζ is the chemical
potential of the electrons.
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We shall confine our analysis of electron scattering
from phonons and impurities to the isotropic relaxation
time approximation. In the case of an anisotropic
energy spectrum of electrons, the action of the scatter-
ing operator on the distribution function can be
replaced with simple multiplication by its relaxation
time only in the simple case when the total relaxation
time coincides with the “departure” time. The electron
scattering frequency in this case is proportional to the
electron density of states ρ(%):

(8)

For solving equation (7), we first find the electrical con-

ductivity tensor  and thermoelectricity tensor  in
the symmetry axes of an ellipsoid and then carry out a
simple transformation, taking into account the inclina-
tion of the ellipsoid to the crystallographic axes of a Bi–
Sb alloy. The thermopower tensor is obtained by multi-
plying the thermoelectricity tensor and the resistivity
tensor, which is the inverse of the electrical conductiv-
ity tensor. The diagonal component of the resultant ten-
sor equals the component of diffusion thermopower
α(H), while the off-diagonal component defines the
components of the Nernst–Ettingshausen coefficient Q.

The formula obtained for the diffusion thermopower
α(H)for H ⊥ —T takes into account the contribution of
electrons from the three ellipsoids, as well as the anisot-
ropy of the electron energy spectrum, the deviation
from the parabolicity of the band, and the inclination of
the ellipsoid axes to the crystallographic axes of the
n-type semiconducting crystal:

(9)

where

(10)

Ω =  is the cyclotron frequency for electrons,

which has the same value for all ellipsoids for H || C3;
Mi = mi(1 + 2ζ/%g) are the effective masses of electrons
in an ellipsoid at the Fermi level; δ = (M1 +
M4)2/(4M1M4) is a parameter taking into account the
anisotropy of the electron energy spectrum; and e is the
absolute value of the electron charge. In view of the
inclination of an ellipsoid in Bi–Sb alloys to the crys-
tallographic axes C1 and C3 by the angle ϕ, the effective
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mass of an electron along the C1 axis is defined by the
formula

(11)

If we disregard the inclination of the ellipsoid to the
crystallographic axes, the value of M4 will be equal to
M2, viz., the largest of the effective masses of the ellip-
soid. If we take into account the inclination of the ellip-
soid, the effective mass M4 is determined, in accor-
dance with (11), not only by the mass M2, but also by
the smaller mass M3. It was found that the contribution
of the second tern in (11) for Bi–Sb alloys is approxi-
mately twice as large as that of the first term, in view of
the small angle of inclination ϕ ≅  (5–6)° and the small
value of the effective mass M3 (M2/M3 ≅  300).

The parameter a emerges in (9) and (10), owing to
the differential nature of the diffusion thermopower,
and is associated with the dependence of the electron
relaxation time τ and effective mass M on the Fermi
energy:

(12)

Formula (9) can be used to derive the expressions for
the diffusion thermopower in a classically strong trans-
verse magnetic field α∞ (Ωτ @ 1) and the variation of
thermopower ∆α(H) = α(H) – α(0) due to the trans-
verse magnetic field for an n-type semiconductor:

(13)

(14)

Expressions (3) and (13) for α∞ coincide. After trans-
formations taking into account equation (8), formula
(13) for α∞ depends only on the electron density of
states and coincides with the general expression
derived by Ravich [4]:

(15)

where n = (2ζ)3/2(1 + ζ /%g)3/2 is the con-

centration and 3ρ is the electron density of states for the
three ellipsoids.

The function ∆α(H) is negative, since the parameter
a is positive in view of the assumption on isotropic scat-
tering of electrons.

The nonmonotonic behavior of ∆α(H) as a function
of the transverse magnetic field is determined by the
existence of three electron ellipsoids and by the value
of the anisotropy parameter δ. Equation (14) shows that
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the function ∆α(H) increases monotonically from zero
to the limiting value ∆α∞ for 1 < δ < 2, while for δ > 2
the function ∆α(H) has a peak at

(16)

For a single ellipsoid with an anisotropic energy
spectrum for electrons, the electrical conductivity and
thermoelectricity tensors acquire only the conventional
factor (1 + Ω2τ2)–1. However, the magnetic-field depen-
dence in the resistivity tensor disappears, and the
monotonic magnetic-field dependence α(H) is deter-
mined by the dependence of the thermoelectricity ten-
sor. In the case of three ellipsoids in Bi–Sb alloys for
H || C3, the cyclotron frequency is the same, while the
total electrical conductivity tensor is the sum of the
electrical conductivity tensors for the three ellipsoids.
As a result, the total resistivity tensor is proportional to
(1 + Ω2τ2)/(δ + Ω2τ2). After the multiplication of the
resistivity tensor by the thermoelectricity tensor, the
denominator of formula (14) for ∆α(H) acquires both
factors (δ + Ω2τ2) and (1 + Ω2τ2), which leads to a non-
monotonic dependence.

In order to determine the reciprocal relaxation time
1/τ for electrons in Bi–Sb alloys, we constructed the
temperature dependences for two characteristic mag-
netic fields H1 and H2. For the magnetic field H1, the
thermopower ∆α(H1) has a peak, while for the mag-
netic field H2 (smaller than H1), the equality ∆α(H2) =
∆α∞ holds. The magnetic field H1 is defined by formula
(16), while the magnetic field H2 can be found from the
condition

(17)

The temperature dependences of H1 and H2 make it
possible to determine an important kinetic parameter,
viz., the reciprocal electron relaxation time, as a func-
tion of temperature. The quantity 1/τ determined from
the data on H1(T) and H2(T) has a linear dependence on
temperature:

(18)

The mechanisms of scattering for electrons are
determined by impurities and acoustic phonons. The
electron scattering from impurities in degenerate semi-
conductors is independent of temperature [1]. On the
other hand, the electron scattering from acoustic
phonons at T > Θe depends on temperature since 1/τe – ph

is proportional to the equilibrium number of phonons
Nph, which is determined by the Rayleigh distribution,
Nph = kT/("ωq), where ωq is the phonon frequency. The
Debye electron temperature Θe = 2pFs is determined by
the limiting phonons interacting with electrons on the
Fermi surface (q = 2pF). Here pF is the Fermi momen-
tum for electrons and s is the velocity of sound.
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According to our estimates, Θe ≅  4 K in the investigated
Bi–Sb alloys.

We assume that the first term in formula (18) is
determined by the electron–phonon scattering, while
the second term is determined by the scattering of elec-
trons from the impurities. The existence of the temper-
ature dependence of 1/τ allowed us to separate 1/τe – ph

and 1/τe – im in Bi–Sb alloys by plotting 1/τ as a function
of T. The value of 1/τe – im was determined by extrapo-
lating the temperature dependence of 1/τ to low tem-
peratures, and 1/τe – ph was found from the slope of this
curve. The reciprocal relaxation time for Bi0.93Sb0.07

alloy was found to be as follows: 1/τe – im = 1.3 × 1011 s–1

and 1/τe – ph = 2 × 109T s–1.
Although the temperature for which the diffusion

thermopower of Bi–Sb alloys was investigated is rela-
tively high (T > 18 K), the obtained value of 1/τe – im
proved to be several times larger than 1/τe – ph. This
means that the electron scattering from impurities is
much stronger than the electron scattering from acous-
tic phonons.

In the absence of phonon drag, the expression for
the Nernst–Ettingshausen coefficient Q12 has the form

(19)

For semiconductors with an isotropic electron spec-
trum, the theory [1] explains the sign of the Nernst–
Ettingshausen coefficient by the type of the scattering
mechanism: the negative sign corresponds to electron
scattering from acoustic phonons or from pointlike
impurities, and the positive sign to scattering from
charged impurities. The sign of Q12 (19) is determined
by the coefficient a and depends on the first term in for-
mula (10).

It should be noted that formulas (14) and (19) con-
tain the same coefficient a defined by formula (10). In
accordance with (14) and (19), our experimental data,
i.e., the negative values of ∆α∞ and Q12, are ensured by
the positive value of a. Such a sign of a appears when
the electron scattering from acoustic phonons (10) pre-
vails. However, an analysis of experimental results
based on formulas (16) and (17), and of the temperature
dependence of 1/τ, leads to the conclusion about the
prevailing contribution from electron scattering from
ionized impurities. If the effective mass in alloys were
isotropic, we would be able to calculate the value of a,
and this scattering would correspond to its negative
sign. Thus, we encounter a contradiction in our analy-
sis. The reason behind this contradiction lies mainly in
the theoretical assumption formulated above, where we
replaced, in the kinetic equation, the result of the action
of the integral collision operator on the nonequilibrium
correction to the distribution function by the product of
reciprocal electron relaxation time and this correction.
Such a replacement can be substantiated in the case of

Q12
π2

6
-----k2T

ζ
--------

M1 M4+( )aτ
M1M4c δ Ω2τ2+( )
--------------------------------------------.–=
0
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an isotropic electron spectrum. In the case of an aniso-
tropic electron spectrum, such a replacement can be
substantiated in the case when the collision operator is
determined by electron scattering from phonons in the
elastic approximation or by the electron scattering from
pointlike impurities. However, for electron scattering
from ionized impurities, such a replacement cannot be
substantiated. It should be noted that Bi–Sb alloys were
doped with ionized donor impurities. An analytic solu-
tion of the kinetic equation using a truly integral colli-
sion operator involves mathematical difficulties, and
the field dependence of the thermopower can hardly be
determined in such a solution. For this reason, we want
to preserve the assumption on the relaxation time as a
phenomenological description, in which the value of
the reciprocal relaxation time obtained above is what is
referred to as the norm of the collision operator.

It should be noted, however, that formulas (1)–(5)
correspond to an isotropic electron spectrum; namely,
they lead to the conclusion on the sign of the coefficient
a (10) for a given scattering mechanism. In the case of
an anisotropic electron spectrum, such a conclusion
cannot be drawn, and we can assume that the sign of the
coefficient a in the case of dominance of scattering of
electrons from ionized impurities is nevertheless posi-
tive.

Figure 6 shows the experimental and theoretical
dependences of diffusion thermopower on the trans-
verse magnetic field corresponding to various theoreti-
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Fig. 6. Experimental and theoretical variation of the diffu-
sion thermopower ∆α(H) = α(H) – α(0) as a function of
the transverse magnetic field with electron parameters for
the alloy n-Bi0.93Sb0.07: experimental curve for ∆α22(H)
(—T || C1, H || C3) at T = 21 K (1), ∆α(H) calculated by for-
mula (2) for an isotropic electron spectrum taking into
account the electron scattering for r = 0 (2), ∆α(H) calcu-
lated by formula (14) for an anisotropic electron spectrum
with a = 2.52 and with the same mechanism of electron scat-
tering as for curve 2 (3), and ∆α(H) calculated by formula
(14) for an anisotropic electron spectrum with the value of
a = 1.33, which was determined from the experimental
value of ∆α∞ and corresponds to a mixed mechanism of
electron scattering (4).
P

cal assumptions. Curve 1 represents the experimental
data on ∆α22(—T || C1, H || C3) for the n-Bi0.93Sb0.07
alloy at T = 21 K. Curve 2 corresponds to ∆α(H) calcu-
lated by formula (2) for an isotropic electron spectrum
for the mechanism of electron scattering from acoustic
phonons or pointlike impurities (r = 0). However, the
chemical potential substituted into (2) was calculated
for a real anisotropic Lax spectrum. Curve 2 corre-
sponds to a monotonic dependence on the magnetic
field, and the limiting value of ∆α∞ is approximately
twice as large as the experimental value. Curve 3 was
calculated by formula (14) for an anisotropic electron
spectrum for the same scattering mechanism as for
curve 2. The presence of a peak on the field dependence
∆α(H) is in qualitative agreement with the experimen-
tal data, but the value at the peak differs quantitatively.
According to formulas (2) and (14), the limiting values
of ∆α∞ for curves 2 and 3 are identical and are deter-
mined by the value of a given by (10) and a = 2.52.
Since this calculated value of ∆α∞ differs from the
experimental value, we plotted curve 4 corresponding
to formula (14), in which we used the coefficient a that
was determined from the experimental value of ∆α∞
and is equal to 1.33. It can be seen that this curve is
close to the experimental curve 1. The closeness of
these two curves allows us to use formula (14) for
determining the relaxation time from characteristic val-
ues of the magnetic fields for experimental curves at
various temperatures (Figs. 4 and 6). The positive value
of the coefficient a in the case of dominant scattering
from ionized impurities for an anisotropic electron
spectrum was discussed above.

It should be noted, in conclusion, that the semicon-
ducting Bi–Sb alloys exhibit a very large ratio, η =
m||/m⊥  ≥ 250, of effective masses along and across the
ellipsoids [3]. For the sake of comparison, we present
the values of η for other anisotropic semiconductors:
19.3 for Ge [5], 4.8 for Si [5], 10 for n-PbTe [6], 14 for
p-PbTe [6], ≅ 4.5 for Bi2Te3 of the n and p type [7], and
2 for Te [8]. We are not aware of any data concerning
the nonmonotonic dependence of thermopower for
these semiconductors in a transverse magnetic field, but
such a dependence cannot be ruled out in general. This
circumstance should be taken into account when deter-
mining the limiting value of the thermopower in a
strong magnetic field, which can be used for determin-
ing the density of states of charge carriers. On the other
hand, if such a peak were observed, it could be used for
determining the relaxation parameters for electrons, as
it was done by us here. Note that the electron spectrum
of the Bi–Sb alloys under investigation was convenient,
since the cyclotron frequency was identical for all the
ellipsoids for H || C3.
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Abstract—The structural perfection of silicon carbide substrates and homoepitaxial layers grown on the sub-
strates by sublimation has been studied by x-ray diffraction (topography and diffractometry) and optical
microscopy. The optimum diffraction conditions (hkil reflections, radiation wavelength λ, and recording geom-
etry) for revealing “micropipes” of the dislocation nature are determined. It is shown that the growth conditions
used make it possible to obtain highly perfect epitaxial layers. © 2000 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

Recent progress in the growth of silicon carbide sin-
gle crystals with sufficiently large sizes and modern
technologies of growing epitaxial layers allow the use
of SiC as a promising material in power devices, light
emitting diodes, and other instruments operating under
extreme conditions (high temperatures, radiation, cor-
rosive media, etc.). The presence of structural defects in
these crystals considerably restricts their use for the
above purposes. The character of forming the disloca-
tion structure and the distribution of dislocations and
other defects over the surface and in the bulk depend on
the substrate growth method responsible for the spe-
cific features in the defect structure of substrates. Since
the structural defects in the layers affect many charac-
teristics of semiconductor devices, they cannot be
improved without systematic investigations into the
structural perfection of both the initial materials (sub-
strates) and epitaxial layers.

The purpose of this work was to investigate the fea-
tures in the defect structures of silicon carbide sub-
strates grown by the modified Lely method and epitax-
ial layers grown on the Si face by the sublimation tech-
nique.

2. EXPERIMENTAL TECHNIQUE

The SiC crystals (substrates) grown by the modified
Lely method exhibit a high structural perfection but
cannot be used in some cases due to their small sizes.
The sizes of the SiC crystals grown by the modified
Lely method can be sufficiently large (25–75 mm in
diameter); however, their structural perfection is sub-
stantially lower than that of the former crystals [1].

Among all the known SiC polytypes, the 6H-SiC
polytype studied in the present work is most frequently
used for the growth of epitaxial layers. A SiC substrate
(CREE, USA) with a diameter of ~25 mm was cut into
1063-7834/00/4208- $20.00 © 1422
several parts of area ~1 cm2 for different experiments.
The epitaxial layers were grown on the substrates by
sublimation. Immediately prior to the epitaxial layer
growth, the substrates were subjected to sublimation
etching with the aim of removing the defect layer
formed upon mechanical treatment of substrate sur-
faces. The n-type layers were grown on a Si face of the
substrate under a vacuum of 10–6 torr at a growth source
temperature of ~2000°C [2]. The temperature gradient
of a growth chamber was changed by its displacement
inside an inductor. The growth rate was equal to about
15 µm/h at a temperature of ~2000°C. The weakly
compensated epitaxial silicon carbide layers with the
hole concentration Nd – Na ~ 1 × 1015 cm–3 and a hole
diffusion length of ~2.5 µm were grown by this means.

In this work, structural defects were studied using a
combination of nondestructive techniques—x-ray dif-
fraction (topography and diffractrometry) and optical
microscopy.

The transmission topography (the Lang method),
the back-reflection technique in an asymmetric geome-
try (the Berg–Barrett method), and double-crystal
topography were used in the x-ray topographic study.
The Lang method permits detection and examination of
defects throughout the bulk of a crystal under consider-
ation. In order to avoid the contribution from surface
defects at the untreated C surface to the diffraction
image, the substrate was further polished and etched in
a KOH melt. The second method makes possible the
diffraction image of defects in near-the-surface layer.
The depth of formation of the x-ray diffraction reflec-
tion is determined by the extinction length tΛ. For the

(10 .10) and (11 .12) reflections (CuKα radiation),
the calculated depths were equal to 13 and 27 µm,
respectively. A germanium monochromator set in the
symmetric reflection (111) was used in the double-
crystal topography in the Bragg geometry. In this

1 2
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method, an increase in the sensitivity of images to small
misorientations of the crystallographic planes near
defects is achieved at the expense of a decrease in the
divergence of the beam incident on the studied crystal.
This enables one to determine the geometry of defects.

3. RESULTS

A cellular structure brought about by an ordered dis-
location arrangement in substrates is observed in the

Lang topograms [MoKα radiation, (11 0) reflection].
Large regions with a sufficiently uniform distribution
of the basal dislocations (≤105 cm–2) and regions with
rather strong imperfections in the form of continuous
bright spots without indications of fine structure can be
distinguished in the images of the substrates under con-
sideration. From these images it is difficult to judge
whether a pileup of dislocations or other defects are
responsible for these imperfections (Fig. 1).

The resolution substantially increases when the
image is obtained from the crystal region with a limited
thickness. In order to reveal how structural defects in
near-the-surface layer affect the epitaxial growth, we
recorded the topograms in the reflection Bragg geome-

2

1 mm

g

(1120)
–

A

B

B
B

Fig. 1. Lang x-ray topogram [MoKα radiation, (11 0)
reflection]. (A) Regions with a uniform distribution of the
basal dislocations and (B) regions with strong local imper-
fections.
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try [Berg–Barrett method, CuKα radiation, (10 .10)

and (11 .12) reflections]. Out of all the reflections
used, the best contrast in the image of the dislocation
structure is achieved with the above reflections. Figure 2
displays the Berg–Barrett topogram of the same crystal
region as in Fig. 1. Only single dislocations or, more
precisely, their portions that correspond to the emer-
gence of dislocations on the surface under examination
are seen as opposed to the cellular structure. Single
defects in the form of a dark core with an asymmetric
bright halo (rosette) are also seen in Fig. 2 in the
regions that correspond to the homogeneous cellular
structure shown in Fig. 1. The sizes of these defects
vary in the range 1–10 µm. Moreover, aggregates of
these defects with different sizes are observed in the
regions with strong imperfections (continuous bright
spots in Fig. 1). In the same regions, one can see long
bright lines whose image width exceeds single disloca-
tions. These defects can be considered regions with
low-angle boundaries penetrating the whole of the
crystal.

Figure 3 depicts the Berg–Barrett topogram of the
same sample after the growth of the epitaxial layer
~5 µm thick. It should be noted that the dislocation
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Fig. 2. Reflection Berg–Barrett x-ray topogram [CuKα radi-

ation, (10 .10) reflection] of the same crystal as in Fig. 1.1
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density on the image decreases substantially. Since the
basal dislocations do not intergrow, the tilt dislocations
become clearly seen in the Berg–Barrett topogram. As
regards the more distorted and inhomogeneous regions
of the substrate, for the most part, they are inherited by
the epitaxial layer. The low-angle boundaries com-
posed of tilt dislocations intergrow into the epitaxial
layer. The substrate defects in the form of dark core
with a bright halo intergrow into the layer and, like the
low-angle boundaries, bring about a strong misorienta-
tion of regions with respect to each other. This misori-
entation is more pronounced in the double-crystal x-ray
topogram (Fig. 4). The defects with a dark core and
bright halo are also more clearly seen in this picture.
The halo size decreases, and the defect geometry
becomes all the more evident from the contours of the
central part. Analysis of these defects in the topograms
indicates their dislocation nature. Furthermore, addi-
tional smaller defects with a halo contrast manifest
themselves in this picture, which indicates the effi-
ciency of using double-crystal topography in this case.

The nature of the defects with a halo contrast, which
were observed in the topograms, was further investi-

1 mm

A

B

g

(101.10)
–

B B

Fig. 3. Berg–Barrett topogram of the 6H-SiC substrate with
a 5-µm-thick epitaxial layer. Diffraction conditions are the
same as in Fig. 2.

Æ

P

gated by optical microscopy. Hollow pipes were
revealed in the optical images after the preliminary
etching of the substrate in a KOH melt. These pipes
correspond to hexagonal etch pits on the substrate sur-
face. The presence of a “tail” (shadow cast by the pit
image) is strong evidence that an extended defect ter-
minates in the etch pit. This effect can be observed
when the micrograph of the surface has been obtained
for the sample inclined with respect to the horizontal
plane (Fig. 5). Similar defects found in single-crystal
silicon carbide by using synchrotron x-ray topography
[3] were interpreted by as pores—the outcrops of hol-
low channels (“micropipes”) arising from screw super-
dislocations. According to Frank [4], in crystals with a
large shear modulus, the screw dislocations with the
Burgers vector exceeding a critical magnitude have an
empty core. The relationship between the equilibrium
diameter of the pipe associated with an empty core and
the magnitude of the Burgers vector b of the screw dis-
location is given by the following formula [4]:

D = µb2/4π2γ,

where µ is the shear modulus, and γ is the specific sur-
face energy. In many works [5, 6], the pits observed at

1 mm

g

(101.10)
–

Fig. 4. Double-crystal x-ray topogram of the substrate with

an epitaxial layer [CuKα radiation, (10 .10) reflection].
Defects with a dark core and bright halo are micropipes.
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0.25 mm

Fig. 5. Optical micrograph of the 6H-SiC substrate surface etched in a KOH melt. Hexagonal defect etch pits corresponding to the
outcrops of micropipes are seen. Tails (projections of hollow channels—micropipes) off the pipes are observed for the inclined sam-
ple.
the center of growth spirals in silicon carbide are
related to the screw dislocations. In our case, defects of
this type occur in the substrates and can intergrow into
the epitaxial layers.

In addition to the x-ray topographic studies, we
measured the half-widths ωθ of the diffraction reflec-
tion curves for the initial substrates and epitaxial layers.
A 6H-SiC single crystal served as a monochromator.
The diffraction reflection curves for the studied crystal
were measured using the symmetric reflections (0006)

and (000.12) and the nonsymmetric reflection (10 .10)
(CuKα radiation). For the symmetric (0006) and non-

symmetric (10 .10) reflections, the calculated depths
of the formation of the diffraction reflection (extinction
length tΛ are equal to 3 and 5 µm, respectively. These
values lie within the thickness of the epitaxial layer. For
the (000.12) reflection, tΛ is equal to ~17 µm. As fol-
lows from the measurements, the regions with a uni-
form distribution of dislocations correlate with smaller
values of half-widths as compared to the regions with
more defective structure observed in the topograms.
The measurements of the diffraction reflection curves
for epitaxial layers demonstrated that the half-widths
have a tendency to decrease (as compared to the sub-
strate) in the regions corresponding to the uniform dis-
tribution of dislocations. The half-widths of the diffrac-
tion reflection curves for regions with strong local dis-
tortions in the substrate are considerably larger and
remain virtually constant after the layer growth. There-
fore, it can be stated that virtually all defects responsi-
ble for nonuniform distortions intergrow from the sub-
strate into the layer without loss of their “power”.

The quantitative distribution of the half-widths of
diffraction reflection curves over the surface is shown
in Fig. 6. It can be seen that the spread in half-width is
in the range from 14″ to 40″. For the sample regions

1

1
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with a uniform dislocation distribution, the half-width
of diffraction curves for the (000.12) reflection is equal
to 14″–16″ prior to the layer growth and 10″–14″ after

the growth of the 15-µm-thick layer. For the (10 .10)1
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Fig. 6. (a) Contour of the initial sample with points of mea-
suring the half-widths ωθ of diffraction curves prior to and
after growth of the epitaxial layer. (b) Diffraction curves.
Numerals near curves correspond to ωθ (in seconds).
0
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nonsymmetric reflection, the half-width is equal to
18″–20″ for the substrate free of layer and 14″–16″ for
the sample with the grown layer. These data indicate a
substantial improvement in the structural perfection of
the epitaxial layer as compared to the substrate, which
is in good agreement with the results of the x-ray topo-
graphic investigations.

Thus, the results of the complex structural investiga-
tions can be summarized as follows:

(i) The optimum diffraction reflections that provide
the best contrast of the microchannel (micropipe)
image in the x-ray topograms were determined.

(ii) It was established that the pores revealed are the
outcrops of the micropipes of dislocation origin.

(iii) The structural perfection of the epitaxial layers
depends on the density of distribution of dislocations,
micropipes, and other defects over the substrate sur-
face.

(iv) The examination of the substrates and epitaxial
layers with the use of double-crystal x-ray topography
showed that the regions with strong imperfections con-
tain defects of different types.

(v) It was demonstrated that the epitaxial layers
grown by sublimation exhibit a better structural perfec-
tion compared to the substrates.
P
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Abstract—The shape of the x-ray K absorption spectrum of sulfur in the normal spinel CdIn2S4 is calculated
using the FEFF7 program. Local densities of free electron states of S, Cd, and In are calculated in the theory of
multiple scattering in the local coherent potential approximation. A comparison of the obtained results with the
experimental x-ray SK spectrum demonstrates good agreement between them. © 2000 MAIK “Nauka/Interpe-
riodica”.
Ferrites, whose crystal lattice is a normal or an
inverted [1] spinel, play a special role in engineering.
Being semiconductors as a rule, many ferrites are used
in communication technology. The overwhelming
majority of ferrites also possess ferromagnetic proper-
ties; thus, nonferromagnetic cubic spinels Zn and Cd
with a normal spinel structure would not be important
for technical applications if they were not used as
dopants to the ferromagnetic ferrites Cu, Mg, Ni, and
Mn, which is responsible for their remarkable proper-
ties such as the lowering of the Curie temperature and
an increase in the permeability and magnetic saturation
in combination with a resistivity exceeding that of iron.

1. COMPUTATIONAL TECHNIQUE

The present work is devoted to an analysis of the
free state of cadmium spinel CdIn2S4 by using various
theoretical methods.

(1) The FEFF7 program developed by Rehr, Zabin-
sky, Albers, and Ankudinov [2–4] was used to calculate
the K edge of the sulfur absorption spectrum. Since the
main features of the x-ray absorption spectra are deter-
mined by the elastic scattering of a photoelectron wave
in a complex potential relief of the nearest neighbors of
an absorbing atom in a solid, the FEFF7 program uses
the “Fermi golden rule” to calculate the x-ray photoab-
sorption cross section:

(1)

where E ≡ ω – Ei, ω being the x-ray energy (in the Har-
tree atomic units, h = 1); |ψi〉 , Ei, |ψf〉 , and Ef are the
wave functions and energies of the initial (core) and the
final (empty) states of the electron being ionized; and 
is the x-ray polarization vector.

(2) The crystal potentials calculated using the
FEFF7 program according to the Mattheiss’ standard

µ E( ) ψi êr ψ f〈 〉 2δ E E f–( ),
f

∑∼

ê
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algorithm were used to calculate scattering phases, the
total T scattering matrix, and, finally, local partial den-
sities of electron states in the cluster version of the local
coherent potential (LCP)

(2)

where l is the orbital quantum number,  is the
radial component of the wave function of an electron in

the atom A,  is the matrix element of the scattering

operator, (E) are single-site scattering matrices, and
rWS is the radius of the Wigner–Seitz cell.

The LCP method proposed by Gyorffy [5, 6] and
executed in the packet of programs, which were devel-
oped under the guidance of Nikiforov and used suc-
cessfully for studying both occupied and empty elec-
tron states with different crystal structures and types of
chemical bonds of the compounds [7–10], was first
used to calculate the free electron states of the com-
pound with the CdIn2S4 spinel structure. This analysis
has only now become possible, since the structure com-
plexity (56 atoms per unit cell and their nonequivalent
positions) necessitates an analysis of larger clusters
and, thus, requires state-of-the-art computer technol-
ogy.

In order to construct crystal potentials on the basis
of the FEFF7 program, we used clusters containing up
to 1000 atoms. The positions of atoms in a spinel clus-
ter were determined with the help of formulas for the

nl
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Table 1.  Radii of MT spheres (RMT) and lengths of bonds
in CdIn2S4

RMTCd, Å RMTIn, Å RMTS, Å lT, Cd–S, Å lO, In–S, Å

1.381 1.314 1.238 2.618 2.537
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Table 2.  Separations between principal peaks of the theoretical and experimental spectra and local partial densities of elec-
trons states of S, Cd, and In

Separation, eV a' – a a – b a – b' a – c a – d

Theoretical SK edge (single scattering) – 2.85 – – 13.13

Theoretical SK edge (multiple scattering) – 3.24 – 9.01 –

SK edge (experiment [13]) ~1 ~3 ~4.5 ~10 ~13

p states of S 0.82 3.26 6.44 9.25 12.24

p states of S– 0.82 2.00 4.35 9.24 12.51

p, d states of Cd – 2.72 4.08 9.52 12.24

p, d states of In – 2.45 4.35 7.34 –
lengths of the tetrahedral lT(Cd–S) and octahedral
lO(In–S) cation–anion bonds [1, 11]:

(3)

(4)

where a is the parameter of a cubic unit cell of the
spinel, which is taken equal to 10.797 Å for CdIn2S4

lT 3 1/8 δ+( )a;=

lO 1/4 δ–( )a,=

a b

d

(a)

a b
c e

(b)

aa'
b

b'

c d e

(c)
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Fig. 1. SK absorption edge: (a) theoretical, obtained by
using only single scattering routes (FEFF7); (b) theoretical,
obtained by taking into account multiple scattering
(FEFF7); and (c) experimental [13].
PH
according to [12], with δ ≡ u – 3/8, u being the anion
parameter determining the position of sulfur atoms and
taking into account their displacement from ideal posi-
tions in the [111] direction. In this work, u = 0.390 [12].

The radii of the muffin-tin (MT) spheres, as well as
the lengths of the Cd–S and In–S bonds used in our cal-
culations, are presented in Table 1.
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Fig. 2. Densities of free p states of sulfur (a) taking a core
vacancy into account and (b) disregarding a core vacancy
(ionized S atom).
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2. DISCUSSION OF RESULTS

Figure 1 shows the theoretical and experimental
[13] XANES spectra of sulfur in CdIn2S4 (the origin
coincides with the absorption edge). The first theoreti-
cal SK absorption edge is calculated with the help of the
FEFF7 program using only single scattering routes
(i.e., bilateral routes) in a cluster consisting of
154 atoms. In the present analysis, we took into
account 33 scattering routes. It can be seen from Fig. 1
and Table 2 that the separations between the principal
peaks of the theoretical and experimental spectra coin-
cide to within a high degree of accuracy. The second
theoretical XANES spectrum was calculated for multi-
ple scattering in a cluster composed of 106 atoms. Of
all the scattering routes, we chose those whose ampli-
tude constitutes at least 35% of the amplitude of the
longest route. The maximum length of single, as well as
multiple, scattering routes was chosen by the order of
the lattice constant, and its increase did not lead to a
change in the shape of theoretical XANES spectra. In
the case of multiple scattering, we used a partially non-
local exchange–correlation potential in contrast to the
Hedin–Lundqvist potential applied for bilateral routes.
It can be seen from Fig. 1 that the splitting of the theo-
retical XANES spectrum for sulfur could be observed
even for single scattering. The spikes a' and b' appear-
ing at the experimental SK edge on the low-, as well as
high-energy side could not be obtained in calculations.
It should also be noted that using multiple scattering
routes leads to suppression of the main features in the
vicinity of the SK absorption edge. Consequently, sin-
gle scattering routes play a major role in the formation
of the absorption edge profile. This fact can be inter-
preted as the absence of “shadow” effects [14] leading
to the screening of an absorbing sulfur atom by the
atoms of the nearest neighborhood. This can be associ-
ated with peculiarities of lattice symmetry and loose
packing of cations (especially in tetrahedral positions).

Figure 2 shows local partial densities of free p states
of sulfur, which were obtained in the LCP approxima-
tion, taking into account vacancies at the 1s core energy
level. In order to include the vacancy screening on the
1s level, the number of electrons in an absorbing S atom
was increased by unity, i.e., the S atom was ionized to
minus one, and an extra p electron was taken into con-
sideration. The density of p states of ionized sulfur is
also presented in Fig. 2. A comparison of the separa-
tions between the principal peaks of the density of elec-
tron states of ionized sulfur shows that they agree well
with the main features of the experimental SK edge. In
Fig 2 (as well as in Fig. 3 below), zero coincides with
the MT zero. An analysis of the densities of p states for
sulfur shows that the presence of a core vacancy on the
1s level leads to an intensity redistribution among prin-
cipal peaks and to a displacement of free electron states
of sulfur by ~2 eV towards lower energies.

The calculation of the densities of state of Cd and In
(Fig. 3) also proved that the bottom of the conduction
PHYSICS OF THE SOLID STATE      Vol. 42      No. 8      200
band is formed not only by the p states of sulfur, which
are considerably delocalized and strongly hybridized
with the d states of sulfur, but also by the p and d states
of cadmium and indium; the interaction with these
states is responsible for the main features of the SK
edge. The positions of the principal peaks of the p and
d states of indium and cadmium are close to the posi-
tions of the main peaks of the p and d states of sulfur on
the energy scale. The intensities of the principal peaks
of the density of states for indium are much higher than
for cadmium. This can be explained by the nearest
neighbors of a sulfur atom being three indium atoms
and only one cadmium atom. The separations between
the principal peaks of the theoretical and experimental
spectra, as well as between the peaks of the electron
density of states for sulfur, cadmium, and indium, are
presented in Table 2.
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Abstract—A study has been made of the transformation of photoluminescence (PL) spectra of porous silicon
(PS) induced by its ageing, including the early stages of contact with air. The sample was prepared under con-
ditions that minimized this contact, and spectral measurements were carried out in a high vacuum or in liquid
nitrogen. The PS PL spectra obtained under continuous measurement in high vacuum are always dominated by
one emission band of PS nanoelements, which shifts toward shorter wavelengths with ageing by 150 nm. At
80 K, the band intensity is considerably higher than at 300 K, and this difference grows with ageing. Exposure
of a sample to air for a few tens of seconds is long enough to strongly transform its time-resolved PL spectra,
which is evidence of a change in the sample surface. The effect of immersion of PS samples in liquid nitrogen
on PL spectra is associated not only with their cooling, but also with the field of adsorbed nitrogen molecules,
whose influence becomes weaker with increasing thickness of the oxidized near-surface layer. The variation of
the spectral properties and kinetics of the long-wavelength PS PL band with temperature, medium (liquid nitro-
gen or vacuum), and exposure time suggest that these factors affect carrier migration between silicon nanoele-
ments. © 2000 MAIK “Nauka/Interperiodica”.
Despite intense studies of the optical properties of
PS, no adequate model of its PL has yet been con-
structed. While it is currently believed that the exciting
light is absorbed primarily in the bulk of the micro-
structures making up PS, the oxidized near-surface
layer also contributes to the radiative recombination
spectrum [1–3]. The dominant factor from the stand-
point of technology is the ageing a PS sample under-
goes when stored in air (see [4] and references therein).
An essential aspect limiting the application potential of
PS is its high surface reactivity, one of its manifesta-
tions being the strong ageing-induced variation of PL
spectra of a sample. Determination of the contribution
of surface states to the energy relaxation of photoex-
cited carriers offers the possibility of shedding light on
the mechanism of photocarrier relaxation in PS. This is
done by investigating the PL evolution with a variation
of the composition of the near-surface layer. According
to [5], ageing is governed by the increase of oxygen
content in the near-surface layer of PS. The PS surface
obtained immediately after anodization is extremely
reactive; we have established that exposure to air for a
few tens of seconds is long enough to change it dramat-
ically. It is difficult to monitor the state of a sample in
initial stages, and therefore, when studying degradation
of steady-state PS PL, one usually accepts a partially
oxidized sample as a starting material. Even in the
cases where the sample is placed in vacuum after prep-
aration, it usually remains in contact with air for a few
minutes. Our work differs in the special measures taken
1063-7834/00/4208- $20.00 © 21431
to bring to a minimum the contact of a PS sample with
air before the first PL spectral measurements made at
77 and 300 K.

1. EXPERIMENTAL TECHNIQUES

The samples were prepared by anodization of n-type
silicon (ρ = 100 Ω/cm), usually in an ethanol/water
solution of hydrofluoric acid. The process was run in
the following conditions: the H2O : C2H5OH : HF(48%)
electrolyte component ratios of 1 : 2 : 1, the etching
was  performed for 30 min at a current density of
30 mA/cm2, and the sample surface was illuminated by
a krypton incandescent lamp. As already mentioned,
measures were taken to preclude sample contact with
air before the first emission spectrum measurement.
After the anodization and rinsing, the sample still cov-
ered by a water layer was placed in a vacuum chamber,
which was rapidly evacuated down to 2 × 10–7 Torr.
This vacuum desiccation prevents oxidation of the PS
surface up to the instant when air is admitted to the
chamber. Alternately, the sample was dried after rinsing
it in a flow of warm nitrogen and subsequently
immersed in liquid nitrogen. This procedure also pro-
tects PS against oxidation, with the PL spectrum
remaining unchanged for several hours at a time.

The PL was investigated on two setups. In the first
one, the excitation was provided by an LGI-21 molec-
ular-nitrogen laser operating at a wavelength of 337 nm
with pulses about 5 ns long, thus permitting time-
000 MAIK “Nauka/Interperiodica”
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resolved measurement of PL spectra and investigation
of the PL decay kinetics. The maximum excitation level
at the pulse peak was 5 kW/cm2 at an average laser
power of not over 1 mW. The second setup with CW
photoexcitation was used to measure PL and PL excita-
tion spectra in a high vacuum at 80 and 300 K and in
air. The PL spectra taken under pulsed excitation were
of two types, namely, a nanosecond-range (the interval
from 2 ns to the laser-pulse maximum) and a microsec-
ond one (the interval up to 1 µs), and in CW operation
the PL was excited at 340 nm.

2. EXPERIMENTAL RESULTS AND DISCUSSION

The PL spectrum obtained under CW excitation and
measurement of an as-prepared PS sample that had no
contact with air and was placed in vacuum at 300 K
exhibits the main band peaking at 700 nm and a weak
band at 570 nm, both of a Gaussian shape (Fig. 1). The
PL of PS observed in the 500–800-nm range is usually
assigned to inhomogeneously broadened emission of
nanocrystallites and nanofilaments, which is governed
by size quantization [6–9]. As seen from Fig. 1, the
maximum of the main band shifts to shorter wave-
lengths as PS undergoes ageing in air. The PL bright-
ness increases with PS ageing, and cooling from 300 to
80 K also brings about an enhancement of the PL and a
shortward shift of its maximum. Additional studies
showed that the weak 570-nm band is observed only in
the samples prepared by anodization in an ethanol-con-
taining electrolyte, while when anodizing silicon in an
aqueous solution of HF (1 : 1) this band does not
appear. Thus, the 570-nm band can be assigned to
organic complexes present on the PS surface.
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Fig. 1. PL spectra of PS placed in vacuum, which were mea-
sured in a continuous regime. As-prepared sample, no con-
tact with air, T (K): (1) 300, (2) 80; sample exposed to air for
20 h, T (K): (3) 300, (4) 80; sample exposed to air for three
months, T (K): (5) 300, (6) 80. The 1–2, 3–4, 5–6 pairs of
spectra are normalized.
P

It appears natural to associate the short-wavelength
shift of the main PL band induced by ageing with a
decrease of the average size of nanocrystallites and
nanofilaments in the course of their oxidation [10], but
in this case one would expect a corresponding change
of the PL excitation spectrum in shape (the absorption
edge shape). Such a change was observed to occur in
our experiment, but only of samples stored in air for
more than a month (illustrated by curves 5 and 6 in
Fig. 1). We believe that the short-wavelength shift seen
in the early stages of ageing is caused by changes in the
carrier relaxation conditions, in particular, by suppres-
sion of carrier tunneling from smaller to larger nanoc-
rystallites and nanofilaments. The first to become oxi-
dized in the course of ageing are surface amorphous
layers of silicon, which does not affect the size of crys-
talline nanoelements while being capable of efficiently
reducing the transmission of the barriers separating
them.

Photocarrier transfer from one nanoelement to
another is also hindered by a lowering of temperature,
which likewise shifts the spectrum toward shorter
wavelengths. Increasing the extent of photocarrier
localization increases the nonradiative relaxation time,
as a result of which both the ageing and temperature
decrease enhance the PL of PS. The change in the
dynamics of photocarriers in the course of sample age-
ing is well illustrated by PS PL kinetics measurements
performed at a fixed wavelength. As seen from Fig. 2,
after exposure to air for five days, the PL decay time τ
at a wavelength of 650 nm increases by an order of
magnitude, because the PL shifts with sample oxida-
tion toward shorter wavelengths, and the 650-nm
region in the PL of a highly oxidized sample corre-
sponds to the long-wavelength wing of the nanoele-
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Fig. 2. PL decay kinetics of PS at a wavelength of 650 nm.
As-prepared sample before contact with air (1) and after
exposure to air for five min (2), 40 min (3), and five days (4).
The solid lines are plots for decay times τ of 2.7, 3.2, 11, and
35 µs, respectively.
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ment emission band. The kinetics of the long-wave-
length PS emission is described in all ageing stages by
a complex exponential ((t/τ)β – 1exp[–(t/τ)β] [11], with
τ varying from a few to a few tens of µs, and with values
of β from 0.6 to 0.8, which are characteristic of the
emission of a system of coupled nanoelements having
a size dispersion.

The “slow” long-wavelength PS emission was
assigned [11] to surface states of nanocrystallites,
which are suggested to also be responsible for the
Urbach absorption tail in the gap. There are, however,
grounds to believe that the exponential tail in the den-
sity of electronic states is related not to the surface, but
rather to the crystallites being distributed in size [12].
In this case, it appears natural to associate the “slow”
band with bulk carrier recombination in nanocrystal-
lites differing in size.

The 470-nm band with a decay time τ < 0.5 µs is
weak in the time-resolved PL spectrum of an as-pre-
pared sample, which was not brought in contact with
air, but grows rapidly in intensity as PS undergoes oxi-
dation (Fig. 3). This band should be assigned to defects
in the SiOx oxide layer, which forms even after a short
exposure of a sample to air. The relation of the short-
wavelength PL with the SiOx layer (x = 1.4–1.6) was
suggested in a number of publications [13]. Because of
the decay time of this band being short compared to that
of the long-wavelength radiation, the 470-nm band is
strong only in time-resolved PL (Fig. 3), while being
virtually unseen in continuously measured spectra. At
300 K, this band decays so quickly that it is weak even
in a time-resolved µs-scale PL spectrum.

The maximum of the ns-scale PL spectrum of PS
lies in the 550–600-nm region (Fig. 3). Immersion of a
sample in liquid nitrogen precludes development of the
long-wavelength tail of the “slow” emission, which
becomes strongly manifest in the µs-range spectrum at
T = 300 K (Fig. 3). While immersion in liquid nitrogen
suppresses photocarrier-hopping migration, this is not a
simple consequence of a temperature decrease, because
cooling of PS in vacuum down to 80 K does not signif-
icantly change the spectral composition of its PL. An
important part is apparently played here by the adsorp-
tion of nitrogen molecules, which affects the migration
through a change in the rate of photocarrier nonradia-
tive surface recombination. We have established that
adsorption processes do not noticeably affect the PL of
nanoelements in strongly oxidized PS samples, which
were kept exposed to air for months. The reason for this
difference is apparently as follows. Adsorption changes
the near-surface electric field, which influences on the
emission of nanoelements less, the thicker the oxide
layer separating silicon nanoelements from adsorbed
nitrogen is. Quenching of the “slow” PL was observed
earlier in hydrogen-passivated free silicon nanoele-
ments and PS immersed in methanol [14]. A second
reason for the formation of electric fields could be the
PHYSICS OF THE SOLID STATE      Vol. 42      No. 8      200
spatial separation of photocarriers in optically excited
PS, which gives rise to a photoemf.

Our interpretation of the PL spectrum of PS agrees
also with the conclusion drawn in [15] that oxidation of
PS in water and in air results in the nanoelements
becoming isolated from nonradiative relaxation cen-
ters.

Thus, we have shown that, when the contact of a PS
sample with air is brought to a minimum, its PL exhib-
its, even in the ns-scale range, only an emission band
from the bulk of the PS nanoelements. Exposure of a
sample to air for a few tens of seconds greatly affects its
PL because of changes in the near-surface layer and
hindered carrier migration among PS nanoelements.
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Abstract—The effect of nonunidirectional energy exchange on the intensity and polarization state of the signal
wave is analyzed in the case of symmetric two-wave coupling on a transmission photorefractive grating pro-
duced by a diffusion mechanism in a gyrotropic cubic crystal belonging to the point group 23. © 2000 MAIK
“Nauka/Interperiodica”.
INTRODUCTION

Coupling of light waves due to photorefractive non-
linearity in cubic gyrotropic crystals has been studied
intensively in recent years [1–15]. Analytical expres-
sions were obtained [7, 11] for the two-beam gain coef-
ficient in the case of a grating recorded by a diffusion
mechanism with a vector K lying in the (110) plane of
a sillenite crystal. In deriving these expressions, the
inexhaustible-pump wave approximation was used and
the two-beam coupling constant γ was assumed to be
small in comparison to the specific rotation ρ of the
polarization plane.

In [10, 13], it was shown that, in the case of strong
wave coupling, when a crystal is placed in an external
alternating field and the condition γ ! ρ is not fulfilled,
the contribution from nonunidirectional energy
exchange to the total gain becomes detectable in the
two-beam interaction. This contribution is always
transferred from the strong to the weak beam and its
polarization is orthogonal to the polarization of the
weak wave in the absence of the strong one if the waves
incident on the crystal have identical polarization.

The wave coupling on a photorefractive grating pro-
duced by diffusion also does not meet the condition γ ! ρ
in some cases. For instance, in a Bi12TiO20 crystal, the
specific rotation is ρ = 1.13 cm–1 for a wavelength of λ=
633 nm [16], which is comparable to the two-beam
coupling constant for photorefractive gratings with a
spatial period of Λ < 2 µm.

In this paper, expressions for the two-beam gain on a
photorefractive grating of the diffusion type are derived
in the inexhaustible-pump wave approximation for any
values of the wave coupling constant and the interaction
length. The polarization dependence of two-wave inter-
action is analyzed for two opposite directions of the light

wave propagation in the crystal, [110] and . The110[ ]
1063-7834/00/4208- $20.00 © 21435
variation of the polarization state of the signal wave in
the presence of a pump wave is considered.

1. BASIC EQUATIONS

Following [4, 5], we consider the case of two coher-
ent polarized plane waves, signal (S) and reference (R)
ones, symmetrically incident on a photorefractive crystal
(Fig. 1). The field of a light wave can be resolved into
two components, one of which is parallel to the plane of
incidence (TM component), while the other is perpen-
dicular to the plane (TE component). Using the paraxial
approximation and neglecting wave absorption, we can
write equations for the coupled waves in the form [8]

(1)

(2)

(3)

(4)

dRM

dx
---------- ρRE=

–
γ

2I0
------- SM

* RM SE
*RE+( ) HMMSM HMESE+( ),

dRE

dx
--------- ρ– RM=

–
γ

2I0
------- SM

* RM SE
*RE+( ) HEMSM HEESE+( ),

dSM

dx
---------- ρSE=

+
γ

2I0
------- SMRM

* SERE
*+( ) HMMRM HMERE+( ),

dSE

dx
--------- ρ– SM=

+
γ

2I0
------- SMRM

* SERE
*+( ) HEMRM HEERE+( ),
000 MAIK “Nauka/Interperiodica”
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where RM and RE are the TM and TE components,
respectively, of the electric field strength of the refer-
ence (pump) wave; SM and SE are the respective compo-
nents of the signal wave; I0 = |RM|2 + |RE|2 + |SM|2 + |SE|2
is the total intensity of the light wave in the crystal; γ =

2π Esc/λ0 is the coupling constant; n0 is the index

of refraction of the unperturbed crystal; and  is the
electrooptical constant of the mechanically clamped
crystal. The quantity Esc characterizes the electric field
set up by the space charge of the grating produced by a
diffusion mechanism and is given by the following
expression [16] in the single-level band model of a pho-
torefractive crystal:

(5)

where ED = (kBT/e)K is the diffusion field; Eq =
eNA/(εK) is the saturation field of traps; K = 2π/Λ, with
Λ being the spatial period of the grating; and ε is the
static permittivity of the crystal. The elements of the
coupling matrix HMM, HEE, and HEM = HME include the
electrooptical effect, as well as the piezoelectric and
photoelastic effects, and are given by the following
expressions in the paraxial approximation [8]:

(6)

(7)

(8)

n0
3r41

s

r41
s

Esc

ED

1 ED Eq⁄( )+
------------------------------,=

HMM eM HG1 HG2+( )eM z0 HG1 HG2+( )z0,= =

HEE eE HG1 HG2+( )eE y0 HG1 HG2+( )y0,= =

HEM eM HG1 HG2+( )eE z0 HG1 HG2+( )y0,= =

x

y

IR

IS

K

z

IR0

IS0

SE

S

Så

R
RE

Rå

Fig. 1. Geometry of symmetric two-wave interaction on a
transmission photorefractive grating produced by diffusion
in a crystal plate having an arbitrary orientation relative to
the crystallographic axes.
P

where the unit vectors eM and eE of the TM and TE
components coincide with the z and y axes, respectively
(Fig. 1). The matrices HG1 and HG2 have the form

(9)

(10)

where qi are the direction cosines between the grating
vector K and the crystal axes; γki are the components of
the tensor γ = Γ–1, the inverse of the Christoffel tensor

with components Γik = qjql;  and  are the
elastic constants and photoelastic constants, respec-
tively, measured at a constant electric field; and  =
enklqnql, with enkl being the piezoelectric coefficients.

2. WAVE INTERACTION
IN THE INEXHAUSTIBLE PUMP WAVE 

APPROXIMATION

In this approximation, the photorefractive grating
does not affect the pump wave, because the terms
involving the coupling constant γ are dropped in the
right-hand side of equations (1) and (2). In this case,
when propagating through the crystal, the plane of
polarization of the pump wave is rotated due to gyrot-
ropy of the crystal, and the corresponding solution can
be written in the form

(11)

(12)

where RM0 and RE0 are the boundary values of the TM
and TE components, respectively, of the amplitude of
the pump wave.

The general solution of equations (3) and (4) is

(13)

(14)

where the functions

(15)

(16)

are a solution of the set of equations for γ = 0. These
functions describe the rotation of the plane of polariza-
tion of the signal wave due to gyrotropy of the crystal
in the absence of photorefractive interaction; SM0 and

HG1

0 q3 q2

q3 0 q1

q2 q1 0

,=

HG2( )mn

pmnkl
E γkiei'ql

r41
s

---------------------------,=

cijkl
E cmnkl

E pmnkl
E

ek'

RM x( ) RM0 ρx( )cos RE0 ρx( ),sin+=

RE x( ) RE0 ρx( )cos RM0 ρx( ),sin+=

SM x( ) SM
0 x( ) G x( )x( ) γ

2I0
-------RE

* x( )Φ x( ),+exp=

SE x( ) SE
0 x( ) G x( )x( ) γ

2I0
-------RM

* x( )Φ x( ),–exp=

SM
0 x( ) SM0 ρx( )cos SE0 ρx( ),sin+=

SE
0 x( ) SE0 ρx( )cos SM0 ρx( )sin–=
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SE0 are the boundary values of the TM and TE compo-
nents, respectively, of the amplitude of the signal wave.

The functions G(x) and Φ(x) are two independent
integrals of the set of equations (3) and (4) and have the
form

(17)

(18)

where we have introduced the notation

(19)

(20)

(21)

(22)

(23)

We note that expressions (13), (14), (17), and (18)
are similar in structure to the expressions for the field
of the signal light wave derived in [10] using a mode
approach. The equations we obtained are valid for an
arbitrary cut of a gyrotropic cubic crystal and for any
orientation of the vector K of the transmission photore-
fractive grating.

In the case where the light waves falling on the crys-
tal have the same polarization, the amplitude of the sig-
nal wave can be written as the sum of two components

(24)

where the first term S||(x) = (SM0z0 + SE0y0)cos(ρx) +
(SE0z0 – SM0y0)sin(ρx) is the vector amplitude of the sig-
nal wave in the absence of the pump wave (with no cou-
pling), while the second term S⊥ (x) = ( z0 –

y0)cos(ρx) – ( y0 + z0)sin(ρx) is orthogonal

to the vector S||(x) (S⊥ (x)  = 0); IS0 and IR0 = IR

in (24) are the intensity of the signal wave at the bound-
ary x = 0 and the intensity of the pump wave, respec-
tively. Therefore, the interaction of the signal and refer-

G x( )
γ
2
--- HΣ 2Im

1 i2ρx( )exp–
2ρx

----------------------------------- HEM iH∆–( )–




=

× Re
RM0

* RE0

I0
------------------ 

  i
RM0

2 RE0
2–

2I0
----------------------------------+ 

 




,

Φ x( ) J0 Jc 2ρξ( ) Js 2ρξ( )sin–cos+[ ]
0

x

∫=

× G ξ( )ξ( )dξ ,exp

J0 HΣ RM0SE0 RE0SM0–( ),=

Jc HEM RE0SE0 RM0SM0–( )=

+ H∆ RE0SM0 RM0SE0+( ),

Js H∆ RM0SM0 RE0SE0–( )=

+ HEM RE0SM0 RM0SE0+( ),

HΣ
HMM HEE+

2
----------------------------,=

H∆
HMM HEE–

2
---------------------------.=

S x( ) S|| x( ) G x( )x[ ] S⊥ x( )
γΦ x( )

2 IS0IR0

---------------------,+exp=

SE0
*

SM0* SM0
* SE0

*

S||* x( )
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ence waves on the photorefractive grating produced by
diffusion not only leads to an increase in the amplitude
of the signal wave, but also changes its polarization
state.

For the waves having the same polarization at the
boundary of the crystal, the two-wave gain Γ =
ln[IS(x)/IS0]/x is

(25)

where the first term describes the conventional unidi-
rectional energy transfer, while the second corresponds
to a nonunidirectional energy transfer that always
enhances the weak signal wave [10, 13].

For coupled waves having the same linear polariza-
tion, the functions G(x) and Φ(x) are conveniently
expressed in terms of the angle ϕ0 between the polariza-
tion vector at the entrance face of the crystal and the

Γ 2G x( )
1
x
--- 1

γ2 2G x( )x–( )exp
4IS0IR0

---------------------------------------- Φ x( ) 2+ ,ln+=

(a)

x

y

ϕ0 ϕ0eS0 eR0

[110]

[110]

[001]

zK

θ

-

[110]
-

ϕ0

eR0

eS0

θ[001]

K

z

(b)y

[110]
- -

x

ϕ0

Fig. 2. Schemes of two-wave interaction in passing in the
(110) cut of a cubic photorefractive crystal for two opposite
orientations of the crystal with respect to the signal and ref-

erence waves: (a) x0 || [110] and (b) x0 || .110[ ]
0
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normal y0 to the plane of incidence (Fig. 2)

(26)

(27)

where the integral ΦLP(x) is normalized to the quantity

. In this case, the polarization of the signal
wave remains linear in the crystal, and the correspond-
ing vector components in (24) are

(28)

The angle of rotation of the polarization vector of
the signal wave ∆ϕ in the presence of the pump wave
from its direction in the absence of wave coupling is
given by

(29)

If the polarization vector of the signal wave is rotated
clockwise in the absence of the pump wave, a positive
(negative) value of the angle ∆ϕ can be interpreted as
an increase (decrease) in the value of the specific rota-
tion due to wave coupling.

In the case where the coupled waves have right- or
left-circular polarization (which will be indicated by

GLP x( )
πn0

3r41
s Esc

λ
----------------------- HΣ

ρxsin
ρx

--------------+




=

× HEM ρx 2ϕ0+( )sin H∆ ρx 2ϕ0+( )cos–[ ]




,

ΦLP x( ) H∆ 2 ρξ ϕ0+( )[ ]sin{
0

x

∫=

+ HEM 2 ρξ ϕ0+( )[ ]cos } GLP ξ( )ξ( )dξ ,exp

IS0IR0

S||
LP x( ) = IS0 y0 ρx ϕ0+( ) z0 ρx ϕ0+( )sin+cos[ ] ,

S⊥
LP x( ) = IS0 y– 0 ρx ϕ0+( ) z0 ρx ϕ0+( )cos+sin[ ] .

∆ϕ
πn0

3r41
s Esc

λ
-----------------------ΦLP x( ) GLP x( )x–( )exp 

  .arctan–=
PH
subscripts r and l, respectively), the field of the signal
light wave is the sum of two components, circularly
polarized on the left and right, and its vector amplitude
has the form

(30)

(31)

Thus, because of the interaction with the pump wave,
the polarization of the signal wave becomes elliptical.
The ratio of the minor axis of the polarization ellipse to
the major axis, δ = b/a, can be written as

(32)

where

Sr x( ) IS0
γ
2
---HΣ iρ+ 

  x
z0 iy0+

2
------------------





exp=

+
z0 iy0–

2
-----------------

H∆ iHEM+
HΣ i 4ρ γ⁄( )+
---------------------------------

× 1
γ
2
---HΣ i2ρ+ 

  x–exp– 
 





,

Sl x( ) i IS0
γ
2
---HΣ iρ– 

  x
z0 iy0–

2
-----------------





exp=

+
z0 iy0+

2
------------------

H∆ iHEM–
HΣ i 4ρ γ⁄( )–
---------------------------------

× 1
γ
2
---HΣ i2ρ+ 

  x–exp– 
 





.

δ A B x( )–
A B x( )+
--------------------,=

A HΣ
2 4ρ γ⁄( )2+ ,=
B x( ) H∆
2 HEM

2+( ) 1 2 γHΣx– 2⁄( ) 2ρx( ) γHΣx–( )exp+cosexp–[ ] .=
The tilt of the polarization ellipse, depending on the
interaction length, is characterized by the angle χ
between the semiaxis b and the y axis

(33)

If the coupled waves have a circular polarization,
expression (25) for the two-wave gain becomes

χ 1
2
--- 2ρx( )sin

γHΣx 2⁄( ) 2ρx( )cos–exp
----------------------------------------------------------------arctan





=

+
HΣH∆HEM H∆ 4ρ γ⁄( )–

HΣH∆ HEM 4ρ γ⁄( )+
---------------------------------------------------------arctan





.

(34)

3. COUPLED WAVES OF THE SAME LINEAR 
POLARIZATION IN THE (110) CUT

We consider the (110) cut of a crystal and assume
that the grating vector K lies in the (110) plain and

Γ γHΣ
1
x
--- 1

H∆
2 HEM

2+

HΣ
2 4ρ γ⁄( )2+

---------------------------------+




ln+=

× 1 2
γ
2
---HΣx– 

  2ρx( ) γHΣx–( )exp+cosexp–




.
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makes an angle θ with the [001] direction (Fig. 2). In
this case, there are two “opposite” orientations of the
crystal with respect to the signal and reference waves,
producing a transmission photorefractive grating. The
coefficients HΣ, H∆, and HEM [see (22), (23), (6)–(8)]
corresponding to these orientations can be expressed in
terms of the components Hmn of the matrix HG = HG1 +
HG2 as follows:

(35)

(36)

(37)

where the indices “+” and “–” refer to the orientations

of the x axis along the [110] (Fig. 2a) and 
(Fig. 2b) directions, respectively. Analytical expres-
sions for the components Hmn for the (110) cut of crys-
tals belonging to the point group 23 are well known [7,
17] and presented in the Appendix.

It should be noted that one of the two “opposite” ori-
entations of the crystal can be obtained from the other
by rotating the crystal through 180° about the y axis,
perpendicular to the grating vector. From (32)–(34), it

follows that, under this rotation, the coefficients and

 become negative, while the coefficient 
remains unchanged. For this reason, upon interaction
with the reference wave, the intensity and polarization
of the signal wave will generally be different for these
two opposite orientations of the crystal.

In the transverse geometry [11], where the grating

vector K is parallel to the  axis (K ⊥  [001]), the

coefficients  and  vanish. The coefficient  =

/  is independent of the orientation of the crystal,
and the polarization dependences of the two-wave gain
Γ(ϕ0) (curves 1 in Fig. 3) and of the rotation angle of
the polarization vector of the signal wave ∆ϕ(ϕ0)
(curves 2 in Fig. 3) remain unchanged under the rota-
tion of the crystal through 180° about the y axis. The
dependences presented in Fig. 3 correspond to the
interaction of light waves (λ = 633 nm) on photorefrac-
tive gratings with spatial periods Λ = 1 (Figs. 3a, 3b)
and 6 µm (Fig. 3c), produced by a diffusion mechanism
in a Bi12TiO20 crystal with a specific rotation of the
plane of polarization ρ = 6.3 deg/mm. Because bismuth
titanate has a high acceptor concentration, NA = 3 ×
1022 m–3 [18], we can assume that traps are not satu-
rated and put Esc ≅  ED [see (5)] for gratings with a

HΣ
± 1±

4
------ H11 H22 2H33 2H12–+ +( ),=

H∆
± 1+−

4
------=

× H11 H22 2H33– 2H12–+( ) θcos 4 2H13 2θsin+[ ] ,

HEM
± 1

4
--- H11 H22 2H33– 2H12–+( ) 2θsin=

– 2H13 2θcos ,

110[ ]

HΣ
±

H∆
± HEM

±

110[ ]
HΣ

± H∆
± HEM

±

r41
T r41

s
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period of Λ > 1 µm. Here and henceforth, the calcula-
tions are performed using the parameters of the
Bi12TiO20 crystal dealt with in [19]

In Fig. 3b, curve 3 is the polarization dependence of
the conventional gain 2G(ϕ0) [see (25)], not including
the contribution from nonunidirectional energy trans-
fer. This energy exchange can be seen to materially
affect the polarization dependences Γ(ϕ0) for thick
crystals with small grating periods, especially in the
region where 2G ≈ 0. At the same time, the contribution
from this energy exchange to the two-wave gain can be
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and of the rotation angle of the polarization vector of the sig-
nal wave ∆ϕ at the exit from a Bi12TiO20 crystal (2) on the
angle of the polarization vector at the entrance ϕ0 (the same
for both waves) for the vector of the photorefractive grating

K directed along the  axis and the following values of
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1 µm; and (c) d = 1 cm, Λ = 6 µm. The curves for x0 || [110]
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neglected and, hence, Γ(ϕ0) ≅  2G(ϕ0) for thin crystals
or small grating periods. A large amount of nonunidi-
rectional energy transfer produces a substantial change
in the polarization of the signal wave, being as large as
∆ϕm ≈ 30° for Λ = 1 µm and d = 10 mm. For the orien-

tation of the grating vector in question, K || , the
rotation angle of the polarization vector reaches its
maximum value ∆ϕm when Γ = 0. In this case, the con-
ventional energy transfer proceeds from the weak to the
strong beam and is exactly balanced out by the nonuni-
directional transfer of energy to the orthogonally polar-
ized component. The rotation angle of the polarization
plane of the signal beam produced by the nonunidirec-
tional energy transfer from the reference wave is
decreased with the increasing grating period and
decreasing interaction length. However, in the cases of
Λ = 1 µm, d = 1 mm (Fig. 3b) and Λ = 6 µm, d = 10 mm
(Fig. 3c), where the contribution from the nonunidirec-
tional energy transfer to the two-wave gain can be
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the rotation angle of the polarization vector of the signal
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entrance for the grating vector K directed along the 
axis and different thicknesses of the crystal: (a) d = 1 mm
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(curves 2). The spatial period of the grating is Λ =
1 µm.
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neglected, this rotation angle has noticeable values, as
large as ∆ϕm ≈ 3.5° and ≈4.9°, respectively.

The coefficient  vanishes for two specific ori-
entations of the grating vector: K || [001] (longitudinal

geometry [11]) and K || . In these cases, the two-
wave gain without the nonunidirectional energy trans-
fer 2GLP(ϕ0) changes its sign under the rotation of the
crystal through 180° about the y axis. These features of
the two-wave interaction are illustrated by Fig. 4a,
where the polarization dependences Γ(ϕ0) and ∆ϕ(ϕ0)

are presented for a grating with K ||  in a thin
crystal plate (d = 1 mm). For small interaction lengths,
the contribution from the nonunidirectional energy
exchange is insignificant, and the Γ(ϕ0) and ∆ϕ(ϕ0)
curves for two opposite orientations of the crystal (x0 ||
[110] and x0 || ) are virtually symmetric to each
other with respect to the zero level. As the interaction
length increases (Fig. 4b), the mutual symmetry of the
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curves disappears, because the nonunidirectional
energy transfer (always leading to an increase in the
amplitude of the weak wave [10, 13]) makes a notice-
able, positive contribution to the two-wave gain.

Figure 5 illustrates the features of the polarization
dependences in a more general case, where the coeffi-

cients , , and  are all nonzero. The curves
presented in this figure correspond to the grating vector

pointing along the  direction and possess no
symmetry under the rotation of the crystal through 180°
about the y axis for both large and small interaction
lengths.

An analysis of the ∆ϕ(ϕ0) and Γ(ϕ0) dependences
presented in Figs. 3–5 and of expressions (25)–(27) and
(29), describing them, reveals that the extremal values
∆ϕm of the rotation angle of the polarization vector of
the signal wave are observed at an extremal rate of
change of the two-wave gain Γ(ϕ0), with maximum
(minimum) values ∆ϕm corresponding to minimum
(maximum) values of the derivative dΓ/dϕ0.

Thus, we have shown that nonunidirectional energy
transfer can significantly affect the intensity and polar-
ization state of the signal wave in the case of two-wave
interaction on a photorefractive grating produced by
diffusion in a cubic gyrotropic crystal.
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APPENDIX

For a crystal belonging to the point group 23, the
dependence of the components of the symmetric matrix
HG = HG1 + HG2 on the angle θ defining the direction of
the grating vector K in the (110) plane (Fig. 2) has the
form [17]

(A1)

(A2)

HΣ
± H∆

± HEM
±

112[ ]

H11

e14 θ2 θcossin

r41
u C θ( )

--------------------------------=

× p11 p12+( ) 2C11 θ C44
E C12–( ) θ2sin+

2
cos[ ]{

+ p21 C11 θ2 C12 1 5 θ2cos–( ) 2C44
E 2θcos–+sin[ ] } ,

H22

e14 θ2 θcossin

r41
u C θ( )

--------------------------------=

× p11 p21+( ) 2C11 θ C44
E C12–( ) θ2sin+

2
cos[ ]{

+ p12 C11 θ2 C12 1 5 θ2cos–( ) 2C44
E 2θcos–+sin[ ] } ,
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(A3)

(A4)

(A5)

(A6)

where we have introduced the notation

(P7)

REFERENCES

1. D. J. Webb, A. Kieβling, B. I. Sturman, et al., Opt. Com-
mun. 108, 31 (1994).

2. V. V. Shepelevich, N. N. Egorov, and V. V. Shepe-
levich, Jr., J. Opt. Soc. Am. B 11, 1394 (1994).

3. J. R. Goff, J. Opt. Soc. Am. B 12, 99 (1995).

4. H. C. Pedersen and P. M. Johansen, J. Opt. Soc. Am. B
12, 592 (1995).

5. H. Tuovinen, A. A. Kamshilin, R. Ravattinen, et al., Opt.
Eng. 34, 2641 (1995).

6. H. C. Ellin and L. Solimar, Opt. Commun. 130, 85
(1996).

7. S. M. Shandarov, A. V. Reshet’ko, A. A. Emelyanov,
et al., Proc. SPIE 2969, 202 (1996).

8. H. Touvinen, A. A. Kamshilin, and T. Jaaskelainen, J.
Opt. Soc. Am. B 14, 3383 (1997).

9. V. V. Shepelevich, Opt. Spektrosk. 83, 172 (1997) [Opt.
Spectrosc. 83, 161 (1997)].

10. R. V. Litvinov and S. M. Shandarov, Opt. Spektrosk. 83,
334 (1997) [Opt. Spectrosc. 83, 313 (1997)].

11. E. Shamonina, V. P. Kamenov, K. H. Ringhofer, et al.,
Opt. Commun. 146, 62 (1998).

12. E. Shamonina, V. P. Kamenov, K. H. Ringhofer, et al., J.
Opt. Soc. Am. B 15, 2552 (1998).

H33

e14 θ2 θcossin

r41
u C θ( )

--------------------------------=

× p12 p21+( ) 2C11 θ C44
E C12–( ) θ2sin+

2
cos[ ]{

+ p11 C11 θ2 C12 1 5 θ2cos–( ) 2C44
E 2θcos–+sin[ ] } ,

H12 θ
2e14 p44

E θ2 θcossin

r41
u C θ( )

-------------------------------------------+cos=

× C12 C44
E–( ) θ2 2C11 θ2cos–sin[ ] ,

H13
θsin

2
-----------

e14 p44
E θsin

2r41
u C θ( )

-------------------------+=

× C12 θ2 6 θ2cos θ2sin–( )sin[

– C11 4 θ θ4sin+
4

cos( ) 2C44
E θ4sin– ] ,

H23 H13,–=

C θ( ) θ2 2C12
2 C11

2–( ) θ2cos 2C44
E θ2sin–[ ]sin=

– C11C12 θ2 θ2 C12C44
E θ2 5 θ2 1–cos( )sin+cossin

– C11C44
E 1 θ4cos+( ).



1442 LITVINOV et al.
13. V. Yu. Krasnoperov, R. V. Litvinov, and S. M. Shandarov,
Fiz. Tverd. Tela (St. Petersburg) 41, 632 (1999) [Phys.
Solid State 41, 568 (1999)].

14. V. V. Shepelevich, Y. Hu, A. Firsov, et al., Appl. Phys. B
68, 923 (1999).

15. B. I. Sturman, E. V. Podivilov, K. H. Ringhofer, et al.,
Phys. Rev. E 60, 3332 (1999).

16. M. P. Petrov, S. I. Stepanov, and A. V. Khomenko, Pho-
torefractive Crystals in Coherent Optics (Nauka,
St. Petersburg, 1992).
P

17. S. M. Shandarov, V. V. Shepelevich, and N. D. Khat’kov,
Opt. Spektrosk. 70, 1068 (1991) [Opt. Spectrosc. 70, 627
(1991)].

18. J. E. Millerd, E. M. Garmire, M. B. Klein, et al., J. Opt.
Soc. Am. B 9, 1449 (1992).

19. S. I. Stepanov, S. M. Shandarov, and N. D. Khat’kov,
Fiz. Tverd. Tela (Leningrad) 29, 3054 (1987) [Sov. Phys.
Solid State 29, 1754 (1987)].

Translated by Yu. Epifanov
HYSICS OF THE SOLID STATE      Vol. 42      No. 8      2000



  

Physics of the Solid State, Vol. 42, No. 8, 2000, pp. 1443–1446. Translated from Fizika Tverdogo Tela, Vol. 42, No. 8, 2000, pp. 1404–1407.
Original Russian Text Copyright © 2000 by Domoratski

 

œ

 

, Pastukhov, Kudzin, Sadovskaya, Rizak, Stefanovich.

                                                                                                                                                     

SEMICONDUCTORS 
AND DIELECTRICS
Raman Scattering in the Bi2TeO5 Single Crystal
K. V. Domoratskiœ*, V. I. Pastukhov*, A. Yu. Kudzin*, L. Ya. Sadovskaya*, 

V. M. Rizak**, and V. A. Stefanovich**
* Dnepropetrovsk State University, pr. Gagarina 72, Dnepropetrovsk 10, 320625 Ukraine

** Uzhgorod State University, Podgornaya ul. 46, Uzhgorod, 294000 Ukraine
e-mail: elf@ff. dsu. dp. ua
Received November 24, 1999

Abstract—Polarized Raman spectra of the Bi2TeO5 single crystal have been investigated for the first time. The
group-theoretic analysis of the first–order vibrational spectra is performed. The number of the experimentally
observed bands is less than the predicted number of normal modes. The spectral ranges with similar bands are
revealed. Some ranges in the spectra of Bi2TeO5 are identified from the spectral data for the materials containing
bismuth–oxygen and tellurium–oxygen complexes. © 2000 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

Bismuth tellurite (Bi2TeO5) has been investigated
[1–4] as a promising material with photorefractive and
acousto-optic properties. It is of interest to study the
lattice dynamics of its single crystal. The vibrational
spectra of Bi2TeO5 in the frequency range 4000–
400 cm–1 were studied by IR spectroscopy in [3, 4].
However, data on Raman spectra for single crystals of
this material are unavailable.

The purpose of this work was to perform the sym-
metry analysis of fundamental vibrations in the
Bi2TeO5 single crystal and to study these vibrations
experimentally by Raman spectroscopy.

2. GROUP-THEORETIC ANALYSIS

Bismuth tellurite crystallizes in an orthorhombic
crystal system and belongs to the noncentrosymmetric
space group Abm2. The unit cell of Bi2TeO5 with the
parameters a = 11.602 Å, b = 16.461 Å, and c =
5.523 Å contains formula units Z = 8 (N = 8Z =
64 atoms) [5].

The group-theoretic analysis of the first-order vibra-
tional spectrum of Bi2TeO5 was based on the atomic
site symmetry [6]. The number of bands assigned to the
single-particle interactions should correspond to the
number of atoms in the primitive cell. Since bismuth
tellurite has the base-centered unit cell, we have
accounted for vibrations of only half its atoms in our
analysis (n = 32). It is found that 3n = 96 normal atomic
vibrations of Bi2TeO5 are distributed over the symme-
try types as follows:

24A1 + 22A2 + 25B1 + 22B2 (optical),

A1 + B1 + B2 (acoustic).
1063-7834/00/4208- $20.00 © 21443
Vibrations of the A1(z), B1(x), and B2(y) types are the
polar ones (IR active).

3. EXPERIMENTAL TECHNIQUE
Single crystals of bismuth tellurite were grown by

the Czochralski technique. The batch was prepared
from a mixture of 47 mol % Bi2O3 and 53 mol % TeO2
(high-purity grade). The procedure of preparing the
Bi2TeO5 single crystals was described in [7]. Two sam-
ples were obtained in the from of parallelepipeds
4.5 × 7.5 × 9 mm and 5 × 12 × 6 mm in size with the
edges along the orthorhombic crystallographic axes
X || a, Y || b, Z || c.

The polarized Raman spectra were measured on a
DFS-24 spectrometer (excitation by a He–Ne laser;
wavelength, 632.8 nm; power, 50 mW) and a DFS-12
spectrometer (excitation by the second harmonic of a
YAG : Nd3+ laser; wavelength, 532.05 nm; power,
300 mW). The spectral resolution was 1 cm–1. The
measurements were performed in a 90° geometry. The
exciting radiation was focused on the sample by a col-
lecting lens. The spectra were recorded using the pho-
ton-counting method with a FEU-79 cooled photomul-
tiplier. In the present paper, we report and discuss the
results obtained with the DFS-12 spectrometer,
because a better signal-to-noise ratio has been achieved
in this case.

4. DISCUSSION OF RAMAN SPECTRA
Figures 1 and 2 demonstrate the Raman spectra of

the Bi2TeO5 single-crystal sample, which were
obtained on a DFS-12 spectrometer at room tempera-
ture. The experimentally found number of vibrational
bands (parenthesized in the figures behind the geome-
try of scattering) is less than the number of normal
modes predicted by the group-theoretic analysis. The
000 MAIK “Nauka/Interperiodica”
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Fig. 1. Raman spectra of Bi2TeO5 for diagonal components of the Raman tensor.
spectra of mixed vibrations shown in Fig. 2, together
with fragments of the spectra for the totally transverse
phonons, indicate the longitudinal-transverse splitting
of polar vibrations in Bi2TeO5 for the B1 and B2 repre-
sentations. Since the splitting is small, we can assume
that the ion contribution to the polarization is insignifi-
cant. However, it is quite detectable by Raman spec-
troscopy.

The spectral range below 150 cm–1 is characterized
by the presence of narrow, partially overlapping bands,
among which are rather intense bands and bands with a
low intensity. Above this range (150–400 cm–1), the
spectra contain broader bands of lower intensity. The
bands are actually absent in the range 400–600 cm–1. A
high-frequency range (above 600 cm–1) is characterized
by the presence of individual bands with different
P

degrees of damping. In molecular crystals, the interac-
tion between molecules, their translations, and libra-
tions manifest themselves in the low-frequency range
(external vibrations). The intramolecular vibrations are
observed at higher frequencies (internal vibrations). In
some cases, such a separation is carried out for ionic
complexes in ionic-covalent crystals. Bismuth telluride
exhibits several structural units [5]. Apparently, the fre-
quency range below 150 cm–1 is promarily attributed to
the bending vibrations of the Bi–O–Bi, Bi–O–Te, and
Te–O–Te bonds, which can be conditionally treated as
the interactions between coordination polyhedra of dif-
ferent types. The bands above 150 cm–1 are most prob-
ably associated with the vibrations inside the com-
plexes involved in Bi2TeO5.
HYSICS OF THE SOLID STATE      Vol. 42      No. 8      2000
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Fig. 2. Raman spectra of Bi2TeO5 for off-diagonal components of the Raman tensor.
Three types of bismuth–oxygen polyhedra with
sevenfold- and eightfold-coordinated oxygens are
found in the structure of Bi2TeO5 [5]. Similar seven-
fold-coordinated bismuth–oxygen polyhedra are
observed in sillenites, for example, in Bi12GeO20 [8].
The Raman spectra for α-Bi2O3 and sillenites are simi-
lar to each other [9]. The spectral range that corre-
sponds to the vibrational modes of α-Bi2O3 is limited
by the band at 445 cm–1. For sillenites, this band corre-
lates with the band at about 530 cm–1. However, accord-
ing to [9], the vibrational range of the Bi–O bonds is
limited by the frequency of 650 cm–1. It is quite proba-
ble that the majority of bands in the range 150–650 cm–

1 in the spectra of Bi2TeO5 can be attributed to vibra-
tions in the bismuth–oxygen polyhedra.
 SOLID STATE      Vol. 42      No. 8      200
The tellurium atom in the Bi2TeO5 lattice has the
nearest anionic environment, which consists of five
oxygen atoms. As follows from comparison of the
Te−O bond lengths, the main structural unit is the TeO3

pyramidal complex [5], whose molecular symmetry in
the given crystal is described by the symmetry group
C1. According to [10], the frequencies of internal vibra-

tions obtained for a free Te  ion with the C3ν sym-
metry in an aqueous solution of α-TeO3 are as follows:

 = 758,  = 703,  = 364, and  =
326 cm–1 (superscripts v and d designate the stretching
and bending vibrations, respectively). A certain corre-
lation between the band frequencies in the range 650–

800 cm–1 and the νd values for Te  is observed in the

O3
2–

ν1
v A1( ) ν3

v E( ) ν2
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spectra of Bi2TeO5. This correlation, together with the
actual absence of phonon activity in the adjacent lower-
frequency range (Figs. 1, 2), permits us to attribute the
bands in the range 650–800 cm–1 in the spectra of
Bi2TeO5 to the stretching vibrations of the TeO3 com-
plex.

A similar assignment of the bands in the range 400–
800 cm–1 to the vibrations of bismuth–oxygen and tel-
lurium–oxygen bonds was made in the IR spectro-
scopic study of bismuth tellurite [3].

The majority of the Bi–O bonds in the bismuth–
oxygen polyhedra of Bi2TeO5 and sillenites are close in
length. As is seen from Fig. 1, the bands at 519 and
~625 cm–1 of the totally symmetric representation A1
are located separately from the neighboring bands.
These bands correlate with the bands at ~537 and
621 cm–1 in the spectra of sillenites [9]. It is evident that
the former bands can be interpreted in a similar way;
i.e., they can be assigned to the stretching vibrations of
the Bi–O bonds, which are identical for the materials
under consideration [11]. In Bi2TeO5, the bond that cor-
responds to the former band is weaker and its vibrations
occur at a lower frequency. The location of the latter
band can indicate that the strength of the given Bi–O
bond in bismuth telluride is somewhat higher than that
in sillenites.

The difference in widths of the spectral bands in the
ranges above and below 150 cm–1, which is character-
istic of bismuth tellurite, is also observed for other bis-
muth-containing oxides considered previously [9].
Broad bands widths of the spectral bands in the range
of “intracomplex” vibrations are due to the site disor-
dering in polyhedral complexes. Within the crystal-
chemical approach, this disordering is explained by the
hybridization of the bonds between elements that have
uncompleted core orbitals (when the outer orbitals are
completely occupied) and occur in oxygen polyhedral
environment [9, 12]. This character of the bonds is
responsible for both the considerable width of the
bands in the higher-frequency range and its tempera-
ture sensitivity [9]. The decisive role of the site disor-
dering mechanism for Bi2TeO5 is shown by a consider-
able increase in the width of the bands in the range
150–650 cm–1, which is observed upon heating the
samples from 100 to 633 K in the geometry y(zz)x (for
P

example, from 10 to 30 cm–1 for the band at 236 cm–1).
The broadening of the bands attributed to the Te–O
stretching vibrations was also observed with an
increase in the temperature. It is probable that the tellu-
rium–oxygen complexes are disordered in a similar
manner. This can be the major reason for the discrep-
ancy between the experimental spectra obtained at
room temperature and the results of the group-theoretic
analysis.
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Abstract—Nonempirical computations are carried out for the chemical shift tensor for the 47, 49Ti nuclei in
crystalline modifications of titanium dioxide and barium titanate. Computations are made using the cluster
approach and the GAUSSIAN-94 program. A comparison with the experiment shows that such an approach can
be used for titanium oxides containing TiO6 complexes. It is noted that the choice of the basic wave functions
for the titanium atoms plays a significant role. © 2000 MAIK “Nauka/Interperiodica”.
The modern techniques of magnetic radiospectros-
copy of solids provide abundant information about the
electronic structure of the crystal lattice, the local sym-
metry of the structural positions, and the nature of the
chemical bond in the crystal. In the NMR technique,
the electric field gradient (EFG) and the chemical shift
tensor provide rich information concerning crystal
chemistry [1]. The chemical shift tensor reflects the
effects associated with the magnetic shielding of nuclei
in an external magnetic field. Its theoretical analysis is
based on the Ramsay theory. Quantitative computation
of magnetic shielding not only allows a detailed inter-
pretation of the experimental results, but also estab-
lishes possible correlations of the parameters of the
chemical shift with the structure and a number of prop-
erties of the crystal.

Recently published experimental NMR data on the
chemical shift of the 49Ti nuclei in two modifications
(anatase and rutile) of titanium dioxide [2] have trig-
gered investigations concerning the computation of the
magnetic shielding effect in these crystals. Additional
verification of the proposed computational technique
was made possible by the experimental results for the
47, 49Ti nuclei in BaTiO3 [3, 4].

Of special interest are the nonempirical quantum
chemical computations of the magnetic shielding (MS)
for atomic nuclei. For light nuclei (1H, 13C, 17O, 29Si),
such computations have been carried out quite success-
fully for a long time. An entirely different situation
arises in the case of heavier nuclei, including 47, 49Ti. So
far, the results of theoretical estimation of MS for tita-
nium have only been reported in a few publications [5–
7], and Tossell [5, 6] was the only one to consider not
only molecular, but also some crystalline titanium com-
pounds.
1063-7834/00/4208- $20.00 © 1447
In this work, it is proposed to carry out MS compu-
tations using the cluster approach, which was success-
fully applied for computing the EFG tensor at the sites
of quadrupole nuclei in crystals [8].

1. COMPUTATION OF THE MS TENSORS
FOR 47, 49Ti NUCLEI IN RUTILE 

AND ANATASE

The crystal structure of rutile and anatase, the two
modifications of TiO2, has been investigated thor-
oughly [9]. Both types of crystals are comprised of
TiO6 octahedra. This structural unit, viz., the titanium–
oxygen octahedron, was treated as a cluster in which
the lengths of bonds between atoms and the angles in
the cluster were taken directly from the structural data
for each crystal. All computations were carried out for
the cluster (TiO6)8– using the MO LCAO SCP (Hartree–
Fock–Roothaan) technique and the GAUSSIAN-94
program. The atomic bases (13s7p5d) for Ti [10] and
(10s, 6p)/[5s, 3p] for O [11], supplemented by the d
function with an exponent 0.85, were used. These bases
were found to be quite effective in quantum-chemical
cluster computations of a number of properties of crys-
talline titanium oxides [12]. Computations of the MS
tensor were based on the GIAO method [13, 14].

The principal values of the MS tensor computed for
47, 49Ti in rutile (σxx, σyy, σzz), and anatase [σxx = σyy =
σ⊥ , σzz = σ|| (axial symmetry)] are presented in Table 1.
These quantities are usually expressed in parts per mil-
lion, or ppm. The direction of the axes in the titanium–
oxygen octahedra are shown in the figure.

It should be remarked that, instead of the magnetic
shielding tensor, the relative quantity normally deter-
mined in experiments is the chemical shift tensor δ.
2000 MAIK “Nauka/Interperiodica”
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(The absolute scale for the shifts is only introduced for
a few nuclei.) The following relation holds for |σ| ! 1:
δ = σref – σs, where σs is the MS tensor for the given
nucleus in the sample, and σref is the MS tensor for the
given nucleus in the reference material.

In this connection, it would be expedient to compute

the MS tensor  for Ti nuclei in the reference mate-
rial for comparing the theoretical values of the MS ten-

sor  with the experimental values of δTi. Liquid
TiCl4 was used as the reference material as in [3].

For computing  in the TiCl4 molecule, we first
chose the same basis for the Ti atom as in TiO2. How-
ever, the value of the MS tensor was found to differ sig-
nificantly (by a factor of 1.5–3 depending on the basis
on Cl) from the available experimental data [5, 7] for
the optimized, and the experimental geometry of the
molecule. This discrepancy is probably associated with
the peculiarities of the basis for Ti in [10], which was

σref
Ti

σs
Ti

σref
Ti

(a) (b)
 Ti
 O

z

x
y

z

y

x

Choice of the direction of coordinate axes in the titanium–
oxygen octahedra of rutile (a) and anatase (b).

Table 1.  Cluster computations of the tensor of magnetic
shielding for 47, 49Ti in rutile and anatase

σTi, ppm

σxx σyy σzz

Rutile 416 437 514

Anatase 440 440 378

TiO( )6
8–

Table 2.  Computations of the tensor of magnetic shielding
for 47, 49Ti in the TiCl4 molecule 

Basis σTi, ppm References

3–21G* –298

Our work6–31G* –472

6–311G* –502

Double-zeta with auxiliary functions –404 [7]

Polarized double-zeta –482 [5]
P

optimized not for the ground state, but for an excited
state (5F) of the Ti atom. It was mentioned above that
the efficiency of such a basis was proved in the compu-
tations of a number of properties of crystalline oxides
of titanium, whose basic structural fragment is the tita-
nium–oxygen octahedron. Apparently, such a basis
may not be effective for other titanium compounds.
Hence, we computed the MS tensor for 47, 49Ti nuclei
for several standard balanced bases on Ti and Cl atoms,
e.g., 3–21G*, 6– 31G*, and 6–311G*. It follows from

Table 2 that the value of  (in view of the symmetry
of the molecule, the MS tensor is isotropic and has only
one independent component) changes monotonically
with the broadening of bases in the series under consid-
eration, and agrees well with the data available in the
literature [5, 7]. For a theoretical estimation of the
chemical shift tensor in both modifications of TiO2, two

values of  obtained in the most comprehensive
bases 6–31G* and 6–311G* were tried:

(1) = –472 ppm, (2) = –502 ppm.

Table 3 shows the theoretical values of the chemical
shift for rutile and anatase.1 A comparison with the
experiment shows a good agreement between these
quantities for anatase (3–5%) and a slightly worse
agreement for rutile (8–15%). Apparently, this discrep-
ancy is due to the different accuracies of measurement
of δTi in the two modifications of TiO2. Indeed, while
measuring the chemical shift in rutile [2], we used the
data on quadrupole interaction obtained by Kanert and
Kolem [15] without taking into account the magnetic
shielding of Ti nuclei. On the other hand, the parame-
ters of chemical shift tensor and quadrupole interaction
tensor for anatase were determined from the same
experimental spectra [2]. However, it is quite likely that
the discrepancy between the theory and experiment is
due to the error in computations that were carried out
without taking into account the effect of the crystal sur-
rounding of the cluster, among other things. It is quite
difficult to take this effect into consideration for mate-
rials like TiO2, which have a rather low symmetry.

During an analysis of the experimental values of
shifts in TiO2, it was observed that the direction of the
minimum component of the shielding tensor coincides
with the longest Ti–O bond [2]. This observation was
confirmed by the computations: it gives the minimum
value of σ along the maximum length of the bond in
both rutile and anatase. On the other hand, another cor-
relation mentioned in [2], viz., the relation between the
isotropic part of the MS tensor and the average Ti–O

1 The advantage of the 6–31G* basis for Ti in the molecule of TiCl4
over the basis (13s7p5d) was further confirmed by the following
computations: within the first basis, the optimized geometry of
the molecule and its IR frequencies coincide to within 2–7% with
the experimental results, while the introduction of the second
basis deteriorates the result and causes a 5–15% deviation of
these quantities from the experimental values.

σref
Ti

σref
Ti

σref
Ti σref

Ti
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bond length in the octahedron, was not confirmed by
computations.

2. COMPUTATION OF THE MS TENSOR 
FOR 47, 49Ti NUCLEI IN BARIUM TITANATE

Technologically, barium titanate BaTiO3 is the most
important and intensively studied ferroelectric crystal.
It has a perovskite cubic structure at temperatures
higher than the Curie temperature (T = 130°C), and
undergoes a series of structural phase transformations
upon cooling: from cubic to tetragonal symmetry and
further to orthorhombic and rhombohedral symmetry.

The NMR spectra of the 47, 49Ti nuclei in BaTiO3

were studied in [3, 4]. The chemical shift δTi relative to
TiCl4 was determined for the cubic phase. In the tetrag-
onal phase, we measured the anisotropic component of
the chemical shift tensor δa, which was defined in [4]
for the case of axial symmetry as follows:

The technique for calculating the magnetic shield-
ing proposed above is also applicable to these two
phases of BaTiO3. For the (TiO6)8– clusters having the
geometry of the corresponding phases, the results of
computations are presented in Table 4.

δa δiso δ||– δ|| 2δ⊥+( ) 3 δ||–⁄= =

=  2 3 2δ⊥ δ||–( )⁄ .

Table 3.  Comparison of the theoretical values of the chemical
shift tensor for 47, 49Ti in rutile and anatase with the experimen-
tal results

σref , ppm

δ, ppm

rutile anatase

δxx δyy δzz δ⊥ δ||

Theory –472 –888 –909 –986 –912 –850

–502 –918 –939 –1016 –942 –880

Experiment –815 –885 –885 –960 –840
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A comparison with the experimental results shows
that computations for the cubic phase do not yield a
good agreement between the theoretical and experi-
mental values of the shift δTi. To improve the results,
one can try to take into account the crystalline sur-
roundings of the cluster, simulating it by a set of point
charges while preserving the electric neutrality of the
system. In the case under consideration, we surrounded
the cluster (TiO6)8– by eight charges q = +1.0e (e is the
elementary charge) occupying the Ba ion positions.
The correctness of such a choice is confirmed by calcu-
lations of the potential at the site of the Ti nucleus under
consideration. We compared the values of the potential
created by the above-mentioned eight charges, on the
one hand, and the infinite lattice of point charges on the
other. For the lattice formed by the point charges qBa =
+2.0e, qO = –1.5e, qTi = +2.5e (qTi has a value close to
the Millikan’s charge in the cluster computations), it is
shown by the results of computations that these two
potentials coincide to within 5%. The value of the ten-
sor δTi in the cubic phase of BaTiO3 for the system
[(TiO6)8– + 8e] agrees well with the experimental data
(Table 4). Table 4 also shows the results of computa-
tions of the MS tensor for the tetragonal phase of bar-
ium titanate. Since only the anisotropic part of the
chemical shift tensor was determined in the experi-
ments, a comparison with the computational results
was confined only to this quantity. In view of the small-
ness of the quantity δa and the fact that it is the differ-
ence between two large quantities, we can assume that
the agreement between the theory and the experiment is
quite satisfactory.

Thus, the following conclusions can be drawn from
the results of our investigations:

(1) The proposed cluster approach is completely
applicable for nonempirical computations of the MS
tensor of nuclei 47, 49Ti in the crystals containing TiO6
octahedra. It provides a qualitative, as well as quantita-
tive, description of the magnetic shielding effects.

(2) The choice of a basis for Ti atoms in the MS
computations is the most important problem. Different
Table 4.  Computation of tensors σTi and δTi for two phases of BaTiO3

BaTiO3

Theory Experiment

σ, ppm σref , ppm δ, ppm δa, ppm δ, ppm δa, ppm

433
–472 –905

0 0
–502 –935 –741

[  + 8e]cub 267
–472 –739 [5]

–502 –769

σ⊥  : 418
12

– 40

σ|| : 436 [6]

TiO6( )cub
8–

TiO6( )8–

TiO6( )tetr
8–
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sets of bases are found to be optimal for oxides and
halogenides of titanium.

(3) A proper consideration of the effect of the cluster
surroundings may turn out to be important for refining
the isotropic part of the MS tensor.
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Abstract—Thermoionization of bound polaron states in γ-irradiated KBr and NaCl crystals is studied in the
temperature range 71–104 K. It is shown that the complex shape of the thermoionization curves in this temper-
ature range is determined by the presence of three types of electron traps that are unstable (each trap decays
according to an exponential law) and one type of stable trap. This explains a sharp break on the dependence of
the logarithm of the lifetime on the reciprocal temperature, which is observed for a KBr crystal, as well as a
number of discrepancies in the results obtained by other authors. The physical parameters (activation energy H
for thermoionization, the optical absorption peak Eop, the spectral photoionization threshold Ei, and the energies
of phonons participating in the optical absorption, Lop, and in photoionization, Lphc) obtained in the present
paper and in our earlier studies on KCl, NaCl, and KBr crystals are analyzed, and the relations between these
quantities predicted by available theories are considered. © 2000 MAIK “Nauka/Interperiodica”.
1. In 1987, a two-step photoconductivity was dis-
covered in γ-irradiated NaCl crystals at low tempera-
tures (4.2–70 K) [1]. The essence of this phenomenon
can be described as follows. It is well known that the
illumination of colored alkali halide crystals (AHCs),
i.e., crystals containing F centers, by F-light (2–3 eV)
may lead to photoconduction in them [2]. Infrared light
does not cause noticeable photoconduction. However,
the combined effect of IR and F-light can induce pho-
toconductivity that is several times stronger than that
induced by F-light alone. Moreover, if a sample prelim-
inarily exposed to F-light is illuminated by IR radiation
even after some time following the first exposure, pho-
toconduction, which will be henceforth referred to as
IR photoconduction stimulated by F-light, is also
induced. It disappears when the sample is exposed to an
intense IR pulse or a low-intensity IR pulse of long
duration. This effect leads to the conclusion that γ-col-
ored AHCs contain traps that can capture electrons
from the excited F centers and lose them under the
action of IR light. It was established that these traps are
virtually stable at low temperatures, but they lose the
electrons trapped in them upon heating (thermoioniza-
tion process). The spectrum of IR photoconductivity
stimulated by F-light and the kinetics of the two-step
photoconduction in NaCl were investigated in detail in
[3, 4]. Later, similar effects were observed in colored
crystals KBr and KCl [5].

At low temperatures, the concentration of filled
traps could attain large values owing to the stability of
the created electron states, which allowed us to observe
their optical absorption spectrum [6, 7]. An analysis of
the spectra of photoconduction and photoabsorption
1063-7834/00/4208- $20.00 © 21451
stimulated by F-light revealed that this new type of
traps exhibits the properties of polarons [5–7], i.e., the
presence of a periodic structure corresponding to a lon-
gitudinal optical phonon participating in absorption,
the specific temperature dependence of the photoab-
sorption spectrum, and a considerable difference in the
positions of spectral peaks of optical absorption and
stimulated IR photoconduction. Since the lifetime of
electrons in the traps under investigation is long at low
temperatures (the value of a photocurrent in a sample
with filled traps remains unchanged after holding it for
50 min in the dark at T = 4.2–65 K), it was concluded
that these states are probably bound polarons. It turned
out that the optical absorption spectra of the traps
responsible for IR photoconductivity stimulated by F-
light in various AHCs perfectly coincide with the data
reported in [8–11]. Jacobs [11] called the new type of
centers the Ie centers. However, the results of experi-
ments on the thermoionization of Ie centers reported in
those papers are controversial. In order to explain the
dependence of the lifetime t of the Ie centers on the
reciprocal temperature 1/T, the authors of those publi-
cations proposed various models presuming hyperbolic
and logarithmic time dependences C(t) of the concen-
tration of Ie centers at a given temperature T during
thermoionization. Although the experimental points fit
the theoretical C(t) curve well, neither model can
explain the emergence of a kink on the temperature
dependence t(1/T) of the lifetime for KBr crystals [11].
A clear physical pattern of the processes occurring in a
crystal during the thermoionization of Ie centers at a
given temperature was not given, even in the last publi-
cation [11], by these authors. We have already pub-
000 MAIK “Nauka/Interperiodica”
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lished the results of an investigation of the thermoion-
ization of IR traps in colored KCl crystals [12]. In the
present work, we describe the results of similar experi-
ments on colored KBr and NaCl crystals.

2. Experiments were made on samples prepared from
γ-irradiated NaCl and KBr single crystals. The concen-
tration of F centers was as high as 1017–1018 cm–3. The
temperature range in our experiments was 71–104 K
for KBr and 73–89 K for NaCl, which ensured the char-
acteristic decay time from 5 to 4000 s accessible for
measurements. The details of the experimental tech-
nique are described in detail in [12]. Before each mea-
surement, a sample was exposed to F-light in order to
create the required states, and after each measurement
the sample was cleared of the filled traps by a high-
intensity IR pulse in order to avoid their uncontrollable
accumulation. Naturally, the intensity of F-light and the
exposure time in the entire measuring cycle were main-
tained constant to the maximum possible extent. As an
F-light source, we used a tungsten lamp SI-8 with light
filters SS-8 + SZS-25 for NaCl and ZhS-18 + SZS-25
for KBr. The same lamp was used as a source of a high-
intensity IR source with light filters IKS-1 for NaCl and
IKS-1 + germanium light filter for KBr. The two proce-
dures were accomplished with a disconnected power
supply to avoid the polarization of the sample. At time
t after switching off the F-light, the power source was
switched on, the electrometer was connected, and a
testing monochromatic IR pulse was supplied. For this
purpose, an IKS-21 spectrophotometer with a lithium
fluoride prism was used with a globar as a light source.
The photon energy of this light (0.51 eV for both NaCl
and KBr) was chosen such that the signal was maximal.
The light pulse induced a photocurrent detected by the
electrometer. For each measuring point (for a given
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Fig. 1. Thermoionization curves for electron traps in γ-col-
ored KBr crystals for various temperatures T (K): 72 (1), 77
(2), 82 (3), 90 (4), 101 (5), and 104 (6).
P

holding time t in this research, or for each wavelength
λ of IR light in spectroscopic experiments), the entire
cycle was repeated twice, but for opposite polarities of
the voltage applied to the sample. This complex proce-
dure significantly increased the time of measurements,
but completely eliminated the effect of sample polar-
ization, emerging in each measurement, on subsequent
measurements and precluded its gradual accumulation.
The dependence of the results of measurements on the
mode of movement on the time scale in this work and
on the wavelength scale in spectral studies was also
ruled out. The photocurrent I(t) being detected was
taken to be a measure of the concentration of traps filled
with electrons (bound polaron states) since the concen-
tration of electron states filled with electrons was a few
orders of magnitude lower than the concentration of
other traps (e.g., F centers) for a short duration of the
F-light pulse (normally, 10 s), and we could thus
neglect the change in the electron mean free path in the
course of the experiment.

3. Figures 1 and 2 show the experimental depen-
dences of photocurrent I on the time t at a given temper-
ature for KBr and NaCl crystals, respectively. As in the
experiments with KCl crystals, the shape of the curves
for all the crystals depends on the wavelength of the
testing light, which indicates the presence of several
types of traps. The thermoionization curves for KBr
crystals (Fig. 1) intersect one another like the curves for
KCl crystals in [12]. This is not observed for NaCl
(Fig. 2). The results were processed under the assump-
tion that the crystal contains several different electron
states whose thermoactivated decay involves the loss of
an electron captured earlier (i.e., thermoionization),
and that the process occurs according to an exponential
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Fig. 2. Thermoionization curves for electron traps in γ-col-
ored NaCl crystals at various temperatures T (K): 73 (1), 75
(2), 81 (3), 82 (4), 84 (5), 85 (6), and 89 (7).
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law. The thermoionization curves for the KBr crystal
(see Fig. 1) are correctly described by the formula

under the condition that a + b + c + d = 1, where I0 is
the photocurrent at the instant of time t = 0; a, b, c, and
d are the coefficients reflecting the contributions of the
a-, b-, c-, and d-type traps, respectively; and τa, τb, and
τc are the lifetimes of electron traps of the correspond-
ing types. The electron states of the d type are deeper
traps, stable in the given temperature range. The photo-
conductivity spectrum (Fig. 3) contains a long-wave
edge of these states, whose maximum was not attained
(Emax > 0.85 eV). Figure 4 shows the temperature
dependence of the lifetimes. The graphs in the figure
were used for obtaining the following values of the acti-
vation energy: Ha = 0.125, Hb = 0.026, and Hc =
0.017 eV. The graphs explain the presence of a sharp
break on the ln t vs. 1/T curve for KBr crystals in [11].
When the characteristic lifetime t is determined from
the slope of the initial segment of the thermoionization
curve plotted in the ln t vs. 1/T coordinates, only the
“faster” segments of the two intersecting straight lines
are left for each temperature, forming a sharp break.

The experimental curves for NaCl crystals (see
Fig. 2) can also be described by the above formula. The
constant component is very small, but it plays a signif-
icant part. The activation energies for various traps in
NaCl crystals, which are derived from the graphs in
Fig. 4, are as follows: Ha = 0.146, Hb = 0.126, and Hc =
0.111 eV.

4. This model can interpret not only the experimen-
tal facts described above (such as the change in the
thermoionization curves with the wavelength of the
testing light and the presence of a break on the curve
describing the lifetime of the Ie centers in [11]), but also
the discrepancies in the results obtained by different
authors. Schneider [13] proposed a model in which a
trap is assumed to be an impurity of another alkali cat-
ion in the crystal (e.g., Na+ impurity in KCl). In his
experiments, the IR absorption stimulated by F-light
increases with the concentration of Na+ impurity in
KCl. However, the absorption peak corresponds to
170 K, while the maximum absorption in our experi-
ments and in [11] is observed at lower temperatures.
Moreover, Jacobs [11] observed a decrease in the IR
absorption stimulated by F-light upon an increase in
the concentration of Na+ impurities in KCl. A compar-
ison of the results obtained in [13] and [11] leads to the
conclusion that the electron traps observed in these
experiments were different. According to our experi-
ments, the electron traps under investigation are not
identical. At low temperatures, the absorption due to a-,
b- and c-type traps prevails; these traps are vacated
almost completely at 170 K and, at high temperatures,
the absorption by d-type traps dominates. Schneider
[13], who studied the impurity concentration depen-
dence of absorption, apparently dealt with d-type traps,

I/I0 a t– /τa( ) b t– /τb( )exp c t/τa–( ) d+exp+ +exp=
PHYSICS OF THE SOLID STATE      Vol. 42      No. 8      200
while Jacobs [11] studied the traps of the a, b, and c
types. It was mentioned above that the electron states
under investigation exhibit polaron properties. At the
same time (at any rate, at low temperatures), they are
stationary; otherwise, their lifetime could not be long,
even at low temperatures. Consequently, we are dealing
either with a so-called bound polaron, viz., a polaron
localized at a crystal defect due to a weak interaction
with it (for this reason, it exhibits the properties of a
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Fig. 3. IR photoconduction stimulated by F-light in γ-col-
ored AHCs. The sample temperature T = 9 K for all crystals.
The error of measurements was 4% for NaCl crystals and
2% for KBr and KCl crystals.
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Fig. 4. Temperature dependence of the lifetime for traps in
γ-colored KBr and NaCl crystals.
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Parameters of investigated polaron states in NaCl, KCl, and KBr

Parameters NaCl KCl KBr

Ha , eV 0.146 0.303 [12] 0.125

0.22 [11] 0.33 [11] 0.17 [11]

Hb , eV 0.126 0.18 [12] 0.026

Hc , eV 0.111 0.017

Eop, eV 0.32 [6] 0.36 [7] 0.32 [7]

0.33 [11] 0.36 [11] 0.32 [11]

Ephc, eV 0.53 [3] 0.71 [5] 0.57 [5]

Ei , eV 0.25 [3] 0.48 [5] 0.35 [5]

Lop, meV 31.6 [6] 24.8 [7] 20.0 [7]

31.0 [11] 25.0 [11] 19.8 [11]

Lphc, meV 35.44 [3] 26.78 [5] 21.08 [5]

D, % 10.8 [5] 7.4 [5] 5.2 [5]

Note: Here, Eop is the position of the optical absorption peak for bound polaron states, Ephc and Ei are the position of the peak and the
spectral photoionization threshold for the same states, Lop and Lphc are the energies of a longitudinal optical phonon obtained from
the optical absorption and photoionization spectra, respectively, and D = (Lphc – Lop)/Lphc is the degree of softening of the phonon
modes according to [5].
conventional polaron), or with a small-radius polaron
localized at a conventional lattice site, which can only
jump over similar sites due to tunneling or thermoacti-
vation. For this reason, it would be interesting to com-
pare the experimental parameters obtained for the
object under investigation with the corresponding
quantities predicted by the existing theories. The tem-
perature dependence of the optical absorption spectrum
completely coincides with the theoretical prediction by
Loos and Straka [14] on the infrared absorption pro-
duced by small polarons.

Periodic oscillations observed in the optical absorp-
tion and photoionization spectra made it possible to
determine the energy of a longitudinal optical phonon
participating in the corresponding process [5]. The
accuracy of its determination is large enough to reliably
establish that the energy of a phonon participating in
the photoionization process is greater than the corre-
sponding value determined from the optical absorption
spectra (see table).

If we assume that an electron is ejected to the con-
duction band during photoionization, it is reasonable to
assume that the phonons required for this process are
ordinary LO-phonons of the crystal, while the phonons
participating in the formation of optical absorption
spectra are connected with the excitation of intrinsic
degrees of freedom of the polaron. The theoretical anal-
ysis carried out by Alexandrov and Capellman [15] pre-
dicts the “softening” of active phonon modes of a
polaron as compared to analogous modes of the crystal.
In this case, the experimentally determined value of D
is the degree of “softening” of the phonon modes cor-
responding to the bound polaron. It is possible, how-
ever, that an electron leaves the bound polaron not in
the form of a band electron, but together with a certain
P

deformation of the lattice surrounding it, i.e., in the
form of a free polaron. In this case, this quantity is the
difference between the “softenings” of the phonon
modes of a free and a bound polaron.

According to Pekar [16], the ratios of the polaron
energy Ep, the optical absorption peak Eop of a polaron,
and the spectral threshold Ei of its photoionization are
Ep : Eop : Ei = 1 : 2 : 3. The ratio Ep : Eop = 1 : 2 satisfac-
tory agrees with the experimental data for a-type traps
in NaCl and KBr, as well as for b-type traps in KCl:
2Ha = 0.29 eV (.0.32 eV) in NaCl, 2Hb = 0.36 eV
(.0.36 eV) in KCl, and 2Ha = 0.25 eV (.0.32 eV) in
KBr (see table). Calculating the spectral photoconduc-
tion threshold for the shallowest electron states accord-
ing to Pekar’s theory, we obtain the following values:
3Hc = 0.33 eV in NaCl and 3Hb = 0.54 eV in KCl,
which are in satisfactory agreement with the spectral
photoconductivity threshold (see Fig. 3) ~0.25 and
~0.48 eV in NaCl and KCl, respectively. This probably
indicates the presence of even shallower polaron states.
The spectral photoionization threshold for the shallow-
est trap in KBr crystals was 0.05 eV. Our setup did not
allow us to work with a phonon energy lower than
0.2 eV, and the actual possible range was even smaller
(see Fig. 3) and was determined by the intensity of the
signal required for reliable measurements.

5. Our experiments revealed that the polaron states
responsible for the IR photoconduction stimulated by
F-light in colored AHCs are electron traps of several
types. The table contains the physical parameters of
polaron states corresponding to various types of traps.
The origin of the traps investigated by us remains
unclear. New information concerning this problem can
HYSICS OF THE SOLID STATE      Vol. 42      No. 8      2000
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be obtained, for example, from an analysis of electron
states in additively colored AHCs.
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Abstract—If a stress σ is applied to a polycrystal of grain size L, the mode of creep deformation depends on
the answers to the following questions: (I) Does σ exceed the Peierls stress σp; (II) Does L exceed the disloca-
tion spacing in a Taylor lattice stabilized by σp; (III) Does Lσ exceed the value required for a Frank–Read or
Bardeen–Herring source to operate within the grain? (IV) Does L1/2σ exceed the Hall–Petch value required for
slip to propagate across a grain boundary? The (L, σ) plane is thus partitioned into regions in which different
creep modes predominate. © 2000 MAIK “Nauka/Interperiodica”.
1. DIFFUSIONAL CREEP 
AND HARPER–DORN CREEP

In diffusional creep, transport of matter occurs by
the migration of vacancies from grain boundaries
roughly normal to a tensile stress to boundaries roughly
parallel to this stress. The migration occurs either
through the body of the grain [1, 2] or along the grain
boundaries [3]. In Harper–Dorn creep, vacancies
migrate from edge dislocations with their Burgers vec-
tors roughly parallel to the tensile axis to edge disloca-
tions with their Burgers vectors roughly perpendicular
to the tensile axis. The spacing l between adjacent dis-
locations, which are modeled as forming a Taylor lat-
tice, reaches an equilibrium value such that the stress
each dislocation exerts on its neighbor is of the order of
the Peierls stress σp [4, 5]. Thus,

, (1)

and Harper–Dorn creep is possible only if l < L, i.e.,

(2)

When this condition is satisfied, the diffusion paths
for Harper–Dorn creep are shorter than those for diffu-
sional creep, and Harper–Dorn creep will be faster than
Nabarro-Herring creep provided that [6]

(3)

Different modes of creep will operate depending on
whether the product Lσ is or is not large enough for
Bardeen–Herring climb sources to operate within or on
the surface of the grain. If the line tension of a disloca-
tion is Γ, sources can operate freely if

(4)

With Γ ≈ b2µ/2, where µ is the shear modulus, this
becomes

(5)

bµ/2πl σp, l bµ/2πσp≈≈

L bµ/2πσp.>

L/b 7µ/σp.>

bσ 4Γ /L.>

Lσ 2bµ.>
1063-7834/00/4208- $20.00 © 21456
The authors of [7, 8] interpret this kind of formula
in the following way. As diffusional creep occurs, edge
dislocations climb along the grain boundaries. Inequal-
ity (5) represents the condition that, if these disloca-
tions are removed, they can be replaced by new dislo-
cations generated by Bardeen–Herring sources in the
grain boundaries. This interpretation seems to be incor-
rect on two grounds. First, a typical large-angle bound-
ary contains edge dislocations all of the same sign sep-
arated by distances of the order of b/3. If these disloca-
tions all climbed out of the boundary and were not
replaced, the total deformation would be of the order of
30%, larger than that normally observed in diffusional
creep. In fact, the dislocations will not disappear, but
will, statistically, continue to climb in adjacent grain
boundaries. Second, it is not clear why Bardeen–Her-
ring sources should operate preferentially in grain
boundaries. When inequality (5) is satisfied, sources
can operate within the grains, probably even more
freely than in the grain boundaries.

Inequality (5) should rather be interpreted in the fol-
lowing way. The equilibrium spacing l of Eq. (1) is
achieved by a balance of the multiplication of disloca-
tions by the operation of Bardeen–Herring sources
within the grain and the annihilation of dislocation
pairs under their mutual attraction. This process occurs
and Harper–Dorn creep is possible if inequality (4) is
satisfied. If the inequality is not satisfied, dislocations
climb into the grain boundaries and are absorbed, and,
after a possible transient, diffusional creep, rather than
Harper–Dorn creep, occurs.

2. STRESSES ABOVE THE PEIERLS STRESS

When the applied stress σ exceeds the Peierls
stress σp,

(6)σ σp,>
000 MAIK “Nauka/Interperiodica”
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dislocations can move freely by glide.
If, in addition, inequality (5) is satisfied, disloca-

tions will multiply by glide within the cell much more
rapidly than they can annihilate by climb. Harper–Dorn
creep gives way to power-law creep [9]. If the product
L1/2σ is less than the Hall–Petch stress-intensity fac-
tor kHP

(7)

glide cannot percolate from one grain to its neighbor.
A possible mode of deformation is then that consid-

ered by Spingarn and Nix [10], which can be outlined
as follows. The reduced stress is large enough to sup-
port glide on only one system in each grain. Coherence
between the grains is maintained largely by sliding on
the grain boundaries. This sliding is impeded by ledges
formed on the boundaries by pile-ups of dislocations.
The rate-controlling process is the smoothing of these
ledges by the diffusion of vacancies between adjacent
ledges. The distance λ between adjacent slip planes in
a grain is likely to be of the order of the dislocation
passing distance, given by

or

(8)

Allowing for the piling-up of dislocations, the work
done by the external stress when a vacancy is trans-
ferred from the head of a pile-up is easily seen to be of
the order of 

(9)

On average, a vacancy travels a distance λ/4 to
relieve the local strain, and so the thermodynamic driv-
ing force on a vacancy is

(10)

If the effective diffusion constant is De, the flux φ of
vacancy is De/kT times the thermodynamic force, or

(11)

At high temperatures, diffusion will occur through
the bulk, De will be the bulk coefficient of diffusion D,
and the flow of vacancies at each step will occur
through an area of order Lλ/2 = Lbµ/4πσ. The volume
V of matter transported at each step in unit time is then

(12)

The time t taken to remove a step is

(13)

The shear strain is b/λ, and so the strain rate  is
given by

(14)

L
1/2σ kHP,<

bσ b
2µ/2πλ=

λ bµ/2πσ.=

W Lb
2σ2

/2µ.=

4W /λ 4πLbσ3
/µ2

.=

φ 4πLbσ3
De/µ

2
kT .=

V Lbµφ/4πσ L
2
b

2σ2
D/µkT .= =

t bλL/8V µ2
kT /16πLσ3

D.= =

ε̇

ε̇ b/λ t 32π2
Lσ4

D/µ3
kT .= =
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At low temperatures, D is replaced by the grain-
boundary diffusion coefficient Db, and the flux of
vacancies occurs over an area of order Lb. The strain
rate is then

(15)

Both processes occur within the normal range of
power-law creep.

At higher stresses, several glide systems operate in
each grain, and dislocation cells are formed having
widths w given approximately by

(16)

Under these conditions, power-law creep with an expo-
nent 4–5 is observed. As the discussion in [11] shows,
simple mechanisms of creep in this structure lead to the
“natural” exponent of 3. An exponent of 5 can be
obtained by assuming that diffusion occurs along the
cores of dislocations, which are present with a density
proportional to σ2, but such a process would have an
activation energy of only about half the observed value,
which is close to that for the lattice self-diffusion. Other
models of power-law creep [12, 13], which take into
account the formation of dislocation cells within the
grains, involve rather arbitrary assumptions.

3. POWER-LAW BREAKDOWN

When inequality (7) is not satisfied, a slip in one
grain can transfer to a neighboring grain. While there is
still some thermal activation of the slip process, as is
shown by the slow decrease in flow stress with increas-
ing temperature, the rate of deformation is no longer
controlled by diffusion, but is a rapidly increasing func-
tion of stress. This is the domain of power-law break-
down.

4. NUMERICAL VALUES

The quantities entering this analysis are b and µ,
which are well determined, and σp and k. Both theoret-
ical and experimental values of the Peierls stress σp fall
into two classes, with one class being several hundred
times greater than the other. There are reasons to
believe that, in problems of progressive plastic defor-
mation, it is the values of the lower class that are rele-
vant [14], and we use these. There are no satisfactory
theoretical estimates of the Hall–Petch coefficient k,
and we use values from the review by Hansen [15].

For aluminum, the relevant parameters are b =
2.86 × 10–10 m, µ = 26 × 109 Pa, σp = 2.5 × 10–5 µ, kHP =
0.53 × 105 Nm–3/2, and the relevant diagram is shown in
Fig. 1.

The present analysis does not apply to very high
stresses, where the lattice may break down, or at high
stresses and very small grain size, where the Hall–
Petch criterion may not apply because a pile-up of sev-

ε̇ 128π3
Lσ5

Db/µ4
kT .=

w 10.5bµ/σ.=
0



1458 NABARRO
eral dislocations within the cell is not possible. The
regions where the analysis does not apply are indicated
in the figure.

When Lσ is below the Bardeen–Herring limit, dislo-
cations cannot multiply within the grain even if σ > σp.
Dislocations are swept into the grain boundaries, and
only diffusional creep is possible in the steady state.
Above the Bardeen–Herring limit, Harper–Dorn creep
occurs when σ < σp, and the grain size is not too small,
or, more precisely, for very large grain sizes where
L1/2σ is large enough to allow dislocations to cross the
grain boundary. For σ somewhat below σp, the
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Fig. 1. The plane of grain size L and applied stress σ is
divided into domains of different creep models in aluminum
by four boundaries: the Peierls stress σp, the grain size at
which Harper–Dorn creep becomes possible (or becomes
faster than diffusional creep), the product Lσ above which
Bardeen–Herring (or Frank–Read) sources can operate
within the grain, and the Hall–Petch product L1/2σ above
which glide can percolate between grains.

Fig. 2. A creep-mode diagram for copper similar to that of
Fig. 1 for aluminum. There is a new domain, in which σ <
σp. Lσ exceeds the Bardeen–Herring limit, but L1/2σ is
below the value at which Harper–Dorn creep is faster than
diffusional creep.
P

Bardeen–Herring limit occurs at about log(L/b) = 6,
corresponding to L = 290 µm, in reasonable agreement
with the value of 400 µm estimated by Mohamed [16]
from the experimental data. Power-law creep occurs in
the region bounded by the Bardeen–Herring limit, the
Peierls stress, and the Hall–Petch stress line. The region
above both the Bardeen–Herring and the Hall–Petch
lines is that of a power-law breakdown.

For copper, b = 2.56 × 10–10 m, µ = 48 × 109 Pa, σp =
10–5 µ, kHP = 1.6 × 105 Nm–3/2, and the resulting diagram
in the (L, σ) plane is shown in Fig. 2.

The topology of the diagram is different from that of
Fig. 1. There is a region that lies below the Peierls
stress, above the Bardeen–Herring limit, and at grain
sizes so small that Harper–Dorn creep is either impos-
sible or slower than diffusional creep. In this new
region, diffusional creep will dominate.

5. INFLUENCE OF DISLOCATION CELLS
The discussion so far has assumed that the only

obstacles to dislocation motion are the Peierls stress
and the grain boundaries. However, dislocations can
also assemble into cells of width w(σ), where [11]

(17)

and usually do so provided that w < L. On the rather
drastic assumption that the cell walls are as effective
barriers to dislocation motion as grain boundaries, L
must be replaced by w(σ) in the preceding discussion.
In Fig. 3, the diagram for aluminum is augmented by
the line w(σ). At large grain sizes, where the Hall–
Petch line lies above the line w(σ), the effective grain
size is w(σ), and power-law breakdown occurs at a con-
stant stress given by the intersection of the w(σ) and H–
P stress lines. Then, as is observed, the regimes of

w σ( ) 10.5bµ/σ≈
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Fig. 3. Diagram for aluminum augmented by the line w(σ)
determining the dislocation cell size. Where w < L, power-
law breakdown occurs at a stress independent of grain size.
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Harper–Dorn creep and power-law breakdown are sep-
arated by a regime of power-law creep. It appears that
this regime covers a factor of several hundreds in stress,
in agreement with the observations reported by Wu and
Sherby [17].
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Abstract—The regularities of annealing of an excess free volume in amorphous alloys have been investigated.
It is shown that the mechanism for the healing of excess free volume is associated with the viscous flow. It is
revealed that a decrease in this volume at high temperatures or pressures leads to an increase in the strength and
provides an explanation for the features of its temperature dependence. The decrease in the excess free volume
is enhanced under a tensile load. © 2000 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

Amorphous alloys possess unique physicomechani-
cal properties. The thermal instability of amorphous
alloys is a central problem limiting the field of their
application. The structural relaxation resulting in the
transition from an unstable to a metastable state pro-
ceeds already in as-prepared amorphous alloys pro-
duced by ultrafast quenching of the melt. The relax-
ation processes, which are drastically accelerated upon
heating, stem from changes in the topological short-
range order due to the atomic rearrangement, the
“release” of free volume typical of the amorphous state,
and a change in the internal stresses and the viscosity.
Annealing at higher temperatures leads to a crystalliza-
tion whose early stages are characterized by the forma-
tion of nanocrystals. After the completion of crystalli-
zation, the alloys transform to the stable state.

It is believed that the free volume in many respects
plays the decisive role in the transition to metastable
and stable states and, consequently, the change in the
physicomechanical properties [1, 2]. The free volume
in amorphous alloys can be separated into two compo-
nents, namely, structure-sensitive and excess free vol-
umes. The former component of the free volume is an
integral characteristic of the amorphous state and com-
pletely disappears only after the completion of crystal-
lization. The excess free volume is considered a struc-
tural defect whose elimination leaves the symmetry and
topological characteristics of the amorphous state
unchanged. However, it is this mobile component of the
free volume that can be responsible for structural trans-
formations and variations in the physicomechanical
properties of amorphous alloys during the structural
relaxation and, possibly, at early stages of crystalliza-
tion. In our earlier work [3], it was demonstrated that a
considerable part of the excess free volume in the amor-
1063-7834/00/4208- $20.00 © 21460
phous alloys prepared by ultrafast quenching is local-
ized in the form of porous microdiscontinuities about
20–100 nm in size.

From the aforesaid, it follows that the effect of
annealing on the excess free volume and the strength
properties of amorphous alloys is of crucial impor-
tance. The main objective of the present work was to
obtain detailed data on this problem. In order to gain a
better understanding of the role of the excess free vol-
ume in the formation of strength properties, we also
analyzed recent data on the influence of high hydro-
static pressure on the excess free volume and the
strength of amorphous alloys [3].

2. SAMPLE PREPARATION 
AND EXPERIMENTAL TECHNIQUE

The amorphous alloys to be studied had the follow-
ing compositions: Co59Fe5Si11Ni10B15 (alloy 1),
Fe61Co20Si5B14 (alloy 2), and Fe77Ni1Si9B13 (alloy 3).
The alloys in the form of ribbons 20–30 µm thick and
20 mm wide were prepared by ultrafast quenching. The
amorphous state of the alloys was confirmed by the
structural investigations.

The parameters of the excess free volume were
examined by the modified small-angle x-ray scattering
(SAXS) technique. The width of an x-ray beam was
varied from 4 to 120 µm. The intensity of x-ray scatter-
ing by the amorphous alloys was measured in the angle
range from 0.7′ to ~1°. This made possible a reliable
evaluation of scattering inhomogeneities with sizes
varying from several nanometers to several hundreds of
nanometers.

The inhomogeneity parameters were determined
from the SAXS data by using the tangent method (the
Guinier method) and the second invariant.
000 MAIK “Nauka/Interperiodica”
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It is known that the identification of the scattering
inhomogeneities is a prime consideration in analysis of
the SAXS data. For amorphous alloys, these are the
regions with excess free volume (i.e., porous disconti-
nuities), regions with an increased dopant concentra-
tion (such as the Guinier zones) or regions with
increased internal stresses, and particles of the second
phase.

Earlier [3], it was shown that the treatment of amor-
phous alloys under a high hydrostatic pressure (up to
1 GPa) affects only the scattering component governed
by the excess free volume. Specifically, the excess free
volume under pressure decreases more than twofold;
moreover, the quantitative estimates of the decrease in
the scattering intensity due to the healing under pres-
sure confirm the hole nature of scattering inhomogene-
ities. Note that the pressure virtually does not affect the
parameters of scattering inhomogeneities unrelated to
the excess free volume.

Therefore, the treatment of amorphous alloys under
hydrostatic pressure makes it possible to reveal the
inhomogeneities arising from the excess free volume
and, then, to trace the change in these inhomogeneities
upon annealing with the SAXS technique. The samples
were treated in a high-pressure bomb in an oil medium.

The strength of amorphous alloys and its tempera-
ture dependence were determined under tension at a
loading rate of 25 MPa/s. The tentative dependence of
the strength on the loading rate was also obtained in the
loading rate range covering about three orders of mag-
nitude.

The samples for mechanical testing were cut in the
form close to “eight” on a special contrivance. The
length of quasi-uniform part of the samples was equal
to about 8 mm, and its width was ~3 mm. The shape of
the samples and their careful alignment in a test
machine led to a decrease in the scatter of strength from
sample to sample down to 5%.

3. RESULTS

The second-invariant curves for all three alloys prior
to and after the treatment under a hydrostatic pressure
of 1 GPa were examined first. The results obtained
completely confirmed the regularities revealed earlier
in [3]: after the compression experiments, the area
under the second-invariant curves decreases and certain
maxima observed in the curves are shifted toward the
right. As is known [4], the area under the second-invari-
ant curve is proportional to the volume of scattering
fractions, and the location of each maximum depends
on the characteristic size of these fractions. Conse-
quently, the treatment under pressure brings about a
decrease in the volume of certain scattering fractions
due to a decrease in their size. In this respect, the frac-
tions with a decreased size were interpreted as pores,
and the remaining fractions were considered structural
inhomogeneities of the nonhole nature. The prelimi-
PHYSICS OF THE SOLID STATE      Vol. 42      No. 8      200
nary investigation of three alloys revealed that each
alloy involves one or two fractions of inhomogeneities
interpreted as pores. The sizes of these fractions were
equal to 177 and 66 nm for alloy 3, 200 and 90 nm for
alloy 2, and 133 nm for alloy 1.

Subsequently, the changes observed in these defects
upon annealing were analyzed in the study of the struc-
tural relaxation.

The effect of annealing on the micropores in alloy 3
was examined in more detail. The temperature and the
time of annealing were chosen so that the influence of
phase separation and crystallization processes on the
scattering could be ignored. The absence of these pro-
cesses was checked by the x-ray diffraction analysis.

Figure 1 illustrates the change in the scattering by
pores of one of the fractions in alloy 3 upon isochronal
annealing (t = 1800 s). It can be seen that the intensity
and the slope of the curve decrease, which indicates a
decrease in the volume of scattering micropores.

The dependences of the volume of the same pore
fraction on the temperature and the time of annealing
are depicted in Figs. 2 and 3, respectively. As can be
seen, the annealing at temperatures of 200–300°C for
103–104 s leads to a considerable decrease (by a factor
of ~2) in the micropore volume. In order to determine
the activation energy of pore healing, the data obtained
were processed according to the isochronal–isothermal
annealing procedure [5]. It turned out that the healing
cannot be described by one activation energy. Its value
was equal to ~0.5 eV at relatively low temperatures and
~1 eV at T > 250°C. The results obtained for alloy 3
with the initial fraction of pores ~88 nm in size are
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qualitatively similar to data for the other alloys and
fractions.

Thus, the annealing at relatively low temperatures
(below the glass transition point) results in a substantial
decrease in the micropore volume and, correspond-
ingly, in the SAXS intensity. Note that the fractions of
inhomogeneities interpreted as “nonpores” remain vir-
tually unchanged after their annealing. A certain
change in the intensity of scattering by these fractions
is observed at the maximum temperature of annealing
~350°C), which is likely explained by the phase sepa-
ration and precrystallization processes. However, as
already mentioned, these problems are beyond the
scope of the present work.

The temperature–rate dependences of the strength
of the amorphous alloys were also investigated in this
work. The strength was examined with due regard for
the above data on the influence of high temperatures
and pressures on the excess free volume [3]. The tem-
perature dependences of the strength for two alloys are
displayed in Figs. 4 and 5. It can be seen that this
dependence exhibits a complex behavior and can be
conventionally divided into three portions. In two tem-
perature ranges (18–100°C and 200–350°C), the
strength linearly (or quasi-linearly) decreases with an
increase in the temperature. In the range from 100–150
to 200°C, there appears an anomalous dependence of
the strength. After the elimination of a certain excess
free volume due to prolonged annealing at a high tem-
perature or under a high pressure, the strength linearly
decreases with an increase in the temperature and has
no anomalous behavior. Moreover, the strength
increases over the entire temperature range covered.

The data obtained allow us to draw two conclusions.
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Fig. 2. Isochronal annealing curve for pores in amorphous
alloy 3 (t = 1800 s).
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(1) A decrease in the excess free volume under high
pressure (0.7 GPa) or upon annealing at 240°C for 5.5 h
brings about an increase in the strength over the entire
temperature range studied.

(2) An anomalous increase in the strength observed
in the experiments at a constant loading rate can be
explained by the fact that the elimination of a certain
excess free volume under load occurs even at 150–
200°C; the latter process leads to an anomalous
increase in the strength at these temperatures.

The intimate connection between the excess free
volume and the strength is corroborated by their direct
correlation with an increase in the time of preliminary
isothermal annealing (Fig. 3). The fact that loading
enhances the elimination of the excess free volume at
temperatures in the range of anomalous dependence
was confirmed by the SAXS technique. It was found
that the annealing of alloy 3 at 150°C for 40 min under
the load equal to 0.8 of the breaking load leads to a
decrease in the pore diameter from 90 to 60 nm. (A sim-
ilar annealing without load caused the diameter of
pores to decrease from 90 to 86 nm, i.e., left the pores
virtually unhealed.)

Moreover, we elucidated how the strength of the
amorphous alloys depends on the loading rate. At a
temperature of 18°C, the tensile strengths at loading
rates of 0.5, 25, and 300 MP s were equal to 1800,
1540, and 1200 MPa. Therefore, the dependence of the
strength of amorphous alloys on the loading rate has an
anomalous behavior: as the loading rate increases, the
strength of amorphous alloys decreases.
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Fig. 3. (1) Isothermal (240°C) annealing curve for pores in
alloy 3 and (2) dependence of the tensile strength of the
samples after their annealing.
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4. DISCUSSION

First, let us consider the data on the annealing of
amorphous alloys. According to the independent dilato-
metric measurements [6], the heating of amorphous
alloys up to the glass transition temperature leads to an
increase in their density by ≈0.5%; it is this value that
is primarily associated with the excess free volume. As
follows from the estimates obtained from the SAXS
data, a decrease in the density of the initial amorphous
alloys (prior to their annealing) due to the presence of
pores is equal to ≈0.45 ± 0.15%, which is in reasonable
agreement with the dilatometric results and confirms
the hole nature of the excess free volume.

Consequently, the obtained data on the annealing
and the aforementioned estimate suggest that a consid-
erable part of the excess free volume actually repre-
sents pores which are capable of healing at high tem-
peratures. This inference does not rule out the possibil-
ity of forming the regions with a highly correlated
atomic arrangement in the amorphous matrix upon
annealing, which also should be accompanied by an
increase in the density. The occurrence of the regions
whose sizes can be equal to several nanometers and less
is difficult to reveal reliably with the SAXS technique
(owing to a low intensity of scattering by the regions).

In the course of annealing under conditions used in
this work (Fig. 2), the excess free volume decreases
about two times. Evidently, the remaining part of pores
are healed upon annealing at higher temperatures. Note
that this process can be retarded owing to both an
increase in its activation energy and the competing coa-
lescence of pores. (As noted above, the effect of higher
annealing temperatures was not investigated in the
present work, because the phase separation and early
stages of crystallization make interpretating the SAXS
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Fig. 4. Temperature dependences of the strength for alloy
1 (1) prior to and (2) after the annealing.
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data more difficult.) Under the chosen annealing condi-
tions, a portion of pores are retained in the amorphous
alloys. It is clear that the largest pores formed upon
quenching or as a result of the coalescence of small-
sized pores upon annealing are retained. This is sup-
ported by the data reported in [1]: it was found that pro-
longed annealing is attended by a certain increase in the
size of one of the pore fractions (or, more exactly, the
fraction attributed to pores according to the SAXS
data).

With the aim of elucidating the mechanism for the
healing of the excess free volume, let us compare the
activation energies determined upon isochronal–iso-
thermal annealing and the activation energies available
in the literature for the amorphous alloys. According to
[1, 2, 7], the activation energies (~0.5 eV at low temper-
atures and ~1 eV at relatively high temperatures) are
close to the activation energies of viscous flow in the
amorphous alloys. An increase in the activation energy
of viscous flow with an increase in the temperature is
explained by an enhancement of the cooperative pro-
cess and a decrease in the free volume and internal
stresses. Thus, the found activation energies for healing
of the excess free volume at low and high temperatures
give grounds to believe that the mechanism of healing
is associated with the viscous flow.

As was noted in [1], the relaxation processes in the
amorphous alloys have much in common with relax-
ation processes in amorphous polymers. In this respect,
it is of interest to compare our data on the annealing of
porosity in the amorphous alloys and the regularities of
the pore healing in the amorphous–crystalline poly-
mers for which the activation energy of healing
increases (from ~0.5 to ~1.5 eV) at higher temperatures
of annealing [8]. The found values agree well with the
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Fig. 5. Temperature dependences of the strength for alloy 3
(1) prior to and (2) after the treatment under a pressure of
0.7 GPa at 18°C.
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activation energy of viscous flow, and an increase in the
energy with an increase in the temperature correlates
with an enhancement of the cooperative character of
the mass transfer to the healing pores. As in polymers
[9], the driving forces of the healing of excess free vol-
ume in the amorphous alloys are likely governed by
internal stresses. Unfortunately, the calculated data on
the internal stresses in the amorphous alloys are rather
contradictory. Furthermore, allowance should be made
for the fact that these stresses are very nonuniformly
distributed among the contact and free surfaces of
amorphous ribbons [8, 10]. When analyzing the driving
forces of healing, the bubble pressure forces resulting
from the curvature of pore surface should be taken into
account. For excess free volume elements of size sev-
eral nanometers, the bubble pressure is found to be of
the order of tens of MPa [11].

The data obtained in this work conclusively indicate
the connection between the excess free volume and the
strength: a decrease in the excess free volume leads to a
proportional increase in the strength of amorphous alloys.
Note that an increase in the strength is observed indepen-
dently of the particular factor (temperature or pressure)
affecting the excess free volume. However, the annealing
(which results in about the same decrease in the excess
free volume as the pressure) leads to a somewhat larger
increase in the strength (Figs. 4, 5). This can be due to the
fact that the annealing accompanied by a decrease in the
excess free volume (revealed by the SAXS technique)
brings about further structural transformations (healing of
the excess free volume elements of several nanometers in
size, relaxation of internal stresses, etc.).

The found effect of the porosity on the strength of
amorphous alloys seems to be natural: it is observed in
metals, ceramics, films, alloys [12], polymers [13], and
cement [14]. It is clear that the porosity not only pro-
motes the nucleation of microcracks, but also facilitates
their growth and, in a number of cases, can be respon-
sible for the trajectories of the main crack propagation.
As was shown in [15], the excess free volume substan-
tially affects the development of the microfracture in
amorphous alloys. The tendency toward nucleation and
the further propagation of cracks can be considerably
changed by affecting the excess free volume.

In closing, we dwell briefly on the possible explana-
tion for the nature of the anomalous dependence of the
strength in the temperature range from 100 (150) to
200°C. A similar anomaly was observed earlier for the
temperature dependence of the strength of ionic single
crystals in a temperature range in which the rate of frac-
ture in the course of loading became comparable to the
rate of relaxation processes [16]. Relaxation in crystal-
line materials is primarily associated with the evolution
of the dislocation structure, whereas the relaxation in
amorphous metallic glasses is likely determined by the
evolution of the excess free volume. Then, an increase
in the strength with a rise in temperature from ~150 to
200°C is caused by an increase in the release rate of the
P

excess free volume in the amorphous alloys under the
given loading conditions. Indeed, the annealing at
150°C under the load leads to a decrease in the size of
one fraction of the excess free volume by a factor of
~1.5, and the elimination of a part of excess free vol-
ume upon prolonged annealing or treatment under pres-
sure brings about an increase in the strength and the dis-
appearance of the anomaly.

Thus, the data obtained allowed us to conclude that
the excess free volume in the form of submicropores
considerably affects the strength properties of amor-
phous alloys. Moreover, the effect of the porosity on the
strength is sufficiently general in character for a wide
variety of solids.
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Abstract—The local spin configurations of Fe atoms in the magnetically ordered alloys Rh1 – xFex (x = 0.1, 0.2,
and 0.3) have been investigated by Mössbauer spectroscopy. The Mössbauer absorption spectra are measured
in the range from 5 K to temperatures of the transition to the paramagnetic state. The measurements in magnetic
fields with a strength up to 5 T are carried out at a temperature of 4.2 K. Analysis of the magnetic-hyperfine-
field distribution functions demonstrates that Fe atoms form discrete sets of collinear spin configurations cor-
responding to different net moments of the nearest coordination sphere. The spin structure of the alloys is gov-
erned by a random distribution of Fe atoms over the lattice sites and the competition between the Fe–Rh ferro-
magnetic exchange interaction and the antiferromagnetic interaction of the neighboring Fe atoms. No spin frus-
tration and spin “melting” effects characteristic of spin glasses are revealed in the Rh–Fe alloys. © 2000
MAIK “Nauka/Interperiodica”.
1. INTRODUCTION
The binary alloys Rh1 – xFex (x < 0.4) have a disor-

dered face-centered cubic structure. At low tempera-
tures, these alloys undergo a transition to the magneti-
cally disordered state. Window et al. [1] found that the
temperature of magnetic transition Tm for the alloys
with x ≤ 0.25 increases linearly with an increase in the
iron concentration according to the formula

Tm = 400(x – 0.01) K. (1)

The properties of the magnetically ordered phase in
these alloys are as yet little understood. Murani and
Coles [2] observed maxima of the magnetic suscepti-
bility for the alloys with concentrations 0.03 < x < 0.15
and interpreted them as indications of the transition to
the spin glass phase. It was assumed that the magnetic
structure of this phase is similar to the structure of the
spin glass phase in the Au–Fe alloys. The results of
Mössbauer investigations of the Rh1 – xFex (0.01 < x <
0.25) alloys [1, 3] were interpreted in the framework of
the same concept. As far as we know, no detailed stud-
ies of the magnetic structure of these alloys have been
performed.

The available data have cast some doubt on the sim-
ilarity of the magnetic structures of the low-tempera-
ture phases in the Rh–Fe and Au–Fe alloys. Rhodium is
the transition metal with the exchange-enhanced sus-
ceptibility. It is known that, in this case, the alternating
exchange interaction necessary for forming the spin
glass phase of the type observed in the Au–Fe alloys is
considerably suppressed [4]. The linear dependence of
Tm on the iron content [relationship (1)] is not charac-
1063-7834/00/4208- $20.00 © 21465
teristic of “classical” spin glasses and differs essen-
tially from the behavior of Tm in the Au–Fe system [5].
At the same time, the linear dependence (1) is similar
to the behavior of Tm in the Pd–Fe and Pd–Co alloys
[6], in which the polarization of the Pd matrix with a
high exchange-enhanced susceptibility gives rise to a
ferromagnetic ordering even at a low Fe or Co content.
The exchange enhancement of the susceptibility in Rh
is not so high, but it can produce a substantial effect on
the formation of the magnetic structure in the Rh1 – xFex

alloys. The Rh1 – xFex system is a convenient model
object for studying the behavior of the magnetic Fe
atoms in a metallic matrix whose exchange polarization
can be important, if not absolutely predominant, among
the factors responsible for the spin structure.

New data on the magnetic structure of the Rh1 – xFex

alloys can be obtained in the study of spin states of Fe
atoms at the microscopic level. The Mössbauer spec-
troscopy provides a means of performing these investi-
gations at different iron concentrations over a wide
range of temperatures. This technique makes possible
both a direct detection of different-type spin configura-
tions and the classification of these states by analyzing
the magnetic-hyperfine-field distribution functions
P(Bhf). In the present work, the magnetic hyperfine
interaction of the 57Fe atoms in the Rh1 – xFex (x = 0.1,
0.2, and 0.3) alloys was studied by Mössbauer spectros-
copy. The preliminary results obtained for the alloy
with x = 0.1 were reported earlier in [7].
000 MAIK “Nauka/Interperiodica”
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2. EXPERIMENTAL TECHNIQUE AND RESULTS

Samples of the Rh1 – xFex (x = 0.1, 0.2, and 0.3)
alloys were produced by the arc melting of metals in an
argon atmosphere. Iron enriched with a 57Fe isotope
was used. Ingots were homogenized at a temperature of
1200 K and then rapidly quenched. Resonance absorb-
ers were prepared from the alloy powders. The powders
were annealed at a temperature of 100 K and quenched.
The Mössbauer absorption spectra were measured in
the temperature range from 5 K to Tm. The measure-
ments in external magnetic fields with a strength as

(a)

x = 0.1

P(Bhf)

0.15

0.10

0.05

0

(b)

x = 0.3

0.15

0.10

0.05

0
12 14 16 18 20 2210

Bhf, T

Fig. 1. Magnetic-hyperfine-field distributions for 57Fe in the
Rh1 – xFex alloys. x = (a) 0.1 and (b) 0.3.
P

high as 5 T were carried out at a temperature of 4.2 K.
Resonance detectors were employed in order to
increase the resonance absorption and the resolution of
recording the 14.4-keV Mössbauer radiation.

At the first stage of the experimental data process-
ing, the magnetic-hyperfine-field distribution functions
P(Bhf) were calculated from the histograms [8]. As was
shown earlier [1, 9], in the Rh1 – xFex alloys, the quadru-
pole shift of magnetic-hyperfine-structure components
is absent, and the isomer shift is very weakly depends
on the composition. These features are favorable to the
reliable interpretation of the P(Bhf) distribution func-
tions. It was found that the P(Bhf) distributions exhibit
pronounced maxima with a width close to the instru-
mental resolution width of the resonance lines for all
the alloys over a wide range of temperatures (up to
T/Tm ~ 0.85). As an example, Fig. 1 demonstrates the
P(Bhf) distributions for the alloys with x = 0.1 and 0.3
at 5 K. It is essential that the location of the main max-
ima in the distribution does not depend (or only slightly
depends) on the iron concentration and smoothly varies
with an increase in the temperature. This shape of the
P(Bhf) distribution can be explained under the assump-
tion that the hyperfine-field distribution is a superposi-
tion of discrete fields Bhf corresponding to particular
spin configurations. This assumption was corroborated
by the results of spectrum processing within the model
of superposition of discrete magnetic sextets. The num-
ber of sextets was not fixed beforehand and was deter-
mined in the course of data processing. The values of
Bhf, intensities of the partial spectra, linewidths, and
isomer shifts served as variable parameters. For all the
samples, the χ2 criterion was no worse than that in cal-
culations of the continuous hyperfine-field distribution.
The found linewidths agree well with those expected
for the superposition of a discrete set of hyperfine
fields. It is important that the change in the iron concen-
tration leads to a change in the intensity of partial spec-
tra, but the values of Bhf for the main partial spectra (at
T = 5 K) coincide within the limits of experimental
error. These results demonstrate that the discrete set of
spin configurations is formed in the studied alloys;
moreover, the configurations with the same set of Bhf
predominate in the alloys considerably differing in
composition. In particular, this explains weak composi-
tion dependences of the P(Bhf) distribution shape and
the mean hyperfine field 〈Bhf〉 . The values of the latter
for the alloys with x = 0.1, 0.2, and 0.3 at T = 5 K are
equal to 16.7, 17.7, and 17.8 T, respectively.

The results of calculations (the fields Bhf and the rel-
ative intensities I of partial spectra) are listed in the
table and displayed in Fig. 2. The magnetic transition
temperatures Tm determined from the temperature
dependences of 〈Bhf〉  for the alloys with x = 0.1, 0.2, and
0.3 are equal to 33, 75, and 94 K, respectively. For the
alloys with x = 0.1 and 0.2, these temperatures agree
with the data obtained in [1, 2].
HYSICS OF THE SOLID STATE      Vol. 42      No. 8      2000
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Fig. 2. Magnetic-hyperfine-field distributions obtained within the model of superposition of discrete magnetic partial spectra for the
alloys with x = (a) 0.1 and (b) 0.3.
As follows from the Mössbauer absorption spectra
measured in external magnetic fields, no considerable
spin ordering of the Fe atoms is observed even in the
field with a strength of 5 T. The degree of spin ordering
does not exceed 3–5%, which is within the limits of
experimental error. This differs drastically from the
results of similar measurements for the Au–Fe alloys
[10].

3. FERROMAGNETIC 
AND ANTIFERROMAGNETIC ORDERING 

OF SPINS IN THE Rh1 – xFex ALLOYS

The magnetic hyperfine field at Fe atoms in metallic
magnets is determined by the intrinsic magnetic
PHYSICS OF THE SOLID STATE      Vol. 42      No. 8      200
moment of a given atom and the magnetic moments of
adjacent atoms. If the magnetic moment of the Fe atom
is constant, the hyperfine-field distribution is com-
pletely governed by variations in the net magnetic
moment of the environment. In the Rh1 – xFex alloys
under consideration, the hyperfine-field distribution
has the following characteristic features, which differ
from those usually observed in disordered magnetic
alloys. First, the shape of the P(Bhf) distribution only
slightly depends on the composition. An increase in the
iron concentration does not result in shift of the distri-
bution as a whole, which manifests itself in a very small
change in the mean field 〈Bhf〉 . Second, the P(Bhf) dis-
tribution is well described within the model of a dis-
crete set of hyperfine fields. Within the limits of exper-
Magnetic hyperfine fields Bhf and relative intensities I of partial spectra for the Rh1 – xFex (x = 0.1, 0.2, and 0.3) alloys at T = 5 K

A B C D E F G H I

M, µFe –4 –3 –2 –1 0 +1 +2 +3 +4

x = 0.1

Bhf, T – 14.23 15.23 16.49 17.66 18.78 19.83 – –

I – 0.10 0.15 0.19 0.24 0.18 0.10 – –

x = 0.2

Bhf, T 13.02 14.31 15.61 16.78 17.94 18.99 20.04 21.29 –

I 0.02 0.07 0.15 0.17 0.20 0.19 0.15 0.05 –

x = 0.3

Bhf, T 13.11 14.35 15.44 16.68 17.61 18.78 19.83 20.90 22.02

I 0.04 0.09 0.12 0.16 0.18 0.18 0.12 0.09 0.02

Note: Root-mean-square errors for Bhf and I are equal to 0.05–0.10 T and 0.01–0.02, respectively. M is the net magnetic moment of the
nearest coordination sphere of the Fe atom (see text).
0
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imental error, the found values of Bhf are independent of
the iron concentration; i.e., the same spin configura-
tions predominate in the alloys of different composi-
tions. Third, as is seen from the table, the sets of the
fields Bhf are equidistant: the difference between the
neighboring values of Bhf is equal to 1.13 ± 0.15 T. This
means that the change in Bhf for any two neighboring
partial spectra corresponds to the change in the net
moment of adjacent atoms by the same magnitude.

In order to explain these features, it is sufficient to
assume that the magnetic moments of the adjacent Fe
atoms can be aligned both parallel and antiparallel to
the moment of the central atom. The sign of the corre-
sponding contribution to the hyperfine field is deter-
mined by the orientation of the net magnetic moment of
the environment with respect to the moment of the cen-
tral atom. In this approximation, the magnetic hyper-
fine field can be written as

(2)

where µFe is the magnetic moment of the Fe atom, M is
the net magnetic moment of the nearest environment
(in terms of µFe), and a and b are the constant parame-
ters. The number of Fe atoms nFe in the nearest coordi-
nation sphere is determined by the binomial distribu-
tion. For the alloy with x = 0.1, the most probable num-
bers nFe = 0 and 1 correspond to M = 0 and ±1. It is clear
that the most intense partial spectra D, E, and F (see

Bhf aµFe bMµFe,+=
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0
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0.9
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Bhf(T)/Bhf(5 K)

Fig. 3. Temperature dependences of the reduced hyperfine
fields Bhf(T)/Bhf(5 K) for the magnetic partial spectra with
M = –2, 0, +2 for the alloy with x = 0.1. The root-mean-
square errors are equal to 0.01–0.02. Solid lines represent
the Brillouin functions for spin S = 1.
P

table) should correspond to these configurations.
According to [1], Bhf = 17.6 ± 0.3 T for an isolated
impurity Fe atom in the rhodium matrix. This value
coincides with Bhf for the partial spectrum E (table),
which gives grounds to assign this partial spectrum to
the configuration with M = 0 (the Fe atoms with zero
magnetic moment of the nearest environment). By
assuming that the magnetic moment M for each pair of
the adjacent partial spectra differs by the value ∆M =
±1, the remaining partial spectra are uniquely identi-
fied. The M values found in this manner are given in the
upper row of the table. Setting µFe = 2.2µB for the mag-
netic moment of the Fe atom in Rh [11], we obtain the
following coefficients a and b in formula (2):

a = 8.1T/µB, b = 0.5T/µB.

These values are typical of Fe in alloys with transi-
tion metals (see, for example, [8]).

For the alloy with x = 0.1, it is possible to compare
the intensities of partial spectra with the probabilities
W(nFe) of atomic configurations with different numbers
nFe. At a random distribution of the Fe atoms over the
lattice sites, we have the following probabilities:
W(0) = 0.28, W(1) = 0.38, W(2) = 0.23, and W(3) =
0.09. The experimental values of W(nFe) are as follows:
W(0) = I(E) = 0.24 ± 0.02, W(1) = I(D) + I(F) = 0.37 ±
0.02, W(2) = I(C) + I(G) = 0.25 ± 0.02, and W(3) =
I(B) = 0.10 ± 0.01. A good agreement between the cal-
culated and experimental probabilities W(nFe) can be
considered a corroboration of the above identification
of the partial spectra. In the alloys with x = 0.2 and 0.3,
the probabilities of the atomic configurations with nFe =
4 and 5 become significant. However, the spin configu-
rations with M = ±5 are not observed at all, and the
intensity of the partial spectra with M = ± 4 turns out to
be very small (see table). This implies that the high-
spin configurations (M > 3) with a large number of
spins with identical orientation are unstable and easily
transform into the states characterized by a smaller
spin. In turn, this leads to an increase in the intensity of
the partial spectra corresponding to the configurations
with M = 0, ±1, and ±2.

The temperature dependences of the hyperfine field
Bhf for different spin configurations differ from each
other and depend on the moment M in a regular fashion.
Figure 3 displays the temperature dependences of the
reduced hyperfine field Bhf(T)/Bhf(5 K) for three spin
configurations in the alloy with x = 0.1. It can be seen
that the larger the number of spins in the nearest envi-
ronment that are aligned antiparallel to the spin of the
central atom, the steeper the dependence Bhf(T). For the
alloy with x = 0.1, the dependences of the exchange
field on M can be quantitatively evaluated in the mean
field approximation. For this purpose, the Bhf(T) depen-
dences were approximated by the Brillouin functions
(Fig. 3). The effective temperatures TC, which charac-
terize the local exchange field, were determined for
each spin configuration. It was found that the TC tem-
HYSICS OF THE SOLID STATE      Vol. 42      No. 8      2000
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perature monotonically increases with an increase in
M, and, for the configurations with M = –3, –2, –1, 0,
+1, and +2, its values are equal to 29.5, 30.0, 31.2, 32.7,
34.7, and 37.0 K, respectively. These values can be
compared with the nominal magnetic transition tem-
perature Tm = 33 K. It is evident that the Tm temperature
can be treated only as a parameter characterizing the
exchange interaction averaged over the spin configura-
tions. (Note that the Tm temperature coincides with the
value of TC for the spin configuration with M = 0.) A
similar interrelation between the temperature depen-
dence Bhf(T) and M are observed for the spin configura-
tions in the alloys with x = 0.2 and 0.3.

4. COMPETITION OF EXCHANGE 
INTERACTIONS IN THE Rh1 – xFex ALLOYS

The formation of local spin configurations of Fe
atoms with parallel and antiparallel mutual spin orien-
tations suggests that the competing exchange interac-
tions with opposite signs occur in the Rh1 – xFex alloys.
It is quite reasonable that the direct Fe–Rh interaction
(the polarization of the matrix with the exchange-
enhanced susceptibility) favors the ferromagnetic ori-
entation of magnetic moments (as is the case, for exam-
ple, in the Pd–Fe alloys). In order to explain the exper-
imental data, it is necessary to assume that this interac-
tion competes with the antiferromagnetic exchange
interaction between the nearest neighbor Fe atoms. The
fact that the configurations with positive and negative
moments M are formed with approximately equal prob-
abilities implies that the Fe–Rh and Fe–Fe competing
interactions are comparable in magnitude. The random
distribution of the Fe atoms over the lattice sites is
responsible for a strong spatial nonuniformity of the
composite exchange field and leads to the formation of
regions with a predominant ferromagnetic or antiferro-
magnetic orientation of magnetic moments.

For the alloy with the given composition, the local
exchange field at the Fe sites changes depending on the
configuration of spins in the nearest environment. As
follows from the temperature dependences Bhf(T)
(Fig. 3), the local exchange field regularly depends on
M. An increase in the exchange field at the atoms in the
configurations with positive M is due to an increase in
the total polarization of the neighboring Rh atoms and
the corresponding contribution from the Fe–Rh ferro-
magnetic interaction to the total energy of the system.
By contrast, in the configurations with negative M, the
contributions from the spin of the central atoms and the
spins of the neighboring atoms to the polarization
partly compensate each other, which brings about a
decrease in the local exchange field at the central atom.

In the regions with a large local iron concentration,
the probability of the formation of spin configurations
in which the Fe–Fe antiferromagnetic interaction
becomes predominant is rather high. This explains the
aforementioned instability of the high-spin configura-
PHYSICS OF THE SOLID STATE      Vol. 42      No. 8      200
tions with M > 3. It should be expected that a decrease
in the mean iron concentration in the alloy will be
accompanied by a decrease in the overlap of the polar-
ization regions. This brings about, first, a decrease in
the Tm temperature and, second, the formation of
regions with a considerably weaker exchange field. The
P(Bhf) distribution for the alloy with x = 0.1 (Fig. 1)
exhibits a weak unidentified line (Bhf = 12.3, I = 0.05).
It can be assumed that this line corresponds to the Fe
atoms in the atomic configurations with nFe = 0, which
are localized in the regions with the weaker exchange
interaction. This interpretation becomes all the more
probable with due regard for the fact that the intensity
of the partial spectrum with M = 0 for this alloy is
approximately 4% less than the calculated intensity
(see the preceding section).

The discrete structure of the hyperfine-field distri-
bution is retained up to temperatures T/Tm ~ 0.85,
which reflects the high thermal stability of local spin
configurations. An increase in the intensity of the P(Bhf)
distribution in the range of zero fields is observed only
in the immediate vicinity of Tm, i.e., in the range of the
transition to the paramagnetic state. The appearance of
zero (or very weak) hyperfine fields in the P(Bhf) distri-
bution at relatively low temperatures is characteristic of
the Au–Fe [10] and Fe–Ni–Mn [8] spin glasses.
According to Saslow and Parker [12], this is due to the
presence of frustrated spin states and the spin “melting”
effect. No similar phenomena are observed in the Rh–
Fe alloys under study.

Thus, the experimental data indicate that a specific
spin structure is formed in the Rh1 – xFex (x = 0.1, 0.2,
and 0.3) magnetically ordered alloys. The formation of
this structure is caused by both the competition of
exchange interactions comparable in magnitude and
opposite in sign and the random distribution of the Fe
atoms over the lattice site. The probability that the local
spin configurations with preferred parallel or antiparal-
lel mutual orientation of spins of the Fe atoms are
formed in the system depends on the ratio between the
parameters of the Fe–Rh and Fe–Fe competing interac-
tions. An increase in the exchange enhancement of the
matrix susceptibility can change the ratio between the
competing interactions and induce a transition of the
system to the ferromagnetic state similar to that
observed in the Pd–Fe alloys. In order to verify this
assumption and refine the proposed model of spin
structure, similar investigations will be performed with
the alloys in which the Rh atoms are partly replaced by
the Pd atoms.

REFERENCES

1. B. Window, G. Longworth, and C. E. Johnson, J. Phys.
C: Solid State Phys. 3, 2156 (1970).

2. A. P. Murani and B. R. Coles, J. Phys. C: Solid State
Phys., Suppl. 3, S159 (1970).
0



1470 PARFENOVA et al.
3. C. Meyer, F. Hartman-Boutron, and Y. Gros, J. Phys.
(Paris) 47, 1395 (1986).

4. G. J. Nieuwenhuys, B. H. Verbeek, and J. A. Mydosh, J.
Appl. Phys. 50, 1685 (1979).

5. B. H. Verbeek and J. A. Mydosh, J. Phys. F: Met. Phys.
8, L109 (1978).

6. G. J. Nieuwenhuys, Adv. Phys. 24, 515 (1975).
7. V. P. Parfenova, N. N. Delyagin, A. L. Erzinkyan, and

S. I. Reyman, Phys. Status Solidi B 214 (1), R1 (1999).
8. N. N. Delyagin, A. L. Erzinkyan, G. M. Gurevich, et al.,

Fiz. Tverd. Tela (S.-Peterburg) 40, 1650 (1998) [Phys.
Solid State 40, 1500 (1998)].
P

9. C. C. Chao, P. Duwez, and C. C. Tsuei, J. Appl. Phys. 42,
4282 (1971).

10. N. N. Delyagin, G. M. Gurevich, A. L. Erzinkyan, et al.,
Zh. Éksp. Teor. Fiz. 109, 1451 (1996) [JETP 82, 783
(1996)].

11. A. Clogston, B. Matthias, M. Peter, et al., Phys. Rev.
125, 541 (1962).

12. W. W. Saslow and G. Parker, Phys. Rev. Lett. 56, 1074
(1986).

Translated by O. Borovik-Romanova
HYSICS OF THE SOLID STATE      Vol. 42      No. 8      2000



  

Physics of the Solid State, Vol. 42, No. 8, 2000, pp. 1471–1477. Translated from Fizika Tverdogo Tela, Vol. 42, No. 8, 2000, pp. 1430–1436.
Original Russian Text Copyright © 2000 by Nosov, Sementsov.

                                                                                      

MAGNETISM
AND FERROELECTRICITY
Modification of Spin-Wave Resonance Spectra in Films
due to Damping and Finite Surface-Spin Pinning

R. N. Nosov and D. I. Sementsov
Ul’yanovsk State University, ul. L. Tolstogo 42, Ul’yanovsk, 432700 Russia

e-mail: sements@quant.univ.simbirsk.su
Received December 20, 1999

Abstract—The influence of the extent of the surface spin pinning on the spin-wave resonance spectrum is
investigated for the case of a perpendicularly magnetized thin ferromagnetic layer in the presence of damping
in the spin system. For surface pinning of different types, the results of the numerical analysis of the imaginary
part of susceptibility, which determines the amplitude, width, and position of resonance peaks in spin-wave
spectra, are presented. © 2000 MAIK “Nauka/Interperiodica”.
INTRODUCTION

In the case of uniformly magnetized films, a neces-
sary condition for spin-wave resonance (SWR) is the
existence of the surface anisotropy, which differs from
the bulk one and determines the extent of spin pinning
on the film surface [1]. There is a considerable body of
work devoted to the question of how the boundary con-
ditions affect the spin-wave spectrum (SWS) [2–6].
The features of SWR spectra were investigated for
symmetrical, antisymmetrical, and other special cases
of surface-spin pinning. However, the analysis carried
out in most of the works did not take damping, inherent
in any spin system, into account. In the films that
exhibit incomplete pinning of the surface spins and
finite damping, the features of SWR spectra and its
modification with variations of the above-mentioned
characteristics have been little studied [7–9]. At the
same time, the increased requirements for interpreting
SWR spectra in mono- and multilayers necessitate a
more detailed study on the influence of different param-
eters on the SWR spectra and, especially, of the sym-
metry of boundary conditions, the extent of spin pin-
ning, and damping [10, 11]. In this work, the modifica-
tion of the SWR spectrum with variations in the extent
of surface-spin pinning and with change in the type of
surface anisotropy is examined with allowance made
for damping in the spin system.

1. EQUATIONS OF MOTION

In the presence of damping in the spin system, the
motion of the magnetization vector M is described by
the Landau–Lifshitz equation

(1)M γ MHeff[ ] ξ
M
----- MM[ ] ,+=

. .
1063-7834/00/4208- $20.00 © 21471
where γ is the gyromagnetic ratio, ξ is the dimension-
less damping parameter. The effective internal field is
defined by the expression

(2)

where H0 and h are external static and high-frequency
fields, respectively; α and β are the exchange and
uniaxial anisotropy constants, respectively; n is the unit

vector of the easy magnetization axis; and  is the
demagnetizing coefficient tensor. Let the static field H0
and the unit vector n be orthogonal to the film surface,
and the high-frequency field h, orthogonal to H0. The
bias magnetic field H0 is assumed to be of such a mag-
nitude that the orientation of the steady-state magneti-
zation M0 coincides with n. Introducing small devia-
tions m(r, t) from the equilibrium magnetization in (1)
and linearizing this equation, we obtain the following
set of equations for the components mx and my:

(3)

A film magnetized normally to its surface possesses
axial symmetry; therefore, it is convenient to describe
the deviation of the magnetic moment from the equilib-
rium in terms of rotational components m± = mx ± imy.
If the high-frequency field is also circularly polarized
(h± = hx ± ihy) and varies harmonically in time, the equa-
tion of motion for the component m+ ≡ m, responsible for
free oscillations of the spin system, has the form

(4)

Heff H0 h α∇ 2M βn nM( ) 4πN̂M,–+ + +=

N̂

ṁx ξṁy–

=  γ αM0∇
2 βM0– H0– 4πM0+( )my γM0hy,–

ṁy ξṁx–

=  γ αM0∇
2 βM0– H0– 4πM0+( )mx γM0hx.+( )

d m2

dz2
--------- ν2m+

h
α
---,–=
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where the wave number of a spin wave is determined by
the dispersion law

(5)

and ω0 = γ(H0 + βM0 – 4πM0) is the frequency of the
uniform (ferromagnetic) resonance. The solution of (4)
can be presented as

(6)

The coefficients A1 and A2 are determined from the
exchange boundary conditions [1] for each of the film
surfaces

(7)

where di = a∆βi/α are parameters of the surface-spin
pinning, a is a coefficient of the order of the lattice con-
stant, and ∆βi is the difference between the surface and
bulk anisotropy constants.

A simultaneous solution of Eqs. (6) and (7) leads to
the following expression for the magnetization aver-
aged over the thickness of the film:

(8)

where the high-frequency susceptibility of the film is

(9)

This expression describes the excitation spectrum of
the spin system of a magnetic film in the general form.
In the absence of damping (ξ = 0), the position of spin
wave peaks is determined by the poles of χ.

2. ANALYSIS OF THE MODEL 
WITHOUT DAMPING

In the general case of arbitrary spin pinning on the
film surface, there can be three different kinds of
boundary conditions, depending on the signs of the
parameters di: when di > 0, uniaxial anisotropy of the
“easy-axis” type is realized on both film surfaces; di <
0 corresponds to the surface anisotropy of the “easy-
plane” type; and the case of d1 > 0, d2 < 0 corresponds
to mixed boundary conditions. In what follows, we will
consider several cases of surface pinning of spins that
are of frequent occurrence.

ω 1 iξ–( )ω0 αγM0ν
2,+=

m z( ) A1 iνz( ) A2 iνz–( ) h

αν2
---------.–exp+exp=

dm
dz
------- d1m–

z L–=
0, dm

dz
------- d2m+

z L=
0,= =

m〈 〉 1
2L
------ m z( ) zd

L–

L

∫ χh,= =

χ 1

2αν2
------------=

×
2d1d2 νL d1 d2+( )ν+tan

νL d1d2 d1 d2+( )ν 2νLcot ν2–+[ ]
------------------------------------------------------------------------------------ 2–

 
 
 

.

P

(1) d1 = –d2 = d, the case of antisymmetrical pin-
ning. In this case,

(10)

and the spin-wave spectrum is determined by the wave
numbers νpL = (2p – 1)π/2, where p are integers. The
position of spin-wave modes does not depend on the
extent of pinning. In accordance with the number 2p –
1, these modes may be specified as odd. The difference
in the wave number between the “neighboring” modes
depends on the film thickness: ∆νp, p + 1 = π/L and,
hence, it increases with decreasing thickness.

(2) d1 = d2 = d, the case of symmetrical pinning. In
this case

(11)

the spin-wave spectrum is determined by solutions of
the equation

(12)

From (12), it follows that, in this case, the position of
spin-wave modes depends on the extent of surface-
spins pinning. In the case of complete pinning (d 
±∞), the spectrum of spin-wave modes is determined
by the wave numbers νpL = (2p – 1)π/2, and, similarly
to the case of antisymmetrical pinning, they can be
classified as odd.

(3) d1  ∞, d2 = 0, i.e., there is complete pinning
on one of the surfaces, and no pinning on the other. In
this case,

(13)

and the spin-wave spectrum is characterized by the
wave numbers νpL = (2p – 1)π/4; hence, the number of
modes is doubled in comparison with the above cases
of complete and symmetrical pinning.

In all considered cases, when pinning is entirely
absent on both surfaces of the film (d1 = d2 = d), spin-
wave modes disappear, and only the uniform mode of
ν = 0 remains in the spectrum (ferromagnetic reso-
nance), the mode, for which χ = 1/αν2. The considered
spin-wave modes are of the bulk type, their wave num-
bers are real, and the solution of (6) can be presented in
terms of trigonometric functions. According to (5),
these modes are realized in the frequency range higher
than the frequency of the uniform resonance (ω > ω0).
The derived solutions of (4) also admit the existence of
surface spin-wave modes for which the wave numbers
in (6) are purely imaginary. They exist at ω < ω0 and are
expressed in terms of hyperbolic functions. An expres-
sion for the susceptibility χ for the case of surface
modes can be obtained by replacing ν with iν in the

χ 1

αν2
--------- d2 νLtan

νL d2 ν2+( )
---------------------------- 1– ,=

χ 1

αν2
--------- d

νL d νL ν–cot( )
--------------------------------------- 1– ,=

νLcot ν d⁄– 0.=

χ 1

αν2
--------- 1

2νL 2νLcot
----------------------------- 1– 

  ,=
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corresponding expressions for bulk modes. Thus, in the
case of symmetrical pinning, instead of (11), we obtain

(14)

and, hence, the spectrum of these modes is given by a
solution of the equation

(15)

Figure 1 shows graphical solutions of the equations,
corresponding to the wave-number spectrum of the
bulk (a) and surface (b) modes in the case of symmetri-
cal surface pinning of spins. It is evident that, at d 
±∞, the spectrum of bulk modes is determined by the
wave numbers νpL = (2p – 1)π/2, while, at d  0, the
spectrum contains only one uniform mode with ν = 0.
In the considered case of symmetrical pinning, the sur-
face mode exists only for surface anisotropy of the
“easy-plane” type, i.e., at d < 0.

At nonsymmetrical boundary conditions, when d1 ≠
±d2, analyzing (9) is generally rather difficult. How-
ever, for every specific type of the surface anisotropy
and for given values of the parameters di, the wave-
number spectrum of the bulk and surface modes can be
found numerically.

3. THE MODEL WITH DAMPING

Expression (9) with pure real (or pure imaginary)
wave numbers ν allows us to determine only the posi-
tion of the spin-wave modes on the frequency scale (or
on the scale of field amplitudes). The width of a peak
and its amplitude can be found from (9), if we take into
account that the value of ν is complex because of damp-
ing in the system. To examine the spin-wave spectrum
of the system in the case of ξ ≠ 0, we write the disper-
sion relation for the spin waves in terms of the real and
imaginary parts of the wave number ν = ν1 – iν2,

(16)

where Ω = ω/αγM0, and Ω0 is defined by a similar rela-
tion. After solving (16), we obtain the frequency depen-
dencies of the real and imaginary parts of the wave
numbers of spin waves

(17)

At Ω = Ω0, i.e., when ∆Ω = 0, which corresponds to the
uniform (ferromagnetic) resonance, we have ν1 = ν2 =

. In Fig. 2, the frequency dependencies of the
parameters νj are plotted, which represent the disper-
sion curves for damping spin waves in the thin film.

The power of the high frequency field that is
absorbed by the film is determined by the imaginary

χ 1

αν2
--------- d

νL d νL ν+coth( )
------------------------------------------- 1– ,=

νcoth L ν d⁄+ 0.=

ν1
2 ν2

2– Ω Ω0 ∆Ω, 2ν1ν2≡– ξΩ,= =

ν j
1

2
------- ∆Ω2 ξ2Ω2

+ 1–( ) j∆Ω–[ ]
1
2
---

, j 1 2.,= =

ξΩ 2⁄( )
1
2
---
PHYSICS OF THE SOLID STATE      Vol. 42      No. 8      200
cotνL

Re(cotνL)

d > 0

d/ν

–d/ν

νL

(a)

2ππ
0

0

cothνL –ν/dd < 0

2ππ νL

(b)

Fig. 1. Graphical solution of the dispersion equations for the
bulk (a) and surface (b) modes at symmetrical pinning.

–0.1 0 0.1

(ξΩ/2)1/2

∆Ω/Ω0

π/4L

π/2L
ν2 ν1

Fig. 2. Frequency dependencies of the real ν1and imaginary
ν2 parts of the wave numbers of spin waves.
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part of the complex susceptibility χ = χ' – iχ'' and is
equal to P = ωχ''h2/2. The maxima of χ'' are associated
with spin wave modes of the corresponding type and
order excited in the film. In what follows, we will con-
sider in greater detail the spin wave spectrum for one of
the most important cases, the symmetrical pinning.
From (11), we obtain an expression for the imaginary
part of the high-frequency susceptibility

(18)

where the following notation has been introduced: g =

(  + )(  + )
3
 and

Analysis of (18) reveals that the absorption maxima
are located at the points that correspond either to a solu-
tion of the equation q1 = 0 at Ω > Ω0 (bulk modes) or, at
Ω < Ω0 and d < 0, to a solution of q2 = 0 (surface modes).
These equations are a generalization of Eqs. (12) and
(15) to the case of nonzero damping. The spectrum of
the bulk modes is determined by solutions of the equa-
tion q1 = 0, which fall into two groups, namely:

(19)

where ∆p is a displacement that is dependent on the
extent of pinning and on the mode’s number.

As it follows from Fig. 1, at ξ ≠ 0, the function
Re( ) is bounded. The envelopes of its maxima
are straight lines ±ν1ΩL/ξ, whence it follows that solu-
tions of (19) exist only when the inequality |d| ≥ ξΩL is

fulfilled. The first type of solutions  corresponds to
odd spin-wave modes and virtually coincides with the
solutions of (12) in the case of no damping. The second

type of solutions  corresponds to even modes. They
appear as the result of distortions of standing spin
waves due to damping in the spin system. When surface
anisotropy grows, at d > 0, the wave numbers of odd
modes increase, while the wave numbers of even
modes do not vary for all practical purposes (they
decrease very slightly). Hence, it follows that, with d
growth, odd modes are shifted toward higher resonance
frequencies (lower resonance fields). At d < 0, as the
pinning becomes stronger, i.e., |d| increases, the shift of
spin-wave modes will take place in the reverse direc-
tion. The shift occurs until odd and even modes merge
together, i.e., |d| becomes equal to ξΩL. In that case, the

χ''
1

αgL
---------- ∆Ω ν1q2 ν2q1+( ){=

+ ξΩ ν1q1 ν2q2– L ν1
2 ν2

2+( ) q1
2 q2

2+( )–[ ] } ,

q1
2 q2

2 ν1
2 ν2

2

q1 ν1L
ν2

2L 1–coth

ν2
1Lcot ν2

2Lcoth+
-----------------------------------------------

ν1

d
-----,–cot=

q2 ν2coth L
ν2

1cot L 1+

ν2
1Lcot ν2

2Lcoth+
-----------------------------------------------

ν2

d
-----.+=

Lν1 p
1( ) p

1
2
---– ∆p– 

  π, Lν1 p
2( ) πp,≅=

νLcot

ν1 p
1( )

ν1 p
2( )
P

straight lines ±ν1/d merge with the envelopes of the
maxima of the function Re( ), and it becomes
impossible to identify the spin-wave modes as odd or
even.

At the frequencies, corresponding to the wave num-
bers (19), in the approximation ∆Ω @ ξΩ , the maxima
of absorption are given by the expressions

(20)

From these expressions, it follows that the ampli-
tudes of odd modes are proportional to ξ–1, while the
amplitudes of even modes are proportional to ~ξ. At the
damping parameter ξ ≤ 10–2, which usually takes place
in the real magnetic films, the intensity of even modes
is at least four orders of magnitude less than the inten-
sity of odd modes.

In the limit case of complete pinning (d  ∞),
expression (20) gives the following dependence of the
amplitude of odd modes on the wave number ν1:

(21)

Neglecting the small second term in the parentheses in
(21), we obtain the well-known “quadratic” distribu-

tion of the amplitudes of the spin-wave modes (  ~
ν–2). In the case of no pinning (d = 0), the spin-waves
spectrum disappears, and expressions (20) describe the

“tail” of the uniform resonance  ≅  ξΩ/α∆Ω2. The
finite values of the parameters d and ξ cause the depar-
ture of spin-wave amplitudes from the quadratic distri-
bution, decreasing them in comparison with χ'' =

2/αξΩ L2.

Let us examine the absorption χ'' in the vicinity of
the uniform-resonance frequency Ω = Ω0. Taking into

account that ν1 ≅  ν2 ≅   and νiL ! 1 in this
region, we obtain

(22)

In the case of no pinning, the maximal value of the fer-
romagnetic-resonance amplitude takes place at ∆Ω = 0,

νLcot

χ''

1

αξΩ∆ΩL2
--------------------------- 2

f
--- ξ2Ω2L2

∆Ω
------------------+ 

  , ν1 ν1
1( )=

ξΩ
α∆Ω
------------ 2d

4d∆Ω ξ2Ω2L+
------------------------------------- 1

∆Ω
--------+ 

  , ν1 ν1
2( ),=

≅

f
ν1

2 d2+

d2 ξ2Ω2L2 4⁄+
------------------------------------

1
Ld
-------, ν1

2 ∆Ω.≅+=

χmax'' 1

αξΩν1
2L2

----------------------- 2 ξ2Ω2L2

ν1
2

------------------+
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χmax''

χunif''

ν1
2

ξΩ 2⁄( )
1
2
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χunif'' ξΩ
α ∆Ω2 ξ2ω2+( )
-------------------------------------=
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and it is equal to  = 1/αξΩ . At d ≠ 0, the peak of
absorption of the “uniform” mode is displaced: at d > 0,
the shift is positive, and the uniform mode transforms
into the bulk spin-wave mode specified by the index p =
1; at d < 0, the shift is negative, and the uniform mode
transforms into the surface mode. Similarly, one can
obtain the amplitudes of spin-wave modes in any par-
ticular case of the surface pinning of spins.

4. NUMERICAL RESULTS

In what follows, we present the results of numerical
analysis, which describe how the main features of the
modification of the spin-wave spectrum resulted from
surface spin pinning and damping in the spin system. In
Fig. 3, the dependence of χ'' on the normalized detun-
ing from the frequency of the uniform resonance
∆Ω/Ω0 is shown for the case of antisymmetrical sur-

χFMR''

1
2
3
4

10–3

10–2

10–1

1

1 3 5 7

χ''

2π

∆Ω/Ω0

ν1L3π

(a)

10–2

10–1

1

10

–0.5 0 0.5

1
2
3
4

π/8 π/2 π
ν1L

∆Ω/Ω0

χ''

(b)

Fig. 3. Spin-wave resonance spectrum at antisymmetrical
pinning and different values of the pinning parameter d; L =
10–4 cm, M0 = 103 G, and ξ = 10–2.
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face-spin pinning (d1 = –d2 = d) at different values of
the pinning parameter (d = ∞, 2, 1, 0; curves 1–4,
respectively) and at the value of the damping parameter
ξ = 10–2. This dependence characterizes the frequency
spectrum of spin-wave modes. The part of the spectrum
that corresponds to the bulk modes of indices p = 2, 3,
4 is shown in Fig. 3a, while the part that corresponds to
the bulk mode of index p = 1, as well as to the uniform
and surface modes, is shown in Fig. 3b. From these
dependencies, it follows that, with variations in the
extent of surface-spin pinning, in the case under con-
sideration, there is no frequency (and field) displace-
ment of the bulk modes, but there is a displacement of
the surface mode: at complete pinning, there is no sur-
face mode; with a decrease of the extent of pinning, the
surface mode displaces toward higher frequencies, and,
in going to the case of no pinning (d  0), it trans-
forms to the uniform mode (ΩS  Ω0). At d ≠ 0, there

1 3 5 7
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Fig. 4. Spin-wave resonance spectrum at antisymmetrical
pinning and different values of the damping parameter ξ; d
= 1.
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is no uniform mode in the spectrum. It is also evident
that an increase in the extent of pinning results in a sig-
nificant increase in the amplitudes of bulk modes and in
an insignificant decrease in the amplitude of the surface
mode. The change in sign of the surface anisotropy on
both sides of the film (d1 = –d2 = d < 0) has no effect on
the wave number and amplitude of the spin-wave
modes, which is a distinctive feature of the spin-wave
spectrum in the case of surface-spin pinning of the anti-
symmetrical type.

In Figs. 4a and 4b, for antisymmetrical pinning
characterized by the parameter d = 1, the spin-wave
spectrum is shown at different values of the damping
parameter ξ = (0.3; 1; 3) × 10–2 (curves 1–3). As should
be expected, the growth of the extent of damping in the
spin system leads to a decrease in the amplitude of the
resonance peaks and to an increase in their width. The
extent of damping has no effect on the position of these
peaks.
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Fig. 5. Spin-wave resonance spectrum at symmetrical pin-
ning and different values of the parameter d > 0; ξ = 10–2.
P

In Fig. 5, for the case of surface-spin pinning of the
symmetrical type (d1 = d2 = d) and of the surface anisot-
ropy of the “easy-axis” type (d > 0), the parts of the
spectrum that correspond to the bulk spin-wave modes
of indices p = 2, 3, and 4 (a) and to the mode of index
p = 1 (b) are shown. A distinctive feature of this case is
the absence of any surface mode in the spectrum and
the dependence of the resonance-peak position on the
strength of pinning. With an increase in the pinning
strength, all resonance peaks displace toward higher
frequencies. The amplitudes of peaks with p > 1
increase with the strength of pinning. However, for the
mode of p = 1, the amplitude growth takes place with a
decrease in pinning strength, and, at d = 0, this mode is
transformed into the uniform resonance mode having a
maximal amplitude. In Fig. 6, the spectrum at symmet-
rical pinning is shown, but for the case of surface
anisotropy of the “easy-plane” type (d < 0). In this case,
in the region Ω < Ω0, a surface mode appears, with its
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Fig. 6. Spin-wave resonance spectrum at symmetrical pin-
ning and different values of the parameter d < 0; ξ = 10–2.
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amplitude being much larger than the amplitude of the
bulk mode with p = 1 (curve 3 in Fig. 6b); the growth
of the strength of spin pinning results in an increase in
the peak amplitudes of all bulk modes (p ≥ 1) and in a
displacement of resonance peaks of the bulk modes
toward lower frequencies. A comparison of the spectra
presented in Figs. 5 and 6 shows that, at the same values
of |d|, but different types of surface anisotropy, the same
interval of frequencies may be associated with spin-
wave modes of different indices p. For example, in the
frequency region ∆Ω/Ω0 ≅  2 and |d| = 2, we have the
mode of p = 3 in Fig. 5a and the mode of p = 2 in
Fig. 6a.

Thus, damping and incomplete surface-spin pinning
lead to a significant rearrangement of the spectrum of
spin-wave modes. The spectrum sensitivity to the type
of surface anisotropy and to the extent of pinning
demands the adequate theoretical approach in spin-
wave mode identification. For the experimental deter-
mination of the spectral parameters to be more accu-
rate, it is desirable to use films exhibiting low damping
(ξ ≤ 10–2) and having a small thickness (L ≤ 10–4 cm),
for which there is no overlapping of modes of different
orders.
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Abstract—It is established that the magnitude of the discontinuity in the slope of a pulse-switching curve
defined as the ratio between the switching coefficients Sw1 and Sw2 corresponding to the first and second parts
of the switching curve, respectively, decreases with an increase in the thickness of a ferrous borate single crys-
tal. This change is generally caused by a decrease in the coefficient Sw1, whose magnitude is inversely propor-
tional to the sample’s thickness. In order to analyze the results obtained, we used the early proposed expression
τ –1 = aHs – bA2, connecting the switching rate τ–1 with the amplitude of the magnetic field Hs and the intensity
A of the magnetoelastic vibrations accompanying the pulse switching. It is found that the coefficient a depends
only slightly on the sample’s thickness, while the coefficient b is inversely proportional to the thickness squared.
Thus, the main part of the energy losses due to magnetoelastic vibrations is associated with elastic lattice vibra-
tions. © 2000 MAIK “Nauka/Interperiodica”.
It is well known [1–3] that the pulse properties of
magnets are most fully characterized by a switching
curve, which is the dependence of the inverse switching
time τ–1 (or the magnetization rate [4]) on the amplitude
of a magnetic field pulse Hs. The shape of this curve
reflects the qualitative and quantitative changes in the
pulse-switching mechanisms. Searching and investiga-
tion of the changes associated with peculiarities of the
interaction between the magnetic and elastic sub-
systems of the crystal are of great physical interest.
These changes have until now only been found in single
crystals of ferrous borate FeBO3. It was established [5–
7] that the shape of a switching curve of ferrous borate
is determined not by the change in the magnetization
nature, in contrast to other magnets investigated to date
[2, 3, 8–10], but by the character of the dependence of
energy losses associated with the excitation of shock
magneto-elastic vibrations on the duration τ of the tran-
sient process. It was found that a delay in the elastic
subsystem of the crystal from the magnetic one is
observed when τ < τ* ≈ 13–17 ns, with τ* depending
only slightly on the sample’s thickness and the period
of vibrations determined by it. As a result, the energy
losses due to the excitation of magnetoelastic vibra-
tions decrease, the magnetization rate increases, and
there appears a discontinuity in the slope of the τ–1(Hs)
curve.

Obviously, to understand the physics of the pulse
switching of FeBO3 single crystals (as well as other
magnets characterized by a clearly pronounced magne-
toelastic interaction), it is necessary to investigate the
dependence of the shape of the switching curve on the
properties and characteristics of the single crystals. The
results of the investigation of the dependence of the dis-
1063-7834/00/4208- $20.00 © 21478
continuity in the slope of a switching curve on the
thickness of single crystals are reported in this paper.
The case of 180° switching is considered. The analysis
of the results obtained is carried out by means of an
expression proposed in [11], which describes the
dependence of the switching rate τ–1 on the amplitude
of the switching field Hs and the intensity of magne-
toelastic vibrations A,

τ–1 = aHs – bA2, (1)

where a is a proportionality coefficient depending on
the Gilbert damping factor (i.e., on the losses in the
magnetic subsystem) and the type of the transient pro-
cess. For 180° switching, the coefficient b is equal to
ak/2Ms, where Ms is the saturation magnetization and k
is a coefficient in the expression wme = kA2 for the
energy loss density associated with the excitation of
magnetoelastic vibrations.

1. EXPERIMENTAL TECHNIQUE

The investigations were carried out on an induction
setup with a time resolution of ~1 ns [12]. The initial
single-domain state of a sample was created by a con-
stant bias field Hb parallel to the sample’s plane and
exceeding the field of its technical saturation Hsat by
20–25%. The process under investigation was initiated
by a magnetic field pulse Hp, whose direction was
opposite to that of the field Hb. The resulting value of
the switching field Hs = Hp – Hb was used when con-
structing the τ–1(Hs) dependences.

Eight samples with thicknesses ranging from 24 to
130 µm were investigated. The samples had an irregu-
000 MAIK “Nauka/Interperiodica”
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lar-polygonal shape and diameters ranging from 4 to
8 mm. The plane of a sample was perpendicular to the
crystallographic C axis. The parameters of four sam-
ples, which are used to illustrate the main results, are
presented in the table. The table lists the thickness d,
the saturation field Hsat, the period of magnetoelastic
vibrations T (measured at the same field Hs = 3.5 Oe),
and the values of the coefficients a and b in expression
(1) found by the method described below. It should be
noted that the value of the coefficient k and, therefore,
the coefficient b depend on the method of determina-
tion of the intensity of magnetoelastic vibrations. As in
our previous experiments [5–7], the amplitude A of
stress oscillations of the longitudinal switching signal,
which was observed immediately after the main stage
of the magnetization reversal, was treated as a measure
of the intensity of these vibrations. The switching time
τ was supposed to be equal to the time interval between
the instants at which the stress signal was 0.1 of its
amplitude.

2. RESULTS AND DISCUSSION

The investigations carried out indicate that the shape
of a pulse-switching curve obviously depends on the
sample’s thickness. For curves obtained for the thinnest
(No. 1) and the thickest (No. 4) samples (solid lines in
Figs. 1, 2) illustrate this result. According to data pub-
lished earlier [13], these curves consist of two parts,
each of which is well approximated by a straight line. It
is seen that, for the thickest sample, the discontinuity in
slope of the pulse-switching curve (the difference in the
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0 2 4 6 Hs, Oe

τ –1, µs–1

Fig. 1. Comparison between the experimental and calcu-
lated switching rates for sample 1. The solid line is an exper-
imental pulse-switching curve; the dashed line is the τ–1 =
aHs straight line; (1) are the calculated switching rates;

(2) are the values of bA2.
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slope of the approximating straight lines with respect to
the abscissa axis) is obviously smaller than that for the
thinnest one. In magnetodynamics [1–3], the rate of
change in the switching rate (the so-called switching
coefficient Sw = dHs/dτ–1) is usually characterized by a
quantity that is inversely proportional to the slope men-
tioned above. Accordingly, the discontinuity in slope
can be characterized by the ratio between the switching
coefficients Sw1 and Sw2 for the first and second parts,
respectively, of the curves under discussion. We have
Sw1 = 0.29 and Sw2 = 0.022 Oe µs for the 24 µm-thick
sample (sample 1) and Sw1 = 0.06 and Sw2 = 0.025 Oe µs
for sample 4. Thus, an increase in a sample’s thickness
gives rise to an essential decrease in the discontinuity in
slope of the pulse-switching curve.

Figure 3 shows the dependences of the coefficients
Sw1 and Sw2 on the thickness of all samples investigated.
The coefficient Sw1 becomes approximately 5.3 times
smaller as the thickness grows from 24 to 130 µm. The
experiment shows that the Sw1(d) dependence is well

Parameters of the samples

Sample d, µm Hsat , Oe T, ns a, Oe–1 µs–1 b, µs–1 mV–2

1 24 1.3 13 36 9.9

2 45 1.4 22 33 3.1

3 80 1.8 40 33 1.1

4 110 2.1 56 30 0.65
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Fig. 2. Comparison between the experimental and calcu-
lated switching rates for sample 4. The solid line is an exper-
imental pulse-switching curve; the dashed line is the τ–1 =
aHs straight line; (1) are the calculated switching rates;

(2) are the values of bA2.
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approximated by the hyperbola Sw1 = f/d (see Fig. 3),
with f being approximately 7.3 Oe µm µs for the sam-
ples under investigation. At the same time, it is seen that
the coefficient Sw2 changes only slightly, growing from
0.02 to 0.25 Oe µs. Thus, the ratio Sw1/Sw2 changes up
to 6 times in the thickness range investigated.

To discuss the results obtained, let us consider
expression (1). It should be reminded that the validity
of this expression was proven [11], in general, for 90°
switching. Therefore, it is necessary, first and foremost,
to verify the validity of this expression in the case of the
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d, µm
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Fig. 3. Dependences of the switching coefficients on the
sample thickness d: (1) correspond to the experimental val-
ues of Sw1, (2) are the experimental values of Sw2. The solid
line is the hyperbola Sw1 = f/d.
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Fig. 4. Dependence of the coefficient m1 on the sample’s
thickness d.
P

transient process considered in this paper. Figures 1 and
2 show the inverse switching time calculated from
expression (1). The experimental values of the intensity
of magnetoelastic vibrations and the values of the coef-
ficients a and b fitted by the least-square procedure to
the experimental data (see table) were used in the cal-
culations. It is seen that the calculated values are con-
sistent with the experimental pulse-switching curves
and, therefore, expression (1) is also valid for the 180°-
pulse magnetization reversal. Using this result, one can
infer the influence of the energy losses due to magne-
toelastic vibrations on the switching rate.

The influence of the energy losses is characterized
by the quantity bA2 in expression (1). This quantity is
proportional to the energy density of magnetoelastic
vibrations. Figures 1 and 2 show that the energy losses
initially increase with a growth in the field Hs, then pass
through a maximum at the field strength close to the
field  corresponding to the discontinuity in slope of
the τ–1(Hs) curve, and begin to decrease. There is prac-
tically no influence of magnetoelastic vibrations on the
switching rate at fields of ~10–15 Oe. Hence, the first
term in expression (1) determines the switching rate
that would be present if the magnetoelastic vibrations
were absent. In other words, the equation of the asymp-
tote of the pulse-switching curve at large fields has the
form τ–1 = aHs. The asymptotes are represented by
dashed straight lines in Figs. 1 and 2. A comparison of
these asymptotes with the other lines presented in the
figures reveals that the drag effect of magnetoelastic
vibrations decreases as the sample’s thickness grows.
Obviously, the discontinuity in slope of a pulse-switch-
ing curve can also be characterized by the curve “sag”
a  – (τ*)–1 = bA2( ).

A decrease in the energy losses that is observed with
an increase in the thickness of the single crystal thus
leads to a decrease in the magnitude of the discontinu-
ity in slope (or “sag”) of the pulse-switching curve. It
also gives rise to a decrease in the switching coefficient
Sw1. Let us consider this question in detail. Figures 1
and 2 show that, in the first approximation, the quantity
bA2 increases according to a linear law

bA2 ≈ (Hs – H0)m1, (2)

as the strength of the switching field grows up to Hs =

. At that the field H0 (~1.4–1.8 Oe) is close to the
value of the field Hs at which the pulse-switching curve
intersects its asymptote. The dependence of the propor-
tionality coefficient m1 on the sample’s thickness is
shown in Fig. 4. It is seen that this dependence is prac-
tically linear:

(3)

where the proportionality coefficient is p =
0.125 (Oe µm µs)–1, and m10 = 31 (Oe µs)–1 determines
the value of m1 at d  0.

Hs*

Hs* Hs*

Hs*

m1 m10 pd ,–=
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Based on the results presented above, one can sup-
pose that the switching coefficient Sw1 increases with no
limit with decreasing single-crystal thickness. In other
words, the slope of the first part of the pulse-switching
curve with respect to the abscissa axis is close to zero
at d  0. Since, in accordance with Eqs. (1) and (2),
we have the relationship

(4)

it follows from formula (3) that the coefficients a and
m10 have close values. The validity of this conclusion
can be verified by comparing the average value of the
coefficients a presented in the table (≈33 (Oe µs)–1) to
the above-mentioned value of m10. It follows, in turn,
that the relationship Sw1 ≅  (pd)–1 takes place. This
approximate expression agrees well with the experi-
mental results presented earlier: the switching coeffi-
cient corresponding to the first part of the pulse-switch-
ing curve is inversely proportional to the sample’s
thickness, and the value f  = 7.3 Oe µm µs is close to the
predicted value of the proportionality coefficient p–1 =
8 Oe µm µs.

It is obvious that the analysis carried out is semiem-
pirical. A rigorous explanation requires more detailed
ideas of the energy losses in the elastic and magnetic
subsystems of the crystal and their influence on the
transient processes. Unfortunately, the experimental
and theoretical investigations of these questions are
presently in embryo. Nevertheless, we can reveal one
factor that gives rise to a decrease in energy losses with
a growth in the sample’s thickness, everything else
being equal. We found that the coefficient b in expres-
sion (1) is approximately inversely proportional to the
single-crystal thickness squared. In Fig. 5, the values of
the coefficient b taken from the table are indicated and the
quadratic hyperbola q/d2 with q = 620 (µm/mV)2 µs–1 is
plotted. Such a type of dependence under discussion
indicates that the main part of the energy associated
with magnetoelastic vibrations is the energy of elastic
lattice vibrations. Indeed, the energy density of these
vibrations (averaged over their period) is proportional
to the vibration frequency squared [14]. The frequency
of the magnetoelastic vibrations is inversely propor-
tional to the thickness of the single crystal [15, 16].

Now let us briefly consider the switching coefficient
Sw2. On the basis of the data presented in Figs. 1 and 2,

one can think that, in the fields Hs > , the quantity
bA2 decreases as the switching field grows, approxi-
mately following the linear law

where the proportionality coefficient m2 > 0. Thus, the
switching coefficient Sw2 ≈ (a + m2)–1 is smaller than the
limiting switching coefficient Sw0 = a–1 characterizing
the asymptote. For example, for sample 1, we have

Sw1
1

a m1–
---------------,=

Hs*

bA
2

bA
2

Hs*( ) Hs Hs*–( )m2,–≈
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Sw0 = 0.028 Oe µs, while the experimental value is
Sw2 = 0.022 Oe µs. The corresponding parameters for
sample 4 are Sw0 = 0.033 Oe µs and Sw2 = 0.025 Oe µs.
It is seen that the difference in value of Sw0 and Sw2 is
noticeable. However, the values themselves are small,
which is why an increase in the time resolution of the
experimental setup is needed to investigate them in
more detail and obtain the asymptote experimentally.
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Abstract—Using a pairwise potential approximation and a shell model, computer simulation is performed of
a charge-ordered crystal phase of La1.5Sr0.5NiO4, in which Ni2+ and Ni3+ ions are arranged in staggered rows
in perovskite layers. This phase is found to be stable, and, in the process of its formation, the contribution to the
lowering of the total crystal energy from the charge rearrangement is smaller than that from the relaxation of
the crystal structure (the structure of NiO2 layers, first of all) caused by this rearrangement. The decrease in the
total energy is due to the long-range Coulomb interaction, predominantly the attraction between Ni3+ and oxy-
gen ions in NiO2 layers. © 2000 MAIK “Nauka/Interperiodica”.
INTRODUCTION

La2 – xSrxNiO4 crystals have attracted particular
interest in the last few years. Originally, this was due to
the conjecture that, when appropriately doped, this
nickelate can be a superconductor, because its structure
is identical to that of the cuprate La2 – xSrxCuO4, which
is superconducting in a wide composition range. How-
ever, these expectations have not been realized.
Although pure La2NiO4 and La2CuO4 are both antifer-
romagnetic insulators, and their doping with strontium
results in the injection of holes into the MeO2 perovs-
kite layers (Me = Ni, Cu), there are also some signifi-
cant distinctions between them. For instance, the Ni2+

ion has a 3d8 configuration with a spin of S = 1, and the
band gap in nickelates equals 4 eV [1]. In cuprates, by
contrast, the Cu2+ ion has the 1/2 spin and the band gap
is half as narrow [2]. For this reason, La2 – xSrxCuO4
becomes a superconductor even for x > 0.05, whereas
La2 – xSrxNiO4 is an insulator up to x ≈ 1 [3], because the
holes in NiO2 layers are in localized polaron states. The
interpretation of transport properties of La2 – xSrxNiO4
in terms of the polaron model is confirmed by the
experiment. For example, the interaction of vibrational
“breather” modes with holes leads to infrared [4, 5] and
other anomalies [6].

Electron-diffraction experiments on La2 – xSrxNiO4
(x = 1/3) [7] revealed satellite spots near each funda-
mental Bragg reflection. These satellites are associated
with the formation of a superlattice and are only
observed at temperatures below TCO ≈ 220 K. In terms

of the space group , their positions are given by the
wave vectors q1 = (1, ±δ, 0) and q2 = (±δ, 1, 0), which
correspond to two different superstructure domains.
The value of δ was measured to be close to a rational

D4h
17
1063-7834/00/4208- $20.00 © 1483
number of 1/3. This allowed one to suppose that, in the
crystal, there occurred a structural phase transition that
resulted in unit-cell tripling along the two crystal axes
in the plane of perovskite layers. Investigations of the
electrical properties revealed that the phase transition is
accompanied by an increase in the planar resistivity [3,
8]. On the basis of this, a proposal was made that the
change in symmetry is due to hole localization, which
is arranged in the NiO2 layers in a periodic array, which
is referred to as a charge- or polaron-ordered structure
[7]. This name arose from the fact that a localized hole
causes the formation of a polaron, which consists of a
nickel ion and four in-plane oxygens around it. The
array of polarons in the charge-ordered phase is also
called the stripe structure, because they are arranged in
stripes in real space.

Numerous experimental studies revealed that,
unlike superconductivity, the charge ordering is a more
universal property of layered perovskites; it is observed
in differently doped La2 – xSrxNiO4, e.g., for x = 1/8, 1/4,
and 1/2 [7, 9], as well as in cuprates (La2 – xSrxCuO4, x =
1/8) [10] and manganates. In the latter case, the transi-
tion to the charge-ordered phase occurs in the single-
layer La1.5Sr0.5MnO4 compound at a temperature TCO ≈
230 K [11] and in the two-layer LaSr2Mn2O7 at TCO =
210 K [12]. Thus, the charge-ordering phenomenon is
one of the key subjects of the study on oxides with the
layered perovskite structure. In order to gain insight
into this phenomenon, one should solve two fundamen-
tal problems.

First, it is not clear which ions the holes are local-
ized on: metal (Ni, Cu, Mn) or oxygen ions. The major
difficulty is that there are no available experimental
data that allow one to unambiguously decide between
these two cases. For this reason, one has to gain the
information theoretically by using, for example, vari-
2000 MAIK “Nauka/Interperiodica”
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ous computer simulation methods. Relevant calcula-
tions were performed, for instance, for a two-dimen-
sional system of the “perovskite layer” type by using a
nonhomogeneous Hartree–Fock approximation [13].
Spectral characteristics of the system were predicted
for the two cases of hole localization, and, on the basis
of the calculations, the important conclusion was drawn
that the electron–phonon interaction strongly affects
the state of a localized hole: it is energetically favorable
for a hole to be localized on oxygen ions when the elec-
tron–lattice coupling is weak and on metal ions in the
opposite case. It should be noted in this connection that,
from experimental data on the total phonon density in
La2 – xSrxNiO4 [9], it follows that the electron–lattice
coupling is strong in this material.

The other fundamental problem that should be
solved in studying the charge-ordering phenomenon is
to elucidate microscopical mechanisms responsible for
the formation of polarons and their spatial ordering.
Theoretical investigations revealed that the formation
of polaron states is determined by the balance of the
long-range Coulomb repulsion between holes, on the
one hand, and short-range interaction between ions of
the crystal, on the other hand [14–18]. The latter can be
due, for example, to the electron–lattice coupling or, as
in manganates, to the orbital ordering in the 3d-ion sub-
lattice, which results in Jahn–Teller distortions stabiliz-
ing-polaron states [19]

Thus, in studying the charge ordering in layered per-
ovskites, a number of problems arise that have to be
solved theoretically. Some of the problems are of fun-
damental importance, because they are a serious hand-
icap to further experimental investigations of this phe-
nomenon. Therefore, to theoretically elucidate the
physical picture of the charge ordering is an urgent
problem now.
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Fig. 1. Structures of (a) the high-temperature tetragonal
(HTT), (b) charge-ordered (CO), and (c) pseudo-HTT
phases of an La2 – xSrxNiO4 crystal (schematic).
P

The present paper is devoted to modeling the transi-
tion of an La1.5Sr0.5MnO4 crystal from the high-temper-
ature tetragonal (HTT) phase to a charge-ordered (CO)
one. The objective of this work is, first, to theoretically
demonstrate that the charge ordering can occur in lay-
ered perovskites and that this ordering is stable; second,
to argue that this charge rearrangement directly or indi-
rectly causes the total energy of the system to decrease;
and, third, to elucidate the microscopical reasons for
the charge ordering in nickelates.

1. THE STRUCTURE OF HIGH-TEMPERATURE 
TETRAGONAL AND CHARGE-ORDERED 

PHASES
The La1.5Sr0.5NiO4 compound is a single-layer per-

ovskite, which consists of alternate NiO2 and (La, Sr)O
layers, with the layer sequence being such that there are
two layers of (La, Sr)O between nearest-neighbor NiO2
layers (Fig. 1). The characteristic element of this struc-
ture is the octahedron NiO6, which is deformed when
any change in crystal symmetry occurs. The latter may
be of a different origin. Specifically, the HTT and CO
phases differ in structure because the distributions of
holes in these phases are radically different.

For example, if the strontium doping of the crystal
is x = 1/2, we have one hole per two formula units.
From the results of the theoretical paper [13] and the
experimental data [9], it follows that a hole is localized
on nickel ions and distributed uniformly between them
in the high-temperature tetragonal phase. Therefore, all
nickel ions are equally charged (+2.5) and occupy sym-
metry-equivalent positions in the crystal (Fig. 1a). In
the charge-ordered phase, the hole is localized entirely
on one of the two nickel ions (a formula unit contains
one Ni ion) and, hence, we have two species of Ni ion,
+3 and +2. These ions are in equal amounts and distrib-
uted not randomly over the crystal, but arranged in
staggered rows in perovskite layers. In this case, the
unit cell is doubled along each of the two crystal axes
in the NiO2 layer plane. This structure was suggested in
[7]; one quarter of its unit cell is depicted in Fig. 1b.

To treat the effect of Sr doping, we use the following
method. Strontium is assumed to be distributed ran-
domly over the crystal in both phases. Therefore,
instead of the lanthanum sublattice in which Sr2+ ions
substitute for a part of La3+ ions, we can introduce a
homogeneous sublattice of an effective (La1.5, Sr0.5) ion
(see below). Taking the crystal doping into account by
this means, we preserve the long-range order and can
perform symmetry phase analysis. The analysis
revealed that the HTT and CO phases belong to the

symmorphic symmetry groups  and , respec-
tively. These space groups essentially differ in that the
in-plane oxygens Obasal are fixed in the (±1/2, ±1/2, 0)

positions in the case of the  group, whereas the 
group leaves room for displacements of these ions in

D4h
17 D2h

19

D4h
17 D2h

19
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the NiO2 plane. Furthermore, the positions of apical

oxygens Oapex, which are equivalent in , are sepa-

rated in  into two different groups of equivalent
positions, being in line with Ni2+ ions and in line with
Ni3+ ions, respectively. This separation also takes place
in the sublattice of effective ions, and we assume that
the Sr population of the two groups of positions is the
same.

The transition itself from the high-temperature tet-
ragonal to a charge-ordered phase is treated as follows.
From the above discussion, it follows that the CO phase
has two nickel sublattices differing only in the charge
of ions. Although all Ni-ion positions are equivalent in
the HTT phase, they can also be separated into the cor-
responding sublattices. Then, the transition between
the phases consists in the charge transfer from one sub-
lattice to the other. This redistribution of charges is
accompanied by the relaxation of the crystal structure.
As the parameter characterizing the phase transition,
we take the fraction of the hole charge ∆ that is on the
Ni ion with a higher charge. This parameter equals 0.5
in the HTT phase and lies in the range 0.5 < ∆ ≤ 0.1 in
the CO phase.

2. MODEL EXPRESSION FOR THE CRYSTAL 
ENERGY

The total energy of the crystal is considered as a
function of all unknown structure parameters (lattice
parameters and displacements of the cores and shells of
ions). Their optimum values are determined by the
numerical minimization of the energy. The calculations
are carried out in a pairwise potential approximation
and the shell model, which are commonly used in mod-
eling ion dielectrics [20]. In this case, the total energy
of the crystal is the sum of only pairwise interactions
between its ions. The interaction energy Vij between the
ith and jth ions is written as

(1)

where Zi and Zj are the ion charges. In (1), the first term
corresponds to the interaction of the ions treated as
point charges. The corresponding lattice sum is calcu-
lated by the Ewald method. The second term, Uij, con-
tains short-range quantum-mechanical contributions,
and electrostatic corrections to the classical Coulomb
interaction of ions that are due to the ions not being
point charges.

In this paper, the quantum-mechanical contributions
are approximated by the Born–Mayer potential gij,
which is considered as the function of the distance
between the shells, rather than between the cores of the
ions. We also include a short-range term fij , which
allows for the interpenetration (or screening) of the
electron shells of interacting ions. Although Ni3+ is a
Jahn–Teller-type ion, we do not take into account the

D4h
17

D2h
19

Vij ZiZ j r⁄ Uij,+=
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many-particle contribution to the energy, assuming it to
be small in comparison to the pairwise interactions.
The weak exchange interaction of magnetic Ni ions is
also ignored.

Thus, the final model expression for the crystal
energy is

(2)

where

(3)

(4)

(5)

Here, Xi and Yi are the charges of the core and shell of
the ith ion, respectively; li is the shift of the shell of the
ith ion relative to its core; Ki is the elastic constant in
the shell model; and r = |rij| is the distance between the
cores of the ith and jth ions. The constants Aij, Bij, Cij,
Dij, and λij in the above formulas are parameters of the
potentials; they are defined in [21, 22]. It should be
noted that we ignore the difference in the short-range
potentials of Ni2+ and Ni3+ ions.

Etot = ZiZ j/r gij rij li– l j+( ) f ij r( ) Uij
pol+ + +( ),

i j≠
∑

gij r( ) Cij Dijr–( ) λ ij r,⁄–exp=

f ij r( ) Aij– Bij– r( ) r,⁄exp=

Uij
pol XiX j

r
-----------

YiX j
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Fig. 2. Changes in the total energy (circles) and in its short-
range (squares) and long-range (triangles) components as a
function of parameter ∆ in the process of (a) HTT  CO
and (b) HTT  pseudo-HTT phase transitions.
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As was indicated above, we replace the disordered
sublattice of La and Sr ions by the sublattice of an
effective ion A. For this ion, the pairwise potentials are
taken to be equal to a weighted sum of the correspond-
ing potentials for lanthanum and strontium, with the
weighting factors being proportional to the correspond-
ing concentrations (x for strontium). For example, the
screened interaction potential between the A and O2–

ions is

(6)

In order to analyze the stability of the structure
obtained by the minimization of the total energy, we
carried out lattice dynamics calculations. In particular,
we calculated the squared frequencies of phonon

f A–O r( )
2 x–( ) f La–O r( ) x f Sr–O r( )+

2
---------------------------------------------------------------=

=  
1
2
--- 2 x–( )ALa–O BLa–Or–( )exp r⁄{–

+ xASr–O BSr–Or–( ) r⁄exp } .

Table 1.  Change in the total energy (per formula unit) of
La1.5Sr0.5NiO4 as compared to the pseudo-HTT-phase energy
caused by the introduction of additional degrees of freedom

Degrees of freedom (phases) Etot – , eV

HTT 0.74

Pseudo-HTT 0.0

Pseudo-HTT in the presence of 
structure relaxation along the normal 
to NiO2 layers

–0.354

Pseudo-HTT in the presence of 
structure relaxation in NiO2 layers

–0.98

CO –1.00

Rtot
pseudo HTT

Table 2.  Change in the Coulomb interaction energy (per formula
unit) between different sublattices caused by the HTT  CO
phase transition

Sublattice A Sublattice B (HTT) – (CO), 
eV

Ni3+ –8.3

Ni2+ 5.5

Ni3+ Ni3+ –4.7

Ni2+ Ni2+ 3.86

Ni3+ 3.86

Ni2+ –1.52

Note: The charges of Ni ions indicated correspond to the CO
phase. In the HTT phase, all Ni ions have a charge of +2.5.

EAB
Coulomb EAB

Coulomb

Obasal
2–

Obasal
2–

Oapex
2–

Oapex
2–
P

modes, and the absence (or presence) of negative quan-
tities among them was taken as evidence that the crystal
was stable (or unstable). Details of this analysis will be
presented elsewhere.

3. RESULTS AND DISCUSSION
The calculated total energy for the HTT and CO

phases is –166.7 and –168.5 eV per formula unit,
respectively. Thus, the charge-ordered phase is energet-
ically favored over the high-temperature tetragonal
phase. In addition, dynamics calculations showed that
the CO phase is stable.

In order to separate the mechanisms responsible for
the charge redistribution between the Ni sublattices and
for the relaxation of the crystal structure, we considered
a model pseudo-HTT-phase whose structure parame-
ters are equal to the equilibrium structure parameters of
the HTT phase, but the charge distribution coincides
with that in the CO phase. Clearly, the difference in the
total energy of the HTT and pseudo-HTT phases is
entirely due to the charge redistribution, whereas the
difference in the total energy of the pseudo-HTT and
CO phases is associated with the structure relaxation
caused by the charge redistribution.

Figure 2 shows the changes in the total energy and
in its long-range (Coulomb) and short-range compo-
nents as a function of the parameter ∆ (see Section 1)
for the HTT  CO and HTT  pseudo-HTT phase
transitions. The decrease in the total energy is roughly
1.74 eV in the first transition and 0.74 eV in the second.
Therefore, the lowering of the crystal energy due to the
structure relaxation is greater than that due to the
charge redistribution taken alone. Indeed, the energy is
reduced in the first case by 1.00 eV, whereas in the sec-
ond case it is only reduced by 0.74 eV. The calculations
also showed that the relaxation of the NiO2 layer struc-
ture produces a decrease in energy, which is larger than
that due to the relaxation of the crystal structure along
the normal to these layers. The results are presented in
Table 1.

Analysis of the variations of all components of the
total energy in the process of transition to the charge-
ordered phase revealed that the total energy is reduced
predominantly due to the long-range Coulomb interac-
tion (Fig. 2a). In this interaction, in turn, the dominant
contribution is not from the interaction between Ni3+

ions in which the holes tend to repel each other to the
optimum distances, but from the interaction between

the Ni3+ and  sublattices, which leads to the for-
mation of polarons (see Table 2).

4. CONCLUSIONS
Thus, using pairwise potentials, we performed com-

puter simulation of the charge-ordered phase of
La1.5Sr0.5NiO4, in which there occurs a purely two-
dimensional arrangement of Ni2+ and Ni3+ ions in stag-

Obasal
2–
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gered rows in perovskite layers. This structure was
found to be stable and energetically favored over the
high-temperature tetragonal phase. On the HTT 
CO phase transition, the structure relaxation caused by
the hole redistribution over the Ni sublattice produces a
larger gain in energy than the redistribution itself does.
The crystal energy is reduced more significantly due to
the relaxation of the structure in the NiO2 planes than in
the direction perpendicular to these planes. Finally, the
calculations showed that the interaction determining
the decrease in the total energy of the crystal is the

Ni3+–  Coulomb interaction, which is responsible
for the formation of polarons.
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Abstract—The spontaneous magnetization of the Ni0.4Fe0.6[Ni0.6Cr1.4]O4, Cu0.4Fe0.6[Ni0.6Cr1.4]O4, and
Zn0.4Fe0.6[Ni0.6Cr1.4]O4 samples has been investigated. Based on the results obtained, it is concluded that the
anomalous temperature dependences of spontaneous magnetization stem from the presence of a frustrated mag-
netic structure in at least one of the sublattices. © 2000 MAIK “Nauka/Interperiodica”.
Investigations into the magnetic properties of the
materials with a frustrated magnetic structure have
been topical in recent years. The frustrated magnetic
structure in ferrites with a spinel-type structure is usu-
ally formed because of the dilution of both sublattices
by nonmagnetic ions [1]. For spinel ferrites with a frus-
trated magnetic structure, the long-range magnetic
order does not extend over the bulk of samples. In this
case, there are separate regions of spontaneous magne-
tization whose formation is caused by both long-range
and short-range magnetic orders.

However, recent Mössbauer investigations revealed
that the frustrated magnetic structure also occurs in
undiluted spinel ferrites at a high Cr3+ content [2, 3].

The purpose of this work was to elucidate how the
frustrated magnetic structure in the ferrite–chromite
affected the temperature dependence of spontaneous
magnetization σs(T).

Néel was the first to demonstrate that the crystal lat-
tice of magnetic compounds with a spinel-type struc-
ture consists of two sublattices (octahedral and tetrahe-
dral), in which the magnetic moments Moct and Mtetr are
oppositely directed, so that the total magnetic moment
is Ms = Moct – Mtetr [4]. Based on his theory of ferri-
magnetism, Néel calculated that, unlike normal ferro-
magnets, spinel ferrites can have the N-, P-, and L-type
anomalous temperature dependences of the spontane-
ous magnetization σs(T).

More recently, some researchers found ferrites with
the N-type anomalous curves, i.e., with the com-
pensation point. These are lithium chromites
Li0.5Fe2.5 − xCrxO4 with x = 1.0–1.6 [5] and nickel
chromites NiFe2 – xCrxO4 with x = 0.75–1.5 [6]. Accord-
ing to these authors, the major factor responsible for the
anomalous dependences σs(T) is the direct negative
exchange interaction between octahedral ions Cr3+–
Cr3+, which leads to an abrupt decrease in the spontane-
ous magnetization of the octahedral sublattice σsoct(T)
with an increase in the temperature.
1063-7834/00/4208- $20.00 © 21488
In our opinion, the appearance of the N-type anom-
alous dependence σs(T) for the ferrite–chromites
Li0.5Fe2.5 – xCrxO4 and NiFe2 – xCrxO4 can be due to one
more factor. For example, the σs(T) curves for the fer-
rite–chromites CoFeCrO4 [7] and CuFeCrO4 [8] are not
the anomalous curves with the compensation points,
whereas the N-type σs(T) curve is characteristic of the
nickel ferrite–chromite NiFeCrO4 [6] with the same
Cr3+ content.

The objects to be studied were the nickel ferrite–
chromite Ni0.4Fe0.6[Ni0.6Cr1.4]O4 with the compensation
point [6] and two ferrites, in which the Cu2+ and Zn2+

ions are substituted for the Ni2+ tetrahedral ions, namely,
Cu0.4Fe0.6[Ni0.6Cr1.4]O4 and Zn0.4Fe0.6[Ni0.6Cr1.4]O4.

The samples were prepared by the ceramic tech-
nique with annealing in air and subsequent slow cool-
ing. The first annealing of the Ni0.4Fe0.6[Ni0.6Cr1.4]O4

and Zn0.4Fe0.6[Ni0.6Cr1.4]O4 samples was carried out at
1000°C for 4 h, and the second annealing was per-
formed at 1350°C also for 4 h. Both annealings of the
Cu0.4Fe0.6[Ni0.6Cr1.4]O4 sample were carried out at
1000°C for 20 h. The X-ray diffraction analysis
revealed that the samples were single-phase and had a
cubic spinel structure at room temperature. The magne-
tization was measured by the ballistic technique in the
fields up to 10 kOe in the temperature range 80–600 K.
The remanent magnetization σr and the coercive force
Hc were determined from the hysteresis loop measure-
ments.

The temperature dependences of spontaneous mag-
netization σs(T) and coercive force Hc (T) for the nickel
ferrite–chromite Ni0.4Fe0.6[Ni0.6Cr1.4]O4 are shown in
Fig. 1. It is seen that the compensation temperature TK

is equal to ≈340 K, and the Curie temperature TC is
≈450 K. This is in good agreement with the data
reported in [6]. The Cr3+ content is identical for all three
000 MAIK “Nauka/Interperiodica”
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ferrites under study. For this reason, it could be
expected that the σs(T) curves for the samples contain-
ing the Cu2+ and Zn2+ ions should also have the com-
pensation point.
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Fig. 1. Temperature dependences of spontaneous magneti-
zation σs(T) and coercive force Hc(T) for the ferrite–
chromite Ni0.4Fe0.6[Ni0.6Cr1.4]O4.

Fig. 3. Temperature dependences of spontaneous magneti-
zation σs(T) and coercive force Hc(T) for the ferrite–
chromite Zn0.4Fe0.6[Ni0.6Cr1.4]O4.
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However, the magnetization measurements demon-
strated that the Cu0.4Fe0.6[Ni0.6Cr1.4]O4 and
Zn0.4Fe0.6[Ni0.6Cr1.4]O4 samples have no compensation
temperature. The dependences σs(T) and Hc(T) for the
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Fig. 2. Temperature dependences of spontaneous magneti-
zation σs(T) and coercive force Hc(T) for the ferrite–
chromite Cu0.4Fe0.6[Ni0.6Cr1.4]O4.

Fig. 4. Temperature dependences of spontaneous magneti-
zation σs(T) and coercive force Hc(T) for the ferrite–
chromite CuFe0.6Cr1.4O4 taken from [9].
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Cu0.4Fe0.6[Ni0.6Cr1.4]O4 and Zn0.4Fe0.6[Ni0.6Cr1.4]O4

samples are presented in Figs. 2 and 3, respectively. It
is seen that the shape of the σs(T) curves for these fer-
rite–chromites differs sharply from the usual curves
σs(T) for the Q-type ferrimagnets. For both samples,
the σs(T) dependences can be described by a linear
function in a rather wide temperature range (more than
200 K). It was found that an abrupt decrease in the σs

magnitude for these ferrite–chromite materials occurs
at a lower temperature as compared to Hc: when the
spontaneous magnetization becomes small, the coer-
cive force remains rather large and becomes zero only
at T = TC. When measuring the remanent magnetization
σr, we found that its sign does not change for both sam-
ples; i.e., these samples have no compensation temper-
atures. Similar dependences σs(T) and Hc(T) were
observed earlier for the copper ferrite–chromite
CuFe2 − xCrxO4 at a high Cr3+ content [8, 9]. For samples
in this system, it was shown that the anomalous behav-
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Fig. 5. Schematic curves of spontaneous magnetization
σs(T) for spinel ferrites.
P

ior of σs(T) and Hc(T) for copper ferrite–chromite mate-
rials is associated with the formation of the frustrated
magnetic structure.

From comparison of the σs(T) and Hc(T) depen-
dences for ferrites Cu0.4Fe0.6[Ni0.6Cr1.4]O4 and
Zn0.4Fe0.6[Ni0.6Cr1.4]O4 (Figs. 2, 3) and the previously
studied sample of CuFe0.6Cr1.4O4 (Fig. 4) [9], we can
assume that the ferrite–chromite samples under investi-
gation also possess the frustrated magnetic structure
over the entire temperature range. Apparently, the for-
mation of the frustrated magnetic structure in the tetra-
hedral sublattice of these ferrites–chromites is
explained by the fact that either the Zn2+ diamagnetic
ion or the Cu2+ ion with a small magnetic moment was
introduced into the sublattice, which supposedly vio-
lated the balance of exchange interactions.

As regards the ferrite–chromite Ni0.4Fe0.6[Ni0.6Cr1.4]O4,
we assume that the frustrated magnetic structure
occurs solely in its octahedral sublattice, which is
responsible for the magnetic moment of the ferrite
below the compensation temperature TK, and that no
frustrated magnetic structure is observed in the tetra-
hedral sublattice, which is responsible for the mag-
netic moment above TK.

Based on the results obtained, we believe that the
formation of the frustrated magnetic structure in one of
the sublattices of spinel ferrites should substantially
affect the shape of the σs(T) curve.

The schematic curves depicted in Fig. 5 demon-
strate the formation of the resulting curve σs(T) of the
net spontaneous magnetization, depending on the types
of spontaneous magnetization of the octahedral σsoct(T)
and tetrahedral σstetr(T) sublattices, respectively. For
example, if the frustrated magnetic structure is absent
in both sublattices and both curves σsoct(T) and σstetr(T)
are the Q-type curves, the resulting dependence σs(T)
should also be the Q-type curve (Fig. 5a). If the frus-
trated magnetic structure is present in the octahedral
sublattice, and is responsible for the magnetic moment
of the ferrite, and no frustrated magnetic structure
occurs in the tetrahedral sublattice, then the resulting
curve σs(T) is the anomalous N-type curve (Fig. 5b).
The P-type curve is observed when the frustrated mag-
netic structure is present in the tetrahedral sublattice
and no frustrated magnetic structure occurs in the octa-
hedral sublattice (Fig. 5c). In the specific case when the
spontaneous magnetizations for both sublattices are
identical at 0 K; i.e., σs0oct(T) = σs0tetr(T), the anomalous
L-type curve is observed (Fig. 5d). Thus, we can con-
clude that the condition for the appearance of the N-,
P-, and L-type anomalous dependences σs(T) is the
presence of the frustrated magnetic structure in at least
one of the sublattices.

The anomalous dependence of the novel type shown
in Fig. 5e is observed when the frustrated magnetic
structure is present in both sublattices.
HYSICS OF THE SOLID STATE      Vol. 42      No. 8      2000
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Abstract—The TlCoS2 and TlCoSe2 compounds are synthesized and their magnetic properties are studied in
the temperature range 77–300 K. It is established on the basis of x-ray diffraction analysis that these compounds
possess a hexagonal structure. Examination of the magnetization and paramagnetic susceptibility has shown
that TlCoS2 and TlCoSe2 are ferrimagnets. The Curie temperature for TlCoS2 is equal to 112 K, and TC for
TlCoSe2 is less than 77 K. The effective magnetic moments are equal to 4.6 µB (TlCoS2) and 4.85 µB (TlCoSe2)
and agree well with the theoretical values. © 2000 MAIK “Nauka/Interperiodica”.
Some physical properties of a series of low-dimen-
sional compounds with the general formula TlMeX2
(Me = Cr, Fe; X = S, Se, Te) were first observed and
studied in [1–6]. It is of interest to study the magnetic
properties of TlCoS2 and TlCoSe2, which belong to this
group of compounds.

The TlCoS2 and TlCoSe2 compounds were synthe-
sized in evacuated (up to 10–3 Pa) silica tubes upon
interaction of the initial components of high purity. To
prevent the explosion of the tube, the temperature of the
furnace was increased up to the melting temperature of
S (391 K) or Se (493 K), which was then held constant
for 3 h. After that, the temperature was gradually
increased up to 1200 K, at which the tubes were
allowed to stand for 6 h with the subsequent cooling at
a rate of 100 K/h down to 600 K. The annealing was
carried out at this temperature for 480 h.

The x-ray powder diffraction analysis was per-
formed on a DRON-3M diffractometer (CuKα radia-
tion). The angular resolution was ~0.1°. The x-ray
powder diffraction patterns were recorded continu-
ously, and the diffraction angles were determined from
the measurements of the intensity peak. The error of the
angle determination did not exceed ±0.02°.

The synthesized TlCoS2 and TlCoSe2 samples
readily underwent lamination. Only the reflections with
the (0.0.2l) indices were obtained from the natural sur-
face of the 5 × 5 × 1-mm layers in the angle range 10° ≤
2θ ≤ 80°. The lattice parameter c was calculated using
these reflections. Parameter a was calculated from the
x-ray powder diffraction patterns, which contained the
(h 0 0) and (h k 0) reflections. The results of the calcu-
lations are given in the table.

The TlCoS2 and TlCoSe2 compounds are isostruc-
tural to TlCrS2 and TlCrSe2 crystals [3]. There are
groups in the structure of TlCoS2 and TlCoSe2 which
consist of four equidistant layers formed by the Tl, Co,
S(1) [or Se(1)], and S(2) [or Se(2)] atoms in the same
1063-7834/00/4208- $20.00 © 21492
packing position. The hexagonal cell contains three
similar interpenetrating groups.

In the structure, the Co atoms center the S (Se) trig-
onal prisms, and the Tl atoms are tetrahedrally sur-
rounded by the S (Se) atoms. Each S(1) or Se(1) atom
is tetrahedrally surrounded by three Co atoms and one
Tl atom, and the S(2) or Se(2) atoms center the trigonal
prisms formed by three Co atoms and three Tl atoms.

All the above suggests that TlCoS2 and TlCoSe2
compounds are layered magnets. A sufficiently large
ratio c/a (~6) for both compounds counts in favor of
this statement.

The magnetization (σ) and paramagnetic suscepti-
bility (χ) of the compounds under consideration were
studied in the temperature range 77–300 K. The mag-
netization was measured on a Domenicalli pendulum
magnetometer, and the paramagnetic susceptibility, on
a magnetoelectrical balance by the Faraday method.
The spontaneous magnetization (σs) at a constant tem-
perature was determined by extrapolating the magneti-
zation measured in different magnetic fields to the zero
field. The dependence of the specific magnetization on
the magnetic field for TlCoS2 and TlCoSe2 is given in
Fig. 1. As is seen, the dependence σ(H) for TlCoS2 is
characteristic of the materials, which possess a sponta-
neous magnetization. The enhancement of the parapro-
cess in the σ(H) dependence at 90 and 100 K indicates
the approach of the magnetic transformation tempera-
ture. This is clearly seen from Fig. 2, which shows the
temperature dependence of the magnetization for
TlCoS2. The Curie temperature of this compound was
determined by the method of thermodynamic coeffi-

Crystal lattice parameters

Compound a, Å c, Å z ρ, g/cm3 c/a

TlCoS2 3.726 22.510 3 6.026 6.04

TlCoSe2 3.747 22.772 3 7.577 6.08
000 MAIK “Nauka/Interperiodica”
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cients [7] and turned out to be equal to 112 K. The sat-
uration magnetic moment of TlCoS2 at 77 K is equal to
0.36 µB.

The temperature dependence of the reverse para-
magnetic susceptibility of both compounds has a
hyperbolic form (Fig. 2), which is an indication of fer-
rimagnetism. As is seen from the curve 1/χ(T) (inset in
Fig. 2), the magnetic transformation temperature of
TlCoSe2 is less than 77 K; therefore, the σ(H) depen-
dence for this compound at 77 K (inset in Fig. 1) has a
form characteristic of the paramagnetic state. 
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Fig. 1. Dependences of the specific magnetization of
TlCoS2 on the magnetic field. The inset shows the depen-
dence of the specific magnetization of TlCoSe2 on the mag-
netic field.

Fig. 2. Temperature dependences of the magnetization and
the reverse paramagnetic susceptibility for TlCoS2. The
inset shows the temperature dependence of the reverse para-
magnetic susceptibility for TlCoSe2.
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The experimental effective magnetic moments for
the compounds under study were calculated from the
dependence 1/χ(T); their values turned out to be equal
to 4.6 (TlCoS2) and 4.85 µB (TlCoSe2). The theoretical
value of the effective magnetic moment (4.9 µB) was
calculated with due regard for the pure spin of the triva-
lent Co ion. As is seen, the experimental and theoretical
results are in good agreement.

The experimental results obtained can be inter-
preted on the basis of the crystalline structure of the
studied compounds. This structure can be represented
in the form of alternating two-dimensional layers of the
Co3+, Tl+, and S2– (or Se2–) ions, which are perpendicu-
lar to the hexagonal axis c. In this case, the layers of Tl+

and S2– (or Se2–) are located between the nearest layers
of the Co3+ ions. In the plane, which contains the Co3+

ions, ferromagnetic ordering takes place; therefore, the
layers of Co3+ ions represent two-dimensional ferro-
magnets. These layers are linked by weaker exchange
forces of the antiferromagnetic type. The ferrimagnetic
ordering in TlCoS2 and TlCoSe2 is likely the result of
the coexistence of two interactions—ferromagnetic
(inside the layers) and antiferromagnetic (between the
layers). This ordering can result, for example, from an
incomplete compensation of spin magnetic moments of
the ferromagnetic layers.

Thus, the studies of the magnetic properties showed
that TlCoS2 and TlCoSe2 compounds are low-dimen-
sional magnets with a ferrimagnetic ordering.
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Abstract—The magnetic, transport, and elastic properties of Sm0.55Sr0.45MnO3 have been established to be
interrelated. At the Curie point, one observes a large volume compression ∆V/V ≈ 0.1%, a sharp minimum in
the temperature dependence of negative volume magnetostriction ω(T), and a maximum in the temperature
dependence of the electrical resistivity. Giant negative volume magnetostriction ω = –5 × 10–4 has been found
in a magnetic field H = 0.9 T, which is accompanied by a colossal negative magnetoresistance of 44% in the
same field. The results obtained are discussed in terms of a model of electronic phase separation. © 2000 MAIK
“Nauka/Interperiodica”.
The discovery of high-temperature superconductors
stimulated interest in the investigation of materials with
a similar crystallographic structure, in particular, of the
manganites with the perovskite structure. These mate-
rials exhibit anomalies in magnetic, electrical, optical,
and other properties. The most impressive effect of all
is certainly the colossal magnetoresistance (CMR)
observed in them near the Curie temperature TC (see
reviews [1–3] and references therein). To have applica-
tion potential, the TC of these materials must be higher
than room temperature and the CMR must be obtained
in weak magnetic fields. However, CMR > 90% is usu-
ally achieved in manganites in fields of 6–12 T. A
record-high CMR of 96% in a relatively weak magnetic
field of 0.67 T was obtained in La1/3Nd1/3Ca1/3MnO3 at
T = 90 K [4]. Room-temperature CMR was found to
exist in La0.77Sr0.23MnO3 thin films [5]. An intense dis-
cussion of a strong coupling of the electronic and mag-
netic subsystems of the manganites with the lattice is
presently also under way. To reveal this relation, we
prepared a Sm0.55Sr0.45MnO3 polycrystal and studied its
magnetization σ, the initial ac magnetic and paramag-
netic susceptibility χ, resistivity ρ, magnetoresistance
∆ρ/ρ, and thermal expansion ∆l/l, as well as the longi-
tudinal, λ||, and transverse, λ⊥ , magnetostriction. Note
that Sm1 – xSrxMnO3 is a poorly studied system. There
are only a few publications devoted to its investigation
[6–12].

Despite a wealth of experimental data on the man-
ganites, no common viewpoint on the nature of their
unusual properties has evolved thus far. Their interpre-
tation is based on the following models: a transition
from polaron to hopping conduction near TC, magnetic-
field-induced melting of the charge-ordered state, elec-
1063-7834/00/4208- $20.00 © 21494
tronic phase separation initiated by strong s–d
exchange, etc. We treat the results obtained in this work
in terms of the latter model.

1. SAMPLE PREPARATION

The Sm0.55Sr0.45MnO3 ceramics were prepared in
the following way. Ash-free filters were impregnated
with an aqueous solution of metal nitrates with a total
concentration of about 1 mol/l. The residue left after the
burning of these filters was calcined at 973 K, pressed
into pellets, and sintered at 1473 K for 12 h. The phase
composition of the ceramics and the lattice parameters
were characterized by x-ray diffraction with a Siemens
D5000 diffractometer. The ceramics obtained were
found to be a single-phase perovskite with orthorhom-
bic structure (Pnma group) and the following lattice
parameters: a = 5.424(1) Å, b = 7.678(2) Å, and c =
5.434(2) Å (Fig. 1). The orthorhombicity parameter
derived from these figures is 0.2%, which suggests

closeness to the cubic structure. The ratio a < b/  < c
is characteristic of orthorhombic manganites with a tol-
erance factor of ~0.92. The single-phase state of the
ceramics was also confirmed by Raman spectrum mea-
surements made with a Jobin–Yvon T64000 triple-
grating monochromator, which revealed only the pres-
ence of the phonon modes typical of orthorhombic
manganites with Pnma symmetry.

2. EXPERIMENTAL RESULTS

Magnetization measurements performed at 4.2 K
showed that saturation is not reached in magnetic fields
of up to 4 T and that the spontaneous magnetic moment

2
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is 3.18 µB/mol, which is 89% of the moment expected
for the case of complete ferromagnetic (FM) ordering.
It was found that the transition from the ferromagnetic
to paramagnetic state is very diffuse and that the Curie
temperature TC derived by extrapolation of the steepest
part of the σ(T) curve to the temperature axis depends
on the magnetic field. For instance, it varies from 135
to 150 K with the magnetic field varied from 0.1 to
0.8 T. Hence, the TC in this compound should be deter-
mined only by the methods that do not require applica-
tion of an external magnetic field, or in a very weak
magnetic field. We succeeded in obtaining a more accu-
rate value of TC from measurements of the initial mag-
netic susceptibility in an ac magnetic field H = 10–4 T.
As seen from the inset to Fig. 1, the temperature depen-
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Fig. 1. X-ray diffraction pattern of Sm0.55Sr0.45MnO3 pow-
der (CuKα radiation with silicon as internal standard). Inset:
temperature dependence of initial ac (8-kHz) magnetic sus-
ceptibility in a field of 10–4 T.
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dence χ(T) has a sharp maximum at TN = 36 K and an
abrupt falloff at TC = 126 K. Within the 300–500-K
temperature region, the paramagnetic susceptibility
obeys the Curie–Weiss law with a paramagnetic Curie
point θ = 250 K and an effective magnetic moment µ =
5.6 µB/mol. For T ≤ 300 K, deviations from the Curie–
Weiss relation are observed, which implies that, in this
temperature region, the magnetic state is not uniform.

Near TC, the temperature dependence of the electri-
cal resistivity exhibits a maximum which is suppressed
by the application of a magnetic field, its location shift-
ing toward higher temperatures (Fig. 2). In other words,
we have found a CMR of 44% in a relatively weak mag-
netic field of 0.9 T (Fig. 2), and of 20% in a field of
0.4 T at T = 100 K, which is important from the stand-
point of applications.

Figure 3 presents temperature dependence of ther-
mal expansion ∆l /l(T) measured in a heating and a
cooling run and under heating a sample following its
cooling in a magnetic field of 0.9 T. Near TC, one sees
a sharp decrease of ∆l /l, which corresponds to a volume
compression of 0.1% (∆V/V = 3∆l/l). Application of a
magnetic field reduces the jump in the ∆l/l(T) relation
and shifts it toward higher temperatures (the inset to
Fig. 3). Cooling in a magnetic field also brings about a
decrease in ∆l/l by an amount directly proportional to
the applied field and independent of its direction within
a broader temperature region (122–300 K). There is a
considerable temperature hysteresis in ∆l/l below TC.
The temperature dependence of volume magnetostric-
tion ω = λ|| + 2λ⊥  and of the anisotropic part of magne-
tostriction λt = λ|| – λ⊥  in a magnetic field of 0.9 T is dis-
played in Fig. 4. One readily sees that the ω(T) depen-
dence passes through a sharp minimum at TC, where |ω|
reaches a very large value of 5 × 10–4 in a field H =
0.9 T. Magnetostriction of about the same magnitude
H = 0
H = 0.2 T
H = 0.7 T
H = 0.9 T
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Fig. 2. Temperature dependences of the electrical resistivity in various magnetic fields and of magnetoresistance in a field of 0.9 T.
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was found earlier in La0.60Y0.07Ca0.33MnO3, but in a
considerably stronger magnetic field of 14 T [13]. The
anisotropic magnetostriction reverses its sign at TC;
below TC it is positive, while above TC is negative. As
seen from Fig. 5, the ω(H) curves exhibit a sharp
growth of |ω| at a certain critical magnetic field H. The
ω(H) curves do not saturate in fields of up to 1 T and
reveal hysteresis with an increasing or decreasing mag-
netic field (Fig. 5). In addition, the authors observed a
temperature hysteresis of thermal expansion (Fig. 3)
and of magnetostriction below TC. These observations
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Fig. 3. Temperature dependences of thermal expansion
obtained in various conditions: (1) heating, (2) cooling, and
(3) heating after field cooling in H = 0.9 T. Inset: effect of a
magnetic field on thermal expansion.

Fig. 4. Temperature dependences of (1) the volume magne-
tostriction and (2) the anisotropic part of magnetostriction in
a magnetic field of 0.9 T.
P

indicate a first-order thermodynamic phase transition at
the Curie point accompanied by changes in the conduc-
tion type and the sample volume. Note the unusual
behavior of the field dependences of the anisotropic
magnetostriction λt(H) in the vicinity of TC. As the field
is increased, λt first increases in magnitude, as is the
case with conventional ferromagnets, after which, start-
ing from a certain critical magnetic field, whose value
depends on temperature, it falls off. This becomes man-
ifest particularly clearly for the isotherms correspond-
ing to 126 and 128 K (Fig. 6).

3. DISCUSSION OF RESULTS

We attribute the anomalies in the magnetic, elastic,
and transport properties to the existence in
Sm0.55Sr0.45MnO3 of a magnetic diphase state originat-
ing from a strong s–d exchange coupling, similar to that
observed in the classical EuSe- and CdCr2Se4-type
magnetic semiconductors [1, 14]. The compound stud-
ied here is a heavily doped antiferromagnetic semicon-
ductor SmMnO3 which, as we believe, maintains at low
temperatures a magnetic diphase state consisting of an
insulating antiferromagnetic matrix with embedded
conducting FM clusters, where carriers are localized
because of the gain in energy involved in the s–d
exchange [14]. This type of magnetic diphase state is
also indicated by a fairly high resistivity, namely, ρ =
260 Ω cm at 4.2 K. As shown by Nagaev [14], such FM
clusters exist at temperatures T ≥ 0 K, but are destroyed
under heating near TC. The carriers residing for T < TC
in the FM clusters become free, and this brings about a
strong decrease in the resistivity for T > TC (Fig. 2).
Application of an external magnetic field results in an
increase in the FM clusters in volume and their mag-
netic moments orienting along the magnetic field, as
well as in an increase of the electron kinetic energy
inside the clusters, which facilitates carrier tunneling
among the clusters and favors cluster destruction. It is
these factors that account for the CMR (Fig. 2). We
believe that, if one accepts the above insulating mag-
netic diphase state, the low-temperature peak in the
χ(T)relation occurring at TN = 36 K signals destruction
of the long-range magnetic order in the AFM matrix,
while the sharp decrease at TC = 126 K corresponds to
the destruction of the FM order in the clusters. As
already mentioned, the spontaneous magnetization at
4.2 K is less than that expected for complete FM order-
ing and, hence, FM clusters occupy only a part of the
sample volume, more specifically, 89%. It was shown
[15] that the lattice parameters decrease inside the FM
clusters of the diphase magnetic state, because this
results in screening of the new charge distribution and
in a decrease in their energy through increasing charge-
cloud overlap of the central ion and its nearest neigh-
bors. Lattice compression in a related compound
La1 − xCaxMnO3 near TC is supported by neutron diffrac-
tion measurements [16]. In the absence of a magnetic
HYSICS OF THE SOLID STATE      Vol. 42      No. 8      2000
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field, the FM clusters are destroyed in the vicinity of TC
to give rise to excess thermal expansion, and it is this
jump that we observed (Fig. 3). It is known that, at T ≥
TC, an external magnetic field increases the extent of
FM order near impurities more than it does on average
over the crystal, because its influence is enhanced by
s−d exchange; in other words, an external magnetic
field restores the temperature-destroyed FM clusters
and the lattice compression characteristic of the latter.
This results in a reduced thermal expansion jump (see
inset to Fig. 3) and a negative volume magnetostriction.
Note that this magnetostriction is large enough to bring
about apparently substantial changes in the crystal lat-
tice type. This assumption is buttressed by the sign
reversal of the anisotropic magnetostriction at TC
(Fig. 4). The restoration of FM clusters by a magnetic
field occurs, however, in a limited temperature region
slightly above TC. As a result, the ω(T) curves pass
through a minimum at TC, and the volume magneto-
striction decreases rapidly in absolute magnitude as the
temperature increases still more (Fig. 4). Field-cooling
a sample also initiates the creation of FM clusters and
the lattice compression accompanying it, but over a
broader temperature interval. Therefore, the ∆l/l(T)
curve of a field-cooled sample passes lower than that of
the zero-field-cooled one (Fig. 3). As already men-
tioned, it is the temperature of destruction of the FM
clusters that is the TC in this case. An external magnetic
field increases the temperature of this destruction,
exactly what was observed experimentally. It is this
effect that accounts for the shift of the maximum in the
ρ(T) curves (Fig. 2), of the minimum in the ω(T) curves
(Fig. 4), and of the jump in the ∆l/l(T) curves (Fig. 3)
toward higher temperatures when subjected to a mag-
netic field. Thus, the anomalies in magnetic, elastic,
and transport properties observed to occur in
Sm0.55Sr0.45MnO3 are interpreted satisfactorily in the
model of electronic phase separation.
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Abstract—The lithium niobate single crystals doped with B, Zn, and Gd at a content of 0.002–0.44 wt % have
been grown. Their domain structure, static and dynamic piezoelectric properties, dielectric properties, and con-
ductivity are investigated over a wide range of frequencies. The dielectric dispersion associated with the Debye-
type relaxation process and considerable anomalies in (T) and conductivity are revealed in the temperature
range ~300–400 K. At these temperatures, the piezoelectric modulus d33 of the initial polydomain crystals
LiNbO3 : Gd jumpwise increases up to the values close to those for the undoped single-domain crystal. This
increase is accompanied by a substantial change in the etch patterns due to the domain structure of the crystal.
The nature of the anomalies observed in LiNbO3 in the above temperature range is discussed. © 2000 MAIK
“Nauka/Interperiodica”.

ε22'
1. INTRODUCTION

The anomalous temperature dependences of the
conductivity and optical, dielectric, and pyroelectric
properties and also the characteristic temperature evo-
lution of the polarized light images for undoped and
doped LiNbO3 crystals in the temperature range 300–
400 K have been observed in a number of works [1–
10]. Kamentsev et al. [1] found that the LiNbO3 crys-
tals have a domain structure with domains of two types,
which coexist in the temperature range ~290–350 K
and sequentially disappear with an increase in the tem-
perature at T ~ 350 K and T > 400 K. The anomalies in
the Barkhausen thermal effect, dielectric properties,
and the conductivity with an appreciable temperature
hysteresis and changes in the character of the anomalies
upon subsequent thermal cycles were also observed at
these temperatures. Roœtberg et al. [2] established that
far from the ferroelectric phase transition temperature,
there is a temperature range (~380–420 K) in which the
domain structure of lithium niobate is unstable and the
unipolarity of the samples changes in the absence of
external field. At temperatures of 320–400 K in
undoped and doped (Mn, Zn, Fe, Cr, and Ni) crystals
with an applied conducting mask, Ped’ko et al. [3]
observed the formation and evolution of the optical
images whose geometry corresponded to that of the
conducting mask.

In [4, 5], it was noted that the induced optical biax-
iality of LiNbO3 polydomain samples at T ~ 370 K and
the residual luminous flux in the temperature range
310–350 K exhibit anomalous temperature behavior.
1063-7834/00/4208- $20.00 © 21499
Pronounced anomalies in the temperature dependences
of the residual luminous flux in the temperature range
300–370 K were observed by Bagdasarov et al. [6] in
doped LiNbO3 single crystals and by Ped’ko and Lebe-
dev [7] in undoped crystals of congruent and stoichio-
metric compositions. According to [5–7], these features
are associated with the local electrooptical effect and
the temperature behavior of the local electric fields
responsible for this effect; moreover, they essentially
depend on the type and the concentration of dopants
and the conductivity of samples.

The temperature dependences of the anomalous
birefringence of polydomain and single-domain
undoped LiNbO3 samples were studied by Belabaev
et al. [8]. It was found that the dependence ∆n(T) along
the optical axis for polydomain samples have maxima
in the same temperature range, and the birefringence
disappears at T ~ 420 K irrespective of the initial state
of the domain structure. In [9], the anomalous temper-
ature dependences of the refractive index were also
observed in this temperature range for doped LiNbO3

single crystals, which was related to the possible struc-
tural transformations upon doping. Furthermore, the
anomalies of the electrooptical properties were
revealed in crystals doped with Zn, Mn, and Ti [10].

Although the anomalous temperature behavior of
different physical properties of undoped and strongly
doped LiNbO3 crystals was observed by many
researchers, the absence of the quantitative reproduc-
ibility of the results that substantially depend on the
000 MAIK “Nauka/Interperiodica”
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thermal and field prehistory and real crystal structure is
characteristic of the majority of the studies.

In order to obtain additional experimental evidence
on the nature of the anomalies observed in the LiNbO3
crystals, we grew single crystals doped with B, Zn, and
Gd at a content of 0.002–0.44 wt % and studied their
domain structure, static and dynamic piezoelectric
properties, dielectric properties, and the conductivity in
the above temperature range over a wide range of fre-
quencies.

2. EXPERIMENTAL TECHNIQUE

The LiNbO3 single crystals were grown by the Czo-
chralski method in air on a Kristall-2 setup equipped
with an automatic weight control system.

The synthesis of the batch and the growth procedure
were described in [11]. The crystals were grown from
the melt of congruent composition in Pt crucibles by
using an undoped LiNbO3 seed oriented along the
z axis. Dopants in the form of oxides (high-purity
grade) were introduced into the batch at the stage of
melting in the crucible. The dopant concentration in the
single crystals grown was checked by x-ray spectrum
microanalysis and x-ray fluorescence, optical spec-
trum, and atomic absorption analyses.

The lithium niobate single crystals doped with B,
Zn, and Gd exhibited a high optical quality (low resid-
ual luminous flux and the absence of light scattering
centers). The resistance of these crystals to laser radia-
tion damage was higher than that of the undoped crys-

50

45

40

35

30
320 360 400 440

102 Hz

103 Hz

104 Hz

ε'33

T, K

Fig. 1. Temperature dependences of the permittivity of the
crystal LiNbO3 : Gd (0.44 wt %, z direction) at different fre-
quencies.
P

tals with the congruent composition. The grown crys-
tals were not subjected to the procedure of the stimu-
lated formation of single-domain structure.

With the aim of visualizing the domain structure,
the z-oriented plates were etched in an HF–HNO3 mix-
ture at a temperature of 70°C for 4 h (hot etching) or at
room temperature for 24 h (cold etching). The domain
structure was examined by optical and atomic-force
microscopy [an SMM-2000 atomic-force microscope
(KPD)].

Samples of the studied crystals in the form of plane-
parallel plates 5 × 5 × (0.6–1) mm in size were oriented
normally to the z axis. Platinum electrodes were depos-
ited onto plane-parallel faces of the samples by magne-
tron sputtering in an argon atmosphere at a pressure of
~10–3 torr with the preliminary ionic cleaning.

The dielectric properties were studied by the ampli-
tude–phase–frequency detection technique in the fre-
quency range from 0.5 Hz to 1 MHz. The temperature
dependences of the static piezoelectric modulus d33
were obtained under uniaxial mechanical loading of the
z-oriented samples, and the induced charge was mea-
sured with an electrometric voltmeter. The piezoelec-
tric resonance spectrum of the crystal was recorded on
an SK4-58 spectrum analyzer.

3. RESULTS AND DISCUSSION

Figure 1 shows the temperature dependences of the

real part of the permittivity (T) for the LiNbO3 crys-
tal doped by gadolinium at a content of 0.44 wt % at
different frequencies. It can be seen that the depen-

dence (T) in the temperature range ~330–380 K has
a considerable anomaly, which decreases in magnitude
with an increase in the frequency f and virtually disap-
pears at f ≥ 10 kHz. In the same temperature range, an
anomaly in the form of a sharp jump is also observed in
the temperature dependence of the conductivity
(Fig. 2). These dependences are obtained with an
increase in the temperature, and, what is more impor-
tant, both anomalies decrease by more than one order of
magnitude upon subsequent heating–cooling cycles. It

should be noted that the dependence (T) measured
at a frequency of 10 kHz for the doped LiNbO3 crystal
(Fig. 1) completely coincides with similar dependences
for the z-cut plate of the undoped crystal over the entire
studied ranges of temperatures and frequencies.

The data obtained suggest the relaxation character
of the dielectric anomalies observed; hence, the fre-
quency dependences of the complex permittivity were
studied for the LiNbO3 samples with the above doping.
The experimental results in the form of the Cole–Cole
diagrams for the studied crystal at different tempera-
tures are displayed in Fig. 3 (frequencies are given in
Hz, and numerals near the Cole–Cole curves indicate
the heat treatment time (in hours) for the sample at T =

ε33'

ε33'

ε33'
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344 K). As follows from the diagrams, the dielectric
dispersion of LiNbO3 : Gd in the frequency range from
1 Hz to 1 MHz is governed by the sole Debye-type
relaxation process with the characteristic relaxation
time τ ~ 2.5 × 10–2 s at room temperature. No consider-
able changes in the depth of dispersion and the permit-
tivity are observed upon heating the samples up to tem-
peratures no higher than ~340 K. At the same time, it is
found that the temperature dependence of the dielectric
relaxation time obeys the Arrhenius law

(1)

where Ua = 0.23 eV is the activation energy, and τ0 ~
2.0 × 10–6 s is the preexponential factor.

An increase in the temperature (T > 340 K) leads to
a sharp decrease in the depth of dispersion and an
increase in the relaxation time (Figs. 3, 4). These
changes in the dielectric properties are jumpwise in
character and evolve with time in the range of temper-
ature T = T0 = 340–350 K, whereas the dynamic permit-

tivity  remains unchanged. Heat treatment of the
sample at T0 ≈ 340–350 K for 4 h results in the com-
plete disappearance of the Debye dispersion. In this
case, the frequency and temperature dependences of the
permittivity become similar to those for the undoped
lithium niobate crystals [12]. Note that this effect is
reproduced with a small spread in the temperatures and
τ0 for all studied LiNbO3 : Gd samples with the given
dopant concentration.

The temperature dependence of the bulk static con-
ductivity σs was obtained from analysis of the diagrams
for the complex conductivity (Fig. 4). At T < T0, this
dependence, like the dependence τ(T), exhibits a ther-
mally activated behavior and satisfies the Arrhenius law

(2)

with the activation enthalpy Ha = 0.22 eV and A0 ~
0.19 K/(Ω m). In the vicinity of the T0 temperature, the
static conductivity jumpwise decreases (by more than
two orders of magnitude) down to the values character-
istic of undoped LiNbO3 crystals at the same tempera-
ture.

A common feature of all the studied samples is the
irreversibility of changes in the dielectric properties
and the conductivity upon thermal cycles with a dura-
tion shorter than one day. The characteristic time
required to recover the original state of different sam-
ples at room temperature varies from several days to
several weeks and even months.

The experimental investigations into the dielectric
relaxation in bias electric fields (the results obtained are
shown in Fig. 5) demonstrate that an increase in the bias
field strength E from 0 to 20 kV/cm even at room tem-
perature decreases the depth of the dispersion but
leaves its Debye behavior unchanged. In a bias electric

τ T( ) τ0 Ua/kT( ),exp=

ε∞'

σsT A0 Ha/kT–( )exp=
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field, the depth of dispersion regains its original value,
as in the above case, over a long period.

The examination of the etch patterns permits the
conclusion that the regular domain structure based on
rotational growth bands (Fig. 6) is formed in the
LiNbO3 : Gd crystals, as was observed by Naumova
[13] in lithium niobate crystals doped with Y3+, Dy3+,
and Nd3+. Doping with gadolinium, like the yttrium,
dysprosium, and neodymium dopants, brings about the
formation of a regular domain structure, because these
dopants have noncompensated charges, large ionic
radii (for Gd3+, Y3+, Dy3+, and Nd3+, the radii are equal
to 0.94, 0.97, 0.88, and 0.99 Å, respectively), and the
efficient distribution coefficients Keff < 1.
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ln(σ33 T, Ω–1 m–1 K)

1000/T, K–1

Fig. 2. Temperature dependences of the conductivity of the
crystal LiNbO3 : Gd (0.44 wt %, z direction) at different fre-

quencies (Hz): (1) 104, (2) 103, and (3) 102.
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Fig. 3. Cole–Cole diagrams for the crystal LiNbO3 : Gd
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Ming et al. [14] studied the distribution of the Y3+

dopant in the rotational growth bands of LiNbO3 : Y
single crystals. The dopant distribution was measured
along the normal to the domain boundaries. It was
found that domains are formed near maxima and min-
ima of the yttrium concentration. A sharp change in the
concentration (at a minimum) corresponds to the
smooth domain boundary, and a gradual change (at a
maximum), to the rough boundary [14]. Apparently, a
similar pattern should be observed in the case of Gd3+,
because yttrium and gadolinium belong to the same
subgroup of Group III of the Periodic table and have
identical charges and close values of atomic and ionic
radii. Figure 6 shows the etch patterns of the LiNbO3 : Gd

1
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–6

–8

–10

3.0 3.2 3.4
1000/T, K–1

ln(σsT, Ω–1 m–1 K) ln(τv, s)

Fig. 4. Temperature dependences of the static conductivity
and the dielectric relaxation time for the crystal LiNbO3 :
Gd (0.44 wt %, z direction): (1) ln(σs  T) and (2) lnτν.
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Fig. 5. Cole–Cole diagrams for the crystal LiNbO3 : Gd
(0.44 wt %, z direction) in bias electric fields (T = 295 K).
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single crystal (z orientation), which are represented by
the growth bands and the related ferroelectric domains.
Indeed, it is clearly seen (Fig. 6b) that domains in the
regular domain structure in the LiNbO3 : Gd single
crystal can have both smooth and rough boundaries.
Upon phase transition, the charge of the Gd3+ dopant in
the crystal is incompletely shielded. Consequently, the
nonuniform dopant distribution is equivalent to the
nonuniform charge distribution and, correspondingly,
to the nonuniform internal field and leads to the forma-
tion of domains with opposite polarization.

The observed anomalies in the temperature behavior
of the dielectric properties and their specific slow evo-
lution, the character of the dielectric dispersion, the
relaxation times and activation energies (at least, in the
temperature range in which the conductivity and the
relaxation time are described by the Arrhenius law),
and the domain structure type enable us to assume that
the low-frequency dielectric dispersion is due to the
relaxation of point defects (associated with the gadolin-
ium dopant) interacting with the domain boundaries in
the initial polydomain crystal.

However, an increase in the relaxation time with an
increase in the temperature is quite unusual and can be
caused by the transformation of the domain structure,
which is attended by a considerable increase in the
domain size and, correspondingly, by changes in the
character of interaction between point defects and
domains.

In order to verify the hypothesis that the LiNbO3 : Gd
crystals have a labile domain structure, we studied the
temperature dependences of the static and dynamic
piezoelectric effects in the samples of this crystal. By
ignoring a weak natural unipolarity, it can be assumed
that the macroscopic piezoelectric effect is absent in the
polydomain samples. According to different authors
[12], the macroscopic piezoelectric modulus is maxi-
mum in the single-domain state far away from the Curie
point. The piezoelectric moduli determined experimen-
tally can serve as a measure of the unipolarity for par-
ticular samples of the crystal under study. From the
above reasoning, we directly measured the static mac-
roscopic piezoelectric modulus d33 and obtained its
temperature dependence depicted in Fig. 7. The spread
of the values in the “transition” temperature range
(Fig. 7) is connected with the time drift of the measured
moduli at T = const (toward an increase in d33 upon
heating). As follows from the experimental data, upon
heating the samples at T < 340 K, the piezoelectric
modulus d33 is small and, most likely, is determined by
a weak natural unipolarity. In the temperature range
that corresponds to the anomalies observed in the
dielectric properties and the conductivity, the piezo-
electric modulus d33 jumpwise increases up to values
close to those reported in [12] for undoped single-
domain crystals. Figure 7 also demonstrates the nor-
malized frequency dependences of the piezoelectric
resonance signal for the thickness vibrations of the
HYSICS OF THE SOLID STATE      Vol. 42      No. 8      2000
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(‡) (b)

(c)

Fig. 6. Etch patterns of the LiNbO3 : Gd single crystal (0.44 wt %, z-cut). Magnification: (a) ×50, (b) ×120, and (c) ×2000. Etching
of the samples at (a, b) 70°C and (c) room temperature.
PHYSICS OF THE SOLID STATE      Vol. 42      No. 8      2000
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studied samples (z direction; thickness, 0.6–0.8 mm) in
two temperature ranges, which likely correspond to two
different states of the domain structure in the crystal.
Similar to the static measurements, in these experi-
ments, intense maxima of the signal at resonance fre-
quencies also jumpwise arise at temperatures near T0 ~
340 K upon heating the samples and irreversibly persist
in the subsequent thermal cycles. Upon prolonged (up
to several weeks) exposure of the samples in the state
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Fig. 7. Temperature dependences of the static piezoelectric
modulus d33 for the crystal LiNbO3 : Gd (0.44 wt %, z direc-
tion). Insets show frequency dependences of the piezoelec-
tric resonance signal at temperatures T < T0 and T > T0.
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Fig. 8. Cole–Cole diagrams for crystals (1) LiNbO3 : B
(0.09 wt %, z direction) and (2) LiNbO3 : Zn (0.1 wt %,
z direction).
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with an open circuit at room temperature, the macro-
scopic static piezoelectric moduli regain their initial
low values, and the piezoelectric resonance virtually
disappears (at a level of the signal-to-noise ratio of
instrumentation).

Similar dependences are also observed for the
LiNbO3 crystals doped with Zn (0.1 wt %) and B
(0.09 wt %). However, the above effects in these crys-
tals are substantially less pronounced and cannot be
reliably reproduced. In particular, although the disper-
sion of the complex permittivity in these crystals
involves the Debye component, its value is not nearly so
large as in the crystals LiNbO3 : Gd ([Gd] = 0.44 wt %).
In the Cole–Cole diagrams (Fig. 8), the inclined line
portion is determined by the bulk conductivity, and the
arc with a small depth of dispersion, as in gadolinium-
doped lithium niobate, corresponds to the relaxation of
point defects. The arc in the diagram almost completely
disappears at a field strength ≥5 kV/cm. These crystals
possess a considerable piezoelectric effect (d33 ~ 8 ×
10–12 C/N), but without substantial anomalies in the
temperature dependence.

In this respect, the lithium niobate single crystal
doped with gadolinium at a content of 0.44 wt % has
been studied in detail in the present work. Especially as
the crystals with a lower Gd content (0.002, 0.08, and
0.26 wt %) exhibit no anomalous temperature behavior
of the dielectric and piezoelectric properties and the
conductivity in the temperature range up to 600 K, and
their characteristics are quantitatively similar to those
of the undoped crystal.

A drastic increase in the piezoelectric modulus d33
for the LiNbO3 : Gd crystals is accompanied by a sub-
stantial change in the near-surface etch microrelief
associated with the regular domain structure. Actually,
the examination of the sample with a weak natural uni-
polarity under an SMM-2000 atomic-force microscope
(KPD) prior to the measurements of temperature
dependences revealed the microrelief with a clearly
defined direction and a fine regular domain structure
(Fig. 9a). In the figure, the sizes (x and y) of the scan-
ning region are given in microns, and the scanning
depth, in nanometers. The microrelief is virtually
absent for the sample etched immediately after the
dielectric measurements at T > 340 K (the piezoelectric
modulus d33 ≈ (11–12) × 10–12 C/N) (Fig. 9b). This
experiment serves as direct evidence that the domain
structure in the LiNbO3 : Gd single crystals undergoes
transformations at temperatures close to T0.

Thus, the experimental results corroborate the
assumption that the initial polydomain LiNbO3 crystals
doped by gadolinium at a content of 0.44 wt % exhibit
a very labile domain structure associated with point
defects whose dynamics in low-frequency measuring
fields contributes considerably to the static permittivity
εs33(T) of the polydomain samples (Fig. 3). With an
increase in the temperature up to T0 ~ 340 K, the crys-
HYSICS OF THE SOLID STATE      Vol. 42      No. 8      2000
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(a)
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Fig. 9. Near-surface etch relief [obtained with a SMM-2000 atomic-force microscope (KPD)] of the crystal LiNbO3 : Gd (0.44 wt %,

z direction): (a) prior to heating (d33 ≈ 0.2 × 10–12 C/N) and (b) after electrical measurements (d33 ≈ (10–12) × 10–12 C/N). Etching
at room temperature.
tals under consideration are characterized by the anom-
alous temperature behavior, which indicates the transi-
tion of the domain structure to the strongly unipolar
state close in properties to the single-domain state. This
state is likely to be stable at temperatures T > T0 and
metastable at lower temperatures. Note that the spread
in the T0 temperatures for different sample does not
exceed ~15 K. The kinetics of relaxation of the samples
to the initial macroscopically nonpolar state depends,
to a large measure, on their temperature–field prehis-
tory. At room temperature, the relaxation times are as
long as several weeks and even months, which is
PHYSICS OF THE SOLID STATE      Vol. 42      No. 8      200
responsible for a substantial temperature hysteresis
observed for the anomalies in shorter thermal cycles.

The conclusion that the strongly unipolar state of
the domain structure is formed in the crystals with the
above doping is in good agreement with the data on the
photovoltaic effect in the undoped and doped crystals
[15]. Upon scanning of the surface with a laser beam,
the inertialess contribution to the photoresponse of the
polydomain undoped crystal changes the sign, whereas
the sign of photoresponse in LiNbO3 : Gd remains unal-
tered, which indicates a high degree of its unipolarity.
Since the LiNbO3 : Gd samples used in [15] were
obtained from the initially polydomain single crystal, it
0
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should be supposed that the domain structure unipolar-
ity revealed in the study of the photovoltaic effect is
caused by photoinduced processes in the electronic
subsystem of the crystal.

Pashkov et al. [16] investigated the photoconductiv-
ity in LiNbO3 crystals and demonstrated that the exter-
nal electric field in the crystal is shielded as a result of
the thermally activated transition of electrons from
shallow trapping centers with an activation energy of
0.2 eV to the conduction band. According to [17], this
activation energy corresponds to the photoinduced
optical inhomogeneity in the temperature range 300–
360 K, where ∆nst = const. At temperatures T > 370 K,
the effect is determined by deep trapping levels with an
activation energy of ~1 eV.

In the LiNbO3 : Gd samples, the temperature depen-
dence of the bulk static conductivity at temperatures of
300–340 K satisfies the Arrhenius equation with an
activation enthalpy of ~0.22 eV (Fig. 4). Note that the
conductivity is anomalously high (i.e., it exceeds the
conductivity of the undoped LiNbO3 crystals by more
than two orders of magnitude). It can be assumed that
the conductivity in the LiNbO3 : Gd crystals in the tem-
perature range 300–340 K is also governed by the shal-
low trapping centers located near the bottom of conduc-
tion band.

Blistanov et al. [18] found that “nonphotorefrac-
tive” impurities (Mg) in LiNbO3 can form shallow elec-
tron traps, for example, the “Mg+ complex”, which rep-
resents the Mg+ ion occupying the Li+ site with an elec-
tron delocalized on a number of surrounding ions [19].
In this case, the photorefractive effect considerably
weakens at the expense of an increase in the efficiency
of the recombination of photoexcited carriers without
their capture into deep levels. In the study of thermo-
stimulated luminescence [18], it was shown that these
electron trapping centers can be thermolized at rather
low temperatures (T < 370 K); i.e., their depth is rela-
tively small. The energy levels of the local centers were
calculated from the thermostimulated luminescence
curves. The found values lie in the range 0.18–0.23 eV.
The highest-temperature peak of the thermostimulated
luminescence is located at 340–380 K, which closely
coincides with the temperature range of the dielectric
anomalies [18].

In our earlier works [15, 20–22], it was established
that, upon doping of lithium niobate by cations (Mg,
Zn, B, and Gd) whose charges and ionic radii are inter-
mediate with respect to the host cations Li+ and Nb5+

and leave the oxygen sublattice of the crystal undis-
torted, the degree of structural perfection of single crys-
tals increases in a certain range of dopant concentra-
tions. Moreover, the photorefractive effect is substan-
tially suppressed [11, 23], which, apparently (by
analogy with [18]), indicates an increase in the density
of states near the bottom of the conduction band, i.e.,
the formation of shallow levels of electron trapping by
P

the nonphotorefractive gadolinium impurity. This
should result in an increase in both the dark conductiv-
ity and the photoconductivity, which is probably
responsible for the anomalously high conductivity of
the LiNbO3 : Gd crystals with an activation energy of
~0.2 eV in the temperature range 300–340 K.

It seems likely that the state of shallow trapping cen-
ters becomes unstable, and their population sharply
decreases at temperatures T > 340 K. In this case, the
electrons drift from regions with an increased content
of the Gd3+ nonphotorefractive impurity (which corre-
sponds to the domain boundaries) toward the positive
pole of the spontaneous polarization and can be trapped
into deep traps in the energy gap. These traps appear to
be the niobium ions occupying the lithium sites, i.e.,
NbLi (antisite defects). According to Schirmer et al.
[24], the NbLi defects are the deep electron traps, which
form polarons and bipolarons upon electron trapping.
This assumption agrees with the data obtained by Pash-
kov et al. [17], who established that the activation
energy changes from ~0.2 to 1 eV in the temperature
range covered. Furthermore, the results obtained by
Akhmadullin et al. [25] indicate that the polaron mech-
anism of the conductivity in undoped lithium niobate
crystals is predominant at temperatures above room
temperature. Therefore, in the temperature range T >
T0, the static conductivity in the LiNbO3 : Gd single
crystals decreases down to the conductivity character-
istic of the undoped LiNbO3 crystal at the same temper-
atures.

The loss of electrons from shallow electron traps
based on the Gd3+ cationic complexes, which are pre-
dominantly localized at the domain boundaries, leads
to a further polarization of the crystal environment by
the field of charged centers. Kovalevich et al. [26]
found that, as the temperature increases from room
temperature to ~400 K, the polarization field in lithium
niobate decreases by two orders of magnitude. In this
case (under conditions of additional polarization), the
sizes of domains in ferroelectrics can increase with a
rise in the temperature due to an easier polarizability. At
a sufficient concentration of impurity ions, the quasi-
cooperative effect can arise with the formation of mac-
roscopic domains whose sizes are comparable with the
sample sizes [25]. This evidently explains why the uni-
polarity of the LiNbO3 : Gd crystal at the aforemen-
tioned Gd content drastically increases near the temper-
ature ~340 K.

Most likely, the anomalies observed in the tempera-
ture range 300–400 K by different authors in various
physical properties of doped and undoped lithium nio-
bate crystals irrespective of the initial state of domain
structure, to a certain degree, are associated with the
change in the mechanism of electron conductivity. Par-
ticular magnitudes of the observed anomalies and the
kinetics of related processes are presumably deter-
mined by the ratio between the densities of states of the
HYSICS OF THE SOLID STATE      Vol. 42      No. 8      2000
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deep and shallow trapping centers and also by the real
structure of samples.
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Abstract—The unit cell parameters and the distribution of copper atoms over different crystallographic sites
in the CuCr1 – xVxS2 superionic conductors have been determined by x-ray diffraction. It is demonstrated that a
jumpwise change in the copper occupancy of different crystallographic sites for the compositions with x = 0,
0.05, 0.1, and 0.15 is associated with the transition to the superionic phase. The two-dimensional character of
the ion transfer in the studied compounds is confirmed. No considerable anomalies in the temperature depen-
dences of the paramagnetic susceptibility are revealed at temperatures of the superionic transition. © 2000
MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

The transition metal dichalcogenides YMX2 (Y is the
univalent metal, M is the transition metal, and X is chal-
cogen) have a layered structure [1–4] and represent the
mixed ionic–electronic conductors [4–7]. The structure
of these compounds is formed by alternating the X–M–X
triple atomic layers aligned perpendicular to the hexag-
onal axis c with univalent metal atoms in between. In
the triple X–M–X layers, the transition metal and chal-
cogen atoms are bound by strong ion-covalent bonds.
Since the adjacent triple layers are linked together
through weak van der Waals interactions, the univalent
metal atoms possess a high mobility in the cavities
between these layers. Owing to the relatively simple
structure, these compounds serve as convenient model
objects in studies of ion transfer. In practice, similar
compounds can be used as electrode materials. In the
present work, we carried out the structural and mag-
netic investigations of the CuCr1 – xVxS2 system.

2. RESULTS AND DISCUSSION

The synthesis of CuCr1 – xVxS2 compounds and
some experimental results were reported in our earlier
work [8]. It was found that the CuCr1 – xVxS2 com-
pounds are the Cu+ cationic conductors, and the inter-
atomic bonds are essentially ionic in character. In the
studied system, chromium is isomorphously replaced
by vanadium; however, the valences of vanadium and
chromium differ (V3+ and Cr2+). As a result, the num-
ber of dangling bonds of sulfur atoms decreases, and
the Cu+ cationic conductivity increases. It is of interest
to elucidate how this process affects the superionic
phase transition.

2.1. Structural investigations. Figure 1 demon-
strates a structural fragment of the initial compound
1063-7834/00/4208- $20.00 © 21508
CuCrS2 [1, 2, 4]. In the interior of the S–Cr–S triple lay-
ers, the sulfur atoms form a close packing whose octa-
hedral sites are occupied by the chromium atoms. Two
nonequivalent tetrahedral sites (α' and β') are not filled
by atoms. The sulfur atoms also form tetrahedral sites
of two types (α and β) between triple layers. The α-
type sites at room temperature are occupied by the cop-
per atoms. In the superionic phase, the copper atoms
are distributed over the α and β sites with equal proba-
bility [1, 2, 4, 6].

The table lists the unit cell parameters a and c at
room temperature, which were determined from the
(110) and (018) lines. These parameters were deter-
mined with Cr2O3 as a reference sample. Our results are
in good agreement with the available data for CuCrS2.
It can be seen from the table that the unit cell parame-
ters only slightly change for the compositions with x =
0, 0.05, 0.1, and 0.15. A jumpwise decrease in the lat-
tice parameters is observed for the compositions with
x = 0.20, 0.25, and 0.30. With allowance made for fact
that the ionic radii of chromium and vanadium (accord-

Unit cell parameters of the CuCr1 – xVxS2 compounds at room
temperature (∆a = 0.002 Å and ∆c = 0.004 Å)

Composition, x a, Å c, Å

0.00 3.480 18.694

0.05 3.479 18.696

0.10 3.480 18.690

0.15 3.479 18.690

0.20 3.476 18.679

0.25 3.472 18.681

0.30 3.475 18.680
000 MAIK “Nauka/Interperiodica”
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ing to Belov and Bokiœ) are  = 0.72 Å,  =

0.83 Å,  = 0.67 Å, and  = 0.64 Å [9], the
observed decrease in the unit cell sizes can be explained
by the replacement of the Cr2+ ions by the V3+ ions. This
agrees with our earlier results obtained in the study of
paramagnetic susceptibility.

In order to gain a better insight into the nature of the
jump dependence of the unit cell parameters on the
vanadium content, we investigated the distribution of
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RCr
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RCr
3+

 S
 Cr
 β'
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 γ
 β

Fig. 1. A structural fragment of the CuCrS2 compound.
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Fig. 2. Probability of copper occupation of the octahedral
sites as a function of temperature for the CuCr1 – xVxS2
compounds with x = (1) 0, (2) 0.05, (3) 0.10, (4) 0.15, (5)
0.20, (6) 0.25, and (7) 0.30.

α
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copper atoms over different crystallographic sites. The
site occupation probabilities were calculated from the
experimental and calculated integrated intensities of
reflections in the x-ray powder diffraction patterns by
way of minimizing the discrepancy factor

The calculations were performed with due regard for
the occupancies of all tetrahedral (α, β, α', and β') and
octahedral sites, with variations in the coordinates of
mobile copper atoms, and with inclusion of the temper-
ature factor.

The results of calculations demonstrate that the
octahedral sites in the compounds with x = 0, 0.05, 0.1,
and 0.15 are virtually not occupied by copper atoms at
room temperatures (Fig. 2). As the temperature
increases, the occupancy of these sites jumpwise
increases. For the compositions with x = 0.2, 0.25, and
0.30, the octahedral sites are occupied by the copper
atoms even at room temperature, and their occupancies
change only slightly with temperature. It is worth not-
ing that the temperature at which the occupancy of the
octahedral sites exhibits a jumpwise change is close to
the temperature of the superionic phase transition in the
CuCrS2 compound (402°C) [10, 11]. Hence, we believe
that the transition to the superionic phase in the studied
compounds is associated with a partial occupation of
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Fig. 3. Probability of copper occupation of the β sites as a
function of temperature for the CuCr1 – xVxS2 compounds
(designations are the same as in Fig. 2).
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the octahedral sites by copper atoms. On this basis, it
can be assumed that the compositions with x = 0.2,
0.25, and 0.30, most likely, represent the ionic conduc-
tors even at room temperature. This assumption
requires the experimental verification by measuring the
ionic conductivity at these temperatures with the use of
low-temperature ionic filters.

Earlier [10], it was shown that the occupancy of the
β sites in CuCrS2 is insignificant at room temperature,
whereas the mobile atoms in similar structures at tem-
peratures above the superionic phase transition point
are distributed over the α and β sites with equal proba-
bility. The data obtained in the present work are dis-
played in Fig. 3. It can be seen that the occupancy of the
β sites does not exceed 0.3. Upon transition to the supe-
rionic phase, the occupancy of the β sites decreases in
the compounds with x = 0, 0.05, 0.1, and 0.15 and
weakly increases in the compounds with x = 0.2, 0.25,
and 0.30. These results are inconsistent with the data
available in the literature and our previous results. This
discrepancy likely stems from the fact that the occupa-
tion of two tetrahedral sites by the copper atoms inside
the triple layers was ignored earlier. According to the
data obtained, the occupancy of the β'-type tetrahedral
sites is small and virtually does not depend on temper-
ature. Figure 4 depicts the temperature dependences of
the copper occupancy of the α'-type tetrahedral sites. A
substantial occupancy of these sites at temperatures
below the superionic phase transition point is observed
for the compositions with x = 0, 0.05, 0.1, and 0.15. The
transition to the superionic phase in these compounds is
accompanied by a considerable decrease in the occu-
pancy of the β' sites. All the foregoing suggests that the

T, °C
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★

★ ★ ★
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+

+

+

0.4

0.3

0.2
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Fig. 4. Probability of copper occupation of the α'-type tetra-
hedral sites as a function of temperature for the
CuCr1 − xVxS2 compounds (designations are the same as in
Figs. 2, 3).
P

transfer of copper ions is primarily realized in the cav-
ities between the layers linked by the van der Waals
forces, has the two-dimensional character, and occurs
through sequential jumps between the α and octahedral
sites. This conclusion somewhat differs from the data
available in the literature for similar systems, according
to which the transfer occurs through sequential jumps
between the α and β sites, while the octahedral sites are
intermediate [9].

2.2. Paramagnetic susceptibility. As follows from
the results obtained, the temperature dependences of
the paramagnetic susceptibility obey the Curie–Weiss
law and show no substantial anomalies (within the lim-
its of experimental error) in the temperature range of
the superionic phase transition. The latter fact indicates
the absence of jumpwise changes in the character of
chemical bonding. Figure 5 displays the dependences
of the paramagnetic susceptibility on the vanadium
content for the CuCr1 – xVxS2 compounds at room tem-
perature and 400°C. It can be seen that the paramag-
netic susceptibility at room temperature jumpwise
changes in the range of x = 0.2. This jump is not
observed at temperatures above the phase transition
point and agrees well with the jumps in the depen-
dences of the site occupancy and the unit cell parame-
ters on the vanadium content. Consequently, the occu-
pation of the octahedral sites by the copper ions is
attended by a decrease in the paramagnetic susceptibil-
ity. Of particular interest is the absence of any anoma-
lies in the dependences χ(T) in the temperature range of
the superionic phase transition.

In our opinion, this can be explained by both a
decrease in the accuracy of the paramagnetic suscepti-

χ, 10–3

x

20°C

400°C

4

3

2

1

0 0.1 0.2 0.3

Fig. 5. Dependences of the paramagnetic susceptibility on
the vanadium content for the CuCr1 – xVxS2 compounds.
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bility measurements at high temperatures and a possi-
ble strong effect of the magnetic field on the superionic
transition temperature. This problem calls for further
investigation. For the compositions with x = 0.2, 0.25,
and 0.30, a decrease in the paramagnetic susceptibility
upon occupation of the octahedral sites by copper
atoms is possibly brought about by the formation of a
noncollinear magnetic structure, because no changes in
the oxidation state of atoms is observed in this case.

Thus, it was shown that the superionic phase transi-
tion in the CuCr1 – xVxS2 system is accompanied by a
jumpwise change in the occupancy of different crystal-
lographic sites. Moreover, we established that the trans-
fer of copper ions predominantly occurs through jumps
between the α and octahedral sites. The two-dimen-
sional character of the ion transfer was confirmed for
the studied compounds. It was revealed that the para-
magnetic susceptibility exhibits no considerable anom-
alies in the temperature range of the superionic transi-
tion.
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Abstract—The kinetic mechanism of the formation of spatially inhomogeneous martensitic structures in shape
memory alloys is discussed theoretically. In terms of synergetics, the formation of these structures is the result
of the self-organization of elementary transforming volumes associated with the motion of transformation dis-
locations along interphase boundaries. In contrast to the pure thermodynamic approach based on the Ginzburg–
Landau theory of phase transformations, the kinetic method allows one to determine the proper physical scale
of the phenomenon and to elucidate the effect of structural factors on the transformation parameters. © 2000
MAIK “Nauka/Interperiodica”.
INTRODUCTION

Numerous experimental studies [1–5] have revealed
that spatially inhomogeneous ordered structures con-
sisting of martensitic lamellae are formed in shape
memory alloys during a thermoelastic structural trans-
formation. As the temperature is lowered, the lamellae
change in size and number until the entire crystal
becomes transformed into the martensitic state.

By now, several attempts have been made to
describe the formation of spatially inhomogeneous
martensitic structures in terms of the Ginzburg–Landau
(GL) theory of phase transitions [6–10]. In [6], for
example, the structures that precede the appearance of
martensite (“tweed” structures) were considered.
Papers [7–10] are concerned with the formation of mar-
tensite structures.

The formation of “tweed” structures above the crit-
ical temperature (at which a full-size martensite struc-
ture arises) is due to heterophase fluctuations, which
create nuclei of martensite. This is suggested by the
small-scale (5–20 nm [11]) spatial modulation of lattice
deformations and the reasonable agreement between
the calculations [6] based on the GL theory and the
experimental data.

The attempts to apply the GL theory to analyze the
formation of spatially inhomogeneous martensitic
structures during full-size martensitic transformation
have not been successful. Both the size (thickness) of
martensitic lamellae (1–10 µm) and the heterogeneous
mechanism of their formation, as well as the strong
effect of various structural factors on the transition
parameters, have not been explained in terms of the
pure thermodynamic approach.

The reason for the failure of this approach to
account for the properties of martensitic structures is
that these structures are nonequilibrium heterophase
1063-7834/00/4208- $20.00 © 21512
ones, because they are formed during a transition of the
crystal lattice from one structural state to another. Such
a transition does not occur uniformly over the crystal;
there appear a great number of interphase boundaries,
which interact with various defects of the crystal. This
interaction limits the mobility of the interfaces and
leads to diffuseness of the phase transition with temper-
ature [12, 13]. The resulting martensitic structures are
kinetic ones; they are in quasi-static equilibrium with
the thermodynamic force acting on the interfaces and
with the interaction force between the interfaces and
lattice defects. The fact that the formation of martensi-
tic structures proceeds through a nonclassical mecha-
nism during the thermoelastic martensitic transforma-
tion was pointed out in [14].

In this paper, a kinetic theory of the formation of
martensitic structures in real crystals is developed. In
the first section, we derive a kinetic equation for the
volume fraction of the martensitic phase. Using this
equation, the evolution of spatially inhomogeneous
martensitic structures in the process of the phase trans-
formation with decreasing temperature is analyzed in
Section 2. A quantitative comparison of the kinetic
mechanism and the experimental data is made in Sec-
tion 3. We have not attempted to solve all problems
associated with the formation of martensitic structures.
The aim of this paper is to formulate some of these
problems and point out possible way of tackling them.

1. KINETIC EQUATION

In terms of the kinetic approach, the formation of
martensitic structures is the process of self-organiza-
tion of elementary transforming volumes. Because the
transformation proceeds through the motion of trans-
formation dislocations (atomic-scale martensite steps
at interphase boundaries [15, 16]), one can write the
000 MAIK “Nauka/Interperiodica”
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relative volume of the martensite phase as ϕ = hρλ
where ρ is the density of transformation dislocations
(per unit area), h is the height of a step, and λ is the
mean free path of a transformation dislocation between
two successive obstacles. Therefore, the elementary
transforming volume per unit dislocation length is ahλ,
where a is the lattice parameter.

The transformation dislocations, like the usual lat-
tice dislocations [17, 18], are generated by sources
which are located in the bulk or on the surface of the
crystal. The dislocations can multiply, annihilate, and
diffuse. We will not consider these processes at the
microscopic level; instead, we write the following phe-
nomenological equation describing the evolution of the
density of transformation dislocations:

(1)

where v is the velocity of dislocations; n0 is the volume
density of sources (sinks) of transformation disloca-
tions; ha, λm, and λD are the characteristic lengths of the
annihilation of martensite and austenite steps, disloca-
tion multiplication, and diffusion of dislocations in the
process of their interaction with lattice defects, respec-
tively; t is the time; x is the coordinate along the normal
to the habit plane of martensite; and ρ1 and ρ2 are the
densities of transformation dislocations (steps) of mar-
tensite and austenite at interphase boundaries, respec-
tively.

The thermodynamic probability (intensity) of the
dislocation generation (n0 > 0) or of their disappearance
at sinks (n0 < 0) is given by the expression [12, 13]

(2a)

where ∆U12 = ω∆u, ω = hλ2 is the elementary trans-
forming volume; T is the temperature; 

(2b)

is the change in the internal energy per unit volume on
the structural transformation; q is the specific heat of
the phase transition; ξ is the spontaneous lattice shear
due to the transition; σ is the shear stress on uniaxial
crystal loading; and k is the Boltzmann constant.

Putting ϕ1 = ϕ = hρ1λ and ϕ2 = 1 – ϕ = hρ2λ in (1)
and rearranging gives a kinetic equation for the volume
density of the martensite phase

(3)

where k0 = nλ2n0; km = λ/λm; and ka = ha/h are coeffi-
cients determining the intensity of the corresponding
processes and τ = λ/v is a characteristic time.

∂ρ1

∂t
-------- n0wv

v
λm

------ρ1 havρ1ρ2– λD
2 v

∂2ρ1

∂x2
----------,+ +=

w T( ) 1 ∆U12 kT⁄( )exp+[ ] 1– ,=

∆u q
T Tc–
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τ∂ϕ
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2 ∂2ϕ
∂x2
---------,+ +=
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It is of interest to analyze static (∂ϕ/∂t = 0) solutions
to equation (3). For this purpose, we write this equation
in a dimensional form

(4a)

where the following notation has been introduced:

(4b)

Integrating (4a) and using the boundary condition for
an extended crystal

(5)

which implies the appearance of a homogeneous mar-
tensitic structure after the transformation comes to a
close, we arrive at the equation

(6)

Its solutions define the martensitic structures that are
formed during the phase transition.

2. MARTENSITIC STRUCTURES

The general solution of equation (6) is the elliptic
integral of the first kind

(7)

The form of partial solutions of integral (7) depends on
the values of the parameters ψ0 and ψm in (4b); these
parameters determine the coefficient µ and the modulus
k of the elliptic integral, as well as the value and sign of
the roots ϕn of the cubic equation Φ(ϕ) = 0

(8)

According to (4b), the parameters ψ0 and ψm depend on
the relative values of the coefficients k0, km, and ka and
the temperature.

Figure 1 shows the ranges of parameters (A, B, C) in
which different solutions of integral (7) exist. Analysis
reveals that the equation Φ(ϕ) = 0 has a single root ϕ1 =
1 if (1 – ψm)2 < 4(1 + ψ0) (curve 1–1). In this case, inte-
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gral (7) describes a spatially periodic martensitic struc-
ture

(9a)

with a period Λ and with the martensitic lamella width
(Fig. 2a) equal to

(9b)

x
Λ
----

1
4
--- F θ k,( )

F π 2⁄ k,( )
-----------------------, Λ 4µ 1– F

π
2
--- k, 

  Λ0= =

∆ΛM
Λ
2
----

F θM k,( )
F π 2⁄ k,( )
-----------------------,=

6

4

2

–2

–4

–4–6 2 4

1

1

2 3

C B A

e d c b a

ψm

ψ0–2 0

Fig. 1. Regions A, B, and C of the parameters ψ0 and ψm, in
which different martensitic structures exist.
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Fig. 2. Types of martensitic structures occurring at different
temperatures T/Tc: (a) 1.022, (b) 1.008, (c) 1.004, (d) 0.992,
and (e) 0.96; and (f) the temperature dependence of the vol-
ume fraction of martensite.

x/Λ

ϕ
ϕ

ϕ

P

where cosθM = cosθ|ϕ = 0,

(9c)

In region A in Fig. 1, the width of martensitic lamellae
varies from zero to Λ/2.

Outside region A, the equation Φ(ϕ) = 0 has three
real roots ψ3 < ψ2 < ψ1. In this case, integral (7) defines
the martensitic structure

(10a)

When ψm > –(1 + ψ0) (straight line 2 in Fig. 1), both
roots ϕ2 and ϕ3 are negative. Straight line 2 is the
boundary of region B in which the width of martensitic
lamellae

(10b)

varies from Λ/2 to Λ(Fig. 2b). The intersection point c
of the dashed horizontal line (see below) and straight
line 2 in Fig. 1 corresponds to a heterophase structure
being half martensite and half austenite (Fig. 2c).
Finally, when ψm > –(3 + ψ0)/2, (straight line 3 in
Fig. 1), there appears region C, in which the martensitic
structure is nearly homogeneous (Fig. 2d). At points on
straight line 3, the martensitic structure is homoge-
neous (Fig. 2e).

The dashed line in Fig. 1 corresponds to the varia-
tion of parameters ψ0 and ψm (4b) for k0/ka = –3 and
km/ka = 5/3. The arrows indicate the direction of their
variation with decreasing temperature. Points a, b, c, d,
and e of this line correspond to the martensitic struc-
tures presented in Figs. 2a to 2e, respectively. For these
structures, the volume fraction of martensite ϕ(T)
equals the ratio of the hatched area to the total area of
one period of the structure in Fig. 2, ϕ(T) =
∆ΛM(T)/2Λ(T). Figure 2f shows the temperature depen-
dence of w(T) ≡ ϕ(T) for σ = 0 as given by the theory of
diffuse martensitic transformations and described by
formulas (2). Specified points in this figure correspond
to ϕ(T) for the martensitic structures in Figs. 2a to 2e.
These points are seen to fit the curve fairly well.

Concluding this section, we estimate the size of
martensitic lamellae ∆ΛM and the average spacing
between them Λ . According to (4b), their size is char-
acterized by the scale Λ0 ≈ λD, where λD ≈ (hλ)1/2 is the
mean diffusion distance for martensite steps of a height
h, moving along an interphase boundary, with λ being
their mean free path between obstacles. At h = 10 nm
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and λ = 100 µm, we have λD = 1 µm and ∆ΛM ≈ Λ ≈ 1–
10 µm, which is close to the experimental values.

3. COMPARISON WITH EXPERIMENT

For a diffuse martensitic transformation described
by equations (2) [12, 13], the characteristic temperature
Tc corresponds to the situation where the heterophase
structure is half martensite and half austenite, i.e., ∆u =
0. This is the case when the second root of the equation
Φ(ϕ) = 0 vanishes, that is, when the straight line 2
(Fig. 1) intersects the dashed line. At the intersection
point, we have |ψ0(Tc(s))| = 1 + ψm(s), where the char-
acteristic temperature Tc(s) depends on the structure
factor s. Taking into account (4b) and the temperature
dependence w(T) given by (2) at σ = 0, where Tc0 is the
critical temperature in the case where the structure fac-
tor has no effect, we obtain

(11)

As an example, we consider the effect of the grain
size on the value of Tc in polycrystalline samples. In [19],
it was found that, as the grain size increases, the charac-
teristic temperature grows roughly logarithmically for
small grain sizes, but it becomes constant for large ones.

The dependence of the characteristic temperature on
the grain size may be due to the fact that the grain
boundaries are obstacles for transformation disloca-
tions and restrict their mean free path. As a conse-
quence, the parameter ψm in (4b) becomes dependent
on the grain size d,

(12)

Inserting this expression in (11) yields the characteris-
tic temperature as a function of the grain size, which is
similar to that observed for an Fe–31Ni alloy [19],

(13)

For a quantitative comparison of (13) and the exper-
imental data [19], it is convenient to consider the rela-
tive variation of the characteristic temperature with the
grain size

(14)
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The second equality in (14) is true if Adm/d @ 1. From
Fig. 3, it is seen that dependence (14) fits the experi-
mental dots [19] rather well, which allows the unknown
parameters to be found: B ≈ 20, dm ≈ 47 µm, and A ≈ 20.

In [20], it was found that the thermoelastic marten-
sitic transformation in a TiNi alloy shows a size effect:
a decrease in the thickness D of a titanium nickelide
film caused the characteristic temperature to increase.
Two reasons can be pointed out for this effect. In a thin
crystal film, the mean free path of transformation dislo-
cations is λ = D. According to (1a), we have ψm ~ D
and, therefore, this parameter decreases, which pro-
duces an increase in the characteristic temperature (11).

The other possible reason for the effect of the thick-
ness of a crystal film on Tc is the more dramatic influ-
ence of the crystal surface (which is a sink for transfor-
mation dislocations) for smaller thicknesses. The
increase in importance of the surface as a sink for lat-
tice dislocations is evident from the relation k0 ~ D–1

[18]. This relation should also be true for transforma-
tion dislocations. Hence, according to (11), the charac-
teristic temperature will increase with decreasing thick-
ness of the crystalline film.

A dependence of the martensite elastic limit σM on
the sample thickness and grain size was observed in
[21] in a polycrystalline Cu–Zn–Sn alloy; as the ratio
d/D was increased, the elastic limit was reduced, but it
became independent of this ratio for d/D ≥ 1.

Putting ∆u = 0 in (2b), we obtain the Clausius–Cla-
peyron equation, according to which, the martensite

0.15

0.10

0.05

0 2 4
lnd, µm

(Tc0–Tc)/Tc0

Fig. 3. Relative variation of the characteristic temperature of
the martensitic transformation with grain size in an Fe–31Ni
alloy [19].
0
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elastic limit at a temperature T is

(15)

The elastic limit is seen to vary inversely with the crit-
ical temperature. From the above discussion, it follows
that we can write

(16)

hence, an increase in the ratio d/D produces a decrease
in the critical temperature, thereby reducing the mar-
tensite elastic limit.

Thus, the synergetic approach to the problem of the
formation of martensitic structures allows one to eluci-
date their morphological features and to determine the
proper physical scale of the phenomenon, as well as to
explain the influence (unusual from the thermodynamic
standpoint) of the grain size on the critical temperature
of the transformation.
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Abstract—The heat capacity and the bulk conductivity have been measured in the K9H7(SO4)8 · H2O crystal.
The hysteresis phenomena have been studied upon superprotonic phase transition. It is revealed that the phase
transition is reversible upon thermocycling only for the monohydrate form of the crystal. The exponential tem-
perature dependence of the heat capacity in the supercooled disordered phase exhibits a thermally activated
behavior and is determined by the defects responsible for the high conductivity of the crystal. © 2000 MAIK
“Nauka/Interperiodica”.
1. INTRODUCTION

A high protonic conductivity in a series of crystals
of acid alkali salts with the general formula
AmHn(XO4)p (A = K, Rb, NH4, or Cs; and X = S, Se, P,
or As) is determined by a specific structural disordering
upon phase transition when the number of mobile pro-
tons becomes less than the number of their structurally
equivalent sites and the energy barriers between these
sites are relatively low (less than 0.5 eV) [1]. We pio-
neered in synthesizing a new superprotonic conductor
of this type—the potassium hydrogen sulfate monohy-
drate crystal K9H7(SO4)8 · H2O. However, the prelimi-
nary investigations revealed that, unlike the aforemen-
tioned family of anhydrous salts, the high-conductivity
phase formed in the K9H7(SO4)8 · H2O crystal upon
structural phase transition is readily supercooled down
to low temperatures, and the superprotonic phase tran-
sition appears to be reversible only under certain condi-
tions. In our opinion, the key role in this case is played
by water molecules in the crystal and the dehydration–
hydration processes.

The K9H7(SO4)8 · H2O crystal at room temperature
has a pseudohexagonal lattice with a monoclinic distor-
tion (space group P2/c). (The x-ray structure investiga-
tions were carried out by Dilanyan at the Institute of
Solid-State Physics, Russian Academy of Sciences.)
The phase transition to the superprotonic state occurs at
temperature Tsp = 398 K and leads to a change in the
conductivity by three or four orders of magnitude (to
10–3 Ω–1 cm–1) [2]. In accordance with the presumed
hexagonal symmetry of the high-temperature phase,
the network of acid hydrogen bonds and the molecular
layers of crystallization water likely undergo a dynamic
disordering at the phase transition point. The measure-
ments of the conductivity revealed specific hystereses
dependent on the time and thermal cycle. The thermo-
gravimetric and IR spectroscopic data indicate the loss
of crystallization water in the superprotonic phase [2].
1063-7834/00/4208- $20.00 © 21517
It was found that the crystal under vacuum is partly
dehydrated even at temperatures below the phase tran-
sition point. It is worth noting that the single-crystal
state is retained in this case.

In the present work, we investigated the high-tem-
perature heat capacity and the bulk conductivity of the
K9H7(SO4)8 · H2O crystal upon thermocycling in order
to elucidate the nature of temperature hystereses and
metastable states arising in the course of dehydration.

2. EXPERIMENTAL TECHNIQUE

Single crystals of K9H7(SO4)8 · H2O in the form of
colorless plates were grown from an aqueous solution
by evaporation. The heat capacity was measured by the
modulation calorimetry. The modulation frequency of
thermal flux was equal to 1 Hz. Actually, we measured
the relative change in the heat capacity. The samples
were plates 2 × 2 mm in size and about 150 µm in thick-
ness. In order to increase the absorption of modulated
heat, the samples were blackened with soot. The chosen
modulation frequency at the given sample sizes pro-
vided the quasi-adiabaticity of measurements over the
entire temperature range. The fulfillment of this impor-
tant condition was checked by the preliminary mea-
surements of the frequency dependence of the heat
wave amplitude according to the procedure described
in detail in [3]. All the experiments were performed
upon stabilization of the mean temperature of samples.

The bulk conductivity was measured with an alter-
nating-current bridge at a frequency of 1 MHz. The
thermocycling rate was varied in different experiments.
Electrodes were applied by thermal evaporation of sil-
ver or with the use of a Degussa silver paste.
000 MAIK “Nauka/Interperiodica”
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3. RESULTS AND DISCUSSION

Figure 1 demonstrates the temperature dependence
of the heat capacity for the as-grown K9H7(SO4)8 · H2O
crystal in the first heating–cooling cycle. The jump in
the heat capacity corresponds to the first-order phase
transition to the superprotonic state (Tsp = 398 K). It is
quite reasonable that the above condition for quasi-adi-
abaticity of measurements does not necessarily meet
immediately at the phase transition point. However, this
can affect only the magnitude of the jump in the heat
capacity, but not the character of the Cp(T) dependences
above and below the phase transition point, which is of
chief interest in our case. The heat capacity exhibits a
jump only upon heating and monotonically decreases
upon cooling. As is clearly seen from Fig. 1, the tem-
perature dependences of the heat capacity upon heating
and cooling coincide above the phase transition tem-
perature and considerably differ below this tempera-
ture.

The temperature dependences of the conductivity
for the K9H7(SO4)8 · H2O crystal in two heating–cool-
ing cycles are displayed in Fig. 2. It can be seen that the
conductivity is described by the dependence σ(T) ~
(1/T)exp[–H/kT]. According to the results obtained, the
activation enthalpy H for conduction in the disordered
phase is approximately equal to 0.47 eV, which is typi-
PH
cal of protonic conductors. Moreover, it is seen that
these curves, as for the heat capacity, substantially dif-
fer below Tsp for both thermal cycles.

It is essential that the differences in the dependences
Cp(T) and σ(T) upon heating and cooling are not asso-
ciated with the hysteresis characteristic of first-order
phase transitions; i.e., no phase transition to the ordered
phase is observed during the measurements (over a
period of several hours) upon cooling the crystal. The
absence of anomalies in the heat capacity and the con-
ductivity upon cooling down to low temperatures, and
the high conductivity (by several orders of magnitude
higher than that upon heating), indicate the stabiliza-
tion of the high-conductivity disordered phase. Further-
more, the Cp(T) and σ(T) dependences below Tsp are
similar to those in the high-temperature disordered
phase.

It should be noted that the temperature dependence
of the heat capacity upon cooling in the first thermal
cycle considerably deviates from linear behavior. The
high-temperature heat capacity is most adequately
described by the expression with the exponential term

(1)

Here, the last term follows from the known relation-
ships for the thermally activated change in the concen-

Cp A BT C 1/T
2( ) H/kT–[ ] .exp+ +=
0.18

200 T, K

Cp , arb. units

0.00

300 T, K

300 400

0.21

0.24

0.27

Heating
Cooling

350 400

0.02

∆Cp

Fig. 1. Temperature dependences of the heat capacity for the K9H7(SO4)8 · H2O crystal in the first heating–cooling cycle (dashed
line, see text). The inset shows the exponential dependence of the excess heat capacity (solid line).
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tration of defects N ~ exp[–H/kT] the enthalpy change
caused by defects ∆H ~ N, and the corresponding
excess heat capacity ∆Cp ~ d/dT(∆H). The first term in
formula (1) describes the phonon contribution. This
contribution was evaluated from the low-temperature
experimental points by extrapolating the sum of the
Einstein and Debye model functions (the accuracy of
these estimates is not very high, because the low-tem-
perature heat capacity exhibit features associated with
the specific relaxation phenomena considered in part
earlier in [4]). The term linear in temperature accounts
for the anharmonicity. The phonon contribution [the
first and second terms in the right-hand side of relation-
ship (1)] is shown in Fig. 1 by the dashed line.

The excess heat capacity ∆Cp was calculated by sub-
tracting the approximating dependence of the phonon
contribution from the experimental values of heat
capacity. The temperature dependence of the excess
heat capacity is depicted in the inset in Fig. 1, in which
the solid line corresponds to the third term in relation-
ship (1). It can be seen that the excess heat capacity of
the K9H7(SO4)8 · H2O crystal is sufficiently well
described by the exponential temperature dependence.
The least-squares approximation gives an activation
enthalpy of 0.50 ± 0.03 eV. Within the limits of error,
this value coincides with the activation enthalpy H
found from the experimental dependence of the con-
ductivity. The same value of H was obtained from the
slope of the straight line on the ln(∆CpT 2)–1/T coordi-
nates. It is reasonable that the experimental data are
more adequately described by the exponential function
in the high-temperature range. As the temperature
decreases, the errors in the approximation of the
phonon contribution become more significant. For this
reason, the error in determination of the activation
enthalpy can increase.

The question arises now as to the origin of the expo-
nential temperature dependence of the heat capacity
observed upon cooling. It is clear that the time it takes
for a thermal equilibrium to be attained in the phonon
system is considerably shorter than the time of the
experiment, and the anharmonicity contribution cannot
be large at moderate temperatures (the melting temper-
ature of the K9H7(SO4)8 · H2O crystal is equal to
~500 K). This is supported by the fact that no pro-
nounced nonlinearity is observed in the Cp(T) depen-
dence in the ordered phase upon heating. According
to the available data on the dehydration of the
K9H7(SO4)8 · H2O crystal and the structural data for
similar compounds, it can be inferred that the exponen-
tial nonlinear temperature dependence of the heat
capacity is determined by the thermally activated
change in the concentration of mobile defects formed
as a result of the phase transition and dehydration in the
disordered phase. This is also evidenced by the same
(within the limits of error) activation enthalpies deter-
mined from the experimental data on the heat capacity
and the conductivity. However, it can be assumed that
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both mobile “acid” protons and other related structural
defects contribute to the temperature dependence of the
heat capacity. Indeed, the acid protons in the superpro-
tonic phase are disordered over regular lattice sites and,
in the strict sense, are not the structural defects. How-
ever, such a disordering of the acid protons results not
only in the high conductivity of the crystal, but also in
the high probability of the exchange between protons
and crystallization water molecules. In turn, this stimu-
lates the crystal dehydration process, which is governed
by the diffusion of electroneutral water molecules
toward the crystal surface and also by the formation and
dissociation of oxonium ions H3O+. The contribution of
the thermally activated defects to the conductivity of
the disordered phase is either negligibly small (H3O+)
or absent at all (H2O). At the same time, these defects
can contribute significantly to the heat capacity of the
crystal at sufficiently high temperatures. Note that the
exponential temperature dependence of the heat capac-
ity was observed for metals in the premelting range due
to the thermally activated formation of vacancies [5]
and also for superionic conductors at high concentra-
tions of mobile ions [6].
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Fig. 2. Temperature dependences of the conductivity for the
K9H7(SO4)8 · H2O crystal in the first two heating–cooling
cycles. The dashed arrow indicates the change in the con-
ductivity at room temperature for 4 days after the first ther-
mal cycle.
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Fig. 3. Variation in the high temperature heat capacity of the
K9H7(SO4)8 · H2O crystal in two heating–cooling cycles.
The solid line represents the approximation according to
relationship (1).

Fig. 4. Temperature dependences of the conductivity for the
K9H7(SO4)8 · H2O crystal samples in the first heating–cool-
ing cycle under different conditions (see text).
P

The metastable state formed upon the phase transi-
tion is retained after the cooling of the crystal. The
exponential decrease in the heat capacity with a
decrease in the temperature is observed only for real
times of measurements (over a period of several hours)
and at real rates of change in the temperature from one
experimental point to the next point (~1 K/min). After
the cooling of the crystal and its holding, e.g., for a day
at room temperature, the heat capacity in the subse-
quent cycles of measurements does not show exponen-
tial temperature behavior but follows the heating curve
obtained in the first cycle of measurements (Fig. 3).
Moreover, at this stage, neither phase transition nor
temperature hysteresis are observed. This implies that
the dehydration of the crystal has already been com-
pleted by the time of the onset of the second thermal
cycle and the structural defects responsible for the dif-
fusion of H2O and H3O+ are absent. It is significant that
the crystal after the cooling is in the disordered state
even at room temperature, and the dehydration rate is
considerably higher than that in the as-prepared sam-
ple, which initially was in the ordered state.

It seems likely that such behavior of the crystal is
due to rather complex multistage solid-phase reactions,
among which the dehydration–hydration processes
play the key role. This is clearly seen from the changes
observed in the IR absorption spectra with a change in
the temperature [2]. In the cooled crystal, the dehydra-
tion can bring about the formation of a new phase (or a
mixture of two phases) with the content of crystalliza-
tion water (x · H2O) x ! 1 and the structure differing
from the initial monohydrate structure (note that the
single-crystal state is retained). The structural phase
transition is observed only in the equilibrium monohy-
drate structure. The formed state is metastable, because
the inverse process of hydration becomes possible, the
crystal recovers its original structure, and the phase
transition occurs as before, etc. This solid-phase reac-
tion proceeds rather slowly, and the monohydrate has
no time to recover its initial state during the measure-
ments of the heat capacity on the given time scale.
However, this becomes possible in the cycles of the
bulk conductivity measurements. After the first thermal
cycle and treatment of the crystal at a moderate mois-
ture (60%) for several days, the temperature depen-
dences are reproduced; i.e., the superprotonic phase
transition appears to be quasi-reversible (Fig. 2). As can
be seen from Fig. 2, the conductivity at a fixed temper-
ature decreases with time down to the value shown by
the dashed arrow; upon the subsequent heating, the
anomaly in the dependence σ(T) at the phase transition
point is reproduced, even though its magnitude is less
than that in the first cycle. Certainly, the apparent dis-
agreement of two experiments stems from different
experimental conditions. A higher reaction rate in the
case of conductivity measurements is caused by the
presence of metallic electrodes on the studied sample.
In this case, the initial monohydrate can rather rapidly
recover its initial state according to the electrochemical
HYSICS OF THE SOLID STATE      Vol. 42      No. 8      2000
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reaction 2e + 2H+ + 1/2O2  H2O and the subsequent
diffusion of water molecules into the bulk. In this reac-
tion, the electrodes play the role of catalysts. The kinet-
ics of the above processes is a separate problem.

The interesting results were obtained in the conduc-
tivity measurements in the K9H7(SO4)8 · H2O crystal
under different conditions: the 30-min stabilization of
temperature for the sample with thermally evaporated
silver electrodes (the total duration of the thermal cycle
was 40 h) (Fig. 4, curve 1) and a continuous change in
the temperature of the sample with Degussa silver paste
electrodes at a rate of 0.1 K/min (the total duration of
the thermal cycle was 8 h) (Fig. 4, curve 2). It is seen
that the curves for these samples upon the first heating
virtually coincide both below and above the Tsp temper-
ature. However, in the disordered phase upon cooling
below ~350 K, the conductivity of the first sample
becomes less than that of the second sample. This can
be explained by different degrees of dehydration
achieved in these samples upon cooling. A weak anom-
aly in the conductivity at T ≈ 250 K for the second sam-
ple and a similar, but smeared, anomaly at a consider-
ably higher temperature (≈350 K) for the first sample
suggest that, under conditions of conductivity measure-
ments, the kinetics of the reverse transition to the
ordered low-conductivity phase is determined by the
recovery rate of the initial hydrated crystal, which
depends on the conditions of electrical measurements
and the rate of change in the temperature. Below the
temperatures of these anomalies, the crystal is in the
two-phase state. This is confirmed by a lower conduc-
tivity as compared to the conductivity in the super-
cooled disordered phase at the same enthalpies and the
constant Tsp temperature upon thermocycling.

Therefore, it was demonstrated that, unlike the
known anhydrous alkali hydrosulfate salts, the super-
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protonic phase transition in the K9H7(SO4)8 · H2O crys-
tal is quasi-reversible, and the high-conductivity phase
arising upon the structural phase transition is readily
supercooled down to very low temperatures. These
unusual properties of the crystal are explained by the
partial or complete loss of structural crystallization
water upon phase transition and thermocycling, which
is governed by the experimental conditions. It was
found that the temperature dependence of the heat
capacity in the supercooled disordered phase exhibits
exponential behavior due to the presence of mobile
defects of the thermally activated nature. The explana-
tion was provided for the agreement and disagreement
between the obtained data on the heat capacity and the
conductivity in the cases under consideration.
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Abstract—Nonradiative (surface and bulk) polaritons in a semiconductor structure composed of two hetero-
junctions GaAs/AlxGa1 – xAs are investigated under the integer quantum Hall effect (IQHE) conditions. The dis-
persive, polarization, and energy characteristics of these polaritons are determined including energy dissipation
in the two-dimensional electron semiconductor layers. The phase and group velocities of surface and bulk
polaritons are shown to be quantized under the IQHE conditions. It is found that resonance coupling of two
surface polariton modes may occur in double GaAs/AlxGa1 – xAs heterojunctions. Possible experimental obser-
vation of nonradiative polaritons is discussed. © 2000 MAIK “Nauka/Interperiodica”.
1. Collective electromagnetic excitations in two-
dimensional electron systems (2DESs) [1–5] attract con-
siderable interest because of a significant advance having
been made in the technology of GaAs/AlxGa1 – xAs het-
erojunctions. Particular attention has been given to
nonradiative (surface and bulk) polaritons, whose elec-
tromagnetic field is localized near the 2DES. These
polaritons possess unusual and various properties,
which are of practical and fundamental importance. Of
particular interest are nonradiative polaritons in strong
magnetic fields under the integer quantum Hall effect
(IQHE) conditions [6–9]. In this case, the components
of the 2DES conductivity tensor are quantized, i.e.,
they undergo abrupt changes in magnitude with mag-
netic field. As a result, the damping constants and phase
and group velocities of nonradiative polaritons are also
quantized.

The effect of a quantizing magnetic field B on the
spectrum and damping of surface polaritons (SPs) in a
single 2DES placed in a homogeneous dielectric
medium was first treated in [6] and it was shown that
the SP group velocity changes stepwise with magnetic
field in the vicinity of cyclotron resonance. The magni-
tude of the steps was found to be proportional to the
fine structure constant α = e2/c", where e is the electron
charge and c is the velocity of light.

However, it should be noted that the model of a
2DES considered in [6] is oversimplified. An actual
GaAs/AlxGa1 – xAs heterojunction forming a 2DES has a
more complex structure; the doped AlxGa1 – xAs layer is
of a finite thickness and is contiguous with air or vacuum,
and the dielectric constants of GaAs and AlxGa1 – xAs are
different [10, 11]. For this reason, in a real
GaAs/AlxGa1 – xAs heterojunction, the magnitude of
1063-7834/00/4208- $20.00 © 21522
abrupt changes in the SP group velocity in the vicinity
of cyclotron resonance depends not only on the thick-
ness of the AlxGa1 – xAs layer, but also on the relative
values of the dielectric constants of GaAs and
AlxGa1 − xAs [7]. Furthermore, energy dissipation is
shown [8] to be of importance in an actual
GaAs/AlxGa1 – xAs heterojunction; it leads to quantita-
tive changes in the SP spectra and gives rise to new
types of both surface and bulk nonradiative polaritons.

The properties of surface polaritons in a double
2DES were investigated in [9] and it was shown that, in
this case, there are two SP modes, with the phase and
group velocities of one of them being lower than the
corresponding values for surface polaritons in a single
2DES. However, the SP dispersion and damping were
considered in [9] under the assumption that the double
2DES was placed in a homogeneous dielectric
medium. One may expect that the properties of surface
polaritons are essentially different in a real double
2DES because of the appearance of new types of non-
radiative polaritons and their possible interconvertion.

In this paper, we construct a theory of nonradiative
surface and bulk polaritons in a double 2DES consist-
ing of two real GaAs/AlxGa1 – xAs heterojunctions and
show that all characteristics of surface and bulk polari-
tons are quantized under the IQHE conditions. The
effect of the geometrical sizes of a double 2DES on the
spectrum, damping, and energy characteristics of non-
radiative polaritons is investigated. Surface polaritons
of the Brewster mode type and bulk polaritons of differ-
ent orders are found to arise in a double 2DES with
damping. It is shown that surface and bulk polaritons
can transform into each other continuously.
000 MAIK “Nauka/Interperiodica”
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2. As a model of a double 2DES, we consider the
structure depicted in Fig. 1. Semi-infinite medium 1 in
the z < 0 half-space (substrate) is assumed to be semi-
conductor GaAs with permittivity ε3 = 12.9. The layers
0 < z < d (region 2) and d < z < d + d' (overlayer, region 3)
are semiconductors AlxGa1 – xAs (ε2 = 12.0) and GaAs
(ε3 = 12.9), respectively. Semi-infinite medium 4 (z >
d + d ') is air (or vacuum) with permittivity ε1 = 1.
Therefore, there are two GaAs/AlxGa1 – xAs heterojunc-
tions, located in the z = 0 and z = d planes and forming
2DESs in these planes. An external quantizing mag-
netic field B is applied along the z axis normal to the
two 2DESs. Surface and bulk polaritons in the double
2DES are assumed to be nonradiative; that is, their
electromagnetic fields exponentially decrease to zero in
media 1 and 4 with the distance from the boundaries of
these media. Without loss of generality, we assume that
polaritons propagate along the x axis. The dependences
of all electromagnetic fields on the coordinate x and
time t are taken to be exp[i(kx – ωt)], where k is the
wavenumber and ω is the frequency of polaritons.

In order to find the dispersion relation describing the
propagation of polaritons in the double 2DES, we
should consider waves of the TE and TM types [12]
because of the presence of surface currents in the inter-
faces z = 0 and z = d, which affect both TE and TM
waves. The tangential components of the electric field
E of polaritons are continuous across all boundaries of
the double 2DES, while the tangential components of
their magnetic field H are continuous only across the
z = d + d ' plane, but they suffer a discontinuity at the
planes z = 0 and z = d.

Let  be the components of the conductivity
tensor of the two 2DESs, where p = 1 and 2 for the
2DESs in the planes z = 0 and z = d, respectively. Then,
the jump in the tangential components of the magnetic
field of polaritons at the z = 0 plane is

(1a)

(1b)

Similar expressions can also be written for the jump in
the tangential components of the magnetic field of
polaritons at the z = d plane.

Spatial dispersion of the 2DES conductivity tensors
is assumed to be negligible, which takes place under the
condition kl ! 1, where l = (c"/eB)1/2 is the magnetic
length. In this case, the nonzero components of the
2DES conductivity tensor have the form [6–9]

(2a)

(2b)

σij
p( ) ω( )

Hx 2, 0( ) Hx 1, 0( )–
4π
c

------ σxx
1( )Ey 0( ) σxy

1( )Ex 0( )–( ),=

Hy 2, 0( ) Hy 1, 0( )– 4π
c

------– σxx
1( )Ex 0( ) σxy

1( )Ey 0( )–( ).=

σxx
p( ) 2e2

h
--------

N pγ
1 γ2+
--------------,=

σxy
p( ) 2e2

h
--------

N p

1 γ2+
--------------.=
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Here, h = 2π"; γ = (ν – iω)/Ω; Ω = eB/mc is the cyclo-
tron frequency of electrons; ν is the momentum relax-
ation rate of electrons, and Np = πl2np is the degree of
the Landau level filling, which takes integral values
(Np = 1, 2, …) equal to the number of completely filled
Landau levels, lying below the Fermi level (np is the
electron density in the corresponding 2DES).

Using the boundary conditions indicated above, we
obtain the following dispersion equation for propagat-
ing nonradiative polaritons in the double 2DES under
study:

(3)

where

A1 p2d( ) rA2 p2d–( )exp+exp[ ]
× A3 p– 2d( ) rA4 p2d( )exp+exp[ ]

=  B1 rB2–( ) B3 rB4–( ),

r N1 N2,⁄=

A1 LF 4πσxy
1( ) c⁄( )2

p2 p3,+=

A2 PR AB( )⁄ 4πσxy
2( ) c⁄( )2

p2 p3,+=

A3 KD 4πσxy
1( ) c⁄( )2

p2 p3,+=

x

2DES

0

d

d + d'

z, B

ε1

ε3

ε2

4

3

2

1 ε3

Fig. 1. Geometry of the double 2DES. The semi-infinite
medium 1 (substrate) is a GaAs semiconductor with ε3 =
12.9; medium 2 is an AlxGa1 – xAs semiconductor layer with
a thickness d and ε2 = 12.0; medium 3 (overlayer) is a GaAs
semiconductor layer with a thickness d' and ε3 = 12.9; and
the semi-infinite medium 4 is vacuum (air) with ε1 = 1.
0



1524 BELETSKIŒ, BORISENKO
A4 QM AB( )⁄ 4πσxy
2( ) c⁄( )2

p2 p3,+=

B1 KF 4πσxy
1( ) c⁄( )2

p2 p3,–=

B2 PQ AB( )⁄ 4πσxy
2( ) c⁄( )2

p2 p3,+=

B3 LD 4πσxy
1( ) c⁄( )2

p2 p3,–=

B4 RM AB( )⁄ 4πσxy
2( ) c⁄( )2

p2 p3,+=

A ε1 p3 ε3 p1– ε1 p3 ε3 p1+( ) 2 p3d'( ),exp–=

(a)

4

1a
2a

2s
3s

1s

6 5
3a

1.015

1.010

1.005

1.000

5 10 15 20 25 30

ξ = ω/Ω

(b)

3a
2a

1a

3s
2s

1s
4

1.01

1.00

0.99

3.5 4.0 4.5 5.0 5.5 6.0
ζ = ck/Ω

Fig. 2. Spectrum ξ(ζ) of low-frequency (index a) and high-
frequency (index s) surface polaritons in a double 2DES
with N1 = N2 = N, Γ = 0, and δ = 0.1 for different values of
N and δ': (a) N = 1 and δ' being equal to 0.1 (1) and 1.0 (2);
and (b) δ = 0.1, δ' = 0.1, and N being equal to 1 (1), 2 (2),
and 5 (3). The dotted line 4 is a dispersion curve of light for

GaAs (ξ = ζ/ ). The dispersion curves 5 (ε2 = 12.0, ε3 =

12.9) and 6 (ε2 = ε3 = 12.0) correspond to a single 2DES
being contiguous with two dielectric media with permittivi-
ties ε2 and ε3.

ε3
P

Here, the quantities

(4)

are the transverse wavenumbers characterizing the z
dependence of the electromagnetic field of polaritons.
For nonradiative polaritons, the conditions Rep1 > 0
and Rep3 > 0 should be fulfilled.

It is easily seen that equation (3) also describes the
limiting cases of a single 2DES [6–8] and the double
2DES considered in [9].

3. We solved the dispersion equation (3) numeri-
cally by introducing the dimensionless quantities ξ =
ω/Ω , ζ = ck/Ω , Γ = ν/Ω , δ = dΩ/c, and δ' = d 'Ω/c. Let
us first discuss the case of Γ = 0, where one can ignore
energy dissipation in the double 2DES. From the con-
dition Rep3 > 0, it follows that (for ε3 > ε2) only surface
polaritons can exist in the double 2DES without energy
dissipation.

Let the Landau level filling be the same in both
2DESs, N1 = N2 = N. Figure 2a shows the SP spectrum
in the double 2DES with N = 1, Γ = 0, and δ = 0.1 for
two values of δ': 0.1 (solid lines 1) and 1.0 (solid lines 2).
Because there exist two polariton modes in the double
2DES, we refer to one of them (with a lower frequency)
as the low-frequency mode and to the other (with a
higher frequency) as the high-frequency mode. The
former mode is designated by the index a and the latter,
by the index s. For comparison, Fig. 2a also shows dis-
persion curves (dashed lines 3a and 3s) for the double
2DES considered in [9] (N = 1, δ = 0.1, δ' = 0.0, ε1 =
ε2 = ε3 = 12.0) and two dispersion curves (dotted lines
5 and 6) for a single 2DES. Curve 6 corresponds to the
case of a single 2DES embedded in a homogeneous
medium with a permittivity ε = 12.0 [6], while curve 5,
to the case where a single 2DES is contiguous, on its
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one side, with a medium of a permittivity ε2 = 12.0 and,
on the other side, with a medium of a permittivity ε3 =
12.9 [7]. The dashed line 4 is a dispersion curve of light

for GaAs (ξ = ζ/ ). In the limit ζ  ∞, where the
penetration depths of the SP electromagnetic field into
the surrounding media vanish, the dispersion curves 1a,
1s, 2a, and 2s asymptotically tend to the dispersion
curve 5, whereas the dispersion curves 3a and 3s tend
to the dispersion curve 6.

From Fig. 2a, it is seen that the quantity δ' affects the
low-frequency SP modes only slightly. The point is
that, in these modes, the surface charges of the two
2DESs oscillate in counterphase, i.e., they are opposite
in sign. In this case, the electromagnetic field of low-
frequency SP modes is localized between the 2DESs in
the layer 0 < z < d, i.e., in the AlxGa1 – xAs layer. Hence,
virtually all energy of low-frequency SP modes is
transferred in the region between the 2DESs. In high-
frequency SP modes, in contrast, oscillations of the sur-
face charges of the two 2DESs are in phase and, hence,
the electromagnetic field of these modes is concen-
trated predominantly outside the region 0 < z < d. As a
result, a high proportion of the energy of high-fre-
quency SP modes is transferred in medium 3 and,
hence, the spectrum of these modes depends heavily on
the value of δ'.

Low- and high-frequency SP modes are coupled
near cyclotron resonance (ξ ≈ 1), which leads to their
transformation into each other and to the repulsion
between their dispersion curves. From Fig. 2a, it is seen
that the position of the mode–mode coupling region
depends on the value of δ' and this region can lie to the
right (δ' = 1.0), as well as to the left (δ' = 0.1), of the
mode–mode coupling region for the double 2DES con-
sidered in [9]. The repulsion between dispersion curves
of the modes is the strongest at δ' = 0.1. The reason is
that, as δ' decreases, the mode–mode coupling region
shifts towards the long-wavelength part of the spec-
trum. Hence, the penetration depth of the SP electro-
magnetic field into the AlxGa1 – xAs layer increases and
the coupling of the low- and high-frequency SP modes
becomes stronger.

It should be noted that the surface polaritons have
essentially different properties in the actual double
2DES under study and the double 2DES considered in
[9]. The most important distinction is that, in the actual
double 2DES, both SP modes can be slower than in the
case treated in [9] in the high-frequency region ξ > 1.
For instance, high-frequency SP modes (dispersion
curves 1s and 2s) can lie above, as well as below, the
dispersion curve 3s, depending on the value of δ'. At
large δ' values (δ' = 1.0), the dispersion curve 2s lies
completely below the dispersion curve 3s. Therefore, in
this case, the phase velocity of high-frequency SP
modes in the actual 2DES is lower than in the double
2DES dealt with in [9]. At the same time, at small δ'
values (δ' = 0.1), the dispersion curve 1s first runs above

ε3
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the dispersion curve 3s, but then drops below it and
asymptotically approaches the dispersion curve 2s with
increasing ζ. Therefore, in the double 2DES under
study, high-frequency SP modes are faster in the long-
wavelength spectral region but slower in the short-
wavelength region than in the case considered in [9]. A
similar situation also takes place for low-frequency SP
modes (dispersion curves 1a and 2a), but δ' has only a
marginal effect on them. Therefore, the phase velocity
of high-frequency SP modes can be varied in the long-
wavelength spectral region by varying δ'.

Now, we consider the effect of the Landau level fill-
ing N on the dispersive properties of surface polaritons.
Figure 2b shows SP dispersion curves for double
2DESs with δ = 0.1, δ' = 0.1, and three different values
of N1 = N2 = N = 1, 2, and 5 (solid curves 1, 2, 3, respec-
tively). It is seen from this figure that, near cyclotron
resonance, the high-frequency (index s) and low-fre-
quency (index a) SP modes resonantly interact and
transform into each other. As ζ increases, the low-fre-
quency SP modes change over from fast waves to slow
ones. For the high-frequency SP modes, the reverse sit-
uation is observed: slow modes continuously transform
into fast ones. It is significant that the group velocity of
both high- and low-frequency SP modes undergoes
abrupt changes near cyclotron resonance, because the
Hall conductivity of the 2DES is quantized. We note
that the initial points of SP dispersion curves, lying on

the light dispersion curve 4 (ξ = ζ/ ) shift to higher
frequencies with decreasing N. It is also significant
that, in the ξ > 1 region, the properties of high-fre-
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Fig. 3. Spectrum ξ(ζ) of low-frequency (index a) and high-
frequency (index s) surface polaritons in a double 2DES
with N1 = 1, N2 = 2, δ = 0.1, Γ = 0, and different values of
δ': 0.1 (1) and 1.0 (2); the dashed curves 3a and 3s are the
spectrum of polaritons in the double 2DES considered in
[9]; the dotted line 4 is a dispersion curve of light for GaAs

(ξ = ζ/ ).ε3
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quency SP modes are similar to the properties of sur-
face polaritons in a single 2DES with the Landau level
filling twice as high: N = N1 + N2. This is further proof
that the electromagnetic field of a high-frequency SP
mode is concentrated predominantly outside the 0 < z <
d layer.

Let us now consider the case of two 2DESs having
different Landau level filling, N1 ≠ N2. Figure 3 shows
the SP spectrum of a double 2DES with N1 = 1, N2 = 2,
δ = 0.1, and Γ = 0 for two different values of δ': 0.1
(solid lines 1a and 1s) and 1.0 (solid lines 2a and 2s).
The dashed lines 3a and 3s depict the SP spectrum of
the double 2DES considered in [9] (N1 = 1, N2 = 2, δ =
0.1, δ' = 0.0, ε1 = ε2 = ε3 = 12.0). From Fig. 3, it is seen
that, in the actual double 2DES, the SP modes in the
short-wavelength spectral range are slower than in the
case treated in [9]. In the long-wavelength range, the SP
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Fig. 4. Spectrum ξ'(ζ) (solid lines labeled by letters with a
prime) and damping ξ''(ζ) (dotted curves labeled by letters
with a double prime) for low-frequency (index a) and high-
frequency (index s) nonradiative polaritons in a double
2DES with N1 = N2 = 1, Γ = 0.1, and δ' being equal to 0.1
(curves 1) and 1.0 (curves 2) for two values of δ: (a) 0.1 and
(b) 1.0.
P

phase velocity depends crucially on δ' and can be lower
(δ' = 1.0), as well as higher (δ' = 0.1), than the SP phase
velocity in the double 2DES dealt with in [9]. Near
cyclotron resonance, the position of the region where
the low- and high-frequency SP modes resonantly
interact with each other is sensitive to the value of δ'. As
δ' increases, this region moves away from the disper-

sion curve 4 for light in GaAs (ξ = ζ/ ).

It should be noted that the double 2DES under con-
sideration is asymmetrical. For this reason, in a double
2DES with N1 ≠ N2, the dispersive properties of surface
polaritons depend not only on the Landau level filling
N1 and N2, but also on the mutual disposition of the
2DESs.

4. Now, we consider the effect of energy dissipation
(Γ ≠ 0) on the properties of nonradiative polaritons in a
double 2DES. The wavenumber k is assumed to be real,
while the frequency ω = ω' + iω'' is complex, and the
notation ξ' = ω'/Ω , ξ'' = ω''/Ω is introduced.

In Fig. 4a, the solid curves labeled by letters with a
prime represent the spectrum ξ'(ζ) (the ordinate axis on
the left), while the dotted curves labeled by letters with
a double prime represent damping ξ''(ζ) (the ordinate
axis on the right) of low-frequency (letter a) and high-
frequency (letter s) nonradiative polariton modes in a
double 2DES with N1 = N2 = 1, δ = 0.1, and Γ = 0.1 for
two values of δ': 0.1 (1) and 1.0 (2). From the figure, it
is seen that nonradiative polaritons exist in the double
2DES with energy dissipation for all values of ζ. It is
significant that the ξ'(ζ) dependences are nonmono-
tonic. For example, the dispersion curve 1s' has two
sections on which the derivative ∂ξ'/∂ζ is positive,
while curve 2s' has three such sections. We note that
each section with a positive ∂ξ'/∂ζ corresponds to a cer-
tain type of nonradiative (surface or bulk) polaritons. In
the dispersion curve 1s', the first section with ∂ξ'/∂ζ > 0
corresponds to Brewster-type SP modes, which arise on
the boundary z = d + d '. The Brewster modes of a TM
polarization were predicted [2, 4] to arise on the inter-
face between two dissipative media in which the real
part of the permittivity is positive. A peculiarity of our
case is that the Brewster-type SP modes in question
have a mixed polarization and they are “bound” to the
z = d + d ' interface because of energy dissipation in the
two 2DESs situated at the boundaries z = 0 and z = d.
From Fig. 4a, it is seen that the Brewster modes are

formed at the z = d + d ' interface if ζ ≈  = 1. Near
this value of ζ, the component of the average energy
flux S(z) = (c/8π)Re[EH*] along the x axis has a maxi-
mum in air (vacuum) in the vicinity of the boundary z =
d + d '.

The dependence of Sx(χ)/Sx(+0) on the dimension-
less coordinate χ = zΩ/c along the z direction [Sx(+0) is
the x component of the average energy flux at the point
z = +0] is presented in Fig. 5 for a double 2DES with
N1 = N2 = 1, Γ = 0.1, δ = 0.1, and δ' = 0.1 for three
points of the dispersion curves 1a' and 1s' (Fig. 4a) hav-

ε3

ε1
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Fig. 5. Sx(χ)/Sx(+0) dependences for low-frequency (index a) and high-frequency (index s) nonradiative polaritons in a double 2DES
with N1 = N2 = 1, Γ = 0.1, and δ = δ' = 0.1 for different values of ζ: 0.1 (1), 1.0 (2), and 6.0 (3).
ing the following ζ coordinates: 0.1 (1), 1.0 (2), and 6.0
(3). From Fig. 5, it is seen that, at all these points, the x
component of the energy flux of low-frequency modes
of nonradiative polaritons (curves 1a, 2a, 3a in Fig. 5)
is maximum in the layer 0 < z < d and is virtually con-
stant with ζ. At the same time, the Sx(χ)/Sx(+0) distribu-
tion of high-frequency modes of nonradiative polari-
tons is heavily dependent on ζ in the double 2DES. For
example, at the point of the dispersion curve 1s'
(Fig. 4a) with ζ = 0.1 (curve 1s in Fig. 5), the energy is
transferred along the x axis predominantly outside the
double 2DES, in the regions z < 0 and z > d + d '. At the
point with ζ = 1.0, the energy flux Sx(χ)/Sx(+0)
increases sharply near the boundary z = d + d ' (curve 2s
in Fig. 5), which is associated with the formation of the
Brewster mode near this boundary. Finally, at the point
with ζ = 6.0 (belonging to the second section with
∂ξ'/∂ζ > 0 of the dispersion curve 1s'), the energy is
transferred near the z = 0 and z = d boundaries of the
2DESs. This energy distribution corresponds to the for-
mation of surface polaritons in the double 2DES.

As δ' increases, the properties of high-frequency
polariton modes change qualitatively in the long-wave-
length spectral range. For instance, between the above-
mentioned two sections with ∂ξ'/∂ζ > 0 of the disper-
sion curve 2s' (Fig. 4a), there appears another section,
which corresponds to the formation of a first-order bulk
polariton in the layer of the thickness δ'. For a bulk
polariton of this type, the Sx(χ)/Sx(+0) dependence has
one more maximum in the layer of the thickness δ'. We
note that the damping of nonradiative polaritons is
higher in the regions where surface and bulk modes
exist.
PHYSICS OF THE SOLID STATE      Vol. 42      No. 8      200
Now, let us discuss the effect of δ on the properties
of polaritons in the double 2DES. Figure 4b shows the
spectrum and damping of low-frequency (index a) and
high-frequency (index s) polariton modes in the double
2DES with N1 = N2 = 1, δ = 0.1, and Γ = 0.1 for two val-
ues of δ': 0.1 (1) and 1.0 (2). From the figure, it is seen
that the dispersion curves 1s' and 2s' (Fig. 4a) do not
change qualitatively with increasing δ. The dispersion
curves 1a' and 2a', on the contrary, are heavily affected.
For example, there appears one more section with
∂ξ'/∂ζ > 0 in these curves, which corresponds to the for-
mation of a first order bulk polariton in the layer of the
thickness δ. For this polariton, the energy flux along the
x direction has a maximum in the 0 < z < d layer. We
note that, at δ' = 1.0, one more maximum of the energy
flux arises in the layer d < z < d + d ', which leads to the
appearance of an inflection point in the dispersion
curve 2a' (Fig. 4b).

In closing, it is worthy of note that a large number of
different types of surface and bulk polaritons can exist
in the double 2DES of two GaAs/AlxGa1 – xAs hetero-
junctions under the integer quantum Hall effect condi-
tions. Their properties depend critically on both the
geometrical sizes of the double 2DES and the strength
of the quantizing magnetic field. This allows one to use
nonradiative polaritons for contactless diagnostics of
the parameters of double GaAs/AlxGa1 – xAs hetero-
junctions. One can use these polaritons for determining
the geometrical sizes of double 2DESs, the momentum
relaxation rate of electrons in them, and the degree of
Landau level filling. Furthermore, the nonradiative
polaritons have the potential to be used in various
devices of modern semiconductor nanoelectronics
0
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because of their phase and group velocities being small
and their properties being quantized.

Experimentally, the nonradiative polaritons in a
double 2DES can be investigated using the method of
frustrated total internal reflection [1, 2] or inelastic light
scattering [13]. The latter method allows one to excite
nonradiative polaritons with large values of k (k ~ 2 ×
105 cm–1); slow surface polaritons in 2DESs with N = 1
under the IQHE conditions have been discovered by
this method.
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Abstract—A study is reported on the dependence of exciton photoluminescence spectra of ZnS–ZnSe quantum
wells with different localization-center concentrations on the excitation intensity and temperature. The shape
of the experimental low-temperature photoluminescence band is shown to agree well with that calculated in a
model of exciton hopping to the nearest localization center and in one that takes into account transitions of a
localized exciton to all centers in its local environment. The parameters characterizing localized excitons in
these quantum structures of a submonolayer thickness have been determined. © 2000 MAIK “Nauka/Interpe-
riodica”.
As follows from numerous experimental studies, the
emission spectra of quantum structures of a submono-
layer thickness are due to the recombination of the
excitons localized in wells of the potential relief created
by thickness fluctuations of semiconducting layers [1–
11]. The fluctuations represent islands whose height
does not exceed, as a rule, that of a monolayer (ML)
and whose lateral dimensions (ξ) are of the order of the
exciton Bohr radius. However, the formation of a low-
temperature photoluminescence (PL) band in quantum-
well (QW) structures is governed in most cases not only
by the character of disordered interfaces but also by the
kinetics of population of the density-of-states tail orig-
inating from thickness fluctuations, as a result of which
the maximum of the PL band at low temperatures is
shifted, as a rule, with respect to the minimum (maxi-
mum) of the exciton spectrum of reflectance (absorp-
tion) [1–4]. The nature of this shift is associated with
the energy relaxation process, which assumes that exci-
tons rapidly reach deep states in the density-of-states
tail in times shorter than their radiative recombination
time τ0. Under steady-state excitation, the magnitude of
the shift εm depends on the excitation intensity (i.e., on
the e–h pair generation rate G) and the temperature T
and can be readily observed experimentally. As T or G
increases, the ensuing activation of states in the tail or
its filling by excitons brings about a shift of the PL band
maximum to shorter wavelengths, to the energy Ec cor-
responding to the mobility edge of localized excitons
and, as the pump intensity or T continues to grow, the
PL band starts to broaden toward shorter wavelengths
as a result of a transition to emission from delocalized
and free states [1, 12, 13].

A second case, observed to occur frequently in
QWs, that is also interesting, is where neither the spec-
tral position nor the shape of the PL band whose maxi-
1063-7834/00/4208- $20.00 © 21529
mum underwent a large Stokes shift depends on pump
density and T [11, 14]. As follows from a statistical
topographic model of excitonic PL [11], such QWs
exhibit a linear relation between εm and the full width at
half maximum W of the absorption spectrum, namely,
εm = 0.553 W. In contrast to the first case, the shape of
the PL band is symmetrical here and can be fitted by a
Gaussian. Most of the theoretical and experimental
studies concerning these issues consider primarily
either the first [1–5, 8, 9, 12, 13] or the second case [6,
7, 10, 11, 14, 15] in QWs or superlattices with different
nominal thicknesses Lz prepared by different technolo-
gies. It appeared, therefore, of interest to show that both
cases can be observed in QWs having the same thick-
ness Lz. If the latter condition is met, the binding
energy, the Bohr radius (in both directions), the radia-
tive lifetime, and other excitonic parameters, which
depend on Lz and on which the Stokes shift εm depends
in one way or another, will be identical and, therefore,
the probability of observing the first or second situation
in a QW will be determined by the structure of the dis-
ordered interfaces.

This work analyzes the emission spectra of single
ZnS–ZnSe QWs in an attempt at establishing the effect
exerted on their shape and spectral location by the
relaxation of localized excitons in energy. Studies on
QWs with equal nominal thicknesses under steady-
state excitation revealed that the excitonic PL spectrum
of each QW was shifted relative to the minimum in the
reflectance spectrum by an amount varying from 6 to
13 meV, depending on the sample, in some of which the
shift was found to be dependent on the pump intensity
and temperature. We used the main results presented in
[12, 13] to calculate two exciton energy distributions
n(ε) assuming the tail of the density-of-states function
to have an exponential shape. It was shown that, within
000 MAIK “Nauka/Interperiodica”
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a certain localization-center concentration region, the
n(ε) curves obtained by both models agree well with
one another and with the experimental excitonic-PL
band of one of the QWs chosen. The fitting parameters
N0α2, τ0ν0, and ε0 were found to be similar in both mod-
els and to agree well in magnitude with those cited by
other authors.

1. EXPERIMENTAL RESULTS
AND SOME ESTIMATES

The single ZnS–ZnSe QWs grown on buffer-free
GaAs substrates by photostimulated vapor-phase epit-
axy and used in this study are strained because of a lat-
tice mismatch among ZnS, ZnSe, and GaAs. The tech-
nology of fabrication of these structures and their opti-
cal spectra were discussed by us elsewhere [8, 16]. In
this work, spectra of the ZnS–ZnSe QWs were obtained
with a DFS-12 double-grating monochromator and an
FÉU-79 PM tube operated in the photon-counting
mode, with the electronics configured in the CAMAC
system. The PL was excited by a He–Cd laser operating
at λ= 325 nm with an average power ~10 mW, and a
halogen lamp was used to obtain reflectance spectra.

Two QWs, 308 and 309, with practically coinciding
spectral reflectance profiles, were selected for our study
from one lot of QW samples with equal Lz = 11 and Lb

= 60 Å. Figure 1 shows only one reflectance spectrum
of QW 309 (E1S = 2.997 eV) produced by heavy-hole
(hh) excitons radiating from the first size-quantized
level (n = 1), and exciton PL bands of QW 309 and 308
(labeled 1 and 2, respectively). Band 1 has, besides the
main peak, a short-wavelength one (E2S = 3.031 eV),
which coincides in position with a similar spectral
reflectance feature. Calculations show that it is due to

0
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Fig. 1. Reflectance (QW 309) and photoluminescence spec-
tra: (1, 1') QW 309 for G1 and Gmin, respectively; (2) QW 308
for G1; points are the Gaussian distribution approximating
band 2.
P

hh excitons in the 2s state [16]. It should be stressed
that this peak is not elementary but has a doublet struc-
ture with the components spaced by ~3 meV, however,
we have not established the nature of this splitting.

The shifts of bands 1 and 2 obtained at G1 ~ 1 ×
1021 cm–2 s–1 relative to E1S are 6 and 13 meV, respec-
tively, and they did not change with increasing pump
density. The bands behaved differently with decreasing
generation rate. As G decreased down to 1018 cm–2 s–1,
band 1 shifted toward longer wavelengths by ~11 meV,
and as it was reduced monotonically still more to
1017 cm–2 s–1, an additional minimum coinciding in
position with a reflectance minimum appeared on the
short-wavelength side of the main peak (now labeled 1'
in Fig. 1), the ratio of the integrated intensities of the
two peaks being ~30. The change in the PL band shape
observed to occur in QW 309 with decreasing G can be
explained within a qualitative model taking into
account the presence in a QW of regions differing in the
character of disorder. If the generation rate does not
exceed the level above which exciton–exciton colli-
sions set in, the emission spectrum usually exhibits a
single PL band due to recombination of localized exci-
tons. When G is reduced by two to three orders of mag-
nitude, one observes, besides the red-shifted main peak,
a short-wavelength one corresponding to the emission
of free excitons, which reside in QW regions of nomi-
nal thickness and which have not reached regions with
disordered interfaces in the time τ0. If one neglects free-
exciton diffusion at T ~ 0 K, the integrated intensity of
the short-wavelength peak is proportional, as a rule, to
the total area of QW regions with Lz within the pump
laser spot [15]. As for band 2, no substantial change in
its shape and position, except a decrease of its inte-
grated intensity, was revealed within the same interval
of G.

In order to study the temperature dependence of the
PL bands of both QWs, we chose an exciton generation
rate at which most of the shallow states in the density-
of-states tail may be considered partially empty, a situ-
ation realizing in our case for G < 1018 cm–2 s–1. An
increase of T to 40 K did not result in any noticeable
change in the shape and position of band 2. At the same
time, band 1' exhibited disappearance of the short-
wavelength peak, a decrease in width from 22 to
12 meV, and a simultaneous monotonic shift to shorter
wavelengths by 11 meV as T was increased to 30 K,
while for T > 30 K, we observed only its broadening
(Fig. 2). As follows from these results, the character of
the band shift in QW 309 within a narrow interval of
variation of G and T is caused by the filling or thermally
induced activation of states in the density-of-states tail,
while the energy Ec = 2.991 eV near which the maxi-
mum of the PL band of this QW stabilizes with increas-
ing G and T corresponds apparently to the mobility
edge of localized excitons, which is shifted by 6 meV
relative to the free-state energy E1S. On the other hand,
despite QWs 309 and 308 having the same thickness,
HYSICS OF THE SOLID STATE      Vol. 42      No. 8      2000
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the PL band of the latter did not exhibit any dependence
on G and T, although its maximum is also shifted by a
considerable amount (~13 meV) with respect to E1S

(Fig. 1). We note in this connection that a similar
behavior of the exciton PL band was observed in an
AlGaAs/GaAs QW [14]. A qualitative interpretation of
this behavior will be put forward in the next section in
terms of a model describing the population of tail states
by excitons under steady-state excitation.

2. THE EMISSION BAND SHAPE OF SINGLE 
Zn−ZnSe QWs WITH IMPERFECT INTERFACES

1. As was shown in [3], the shape of the low-temper-
ature exciton PL band of QWs with a submonolayer
thickness is proportional to the energy distribution n(ε)
of localized excitons in the states in the density-of-
states tail. The models of [12] and [13] were used to
calculate two distribution curves n(ε), which were com-
pared subsequently with band 1' (QW 309). Without
going into a detailed analysis of both models, which
have much in common, we note here only a few char-
acteristic features. Both models permit one to calculate
the average lifetime τ(r) and the population f(ε, r) of a
state with localization energy ε which is near a neigh-
boring state with ε' at a distance r. The quantity τ(r) in
the model of [12] was obtained in the approximation of
exciton hopping to the nearest localization center,
while in the model of [13], the exciton lifetime takes
into account the possibility of exciton hopping to any
center in the local environment, which becomes essen-
tial at high localization-center concentrations. A major
approximation, common to both models, is the neglect
of spatial correlation among the states that are succes-
sively occupied by the same exciton in the course of its
relaxation. Prior to presenting the final expressions
obtained in these models and permitting a calculation
of n(ε), we estimate the position of the PL band maxi-
mum with respect to Ec for small G, where the state into
which an exciton hops may be considered empty. Let
the density of localized states g(ε) fall off into the band
by an exponential law [2, 3]

(1)

where N0 is the total density of states in the tail, and ε0
is the energy characterizing the scale of their energy
dependence. The density of states with an energy in
excess of ε and the average exciton hop length r(ε) are
related through

(2)

(3)

Assuming a tunneling relaxation mechanism, the exci-
ton hopping time between two localization centers with

g ε( )
N0

ε0
------ ε/ε0–( ),exp=

ρ ε( ) g ε( ) εd

ε

∞

∫ N0 ε/ε0–( ),exp= =

r ε( ) πρ ε( )[ ] 1/2– .=
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energies ε and ε' (ε < ε') spaced by a distance r can be
written as

(4)

where ν0 is the exciton attempt frequency (which is of
the order of the phonon one) and α is the decay length
of the single-state wave function. Then the maximum
of the PL band will lie at an energy εm satisfying the fol-
lowing condition [2, 3, 12]:

(5)

whence, using (1)–(5), we come to

(6)

Thus, the position of the PL band maximum relative to
the mobility edge for small G is determined by a set of
universal parameters, namely, N0α2, τ0ν0, and ε0.

At T ~ 0, all states in the tail can be divided conven-
tionally into hopping and radiative ones, whose density
can be calculated using the Poisson distribution.
It yields the following expression for the probability
pk(r, ε) to observe a state with k neighbors within a cir-
cle of radius r near a given state of energy ε:

(7)

The probability for a given state to have a kth neighbor
at a distance from r to r + dr is Pk(r, ε)dr, where [12, 13]

(8)

τh r( ) ν0
1– 2r
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  ,exp=

τh r εm( )[ ] τ0,≈

εm ε0

πN0α
2

4
---------------- τ0ν0( )ln
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pk rε( ) πr2ρ ε( )[ ] k
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Fig. 2. Shape and position of band 1' (QW 309) at different
temperatures.
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or, taking into account only the nearest (k = 1) empty
state with ε' > ε,

(9)

Then, for the energy density of the hopping states, we
obtain

(10)

where the upper limit of integration is chosen taking
into account that the maximum hopping length of an
exciton is limited by its radiative relaxation time. The
quantity rm can be found from (4) by setting τh(rm) ≈ τ0,
namely, rm = (α/2)ln(τ0ν0). For the probability for a
given state to have no (k = 0) neighbor within a circle
of radius rm, equation (7) yields

(11)

and, hence, for the energy density of radiative states
one obtains

(12)

Both calculated curves, gh(ε) and gr(ε), are shown in
Fig. 3 (the parameters used for their calculation are pre-
sented below).

In the case of a random distribution of localization
centers, the energy distribution function of localized
excitons n(ε) is related to P(r, ε) through the equation
[12]

(13)

P r ε,( ) 2πrρ ε( ) πr2ρ ε( )–( ).exp=

gh ε( ) g ε( ) P r ε,( ) r,d
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rm
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Fig. 3. Energy distribution of (1) hopping and (2) radiative
states.
P

where f(ε, r) is the population of the (ε, r) state obeying
the rate equation

(14)

with Γ(ε) being the exciton generation rate in the ε
state. By the model of [12], the lifetime τ(r) of a given
state has the form

(15)

which, taking into account that the exciton hopping
length does not exceed rm, can be recast in the form of
the approximation

(16)

As a result, n(ε) breaks down into two terms, n(ε) =
n1(ε) + n2(ε), where [12]

(17)

(18)

The energy distribution of localized excitons calculated
by the second model [13] has a similar form

(19)

where the average lifetime τ(ε) of the state taking into
account all possible intercenter transitions is 

(20)

2. Figure 4 displays two calculated n(ε) curves. The
first was obtained using (17) and (18) and the following
fitting parameters: N0 = 4.5 × 1011 cm–2; α = 40 ×
10−8 cm; τ0 = 150 ps; ν0 = 5 × 1013 s–1; and ε0 = 8.4 meV;
while the second was calculated with (19) and (20) and
N0 = 5 × 1011 cm–2; α = 40 × 10–8 cm; τ0 = 100 ps; ν0 =
7 × 1013 s–1; and ε0 = 6.5 meV. One readily sees that
both n(ε) distributions agree well in shape and spectral
position with the experimental band 1' of the exciton
PL of QW 309 measured at T = 4.5 K and G ~ 1 ×
1017 cm–2. Using (6) to estimate the Stokes shift εm and
substituting the corresponding parameters from both
models, we come to εm1 = 13 and εm2 = 10.5 meV. A
comparison of these values with the experimental shift
(11 meV) shows that the parameters of the second
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model (N0α2 = 0.08, τ0ν0 = 7 × 103, and ε0 = 6.5 meV)
permit more accurate determination of the PL band
position relative to the localized-exciton mobility edge
in ZnS–ZnSe QWs with a thickness of 2–3 ML. Note
that these parameters are close in magnitude to those
obtained in a study [5] of Zn0.8Cd0.2Se/ZnSe QWs sim-
ilar to ours.

As follows from (6), or from (17)–(20), the shift of
the PL band maximum increases with increasing con-
centration of states N0, which is a consequence of
increasing lateral overlap of the wave functions of
neighboring states, and, therefore, it appears useful to

estimate the concentration  at which the states start
to delocalize. To do this, we find the minimum size ξ of
the island capable of localizing an hh exciton of mass
Mhh = me + mhh, where me and mhh are the effective
masses of an electron and a heavy hole, respectively.
Calculations show that an island 1 ML high (2.83 Å for
ZnSe) in a QW with Lz = 11 Å creates a potential well
for the hh exciton of depth V0 ≈ 60 meV. The existence
of QW regions with thicknesses Lz + 1 ML is supported
by an additional minimum in reflectance spectra (iden-
tified by an arrow) located at a distance of ~60 meV
from E1S (Fig. 1). For a bound state with a minimum
localization energy to appear in such an island, the fol-
lowing relation must be obeyed: ξ ≡ 2R =
π"/(2MhhV0)1/2, where R is the island radius [4], whence
we obtain

(21)

Substituting the corresponding values in (21) yields
R = 14.2 Å. When calculating the exciton energy and
wave functions, one most frequently chooses a cylinder
of radius R for the island shape. Such an island of
height δL = 2.83 Å and volume v = πR2δL will accom-
modate 10 Se atoms; said in other words, in order for a
localized state to split off the band edge in a QW with
Lz = 11 Å, a cluster of 10 Se atoms has to form on its
surface. Hence, for the cluster density, we obtain

 ~ 1.5 × 1013 cm–2.

We estimate the minimum concentration of local-
ization centers in a QW as a threshold value at which
the tunneling hop time of an exciton from a given state
will just exceed its radiative recombination time:

 ≈ [π ]–1 = [(πα2/4)ln2(τ0ν0)]–1. Using the corre-

sponding parameters, we obtain  < 1 × 1011 cm–2.
The condition of classical exciton localization in such a

system can be written [11] in the form δL @ . One
immediately sees that this inequality holds well for the
values of α and τ0ν0 obtained and Lz = 11 Å. In this
case, the low-temperature exciton spectrum was also
shown [11] to be Gaussian as a consequence of the
Gaussian distribution of thickness fluctuations (local-
ization centers) and of the absence of intercenter tran-
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sitions. The above permits us to qualitatively under-
stand the reason for the PL band of QW 308 to be inde-
pendent of G and T (Fig. 1). As a result of the low center

concentration (N0 ≤ ), each localized state of this
QW will be radiative, and the probability for the exci-
ton to leave it in a hop will be practically zero, which is
supported by the shape of band 2 as well, which is well
fitted by a Gaussian (Fig. 1) [14]. But then an increase
or decrease of the pump density should bring about
only an increase or decrease of the integrated intensity
of the PL band of QW 308 without affecting its position
and shape, exactly what was observed in the experi-
ment. The stability of band 2 to an increase of T up to
40 K is accounted for by the same reason, i.e., the time
taken by an exciton to hop up in energy (ε'  ε) with
absorption of an acoustic phonon also exceeds the exci-
ton radiative lifetime in this state.

Let us dwell on some conclusions following from
these results. As pointed out in [13], the selection of the
tunneling mechanism of exciton energy relaxation
imposes certain constraints on the magnitude of N0.
Indeed, calculations show that the expression for n(ε)
from the first model diverges for N0 > 1 × 1013 cm–2.
The reason for the divergence lies apparently in that
excitons start to delocalize at such a center concentra-
tion because an exciton “feels” πN0α2 ≈ 5 localized
states within a circle of radius α near the mobility edge
[2]. This result follows also from the fact that the figure

1 × 1013 cm–2 is very close to , so that if the con-
centration of centers (microislands) becomes higher

than , individual microislands merge to form con-
glomerates (macroislands) with lateral dimensions in
excess of tens of microns, where exciton motion

becomes free [15]. Thus, for concentrations N0 < ,
both models yield identical results, and therefore, the

N0
min

N0
max

N0
max

N0
max

0

412 λ, nm

PL intensity, arb. units

416 420

0.5

1.0

321'

g(ε)

Fig. 4. Band 1' is the same as in Fig. 1; (2, 3) n(ε)distribution
calculated from the first and second models, respectively;
g(ε) is the distribution of localized states.
0



1534 BONDAR’
tunneling mechanism of exciton relaxation appears to
be the most reasonable choice to describe the shape and
position of the exciton PL band in ZnS–ZnSe QWs
with thicknesses of a few monolayers in a model that
assumes exponential decay of the density of localized
states.
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Abstract—A study is reported on the low-temperature (T ≤ 30 K) photoluminescence in the spatially indirect
exciton line in GaAs/Al0.33Ga0.67As double quantum wells as a function of optical pump power and applied
electric field. We have revealed a giant (threefold) burst of luminescence intensity in a part of the spectral profile
of the indirect-exciton line occurring at certain values of the external electric field, temperature, and optical
pumping. We have also observed that this part of the indirect-exciton line profile varies in intensity (fluctuates)
with time with a characteristic period of tens of seconds. The results obtained are discussed within a model of
the Bose–Einstein condensation of a system of two-dimensional bosons that have, besides the free, a discrete
energy spectrum lying below the bottom of the free-state band. © 2000 MAIK “Nauka/Interperiodica”.
Investigation of the properties of double quantum
wells (DQWs) has been attracting recently consider-
able attention from both a theoretical and an experi-
mental viewpoint. This interest stems from the exist-
ence in DQWs of spatially indirect excitons (IX),
which are formed of an electron (e) and a hole (h) local-
ized in different quantum wells (QWs). Because the e
and h in the IX are separated in real space, the IX pos-
sesses a substantially longer radiative lifetime than a
direct exciton (DX) formed of an e and an h in the same
QW. This permits one to obtain in practice an IX gas of
a fairly high density, even at low optical-pump powers
and, as a consequence, to expect a manifestation in an
experiment of various collective properties in a high-
density system of spatially separated electron–hole
pairs (excitons). These properties were predicted theo-
retically in [1–3]. A comprehensive theoretical analysis
of a system of spatially indirect excitons in a DQW [4]
established the conditions for the onset of a stable liq-
uid IX phase, whose formation at T = 1.8 K in
GaAs/AlGaAs DQWs was experimentally shown in
our preceding work [5].

One of the interesting collective properties of
(quasi-)two-dimensional high-density bosons is the
possibility of the onset in such a system, with certain
conditions, of the Bose–Einstein condensation (BEC),
i.e., a phase transition in which a macroscopic number
of particles occupies the same quantum state lowest in
energy of the system. It is well known [6] that the BEC
cannot occur in a spatially homogeneous, purely two-
dimensional system of free bosons at T ≠ 0. However,
as shown theoretically in [7], if a system of two-dimen-
sional bosons also possesses, besides the free, a dis-
crete spectrum of energies lying below the minimum of
the free boson-state band, BEC can also set in this case
at T ≠ 0.
1063-7834/00/4208- $20.00 © 21535
Indeed, the total number of free noninteracting par-
ticles (bosons) N with an energy spectrum E = "2k2/2m
(where k is the wave vector and m is the particle mass),
which reside in a volume V at temperature T, is equal to
the sum of the occupation numbers of single-particle
states Nk

(1)

where ρ(E) is the density of states, kB is the Boltzmann
constant, and µ is the chemical potential of the particle
system; µ is negative and approaches zero (the E = 0
level) with increasing particle-gas density n = N/V. Ein-
stein and Bose recognized in 1924 [8] that integral (1)
assumes a finite value nc(T) for µ  0 for an ideal gas
of noninteracting bosons in the three-dimensional case,
where ρ(E) ∝  E1/2. This means that free states (E > 0)
cannot hold a larger number of particles, so that, if the
boson concentration in the system n exceeds nc, all the
extra particles n – nc will fall into the E = 0 state (BEC).

In the two-dimensional case, ρ(E) is a constant, and
integral (1) diverges for µ  0 and T ≠ 0 because the
denominator is zero at the lower integration limit,
which implies that BEC is impossible in this case. The
physical meaning of this is that the maximum occupa-
tion of free states (E > 0) is infinite. However, if the
two-dimensional boson system has, besides the free,
also discrete states (localized states, whose existence is
made possible by potential fluctuations at the heteroint-
erfaces [9], in our case, of GaAs/AlGaAs) ε0, ε1, etc.
such that ε0 < ε1 < E = 0, then the situation changes rad-
ically. In these conditions, as the number of bosons in
the system increases, the chemical potential cannot

N Nk

k

∑ ρ E( ) Ed

e
E µ–( ) kBT⁄

1–
--------------------------------,

0

∞

∫= =
000 MAIK “Nauka/Interperiodica”



 

1536

        

MOSKALENKO 

 

et al

 

.

                                                  
arbitrarily closely approach the value E = 0 because of
the requirement N(ε0) ≥ 0, therefore (–µ)min = |ε0| and,
hence, integral (1) is finite [7]:

(2)

Therefore, as soon as n has become greater than
nc(T), the localized states are filled by a macroscopic
number of particles, n – nc(T) = n(ε0) + n(ε1). Thus,
while the “classical” BEC (for free three-dimensional
bosons) occurs into one quantum state |k〉  = 0 extending
coherently over the whole gas volume, condensation
into localized states takes place within a limited region
of space. In this sense, the Bose–Einstein condensation
in a system of two-dimensional bosons possessing,
besides the continuous, a discrete energy spectrum
reminds the BEC of alkali-metal atoms observed exper-
imentally to occur in spatially confined traps created by
a magnetic field [10].

Studies of the possibility of BEC realization in bulk
semiconductors and quantum wells (for a comprehen-
sive review of the relevant experimental and theoretical
works see [11]), which have been pursued during the
past few decades, have revealed a number of interesting
properties; however, experimental evidence for the pos-
sible manifestation of BEC in these objects is ambigu-
ous. For instance, the diffusion coefficient of indirect
excitons in a GaAs/AlAs quantum well was found to
increase sharply after reaching certain threshold condi-
tions [12], an observation assigned to the onset of
superfluidity, which the authors believed to indicate the
onset of exciton condensation. However, the relation
between the superfluidity and BEC phenomena is not
unambiguous [13]. For instance, liquid helium has long
been considered a classical object in which BEC is real-
ized. At the same time, although the superfluidity of liq-
uid helium discovered in 1938 [14] was proposed [15]
to use as a criterion of BEC manifestation, experimen-
tal evidence for the existence of BEC in helium has
only been demonstrated in a comparatively recent
experimental study [16], where the momentum distri-
bution of helium atoms was analyzed by neutron scat-
tering.

Thus, the question of BEC realization in three- and,
particularly, two-dimensional semiconductor crystals
remains open and requires further investigation. An
experimental measurement of the exciton distribution
function in energy (momentum) would provide a con-
vincing argument for the manifestation of the BEC phe-
nomenon.

The present work studies the zero-phonon lumines-
cence line of spatially indirect excitons in
GaAs/Al0.33Ga0.67As double quantum wells. Because
this is a direct-band-gap material, radiative recombina-
tion does not involve of the free excitons present in the
system (due to the exciton wave-vector conservation in
the QW plane), but rather only a part of them located

nc T( )
mkBT

2π"
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ε0

kBT
---------–

–
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near the free-state band bottom (within the so-called
radiative “belt,” whose energy width ∆ is determined to
a considerable extent by exciton interaction with acous-
tic phonons [17]). Hence, the shape of the indirect-exci-
ton emission line observed in an experiment cannot
reflect the IX distribution function in the exciton band.
At the same time, all the excitons occupying localized
states take part in radiative recombination. This gives
one grounds to expect that the experimentally mea-
sured radiation intensity (proportional to the particle
occupation numbers) of the excitons in localized states
and of free excitons in a DQW would indirectly reflect
the distribution function of excitons over the free and
localized states and permit one to observe, after reach-
ing the critical conditions (2), the BEC effect predicted
in [7] for a two-dimensional boson system.

An obvious advantage of the IX system in a DQW
as a potential object for BEC observation over excitons
in single quantum wells lies in the possibility of effi-
ciently controlling the IX radiative lifetime τR by vary-
ing external factors. For instance, an external electric
field applied to a DQW in the structure growth direc-
tion z substantially reduces the electron and hole over-
lap wave functions in the IX along z, which appreciably
increases (up to three orders of magnitude [18]) τR. This
allows the IX system to efficiently cool down to the lat-
tice temperature, as well as offers the possibility of
increasing the IX gas concentration without increasing
the optical pump power, which is no less important.
The latter circumstance is essential from the experi-
mental viewpoint, because it makes possible a substan-
tial reduction of sample heating by phonons, which are
inevitably emitted in the relaxation of photoexcited car-
riers and excitons. It is sample heating that quite fre-
quently places an obstacle to reaching the critical
boson-gas temperature in experiments that use high
optical-pump powers to create a critical density of
bosons that have very short lifetimes.

The present work reports on a giant (threefold)
increase in the luminescence intensity of a part of the
IX spectral line profile in a GaAs/Al0.33Ga0.67As DQW
observed by varying the sample temperature and the
external electric field applied to the DQW. Besides, the
luminescence intensity of this part of the IX spectral
profile fluctuates with a characteristic time of tens of
seconds. Since the experimentally measured lumines-
cence reflects the population by excitons of free and
localized states, such unusual behavior of the IX line
may indicate a substantial change in the exciton distri-
bution over the free and localized states. We discuss
this behavior of the IX line in terms of a possible onset
of the BEC phenomenon in the system of two-dimen-
sional bosons, which reside in a random potential cre-
ated by the heterointerfaces of our sample.
HYSICS OF THE SOLID STATE      Vol. 42      No. 8      2000
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1. EXPERIMENTAL RESULTS

The studies were carried out on samples with double
quantum wells (see our previous publication for a
detailed description of the samples [5]). We studied
photoluminescence (PL) from a slightly asymmetric
DQW, in which the thicknesses of the wide (WW) and
narrow (NW) GaAs wells are 10.18 and 9.61 nm,
respectively, and the thickness of the Al0.33Ga0.67As bar-
rier separating them is 3.82 nm. A dc electrical voltage
Vdc was applied to two indium contacts deposited on the
substrate and the sample side with the DQWs [5]. The
PL excitation and measurement were effected through
a small hole in the contact on the DQW side. The sam-
ple was studied either at the temperature of pumped liq-
uid helium (T = 1.8 K) or in the temperature interval
from 4.2 to 30 K. The excitation was done by light from
a CW Ti–sapphire laser (wavelength λ = 765.2 nm,
optical excitation power ≤1 mW, laser spot diameter on
the sample 120 µm), which corresponds to the under-
barrier excitation of DQWs. The DQW luminescence
spectra were measured with a DFS-52 double-grating
spectrometer operated in the time-correlated photon-
counting regime.

Figure 1 presents DQW luminescence spectra mea-
sured at an optical-pump power density P = 5 W cm–2

for different Vdc at T = 1.8 K. At Vdc = 0 (Fig. 1, curve a),
the emission spectrum is similar to the flat-band case
and consists of two lines, DXW and DXN, correspond-
ing to the luminescence of direct excitons from the
wide and the narrow well, respectively. At a nonzero
Vdc (Figs. 1, curves b–e) the indirect regime sets in (see
inset to Fig. 1), in which the IX line occupies the lowest
energy position in the PL spectra. As Vdc increases, the
DXW and DXN lines, as well as the BDXW line corre-
sponding to the radiative recombination of the impu-
rity-bound DXW, do not change their spectral positions
(Figs. 1, curves b–e), while the IX line shifts monoton-
ically toward lower energies.

We note that within a certain Vdc interval part of the
IX line profile undergoes a giant (up to threefold) inten-
sity increase (burst) (Fig. 1, curve d). Significantly,
there is no burst in the indirect exciton intensity
throughout the covered spectral range of IX line posi-
tions, for any temperature 4.2 ≤ T ≤ 30 K and any opti-
cal-excitation density P ≤ 5 W cm–2. In these experi-
mental conditions, the integrated luminescence inten-
sity IIX of the total IX line only decreases
monotonically while shifting toward lower energies.
The dependence of the integrated intensity of the IX
line on its spectral position measured at P = 5 W cm–2

and T = 10 K is presented in Fig. 2a. The decrease of IIX
observed to occur under the monotonic downshift of
the IX line is caused by the increase in the IX radiative
lifetime (and, hence, by the more important role of non-
radiative recombination) as a result of the decreasing
overlap of the e and h wave functions of which the IX
is formed.
PHYSICS OF THE SOLID STATE      Vol. 42      No. 8      200
The dependence of the intensity IIX of the IX line on
its spectral position measured at P = 5 W cm–2 and T =
1.8 K is presented in Fig. 2b. Against a monotonic
decrease in IIX (with the IX shifting toward lower ener-
gies) one observes a growth of intensity within an
energy interval δ (Fig. 2b) of the IX line positions. The
dependence of IIX on the spectral position of the IX line
obtained at T = 1.8 K and substantially lower optical
pump levels (P ≤ 1 W cm–2) did not exhibit an intensity
burst similar to that depicted in Fig. 2b and instead
showed only a weak (within 15%) monotonic falloff of
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Fig. 1. Luminescence spectra measured at T = 1.8 K, P =
5 W cm–2, and different Vdc(V): (a) 0, (b) 0.5, (c) 1, (d) 2,
and (e) 3.5. The inset schematically shows the indirect
DQW regime.
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Fig. 2. Dependence of integrated luminescence intensity IIX
of the IX line on its spectral position obtained at P =
5 W cm–2 and different T(K): (a) 10 and (b) 1.8; δ identifies
the spectral region of IX line positions where an IX intensity
burst is observed to occur.
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IIX, with the IX line shifting toward lower energies in
the same spectral region.

The temperature dependence of the intensity of the
IX line IIX in the position corresponding to the case of
Fig. 1, curve c, which was measured at P = 5 W cm–2,
revealed a substantial (by 15 times) monotonic
decrease of IIX with the temperature increasing from
1.8 to 30 K. While the dependence of IIX on T obtained
at considerably lower optical pump densities (P <
1 W cm–2) qualitatively retains the pattern seen in the
P = 5 W cm–2 case, the rate of thermal quenching of IIX
is significantly lower (IIX decreases to one eighth its
value under variation of T from 1.8 to 30 K). Thermal
quenching of IIX was observed to behave similarly
throughout the spectral range of variation of IX line
positions for P < 1 W cm–2, as well as for P = 5 W cm–2,
except the interval δ (in Fig. 2b, this interval is bounded
by the values 1.543 < hν < 1.546 eV).

The spectral profile of the IX line in Fig. 1, curve d
is depicted in Fig. 3. It consists of a narrow strong line
C and wings W of a substantially lower intensity. Mea-
surements of the time evolution of the intensity of com-
ponent C and of the wings W showed that the intensity
of C, unlike that of W, fluctuates (varies by a factor
three) with a characteristic time of tens of seconds.

2. DISCUSSION

The exciton emission line shape in a DQW is inho-
mogeneous and is determined by the emission of exci-
tons from different spatial regions in the DQW plane,
which differ from one another in QW layer thicknesses,
DQW barrier composition fluctuations, as well as in the
local impurity electric fields. The emission intensity
within each spectral interval of the IX line is propor-
tional to the exciton population of the corresponding
spatial region in the quantum well plane.

1.540 1.542 1.544 1.546 1.548
0

0.2

0.4

0.6

0.8

1.0

W

C

W

Energy, eV

PL intensity, rel. units

Fig. 3. The IX line from the spectrum presented in Fig. 1, d.
The two dotted vertical lines separate different spectral
regions of the IX line profile that exhibit (C) and do not
exhibit (W) appreciable changes of the luminescence inten-
sity in time.
P

Note that excitons in each spatial region may
occupy both localized and free states. There is, how-
ever, an essential point, namely, not all free excitons
can emit, but only those that are confined within an
emitting belt ∆ near the bottom of the exciton band,
which follows from the conservation of momentum in
a radiative recombination event. At the same time, all
excitons occupying localized states participate in radi-
ative recombination. Hence, in a general case, both
localized excitons and free excitons from the emitting
belt ∆ contribute to the IX line intensity. As for the rel-
ative magnitude of the contributions due to localized
and free excitons to the resultant IX luminescence
intensity (the quantity measured in an experiment), it
depends on the actual experimental conditions.

Our experimental results indicate that, for all spec-
tral positions of the IX line, except the δ interval, the
emission of free excitons provides a substantial contri-
bution to the intensity of the indirect-exciton PL line at
P = 5 W cm–2 and T = 1.8 K. This conclusion draws
from the following considerations. The radiative life-
time of free excitons grows, whereas that of localized
excitons does not change, with increasing temperature
[19]. At the same time, as shown experimentally [20],
the probability of nonradiative recombination of indi-
rect excitons in localized states is substantially smaller
than that of the free IXs, which is accounted for by the
much more efficient transport of free IXs to nonradia-
tive recombination centers.

The considerable (by a factor of 15) quenching of
IIX, which is observed experimentally at P = 5 W cm–2

with increasing temperature 1.8 ≤ T ≤ 30 K for all spec-
tral positions of the IX line, except the δ interval, and
argues for the efficiency of nonradiative recombination
processes, permits an assumption that free excitons
provide a dominant contribution to the resultant PL
intensity of the IX line. This assumption is corrobo-
rated by the substantially less efficient quenching of IIX
observed experimentally to occur at considerably lower
optical pumping levels (P < 1 W cm–2) in the same tem-
perature region. The less efficient quenching is con-
nected in the latter case with the larger contribution of
localized states (because the localized states should be
expected to saturate with increasing P) to the resultant
PL intensity of the IX line.

The conclusion concerning the dominant contribu-
tion of free excitons to the experimentally observed PL
intensity of the IX line measured outside the δ spectral
region (Fig. 2b) at P = 5 W cm–2 and T = 1.8 K finds fur-
ther support from a comparison of the dependences of
IIX on Vdc (on the spectral position of the IX line)
obtained at T = 1.8 K and various P. As Vdc increases
(and the IX line is downshifted), the IX radiative
recombination time increases substantially due to the
decreasing overlap of the e and h wave functions in the
IX and, hence, if in the given experimental conditions
the major contribution to the PL intensity of the IX line
comes from free (localized) excitons, IIX should
HYSICS OF THE SOLID STATE      Vol. 42      No. 8      2000
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(should not) decrease noticeably. Indeed, as seen from
Fig. 2b, IIX measured at P = 5 W cm–2 and T = 1.8 K
decreases to about one half its value as IX shifts from
hν = 1.549 to 1.5385 eV. At the same time, similar mea-
surements carried out at T = 1.8 K and P < 1 W cm–2

revealed only a slight (15%) decrease of IIX for the
same spectral shifts of the IX line. Thus, the totality of
the experimental data obtained on the quenching of the
integrated IX intensity as a function of external factors
(Vdc, P, and T) permits a conclusion on a dominant con-
tribution provided by free excitons to the resultant PL
intensity of the IX line at T = 1.8 K and P = 5 W cm–2

throughout the region of the IX line positions covered,
except the δ interval.

The considerable (threefold) increase in the lumi-
nescence intensity of a part of the IX spectral line pro-
file (Fig. 1, curve d) and, consequently, the increase by
a factor 1.5 of IIX, which is observed within the energy
interval δ of the IX line positions (Fig. 2b), is anoma-
lous as compared to the monotonic falloff of IIX (and,
the most significant point, to no intensity burst) with
increasing Vdc observed in other experimental condi-
tions (at T = 1.8 K and P < 1 W cm–2, as well as at 4.2 ≤
T ≤ 30 K and any P ≤ 5 W cm–2). The anomalous behav-
ior of the IX line suggests that the number of particles
involved in the emission in the case of Fig. 1, curve d is
substantially larger than that in Figs. 1, curves b, c, e; in
other words, as the experimental conditions changed
from the case of Fig. 1, curve c to that of Fig. 1, curve d,
the population of radiating states changed noticeably.

In an attempt to interpret this observation, we pro-
pose to use the model of BEC developed for the two-
dimensional case in [7]. As is well known, in a purely
two-dimensional case, BEC is forbidden [6]. At the
same time, if in a system of bosons (excitons) there is,
besides the free states, a localized state ε0 lying below
the exciton band minimum, the exciton chemical poten-
tial involved in calculating the total number of particles
nc (2) that can be contained in the free-exciton band is
captured by the localized state ε0 and, as a conse-
quence, nc becomes finite. Therefore, as soon as the
exciton concentration n in the system under study has
become larger than nc, the macroscopic number of par-
ticles n – nc turn out to occupy the lowest energy state
of the total boson system (the free band plus the local-
ized state), i.e., the localized state.

Because, as already mentioned, all localized exci-
tons take part in radiative recombination, the substan-
tial population of a radiative (localized) state may
account for the pronounced increase in the IX line
intensity. The phenomenon of the giant IX intensity
burst is observed experimentally when downshifting
the IX line (by varying Vdc, Fig. 1) as a result of an
increase in the exciton radiative lifetime, which gives
rise both to an increase in the concentration of excitons
(under constant optical pumping) and to their efficient
thermalization down to the lattice temperature. In our
PHYSICS OF THE SOLID STATE      Vol. 42      No. 8      200
opinion, it is these two factors that bring about BEC
condensation under the variation of the external electric
field from the case of Fig. 1, curve c to that of Fig. 1,
curve d.

Let us estimate the magnitude of the possible inten-
sity increase in the IX line (part of the line) induced by
varying the external field. We assume that, in the case
of Fig. 1, curve c, the total exciton concentration n1 =

 + n1(ε0) ≈  (where  is the free-exciton
concentration) has practically reached nc. The increase
of the total exciton concentration n2 estimated by us for
the case of downshifting IX line (Fig. 1, curve d) is
30%, i.e., n2 = 1.3n1. Because the free-exciton band
cannot accommodate more particles than nc, in the case
of Fig. 1, curve d one should expect the following exci-
ton distribution over possible states (both free and

localized): n2 = 1.3n1 =  + n2(ε0), where  =

  = nc, and n2(ε0) = n2 –  = 1.3n1 –  =

1.3  –  = 0.3 .

As pointed out earlier, all localized excitons n(ε0)
and only a part nfree(∆) of the total number of free exci-
tons nfree confined to the emitting belt ∆ contribute to
the radiation intensity. Therefore, while in the case of
Fig. 1, curve c the luminescence intensity was propor-

tional to , in the case of Fig. 1, curve d the inten-

sity became proportional to  + 0.3 . Thus,
the intensity increase in the IX line (part of this line) α
expected to be observed experimentally can be cast in
the form

(3)

where β = / . The energy distribution of nfree

is described by the Bose–Einstein statistics, so that to
estimate β, one has to know the values of |µ| = ε0 and ∆.
The latter quantity can be estimated for GaAs from
momentum conservation considerations for free-exci-
ton emission, which yields ∆ = 0.06 meV. The value of
|µ| = ε0 can be chosen from the following reasoning. We
assume that a considerable contribution to the PL inten-
sity of the IX line in our experiments is due, under BEC
conditions, to a macroscopic number of excitons popu-
lating the localized state ε0, and the typical values of ε0
should thus be related to the spectral width (half-width)
of the part of the IX line where the intensity burst is
actually observed (region C of the IX line in Fig. 3).
The half-width (full width) of the C part of the IX line
is 0.4 meV (1 meV), and to estimate the value of β for
T = 1.8 K we take 0.4 meV < ε0 < 1 meV. The calcula-
tion shows that β ≈ 0.2 and varies within narrow (5%)
limits, with ε0 varying from 0.4 to 1.0 meV. This yields
α ≈ 2.5, which is in good agreement with the experi-
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mentally observed integrated-intensity increase (three-
fold) of part C of the IX line profile (Fig. 3).

Besides, as was pointed out earlier, the part played
by nonradiative recombination for localized excitons is
much smaller than that for the free ones [20], and there-
fore the onset of the macroscopic population by exci-
tons of a localized state should give rise to an additional
increase in the resultant PL intensity of the IX line.

Note that, in contrast to β, nc varies quite strongly as
ε0 changes from 0.4 to 1.0 meV. For instance, for GaAs
at T = 1.8 K, equation (2) yields nc = 1.51 × 109 cm–2 at
ε0 = 0.4 meV, while for ε0 = 1 meV we have nc = 0.34 ×
108 cm–2. Such relatively low concentrations, nc ~
109 cm–2, can certainly appear at the excitation levels
we use, P = 5 W cm–2.

The absence of an intensity burst at T = 1.8 K and
P < 1 W cm–2, as well as at |4.2| ≤ T ≤ 30 K and for any
P ≤ 5 W cm–2 implies that the critical conditions (criti-
cal particle concentration and critical temperature) for
BEC observation are only realized in our experiments
at the minimum temperature and maximum optical
pumping of the range of T and P values used in this
work.

It appears significant that the intensity burst is only
observed within a certain part of the IX line profile.
Because each part of the unhomogeneously broadened
spectral profile corresponds to different spatial regions
in the quantum-well plane differing from one another in
the magnitude of the random potential of the heteroint-
erfaces, the BEC only sets in within a part of the exci-
tation spot on the quantum-well surface. A very impor-
tant argument in support of the suggestion that pro-
cesses that occur in various spatial regions of a DQW
(within the excitation spot) are of a radically different
nature comes from the observation of long-period
(10 s) intensity fluctuations of a part of the IX line
(spectral part C of the IX profile in Fig. 3) and from the
absence of fluctuations in time within the other parts of
the IX line (spectral parts W of the IX profile in Fig. 3).

The behavior of the IX line can be qualitatively
understood by drawing an analogy between the BEC of
excitons occupying localized states (traps) in DQWs
and the BEC phenomenon in alkali-metal atoms con-
fined in magnetic traps. Indeed, in both cases, conden-
sation takes place in traps, i.e., spatially limited
regions. Certain progress has recently been reached in
understanding BEC of atoms in traps. For instance, [21]
predicts the existence of metastability for condensate
atoms, and [22] calculated the dynamics of the collapse
and growth of the number of condensate atoms in a trap
and showed the evolution of the number of particles in
the condensate to be characterized by long-period (tens
of seconds) oscillations. Because it is by the concentra-
tion of condensed particles (in our experiment, the par-
ticles condensed on traps due to localized states) that
the burst in the IX line intensity is determined, the
experimentally observed long-period fluctuations in
P

part C of the IX line profile may imply a common
nature of the reasons accounting for the dynamics of
growth and collapse of the condensate of Bose particles
in the cases of indirect excitons in DQWs and of alkali-
metal atoms in magnetic traps.

Thus, the totality of the experimental data describ-
ing the evolution of the IX emission line (more specifi-
cally, the onset, at some values of Vdc, T, and P, of a
large increase in intensity of a part of the IX spectral
profile accompanied by long-period oscillations) may,
in our opinion, indicate that, in an indirect-exciton sys-
tem, a high-density Bose–Einstein condensate is
formed in localized states (traps) of double quantum
wells. A number of fundamental issues await further
study, namely, to what extent spatially indirect excitons
are “good” bosons, the shape of the trap potential, the
conditions conducive to the formation and possible dis-
appearance of exciton traps, and specific features of the
emission mechanisms in the case of a substantial coher-
ence length (or of a length limited by the spatial region
of the trap) of radiating states (the role of superlumines-
cence).
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Abstract—The electronic structure of cobalt disilicide film has been investigated theoretically. The calcula-
tions are performed within the framework of the linearized augmented plane wave method. A combined analy-
sis of the total and local partial densities of states and the photoelectron and x-ray emission spectra of different
series for all the nonequivalent atoms of the film makes it possible to interpret the main features of the spectral
characteristics of this material. © 2000 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

Transition metal silicides are of considerable inter-
est as promising materials for microelectronics. As a
rule, these compounds possess a high conductivity, and
their electronic characteristics are stable over a wide
range of temperatures. Since the unit cell dimensions in
some transition metal silicides (for example, NiSi2 and
CoSi2) match those in silicon—the main structural
material of microelectronics [1] well, the possibility
exists of growing high-quality epitaxial silicide films
on the silicon surface and producing heterostructures.
The extensive use of silicides in microelectronic
devices required detailed investigations into the electri-
cal properties of these materials. Modern theoretical
methods, as applied to the study of the electronic struc-
ture of transition metal silicides in combination with
empirical analysis, make adequate descriptions of their
properties and characteristics possible.

The present paper reports the results of theoretical
calculations for the spectral characteristics of a CoSi2
film, namely, the total and local partial densities of
states and the photoelectron and x-ray emission spectra
of different series for all nonequivalent atoms. A com-
parison of our results with the available experimental
data [2–6] permits a qualitative analysis of the struc-
tural features of the valence band in cobalt disilicide.
For the most part, we used the approaches advanced in
our earlier study [7] on the electronic structure of the
NiSi2 film, because both films have identical crystal
structures of the fluorite type with close lattice param-
eters (a0 = 5.362 Å for CoSi2 and 5.4066 Å for NiSi2 [8,
9]). The unit cell of the calculated cobalt disilicide film
consists of two unit cells of the bulk crystal and two
surface layers of silicon [7].

2. COMPUTATIONAL TECHNIQUE

The electronic structure of the film was calculated
within the linearized augmented plane wave method,
1063-7834/00/4208- $20.00 © 21542
which was considered in detail in [10]. A brief scheme
of calculating the aforementioned spectral characteris-
tics was described earlier in [7].

3. RESULTS AND DISCUSSION

The local partial densities of states were calculated
for all nonequivalent atoms in the CoSi2 film (all the
atomic designations were specified in [7]). The local
partial densities of states for the central and surface Co
atoms and the bulk and surface Si atoms are compared
in Figs. 1 and 2. According to the calculations, the
valence band width in CoSi2 is equal to 13.51 eV, which
is somewhat less than that in NiSi2 (13.89 eV) [7]. This
decrease in the valence band width can be explained as
follows. The valence band width is determined by two
factors: the interatomic distance and the number of
valence electrons. The shorter the interatomic distance,
the stronger the interaction between atoms, because the
region of electron cloud overlap increases, and, hence,
the splitting of levels increases as well. On the other
hand, a decrease in the number of valence electrons
results in a decrease in the filled part of the split sub-
bands. It is seen from Table 1 that, compared to NiSi2,
the distance between silicon and metal atoms in CoSi2
decreases by approximately 0.02 Å and the number of
valence electrons per unit cell decreases by five elec-
trons. The competition of these processes and the dom-
ination of the latter factor over the former lead to a
decrease in the valence band width in CoSi2 by approx-
imately 0.38 eV as compared to NiSi2.

The Co d, Si s, and Si p states make the main contri-
bution to the formation of the valence band. The Co d
states are localized about 2.3 eV below the Fermi level
EF. The Si s and Si p states are localized in two energy
ranges: 5–11 and 0–1 eV below EF. The Co s and Co p
states are distributed throughout the valence band, and
their contribution to the total density of states, like the
contribution of the Si d states, is relatively small. As the
000 MAIK “Nauka/Interperiodica”
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Table 1.  Selected crystal and energy parameters of nickel and cobalt disilicides

Compound a0, Å , Å , Å Number of valence 
electrons per unit cell ∆EV, eV

NiSi2 5.4066 1.161 1.18 98 13.89

CoSi2 5.362 1.151 1.17 93 13.51

*RMT are the radii of the so-called “muffin-tin” spheres—nonoverlapping spheres surrounding each atom of the film.

RMT
* Si( ) RMT

* Me( )
surface is approached, the depth of potential well
decreases, and the electronic states are shifted toward
the Fermi level, which is clearly seen in Fig. 2. Simul-
taneously, the densities of the Si s and Si p states con-
siderably increase in the near-Fermi region and imme-
diately at the Fermi level. It should be noted that the
distribution of states over the valence band for atoms of
cobalt disilicide as a whole is similar to that of nickel
disilicide [7].

The photoelectron spectra of the CoSi2 film were
calculated at different excitation energies "ω. A com-
parison of the calculated spectra with the experimental
PHYSICS OF THE SOLID STATE      Vol. 42      No. 8      200
photoelectron spectra obtained by Weaver et al. [2] is
given in Fig. 3. As follows from Figs. 1–3, the main
peak in these spectra corresponds to the Co d state. The
locations of this peak at different excitation energies
are listed in Table 2. As the excitation energy increases
from 25 to 120 eV, the peak shifts away from the Fermi
level from 2.11 to 2.2 eV. At low excitation energies (up
to 50 eV), the photoelectron spectra exhibit small
“shoulders” in the energy ranges 0–1.25, 3.2–4.5, and
6–8 eV below EF, which are associated primarily with
the Si s and Si p states. An increase in the excitation
energy leads to a decrease in the intensity of these fea-
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Fig. 1. Local partial densities of states for the central (solid line) and surface (dashed line) Co atoms.
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tures. This is explained by the fact that, with an increase
in the excitation energy, the photoionization cross-sec-
tion for the Co d states increases more rapidly than that
for the Si s and Si p states, and, hence, the contribution
of the Co d states becomes substantially larger. It
should be noted that, although the calculated and exper-
imental photoelectron spectra virtually coincide, the
locations of the main peak in these spectra of CoSi2 dif-
fer considerably. In the calculated spectra, the main
peak being attributed predominantly to the Co d states
is shifted toward higher binding energies by approxi-
mately 0.8 eV with respect to the peak observed in the
experiments [2]. As the same Co d states manifest

Table 2.  Location of the main peak in the photoelectron
spectra of cobalt disilicide film (eV)

"ω 25 35 70 120

This work 2.11 2.16 2.16 2.20

[2] 1.30 1.30 1.40 1.40
P

themselves in the M2, 3 x-ray emission spectrum, we
compared our calculations of this spectrum (see below)
with the experimental data obtained by Jia et al. [3].
According to [3], the main feature in the Co M2, 3 x-ray
spectrum is observed at a binding energy of an order of
2.4 eV below the Fermi energy EF, which agrees well
with our data (2.3 eV). A substantial difference
between the locations of the main peak observed in [2]
and [3] can result from inexact location of the Fermi
level and differences in the techniques of measuring the
spectra and the procedures of silicide preparation.

The calculated x-ray emission spectra of different
series for all the atoms of the cobalt disilicide film and
the experimental spectra taken from [3–6] are com-
pared in Figs. 4 and 5.

According to the dipolar selection rules, the Si L2, 3
spectra (Fig. 4) reflect the distribution of the Si s and
Si d states over the valence band. As follows from the
calculations, the peaks at energies of ~7–10 and 0.5 eV
below EF are attributed to the s states, and the peak near
2.3 eV corresponds to the d states. The relative intensity
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Fig. 2. Local partial densities of states for the bulk (solid line) and surface (dashed line) Si atoms.
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Fig. 3. (a) Calculated (this work) and (b) experimental (taken from [2]) photoelectron spectra of the CoSi2 film at different excitation
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of the last peak is small, because the matrix element of
the transition probability for the s states is approxi-
mately one order of magnitude larger than that for the
d states. Therefore, the Si L2, 3 spectra are predomi-
nantly determined by the s states. A comparison of
these spectra with the Si s local partial densities of
states indicates that the intensity of the peak near the
Fermi level with respect to the intensity of the main fea-
ture in the range ~7–10 eV in the x-ray emission spec-
trum is higher than that for the corresponding s partial
densities of states. This is caused by a monotonic
increase in the matrix element of transition probability
with an increase in the binding energy, and, as a result,
the features in the x-ray emission spectrum near the
Fermi level are more pronounced.
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The evolution of the peak at an energy of ~0.5 eV is
characteristic of the Si L2, 3 x-ray emission spectra of
the film. As follows from the calculations (Fig. 4), the
relative intensity of this peak increases as the surface is
approached. This effect becomes all the more pro-
nounced in the case of the nickel disilicide films studied
earlier. The nature of this phenomenon is associated
with the charge transfer from silicon atoms to metal
atoms and has been explained in detail in [7]. The rela-
tive intensity and the width of this peak in the spectra
of the CoSi2 film are less than those in the spectra of the
NiSi2 film. This is due to the fact that the contribution
of cobalt is one electron less than that of nickel, which
leads to the shift in the Fermi level downward on the
0
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energy scale. In turn, the shift of the Fermi level brings
about a decrease in the number of filled Si s states
below the Fermi level (Fig. 2) and, correspondingly, a
decrease in the linewidth and the intensity of the Si L2, 3

x-ray emission spectrum in this range. However, as can
be seen from Fig. 4, this peak in the experimental spec-
tra of CoSi2 film [4–6] appears to be less intense than
that in the calculated spectra. This is explained by a
higher content of superstoichiometric silicon in the cal-
culated films as compared to the real films. To put it dif-

E, eV
10

c

b

a

0 = EF

d (bulk)

e (bulk)

f (film)

g (film)

I(E), arb. units

Fig. 4. Si L1, 2 x-ray emission spectra: the calculated spectra
of atoms in (a) inner, (b) intermediate, and (c) surface layers
of the film and the experimental spectra of (d, e) bulk [6, 4]
and (f, g) film [5] samples.
P

ferently, the width of filled parts of the energy bands in
the calculated films is larger than that in the real films.

Figure 5 displays the calculated x-ray emission
spectra of all the series for atoms of the CoSi2 film.
According to the dipolar selection rules, the Si Kβ and
Si L1 spectra shown in this figure reflect the distribution
of the Si p states in the valence band. The differences in
these spectra are caused by a decrease in the width of
the 2s core level (1.8 eV [11]) as compared to the width
of the 1s level (2.5 eV [11]). As a consequence, the Si

10
E, eV

0 = EF

Si Kβ exper. [6]

Si Kβ

Si L1

Si L2.3

Co Kβ

Co L1

Co L2.3

Co M1

Co M2.3

Co M2.3 exper. [3]

I(E), arb. units

Fig. 5. X-ray emission spectra of different series for atoms
of the CoSi2 film. 
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L1 spectrum is somewhat narrower than the Si Kβ spec-
trum with more pronounced features. The characteristic
double-humped structure of these spectra is explained
by the d–s, p resonance [12]. According to our calcula-
tions, the d states of transition metals interact with the
Si s and Si p states and split them into two components
with a minimum in the range in which the d states of
transition metals are localized (see Figs. 1, 2).

The Co Kβ, L1, and M1 spectra correspond to the
same Co p states. The Kβ spectrum exhibits three
clearly defined features. The middle feature is virtually
indistinguishable in the L1 spectrum and again mani-
fests itself in the M1 spectrum but is not so pronounced
as in the Kβ spectrum. This is connected with a non-
monotonic change in the width Γ of the core level, into
which the transition occurs: ΓK = 1.09,  = 4.2, and

 = 2.6 eV [11].

Thus, the results obtained in the present work allow
us to make the following conclusions:

(1) The valence band of the films is predominantly
formed by the Co d states localized at an energy of
about 2.3 eV below EF with impurities of the Co s and
Co p states distributed throughout the band and also by
the Si s and Si p states localized in two energy ranges
(5–11 and 0–1 eV below EF) with the impurity of the
Si d states. The valence band width of cobalt disilicide
is equal to 13.51 eV. As the surface is approached, the
states shift toward the Fermi level.

(2) At low excitation energies (up to 50 eV), the
photoelectron spectra of the film are associated with the
Co d, Si s, and Si p states. At high energies of incident
photons, the photoelectron spectra are formed only at
the expense of the Co d states.

(3) The structure of the Si L2, 3 x-ray emission spec-
tra is primarily determined by the s states. The d states
manifest themselves in the form of a small peak at an

Γ L1

Γ M1
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energy of 2.3 eV below the Fermi level. As the surface
is approached, the evolution of the peak at an energy of
~0.5 eV in the Si L2, 3 x-ray emission spectrum is
brought about by the charge transfer from silicon to
cobalt atoms.

(4) The characteristic double-humped shape of the
Si Kβ and Si L1 spectra is explained by the d–s, p reso-
nance [12].
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Abstract—Photoluminescence spectra and thermoluminescence curves of pure and doped carbazolyl-contain-
ing polymers polyvinyl carbazole (PVC) and poly-N-epoxypropyl carbazole (PEPC) are investigated in the
temperature range 5–300 K. The impurities are cationic indocarbocyanines with various lengths (n) of the poly-
methine chain: HIC (n = 1), HID (n = 2), HIT (n = 3) and squaryl dye HISq with the same polymethine chain
length and the same structure of heterocyclic end groups as for the HID dye. It is found that solvation of dye
molecules by polar groups of a polymer is accompanied by conformation changes in the polymer, which are
considerably enhanced with increasing n, as well as upon a transition from a rigid-chain PVC macromolecule
to a more flexible PEPC molecule. As a result, the concentration of structural defects, viz., excimer-forming
sites playing the role of traps for singlet excitons and charge carriers, increases considerably in doped PEPC
films. This leads to the emergence of a band with a peak at 460 nm in the luminescence spectra of PEPC films
with HID and HIT and at 480 nm for films with the HISq impurity, while the thermoluminescence curve for
PEPC with HISq acquires an additional band with a peak at 275 K. © 2000 MAIK “Nauka/Interperiodica”.
The wide application of amorphous organic photo-
semiconductors as electrophotoreceptors, optoelec-
tronic devices, and media for optical recording of infor-
mation stimulates the study of charge carrier transport
and electron excitation spectra in these systems [1–4].
The spectra of excited states of molecules and the
energy states of charge carriers in amorphous systems
are broadened nonuniformly due to the energy-disor-
dering effects and can be described by the density of
states (DOS) function. For this reason, many properties
of amorphous photosemiconductors can be explained
on the basis of energy relaxation processes for electron
excitations or photogenerated charge carriers in a sys-
tem of disordered energy states [5, 6]. We demonstrated
earlier [7–10] that the information of the DOS shape
and the energy spectrum of charge carrier traps can be
obtained by analyzing thermostimulated luminescence
of an organic photosemiconductor.

Since carbazolyl-containing polymers based on
polyvinyl carbazole (PVC) and poly-N-epoxypropyl
carbazole (PEPC) absorbing the near UV range, special
admixtures which usually serve as the centers of
absorption, as well as photogeneration, are introduced
for their sensitization to visible and IR radiation and for
increasing the quantum yield of the photogeneration of
charge carriers. The role of sensitizers is usually played
either by acceptors forming intermolecular complexes
with electron-donor carbazolyl group as a result of
charge transport, or by dyes which form in many cases
exciplexes with the above groups [1, 2].

We recently proved [11] that the introduction of
some dyes into PEPC leads to the emergence of deep
1063-7834/00/4208- $20.00 © 21548
charge carrier traps whose origin is associated with
conformation changes in the polymer. This work is a
continuation of the study of structural reorganization of
carbazolyl-containing polymers upon the introduction
of polymethine dyes of various structures and of the
origin of the emerging structural defects and their role
in the migration of electron excitation energy and
charge carrier transport. For the same purpose, we
investigated the photoluminescence spectra and ther-
moluminescence (TL) curves of PVC and PEPC films
with impurities of cationic and squaryl indocarbocya-
nines HIC, HID, HIT, and HISq at temperatures T = 5–
300 K in the concentration range 10–3% ≤ C ≤ 2%. The
structural formulas of the dyes under investigation are
shown in Fig. 1.

1. EXPERIMENTAL TECHNIQUE

The PVC and PEPC polymers and dyes were puri-
fied by the reprecipitation of their solutions in methyl-
ene chloride or toluene. The molecular masses of PVC
and PEPC were M = 106 and 103, respectively. Pure and
doped polymer films of thickness 1–100 µm were pre-
pared by pouring their solutions in methylene chloride
or toluene on stainless steel substrates (for measuring
the TL curves) or on quartz substrates (for optical mea-
surements).

Low-temperature experiments (T = 5–300 K) were
made by using a controllable optical helium cryostat
with quartz windows and an automatic temperature-
control system. The sample temperature was measured
by a differential copper–constantan thermocouple.
000 MAIK “Nauka/Interperiodica”
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The luminescence spectra (T = 5–300 K) were
recorded on a SDL-1 spectrometer. The source of exci-
tation was a DRSh-250-2 mercury lamp equipped with
a set of light-absorbing glass filters. The absorption
spectra (T = 300 K) were measured on the spectro-com-
putional complex KSVU-23.

In order to obtain TL curves, we illuminated the
samples in the helium cryostat with light emitted by a
DRSh-500M mercury lamp in the range λexc = 365 nm
during a time t = 60 s at T = 5 K, kept them in the dark
until the quenching of phosphorescence and isothermal
recombination luminescence, and then heated them at a
constant rate of 0.15 K/s. The integrated signal of ther-
mostimulated luminescence was measured on an auto-
mated setup with the help of the photoelectric multi-
plier FEU-106 operating in the photon counting mode.
The energy spectrum of charge carrier traps was deter-
mined by the method of partial thermoluminescence,
which is a temperature modulation of the linear heating
of the sample [12].

2. DISCUSSION OF RESULTS 

2.1. Luminescence Spectra of Pure PVC
and PEPC Polymer Films

In a PVC macromolecule, carbazolyl groups are
attached to every second carbon atom in the polymer
chain, and their sequential position facilitates the for-
mation of a high concentration of structural defects,
viz., excimer-forming sites (C = 0.1% [13]), which
have the form of predimer configurations of two carba-
zolyl groups with a partial overlapping of their π-elec-
tron systems. The luminescence spectrum of PVC at
T = 5 K is a broad structureless band with a peak at
λmax = 378 nm (curve 1 in Fig. 2), which is attributed to
the fluorescence of excimers with a partial overlapping
of two carbazolyl chromophores [14–16]. The long-
wave edge of this band has a weakly pronounced step
at λ = 400 nm. As the temperature increases, the rela-
tive intensity of this step increases, and at T > 100 K, it
is replaced by a band with λmax = 415 nm attributed to
the fluorescence of excimers with complete overlap-
ping of carbazolyl groups [14–16].

In contrast to rigid-chain PVC, PEPC is a com-
pletely amorphous substance whose x-ray diffraction
patterns do not reveal any features of ordering [17], and
its polyester chains are distinguished by a high flexibil-
ity and consist of only three or four monomeric links
[17]. The presence of excimers in a polymer remains
disputable to this day.

The luminescence spectrum of pure PEPC (T = 5 K)
for λexc = 313 nm contains bands for λmax = 358 and
374 nm, which can be attributed unambiguously to the
electron and electronic–vibrational transitions in
monomeric carbazolyl chromophores [18], as well as
low-intensity bands at 408, 433, 460, and 485 nm
(curves 1 and 2 in Fig. 3). The spectral structure in the
range λ = 400–500 nm is manifested more clearly for
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Fig. 1. Structural formulas (a) of ionic dyes HIC (n = 1),
HID (n = 2), HIT (n = 3), and (b) of the squaryl dye HISq.
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the dyes (C = 2%) (2) HIC, (3) HISq, and (4) HID, measured
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HID, measured at T = 5 K and λexc = 313 nm (1, 3, 5, 7) and
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the excitation in the range of weak absorption by the
polymer (λexc = 365 nm), where the penetration depth
for the exciting light is much larger than for λexc =
313 nm. Consequently, the concentration of the centers
responsible for the structural emission in the range of
λ = 400–500 nm is insignificant.

The origin of these centers was studied most thor-
oughly by Piryatinskiœ et al. [18], who studied the lumi-
nescence spectra of solutions and films of PEPC and
N-vinyl carbazole (NVC) in the temperature range T =
5–300 K by the time resolution technique. It was shown
that the luminescence spectrum of PEPC contains four
components: the fluorescence of monomer links (358,
374, and 389 nm), fluorescence of the anthracene impu-
rity (392, 412, and 434 nm), the excimer–exciplex flu-
orescence (450–460, 485, and 525 nm), and the phos-
phorescence for λ > 400 nm. These components differ
in the kinetics of buildup and decline of radiation inten-
sity, in the energy position, and the temperature interval
in which these are observed. For example, the phospho-
rescence intensity decreases upon heating above T =
5 K, while the intensity of excimer radiation decreases
as a result of sample cooling below T = 300 K. It should
be noted that the fluorescence band for λmax = 460–
465 nm was also observed in the spectra of NVC films
[8] and crystals [19].

The PVC phosphorescence spectrum lies in the
region of λ > 400 nm. At T = 5 K, it has a structure with
λmax = 425 and 460 nm. This structure disappears with
increasing temperature, and the spectrum at T = 77 K
consists of a wide structureless band with λmax =
500 nm. The PEPC phosphorescence spectrum at T =
5–77 K is similar to the PVC spectrum at T = 77 K.

2.2. Luminescence Spectra of PVC and PEPC Films 
with HIC, HID, HIT, and HISq Dyes

Fluorescence bands of HIC, HID, and HISq dyes are
observed in the spectra of impurity films for C ≥ (10–3–
10–2)%, the positions of their peaks being displaced
bathochromically upon an increase in the concentration
up to C = 2% (Figs. 2 and 3). In particular, for the HIC
dye in PVC and PEPC for C = 0.1%, one observes
λmax = 590 nm, while for C = 2%, λmax = 600 nm. For
the HID dyes in PVC and PEPC with C = 0.1%, one
observes λmax = 695 nm, while for C = 2%, λmax = 700
and 715 nm, respectively. For the HISq dye with C =
0.1%, the peak position is λmax = 670 nm in the PEPC
matrix and λmax = 676 nm in PVC. For C = 2%, λmax =
676 nm for all polymer matrices (see Fig. 2).

An increase in the dye concentration in a polymer in
the range 0.1% ≤ C ≤ 2%, together with the intensifica-
tion of sensitized luminescence, leads to a decrease in
the intensity of radiation emitted by the matrix, which
is pronounced most clearly for the HIC dye. This indi-
cates an effective transfer of the electron excitation
energy from the polymer matrix to the impurity. Let us
consider the change in the luminescence spectra of
P

polymer matrices as a result of introducing HIC, HID,
HIT, and HISq dyes. It was found that these dyes with
C = (10–2–2)% do not affect the structure of the phos-
phorescence spectra of PVC and PEPC.

An increase in the HIC concentration in PVC and
PEPC in the interval C = (10–2–2)% causes barely any
significant variation of the spectral structure (T = 5 K)
in the excimer and monomer emission range (curve 2 in
Fig. 2 and curves 3 and 4 in Fig. 3) and leads to a strong
suppression of the intensity of phosphorescence in
PVC and PEPC.

In contrast to HIC, the introduction of the HISq and
HID dyes (C = (10–2–2)%) practically does not affect
the PVC phosphorescence intensity at T = 5 K and
leads to a slight increase in the relative intensity of the
fluorescence band for excimers with λmax = 415 nm as
compared to the band with λmax = 378 nm (curves 3 and
4 in Fig. 2).

The fluorescence spectra of PEPC with HISq and
HID dyes for 0.01% ≤ C ≤ 0.5% acquire new intense
and wide bands with λmax = 480 and 460 nm, respec-
tively (curves 5–8 in Fig. 3). A further increase in the
dye concentration leads to a decrease in the intensity of
these bands, and for C ≥ 1% they are suppressed alto-
gether. The band with λmax = 460 nm is also present in
the fluorescence spectra of PEPC with the HIT dye
(10−2% ≤ C ≤ 1%).

The bands with λmax = 480 and 460 nm do not
belong to uncontrollable impurities in dyes, since the
radiation emitted by uncontrollable impurities was not
detected in the luminescence spectra of polyvinyl
butyral films with HISq and HID dyes. It should be
noted that polyvinyl butyral does not contain aromatic
groups, and the pure polymer does not exhibit lumines-
cence in this spectral region.

The bands with λmax = 480 and 460 nm are not asso-
ciated with the radiation from the complexes formed
among electron-donor carbazolyl groups and electron-
acceptor dye molecules or uncontrollable impurities in
them, either, since their intensity must increase with the
dye concentration, which is not observed in experi-
ments. Besides, these bands are absent in the spectra of
PVC impurity films (curves 3 and 4 in Fig. 2) whose
molecules contain carbazolyl groups like PEPC mole-
cules. Consequently, the emergence of these bands in
the spectra of PEPC impurity films is associated with
the emergence of structural defects of the conformation
origin in the polymer.

2.3. Association of HISq and HID Dyes in Polymer 
Matrices

In order to establish the factors leading to conforma-
tional changes in PEPC upon the introduction of HISq
and HID dyes, we studied the association processes of
these dyes in various polymers [20]. For this purpose,
we measured the absorption and luminescence spectra
HYSICS OF THE SOLID STATE      Vol. 42      No. 8      2000
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of HISq and HID dyes in polystyrene (PS), PEPC, and
PVC with C = (10–3–2)%.

The cationic dye HID is a saltlike compound (see
Fig. 1). For this reason, it can dissociate into an anion
and a cation in polar solvents for low concentrations
and may exist in the form of solvated ions. With
increasing concentration, contact (or solvate- sepa-
rated) ionic pairs are the first to be formed, followed by
their associates [21].

A molecule of the squaryl dye HISq has the same
length of polymethine chain and the same structure of
heterocyclic end groups as the cation HID, but unlike
this cation, it is a chemically coupled undissociated
ionic pair (see Fig. 1). The associate HISq consists of
two monomer molecules and is formed as a result of the
electrostatic interaction between unlike charges local-
ized at the nitrous heterocycle and the squaryl group of
each molecule.

It was found that the association processes of HID
and HISq dyes in various polymeric matrices differ sig-
nificantly. For example, the HID dye exists in the form
of solvated ions in the polar PEPC and in the form of
contact ionic pairs in the low-polarity PS (the refractive
indices of PEPC and PS are 1.80 and 1.59, respec-
tively). This conclusion is based on the different depen-
dences of the absorption and luminescence spectra on
the impurity concentration in PEPC and PS. An
increase in the HID concentration in PEPC leads to a
bathochromic displacement of the peaks of the impu-
rity absorption and luminescence bands. On the con-
trary, these peaks in PS experience a hypsochromic
shift, and the intensity of the short-wave edge of the
absorption band increases.

In both polymers, the HISq dye with C ≥ 10–3%
exists only in the associated form. However, for low
concentrations (C < 1%) at which the structure of asso-
ciates is formed, their intermediate forms were detected
in PEPC, which are manifested in the form of addi-
tional absorption and luminescence bands. These extra
bands vanish for C ≥ 1%, when the structure of associ-
ates is completely formed (in this case, the positions of
the peaks of the absorption, as well as luminescence
bands, in PEPC and PS coincide since they are deter-
mined only by the interaction of HISq monomeric mol-
ecules). In contrast to PEPC and PS, intermediate
forms of associates of HISq molecules were not
detected.

These results lead to the conclusion that the weaker
association of HISq and HID dyes in PEPC as com-
pared to PS is due to the electrostatic interaction of its
polar groups with the charged centers of HISq and HID
molecules, i.e., as a result of their solvation [20]. As we
go over from the PEPC to the PVC matrix, the associa-
tion of HISq and HID dyes is enhanced. This follows
from a comparison of the concentration dependences of
the positions of the absorption and luminescence bands
of dyes in these polymers. It was mentioned in the pre-
vious subsection that the displacements of the lumines-
PHYSICS OF THE SOLID STATE      Vol. 42      No. 8      200
cence bands of the dyes as a result of a change in their
concentration C from 0.1 to 2% decrease as we go over
from PEPC to PVC. In contrast to PEPC, the structure
of associates of HISq molecules in PVC is completely
formed even for C = 0.1%, and a further increase in the
concentration to C = 2% does not change the position
of the emission band for associates (the fluorescence
band of the HISq dye in the PVC matrix corresponds to
λmax = 676 nm for C = 0.1–2%).

2.4. Origin of Structural Defects in PEPC Films
with HISq and HID Dyes

The above results suggest that new wide bands with
λmax = 480 and 460 nm in the luminescence spectra of
doped PEPC films appear as a result of the solvation of
dye molecules by the polar groups of the polymer and
can be associated with conformational changes in the
polymer.

Figure 3 shows that the band with λmax = 460 nm is
not present in the luminescence spectrum of PEPC with
HIC, but appears in the spectrum of PEPC with HID.
This band was also observed in the spectrum of PEPC
with HIT. It is well known [21] that the solvation of
these dyes occurs through the electrostatic interaction
of the distributed charge of cations with the dipoles of
solvent molecules and is enhanced upon an increase in
the length (n) of the polymethine chain of the cation.
The maximum change in the interaction energy occurs
upon a transition from n = 1 (HIC) to n = 2 (HID) and,
to a smaller extent, upon a transition from n = 2 to n =
3 (HIT) [21], which correlates with the emergence of a
band with λmax = 460 nm in the fluorescence spectra of
PEPC with HID and HIT dyes. Considering that PEPC
is a low-molecular polymer [17] and that its chains are
quite flexible, we can assume that the long-range elec-
trostatic interaction of the distributed charge of HISq
and HID molecules with the polar groups of the poly-
mers leads to the ordering of the orientation of carba-
zolyl chromophores, their convergence, and the
enhancement of the interaction between their electron
systems. As a result, the carbazolyl chromophores of
PEPC form a set of predimer configurations in the
vicinity of a dye molecule, which leads to an increase
in the concentration of an excimer-forming site in
impurity films and to the emergence of bands with
λmax = 480 and 460 nm in their luminescence spectra
(Fig. 3). It should be noted that these bands, though
with a much lower intensity, are also present in the
luminescence spectra of pure PEPC [18].

In contrast to PEPC with flexible polymer chains,
PVC is a rigid-structure polymer with an ordered
arrangement of carbazolyl chromophores. Conse-
quently, HISq and HID molecules in the high-molecu-
lar PVC form aggregates much more intensely than in
PEPC, and the luminescence spectra of doped PVC
films do not acquire any new bands associated with
conformational changes in the polymer. The introduc-
0
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tion of the above impurities leads only to an insignifi-
cant increase in the relative intensity of the fluores-
cence of excimers with λmax = 415 nm as compared to
excimers with λmax = 378 nm (see Fig. 2).

2.5. Thermostimulated Luminescence of Pure 
and Doped PVC and PEPC Films

An analysis of luminescence spectra of carbazolyl-
containing polymers proved that the introduction of
HISq and HID dyes leads to their solvation by the polar
groups of the polymer and is accompanied by an
enhancement of the interaction between carbazolyl
chromophores, which becomes much stronger as we go
over from PVC to PEPC. According to Andreev et al.
[22], this should lead to a local increase in the electron
polarization energy of the matrix in the vicinity of a dye
molecule and to the formation of charge carrier traps of
a structural origin, whose depth increases upon a tran-
sition from PVC to PEPC. Charge carrier traps in pure
and doped polymers are studied by the thermostimu-
lated luminescence technique.

The TL curves for PVC and PEPC are qualitatively
similar and consist of a wide asymmetric band in the
temperature range T = 5–200 K with peaks at Tmax =
110 and 130 K in PVC and PEPC, respectively (curves 1
and 2 in Fig. 4), and a sharp high-temperature edge.
The low-temperature wing of TL curves has an addi-
tional peak at Tmax = 30–40 K, whose relative intensity
is different for different samples. We proved earlier
[23] that this peak is associated with thermally acti-
vated tunnel recombination of closely spaced hymenal
electron–hole pairs.
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Fig. 4. TL curves for PVC (1, 3) and PEPC (2, 4) films: pure
(1, 2) and with HISq dye (3, 4); curve 5 corresponds to the
dependence Ea(T).
P

The fractional thermoluminescence method was
used to measure the temperature dependences of the
activation energy Ea of thermal liberation of charge car-
riers along the TL curves for PVC and PEPC. These
dependences for both polymers coincide and have the
form of a monotonically increasing continuous func-
tion (curve 5 in Fig. 4). The introduction of HISq and
HID dyes (C = 2%) into a polymer does not affect the
Ea(T) dependence.

We proved earlier [7–10] that the role of traps for
charge carriers in pure amorphous polymers is played
by the lowest energy states in the DOS. The tempera-
ture Tmax on the TL curve corresponds to the depth Emax
of traps for which the density of occupied states in the
DOS has the maximum value. Thus, the value of Emax =
0.24 eV for PVC and 0.33 eV for PEPC (Fig. 4).

Let us consider the TL curves for PVC and PEPC
with the HISq dye (C = 2%). The introduction of a dye
into PVC leads to only an insignificant pulling of the
high-temperature edge of the TL curve and to the emer-
gence of a weakly pronounced plateau in the tempera-
ture range T = 150–250 K (curve 3 in Fig. 4), which
corresponds to the emergence of new charge carrier
traps having a depth E = 0.41–0.80 eV. This effect is
considerably enhanced as we go over from PVC to
PEPC. The TL curve for PEPC with HISq acquires a
new high-intensity band in the region of T = 200–300 K
(E = 0.51–1.12 eV) with a peak at Tmax = 275 K (Emax =
0.91 eV) (curve 4 in Fig. 4).

We can assume that new traps are formed in doped
polymers as a result of capture of charge carriers
(holes), either directly at dye molecules or at structural
defects of the conformation origin. According to [13,
22], the depth of an impurity trap for holes is deter-
mined by the difference in the ionization potentials of
the matrix molecules (IH) and impurity molecules (IG).
Since the values of IH for PVC and PEPC molecules
virtually coincide (7.32 and 7.34 eV, respectively [24]),
the depths of impurity traps in these matrices must also
coincide.

Figure 4 shows that the depths of the traps formed
as a result of introducting HISq dyes increase as we go
over from PVC to PEPC. Consequently, their origin can
be associated with structural defects formed as a result
of enhancement of interaction between chromophores
in doped polymers.

Thus, we have established that the introduction of
cationic and squaryl indocarbocyanines into carba-
zolyl-containing polymers is accompanied by their sol-
vation, leading to conformational changes and to an
enhancement of the interaction between chromophores
in a doped polymer. The conformational changes are
considerably enhanced with the increasing length of the
polymethine chain of the dye cation, as well as upon a
transition from the rigid-chain PVC with an ordered
structure of the polymer chain to the completely amor-
phous atactic PEPC. As a result, doped polymers
HYSICS OF THE SOLID STATE      Vol. 42      No. 8      2000
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acquire deep traps for singlet excitons and charge carri-
ers of the conformational origin, which emerge in the
photo- and thermostimulated luminescence.
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Abstract—This work is devoted to a theoretical analysis of specular reflection and diffuse scattering of x-rays
from a freely suspended smectic-A film, taking into account its spatial inhomogeneity and deviations of orien-
tational and position ordering in smectic layers from ideal ordering. The results of the calculations are compared
with the experimental data on small-angle scattering of x-rays from freely suspended films of 7 AB liquid crys-
tals. It is found that the theoretical results agree with the experimental data. © 2000 MAIK “Nauka/Interperi-
odica”.
Liquid crystals (LC) are organic compounds formed
in most cases by elongated molecules [1, 2]. The sim-
plest LC phase is a nematic LC (NLC) distinguished
from an ordinary isotropic liquid by the presence of a
long-range orientational order, such that the long axes
of its molecules are directed predominantly along a cer-
tain direction n known as a director. In more ordered
smectic phases (SLC), a periodicity in a certain direc-
tion (position ordering) is observed apart from the long-
range orientational order. In the simplest smectic phase
referred to as the smectic-A (Sm A) phase, the mole-
cules form equidistant layers perpendicular to the
direction of n. In this case, there is no ordering in the
arrangement of the centers of mass of molecules in the
plane of the layers themselves. The layered structure of
SLC makes it possible to create freely suspended films
that cannot be formed by isotropic liquids or NLC. The
area of such films can be as large as of the order of
1 cm2 [3], while their thickness varies from several
hundreds of layers to two or even one smectic layer
[4, 5]. This makes freely suspended smectic films the
perfect objects for studying the crossover from the
behavior of three-dimensional physical systems to the
behavior of 2D systems and explains the considerable
interest of experimenters [3–21], as well as theorists
[22–30], in these objects in the last 10–20 years.

The most comprehensive information on the struc-
ture of freely suspended smectic films can be obtained
from the experiments on small-angle x-ray scattering.
These experiments make it possible to determine the
film thickness, the thickness of smectic layers con-
tained in it [9, 10], and the amplitudes of thermal fluc-
tuations in the film, as well as the correlation between
them [18–21]. However, such information can be
obtained only with the help of a theoretical model of a
freely suspended smectic film of any preset thickness,
which would correctly describe its equilibrium proper-
ties and thermal fluctuations in it. Holyst [22, 23] pro-
1063-7834/00/4208- $20.00 © 1554
posed a simple discrete model for describing such fluc-
tuations of the displacement of smectic layers in a
freely suspended smectic-A film, which takes into
account the compression and transverse bend of smec-
tic layers, as well as the surface tension of the film.
Later [24, 25], a more convenient continual version of
this theory for describing experimental data was devel-
oped. This model makes it possible to easily calculate
the fluctuation profile for the displacement of smectic
layers of the film, as well as the correlation between the
layers, and to evaluate the angular dependences of the
specular reflection coefficients and diffuse scattering of
x-rays. The model can be used to correctly describe the
results of experiments on small-angle scattering of
x-rays from freely suspended films of certain LC com-
pounds [18, 19].

In Holyst’s model, a freely suspended smectic-A
film is assumed to be spatially homogeneous and is
characterized by the number N of smectic layers, the
surface tension γ, and elastic moduli of transverse
bending K and extension (compression) B of smectic
layers. These moduli are assumed to be identical for all
layers of the film, irrespective of their position, and are
equated to the corresponding elastic moduli in the bulk
of the Sm A phase. It was shown in [30] that this
assumption is physically justified only at much lower
temperatures than those of the phase transitions
Sm A  nematic (Sm A  N) or Sm A  isotro-
pic phase (Sm A  I) in the bulk of a LC. However,
recent experiments showed [13, 15–17, 21] that freely
suspended smectic-A films of some LC compounds can
also exist at temperatures much higher than the temper-
atures of Sm A  N or Sm A  I phase transitions.
According to the model developed in [26, 27, 29] and
correctly describing the behavior of freely suspended
Sm A films during their heating above the temperature
corresponding to the disappearance of smectic order in
the bulk of mesogenic materials, the inner layers of the
2000 MAIK “Nauka/Interperiodica”
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film can be less ordered than the layers near the free
surfaces confining them. The moduli K and B for such
films must decrease with increasing distance to the free
surface and attain their minimum values at the center of
the film. Since the spatial inhomogeneity of the elastic
parameters for smectic layers are completely disre-
garded in the model [22, 23] and its continual modifi-
cations [24, 25], these models cannot adequately
describe fluctuation profiles for smectic layer displace-
ments and the correlations between these fluctuations.

Another considerable drawback of Holyst’s model
is that the Sm A structure is simulated in it by a set of
equidistant planes containing the centers of mass of LC
molecules, so that the temperature-dependent center-
of-mass distribution of molecules in each layer along
its normal is completely disregarded. Besides, all mol-
ecules are assumed to be oriented perpendicularly to
the plane of smectic layers, i.e., the orientational order
in the film is assumed to be perfect. Thus, the model
[22, 23] completely disregards the temperature-depen-
dent “intrinsic disorder” in smectic layers, and the devi-
ation of one-dimensional position ordering in the film
from the ideal ordering is associated solely with hydro-
dynamic fluctuations of smectic layer displacements
from their equilibrium positions. For this reason, the
coefficients of specular reflection and diffuse scattering
of x-rays from freely suspended smectic-A films calcu-
lated by using Holyst’s model turn out to be almost
independent of temperature, which completely contra-
dicts the experimental results [21]. In order to match
the results of experiments on small-angle scattering of
x-rays from freely suspended smectic-A films to the
theoretical results [22–25], the mean square of the total

amplitude  of thermal fluctuations in the film in
[18– 21] is assumed to be the sum of two components:

(1)

where σ2 is the mean square amplitude of the layer dis-
placement fluctuations, which is determined by using
the model of [22, 23] or its continual modification [25],

and  is the mean square amplitude of fluctuations
describing the local disorder in smectic layers. The lat-
ter quantity is introduced ad hoc; the results on specular
reflection of x-rays at temperatures much higher than
the Sm A  N phase transition point in the bulk of the
LC can be satisfactorily described by assuming that the
local disorder is minimal in the vicinity of the free sur-
faces of the film and maximal at its center. However, the
elastic moduli K and B in this case are assumed to be
identical for all the layers in the film. Mol et al. [20, 21]
admit the intrinsic contradiction of such a description
and the necessity of improving Holyst’s model for tak-
ing into account the spatial inhomogeneity of a freely
suspended smectic-A film, as well as the intrinsic dis-
order in its layers.

A simple generalization of Holyst’s discrete model
[22, 23] proposed in [30] makes it possible to calculate

σtot
2

σtot
2 σ2 σloc

2 ,+=

σloc
2
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the amplitudes of displacement fluctuations for layers
in a freely suspended smectic-A film, as well as the cor-
relations between these fluctuations, taking into
account the dependence of the elastic moduli K and B
on the distance to the confining surfaces of the film. In
turn, these dependences are determined by using a
microscopic model of a freely suspended smectic-A
film [26, 27, 29], which is a generalization of the well-
known McMillan model [31] for the Sm A phase in the
bulk of LC. This model takes into account the center-
of-mass distribution of molecules in smectic layers
along their normal, as well as the deviation of the ori-
entational ordering in the system from the ideal, order-
ing. In the present work, we present the results of cal-
culations of the coefficients of specular reflection and
diffuse scattering of x-rays from a freely suspended
smectic-A film in the entire temperature range of its
existence on the basis of the models developed in [26,
27, 29, 30]. The results match the experimental data on
small-angle scattering of x-rays from freely suspended
smectic-A films of 7 AB LC (4,4'-diheptylazoxyben-
zene) [20, 21].

1. SPECULAR REFLECTION AND DIFFUSE 
SCATTERING OF X-RAYS FROM FREELY 

SUSPENDED SMECTIC-A FILMS

The intensity of x-ray diffraction from a system is
proportional to the Fourier transform S(Q) of the corre-
lation function of the electron density in the system,
which is defined by the equation [22, 23]

(2)

where (r) is the electron density operator of the sys-
tem, Q is the recoil momentum for scattering of x-rays
at the electrons, and the symbol 〈…〉  indicates statisti-
cal averaging over thermal fluctuations in the system.
In turn, the electron density operator (r) for an
N-layer freely suspended smectic-A film can be written
in the form

(3)

Here, ρ0 is the number density of molecules in the LC,
ρe(z') is the component of the electron density in a mol-
ecule along the z axis perpendicular to the plane of the
film, fk(z – z', ϑ) is the one-particle distribution function
of molecules in the kth layer of the film, ϑ is the polar
angle between the z axis and the long axis of a mole-
cule, L is the length of a molecule, and Ωk(z – z') is the

step function equal to 1 for  ≤ (z – z') ≤  and 0
for values of z – z' outside this interval. In the absence
of displacement fluctuations in smectic layers of the

S Q( ) r ρ̂ r( )ρ̂ r'( )〈 〉 iQ r r'–( )[ ]exp r',d∫d∫=

ρ̂

ρ̂

ρ̂ z( ) ρ0 f k z z'– ϑ,( )
L/2 ϑcos–

L/2 ϑcos

∫
k 1=

N

∑=

× Ωk z z'–( )ρe z'( )dz'd ϑ .cos

zk
1( ) zk

2( )
0
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film, the coordinates  and  defining the position
of the upper and lower boundary planes of the kth layer
of the film can be written as (k – 1/2)d and (k + 1/2)d,
respectively, where d is the smectic-layer thickness. If
the kth layer is displaced from its equilibrium position
by uk(r⊥ ) along the z axis, these coordinates assume the
form (k – 1/2)d + uk(r⊥ ) and (k + 1/2)d + uk(r⊥ ). In this
case, equation (2) can be written in the form

(4)

The calculations made in [22–25] and [30] show
that the amplitudes σk = 〈uk(r⊥ )2〉1/2 of displacement
fluctuations of the layers of freely suspended smectic-
A films are much smaller than the layer thickness d, and
their profile is quite smooth. In this case, it can be easily
proven that equation (4) can be reduced to the form

(5)

where

(6)

zk
1( ) zk

2( )

S Q( ) ρ0
2 r⊥ iQ⊥ r⊥ r⊥'–( )[ ]exp r⊥'d∫d∫=

× f k z z''– ϑ,( ) iQz z z''–( )[ ]exp

k 1/2–( )d uk r⊥( )+

k 1/2+( )d uk r⊥( )+

∫
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N
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P

(7)

If we also assume that the electron distribution in a
molecule is symmetric relative to its center of mass,
and one-particle distribution functions are even func-
tions of the coordinate z, we can write

(8)

where

(9)

(10)

Taking into account that

(11)

where S0 is the surface area of the film, the expression
for S(Q) can be written in the following compact form:

(12)

where

(13)

(14)

Formula (12) differs from the analogous expression
for S(Q) in [23] only in the values of the coefficients
τk(Qz). In Holyst’s theory presuming the existence of
perfect orientational and one-dimensional position
ordering in the layers of a freely suspended smectic-A
film, these coefficients are just equal to the molecular
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form factor (10) for ϑ  = 0. The expressions for one-par-
ticle distribution functions in each layer of the film are
given in [26, 27]. As regards the form factor SM(Qz, ϑ),
its form depends on the specific model describing the
electron distribution in a molecule of the LC. For exam-
ple, if we assume, following [18–21], that the mole-
cules consist of a core with the electron density ρcore
and two identical alkyl tails with the density ρtail, the
form factor SM(Qz, ϑ) is given by

(15)

where dtail is the length of the alkyl tail.

Equation (12) describes both the specular reflection
of x-rays from a freely suspended smectic-A film, for
which Q⊥  = 0, and the diffuse scattering from the film
for Q⊥  ≠ 0. However, these two particular cases should
be considered separately for the sake of a further sim-
plification of this expression. Let us first consider the
specular reflection. It can easily be shown that, in this
case, the factor Ckn(Qk, r⊥ ) in (12) can be simply
equated to unity with a high degree of accuracy. Indeed,
for x-ray scattering from freely suspended films with
transverse dimensions ~1 cm (such films were studied
in real experiments [18–21]), the main contribution to
the intensity of scattered radiation comes from the val-
ues of this factor with the exponent in (14) that are
much smaller than 0.1. In this case, we can write the
following expression for the specular reflection of
x-rays:

(16)

Let us now consider the diffuse scattering of x-rays
(Q⊥  ≠ 0). In this case, we can expand the factor Ckn(Qz,

r⊥ ) in (12) into a power series in 〈uk(r⊥ )un(0)〉  and
confine the expansion to the first two terms. Since

for films with macroscopic transverse dimensions if
Q⊥  ≠ 0, the contribution to the intensity of diffuse scat-
tering comes only from the second term of the expan-
sion, and

(17)

According to Holyst and Tweet [22, 23], the corre-
lator 〈uk(r⊥ )un(0)〉  is given by

SM Qz ϑ,( ) ρcore/Qz( ) ρtail/ρcore( ) QzL ϑ /2cos( )sin{=

– ρtail/ρcore 1–( ) Qz L/2 d tail–( ) ϑcos[ ] } ,sin

S Qz( ) 4ρ0
2S0

2≈
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∑
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Qz
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∑
k 1=

N

∑≈

× τn Qz( )Fkn Qz( )Qz
2 uk r⊥( )un 0( )〈 〉 iQ⊥ r⊥( )exp r⊥ .d∫
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(18)

where (q⊥ ) is an element of the matrix inverse of
the matrix Mkn(q⊥ ) given in [30], kB is the Boltzmann
constant, and T is the absolute temperature of the sys-
tem. Substituting (18) into (17) and considering that

(19)

where δ(x) is the Dirac delta function, we obtain

(20)

Equations (16) and (20) make it possible to calcu-
late the coefficients of specular reflection and diffuse
scattering of x-rays from a freely suspended N-layered
smectic-A film for any temperature at which it exists.
The entire information on the orientational and position
molecular ordering is contained in the coefficients
τk(Qz); the coefficients Fkn(Qn) determine the depen-
dences of these intensities on the amplitudes σk and σn

of displacement fluctuations in the film layers, while

the matrix elements (Q⊥ ) determine the depen-
dence of the diffuse scattering intensity on the correla-
tions between these fluctuations. It should also be noted
that the fluctuation amplitudes σk, as well as the matrix

elements (Q⊥ ), are also determined in the long run
by temperature-dependent profiles of the orientational
and positional order parameters of the film [30]. Thus,
the obtained relations allow us to consistently calculate
the coefficients of specular reflection and diffuse scat-
tering of x-ray radiation from a freely suspended smec-
tic-A film, taking into account its spatially inhomoge-
neous and temperature-dependent structure.

2. RESULTS OF NUMERICAL CALCULATIONS 
AND DISCUSSION

The coefficients of specular reflection and diffuse
scattering of x-rays were calculated numerically for a
freely suspended smectic-A film consisting of N =
24 layers. We assumed that the film was prepared from
an LC exhibiting a weak first-order phase transition
Sm A  N. Such films were studied in experiments
on small-angle scattering of x-rays [20, 21]. The values
of the model parameters used in the calculations were
the same as in our previous publication [30]. The
molecular form factor SM(Qz, ϑ) was taken in the form
(15), the values of the parameters (ρtail /ρcore) = 1/1.5
and dtail = 0.23L being the same as in [20, 21]. The cal-

uk r⊥( )un 0( )〈 〉
kBT

2π( )2
-------------=

× Mkn
1– q⊥( ) iq⊥ r⊥–( )exp q⊥ ,d∫

Mkn
1–

1

2π( )2
------------- i Q⊥ q⊥–( )r⊥[ ]exp r⊥d∫ δ Q⊥ q⊥–( ),=

S Qz Q⊥,( ) 4ρ0
2S0kBT k n–( ) Qzd[ ]cos

n 1=

N

∑
k 1=

N

∑≈

× τk Qz( )τn Qz( )Fkn Qz( )Qz
2Mkn

1– Q⊥( ).

Mkn
1–

Mkn
1–
0



1558 MIRANTSEV
culations were made for temperatures much lower than
the temperature corresponding to the Sm A  N
phase transition in the bulk of the LC, as well as for lim-
iting high temperatures for the existence of a freely sus-
pended smectic-A film of a given thickness.

Figure 1 shows the dependences of the x-ray specu-
lar reflection coefficient on the transferred momentum
component Qz calculated by using formula (16). Curve 1
corresponds to a temperature T = T1 lower than that of
the Sm A  N transition, while curve 2 describes the
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Fig. 1. Dependence of x-ray specular reflection coefficient
(in arbitrary units) on the transferred momentum component
Qz for a 24-layer freely suspended smectic-A film: T = T1
(curve 1) and T2 (curve 2).

Fig. 2. Dependence of x-ray diffuse scattering coefficient (in
arbitrary units) on the transferred momentum component Qz
for a 24-layer freely suspended smectic-A film for various
values of the transferred momentum component Q⊥  at T =
T1: Q⊥ /Q1 = 0.001 (curve 1), 0.003 (curve 2), 0.007 (curve 3),
and 0.01 (curve 4).
P

results of calculations for a temperature T = T2 close to
the limiting high temperature at which the film can
exist.

The values of these temperatures are given in [30].
According to the model of [26, 27, 29], for the chosen
values of the model parameters, the heating of the
24-layer freely suspended smectic-A film above the lim-
iting temperature T = T2 must lead to an abrupt decrease
in the film thickness by an integral number of smectic
layers. Such an effect was observed in the experiments
[20, 21]. Both curves in Fig. 1 demonstrate principal
Bragg peaks for Qz = Q0 = 2π/d, which appear due to
the interference between x-rays reflected from all film
layers, as well as subordinate peaks, which appear due
to the interference between the rays reflected from the
two surface layers [18–21]. It can be seen from the fig-
ure that an increase in the film temperature only slightly
affects the intensity of the subordinate peaks, while the
intensity of the Bragg peak is approximately 2.5 times
less at T = T2 than at T = T1. Precisely, such behavior of
the specular reflection coefficient was observed in the
experiments on small-angle scattering of x-rays from
freely suspended smectic-A films of a 7 AB LC [21].
The obtained result has a simple physical interpreta-
tion. The model of [26, 27, 29] predicts an insignificant
decrease in the orientational and positional orders in
the surface layers of the film as a result of its heating.
At the same time, according to this model, the orienta-
tional and positional orderings in the inner layers of the
film in the vicinity of the limiting temperature T = T2 of
its existence must be much lower than at T = T1. How-
ever, the interference between x-rays reflected from the
inner layers of the film contributes only to the principal
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Fig. 3. The same dependences as in Fig. 2 at T = T2:
Q⊥ /Q1 = 0.001 (curve 1), 0.003 (curve 2), and 0.007
(curve 3).
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Bragg peak and does not affect the intensities of subor-
dinate peaks in any way. Thus, the experimentally
observed, considerable decrease in intensity of the prin-
cipal Bragg peak and the slight decrease in the height
of the subordinate peaks can be regarded as facts con-
firming the validity of the model of [26, 27, 29]. There
is no need to introduce any quantity in the theory
ad hoc, as required in Holyst’s theory [22, 23] for
describing the experimental results [20, 21].

The results of calculations of the coefficient of dif-
fuse x-ray scattering from a 24-layer freely suspended
smectic-A film at temperatures T = T1 and T2 are pre-
sented in Figs. 2 and 3, respectively. The figures show
the dependences of the diffuse scattering coefficients
on the recoil momentum component Qz along the nor-
mal to the film for several values of the recoil momen-
tum component Q⊥  parallel to the plane of the film. As
in the case of specular reflection (see Fig. 1), these
dependences display principal Bragg peaks for Qz =
Q0 = 2π/d, as well as subordinate peaks that appear as a
result of the interference of x-ray radiation scattered
from the surface layers of the film. It was noted in [18–
21] that the presence of such peaks indicates the con-
formity of the displacement fluctuations in different
layers of the film. In other words, smectic layers fluctu-
ate not independently, but in unison. Besides, these fig-
ures show that, as the transferred momentum compo-
nent Q⊥  increases, the height of diffuse scattering peaks
decreases, with the height of the subordinate peaks
decreasing more rapidly. Finally, for a certain value of
Q⊥ , the subordinate peaks vanish altogether, while the
Bragg peak can still be observed (although its height is
considerably less). This indicates the loss of conformity
of displacement fluctuations in different layers of the
film with increasing Q⊥ , i.e., with decreasing wave-
lengths of undulation displacement modes [18–21].
The more rapid decrease in the height of subordinate
peaks indicates that the conformity of fluctuations in
surface layers of the film separated by largest distances
is the first to be lost. These results are in complete
accordance with the experimental data [18–21] and can
be described in Holyst’s model [22, 23]. However,
Figs. 2 and 3 demonstrate an important feature in the
behavior of the intensity of x-rays undergoing diffuse
scattering, which, in principle, cannot be obtained with
the help of the model of [22, 23] and its continual gen-
eralizations [24, 25]. It follows from the figures that, in
the vicinity of the limiting temperature T = T2 for the
existence of a freely suspended smectic-A film, the dis-
placement fluctuations in its layers must lose confor-
mity with increasing Q⊥  at lower values of these param-
eter than in the case of a lower temperature T = T1. For
example, according to Fig. 2 (T = T1), subordinate
peaks (although very weak) still exist for Q⊥  = 0.007Q1,
where Q1 = 2π/a, a ≈ 4 Å being the molecular diameter.
At the same time, according to Fig. 3, subordinate
peaks are completely suppressed for the same value of
PHYSICS OF THE SOLID STATE      Vol. 42      No. 8      200
Q⊥  at T = T2. This means that displacement fluctuations
in the surface layers at the limiting high temperature of
the existence of the film become independent for lower
values of Q⊥ , i.e., for larger wavelengths of undulation
displacement modes as compared to the case of lower
temperatures. In accordance with equation (17), the
intensity of diffuse scattering of x-rays from a freely
suspended smectic-A film is proportional to the corre-
lation between displacement fluctuations of its layers.
It was proven in [30] that the heating of the film weak-
ens these correlations, the correlations between the sur-
face layers of the film separated by the longest dis-
tances being suppressed most strongly. Such a suppres-
sion of the correlations is due to a considerable
decrease in the elastic moduli K and B in the central
part of the film during its heating, which is completely
disregarded in Holyst’s theory [22, 23]. Unfortunately,
the diffuse scattering of x-rays from freely suspended
smectic-A films was only studied in [20, 21] at one
value of temperature below the Sm A  N phase tran-
sition point in the bulk of the LC, and we are not in a
position to compare the above theoretical result with
the experimental data. In this connection, the experi-
mental investigation of diffuse scattering of x-rays
from freely suspended LC films in the region of limit-
ing high temperatures of their existence must be of con-
siderable interest.
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Abstract—Group-theoretical analysis and subsequent quantum-chemical calculations based on the molecular
orbital method applied to a cyclic model of 3D semimetallic graphite lead to a multiplet of spectroscopic com-
binations of Slater determinants. The transition energies ∆E between terms of the multiplet are interpreted as
the energies of collective electron mesoscopic excitations "ω in the entire set of electron states characterizing
the metal-type conductivity of a cluster. The estimate "ω ~ 0.2∆E(N0/1000)2/3 is obtained for a cluster consist-
ing of N0 primitive cells. Depending on the thermal processing, N0 = (0.3–20) × 106 in pyrolytic graphite, and
accordingly "ω ~ (10–150) eV. In the case when the energy cannot be determined accurately, methods permit-
ting the variation of an excitation over a wide range (such as the spectroscopy of synchrotron radiation absorp-
tion and the characteristic energy losses of charged particles) appear to be the most promising. © 2000 MAIK
“Nauka/Interperiodica”.
The electron structure of crystalline 3D graphite is
studied in detail experimentally and described theoret-
ically by using empirical band methods [1]. The struc-
ture is characterized by metallic filling, and the Fermi
surface is formed by chains of electron and hole pock-
ets aligned along the lateral edges of the Brillouin zone
(BZ) having the shape of a regular hexagonal prism.
Since the Fermi surface embraces a small phase volume
(3D graphite is a semimetal), the electron structure is
adequately described by a cyclic model in which a
slight extension of a unit cell of the crystal allows one
to calculate the wave functions at several high-symme-
try points ki of the BZ, including those close to the
Fermi surface (e.g., in electron pockets). Having
formed an open electron shell populated by n electrons
from nb wave functions degenerate in energy and char-
acterized by the wave vectors ki of the star, we obtain a
quantum-chemical model of the Fermi surface (nb is the
product of the number of vectors in the star and the
degeneracy of the band energy level). The difference
between such an open crystal shell from an atomic or a
molecular one lies in it containing subshells that corre-
spond to different wave vectors of the star. As a result,
the dimensionality of an irreducible representation of
the point group of the extended cell increases on
account of the cyclic conditions, and the states should
be selected according to the wave vector and point sym-
metry. Besides, only states with zero total spin have a
physical meaning for a defect-free crystal.

Like other models, the cyclic model of a crystal can
be calculated by various methods [2, 3]. In this work,
the analysis is performed in terms of molecular orbitals
(MOs). The group-theoretical analysis of an open shell
in the model gives a multiplet a multi-electron structure
formed by spectroscopic combinations of Slater deter-
minants from MOs, which form the basis of irreducible
1063-7834/00/4208- $20.00 © 1561
representations. The multiplet structure of the model
serves as the basis for conclusions concerning the prop-
erties of the crystal. For example, the ground state of a
multiplet can be used to predict many-electron pro-
perties of the ground state of the crystal, such as the
peculiarities of the pair correlation function of charge
carriers.

In this connection, the physical meaning of the
terms of the multiplet that do not correspond to the
ground state should be clarified. Let us consider a finite
electron system belonging, for example, to an atom or
a molecule. It contains quasiparticle excitations for
which a filled Hartree–Fock state becomes empty
(hole), while an unfilled state is populated. In the pres-
ence of an open electron shell, collective excitations of
a special type (transitions between multiplet terms of
the ground electron configuration) appear, for which
the number of electrons in the open shell does not
change, and no holes appear. Such an excitation
involves not only the (valence) electrons from the open
shell, but also, to a lesser extent, all the remaining elec-
trons (through the self-consistent field). The excitation
energy for such a collective mode is determined by
direct and exchange Coulomb integrals involving the
MO of the open shell, as well as by the electron number
in the open shell.

Suppose we have a finite cluster of the crystal being
modeled, which consists of a sufficiently large (mesos-
copic) number of atoms, so that its electron structure
and properties are almost the same as for an unbounded
crystal. In particular, the wave functions of states at the
Fermi surface of the crystal are close to the wave func-
tions of those electron states of the cluster through
which the metal-type conduction is realized. In this
case, the cyclic model of the crystal also describes the
cluster properties, i.e., the transition energies ∆E
between multiplet terms of the cyclic model correspond
2000 MAIK “Nauka/Interperiodica”
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to collective mesoscopic excitations of all NF electrons
in the states corresponding to the metal-type conduc-
tion of the cluster. Owing to the finite size of the cluster,
the number of electrons participating in such a collec-
tive excitation is not very large:

(1)

where SF is the area of the Fermi surface of crystalline
graphite (in reciprocal length units), V0 = 35.2 ×
10−24 cm3 is the volume of its primitive cell, and N0 is
the number of cells in the cluster.

The open shell in the cyclic model formed by nb

orbitals contains n electrons, and its excitation corre-
sponds to the energy ∆E. In the states corresponding to
the metal-type conduction of the cluster, NF electrons
are grouped to form open subshells consisting of the
stars of corresponding wave vectors, each containing nF

electrons on the average. Assuming that the excitation
energy of each such subshell is approximately equal to
∆E, we arrive at the following estimate for the collec-
tive excitation energy:

(2)

These excitations can be experimentally observed
and used in the spectroscopy of growth processes, as
well as for studying many-electron features of 3D
graphite.

1. SELECTION OF AN EXTENDED CELL

The computation of the multiplet structure in the
cyclic model involves the group-theoretical analysis of
the open electron shell in the cyclic model of the crys-
tal, as in the case of divacancy in silicon [4]. In quan-
tum chemistry, the cyclic model is known as a quasimo-
lecular extended unit cell (QEUC) [3]. The MO wave
vectors of the QEUC model form a set of points {ki}
covered by the centers of contracted BZ of the model,
which fill the actual BZ of the crystal.

In Herring’s notation [5], the Brillouin zone of 3D
graphite having the form of a regular hexagonal prism
can be presented as follows. The center of the Brillouim
zone Γ, the center of a lateral edge K, and the center of
a lateral face M form a triangle, which is the irreducible
1/12 part of the central regular hexagonal BZ cross sec-

tion with a side equal to , where d = 1.42 Å is the

separation between the nearest atoms in the basal plane,
and an area SBZ = 7.54 × 1016 cm–2. The sides of the tri-
angle ΓKM contain the high-symmetry points Σ (on
ΓM) and (T on ΓK). The regular hexagonal bases of the
BZ contain points that are projections of the points
belonging to the central cross section (which are given
in parentheses): A(Γ) (the center of the base), H(K)

NF
1

4π2
--------SF N0V0( )2/3,=

"ω ∆E
NF

nF

-------.∼

4π
3 3d
--------------
P

(ends of lateral edges of the BZ), as well as L(M) and

S(T). The BZ height is 2KH = , where 2c = 6.71 Å

is the double separation between graphite layers, i.e.,
the Bravais lattice period. The Fermi surface of crystal-
line graphite embraces the high-symmetry boundary
points K and H of the BZ, and hence the k-set of the
sought QEUC must contain at least one such point
(low-symmetry k can only be described by very large
QEUC).

The smallest QEUC contains atoms from two
graphite layers (graphite has four atoms in the primitive
cell formed by two atoms each from adjacent layers). In
order to include points H in our analysis, we must take
atoms from four or more layers, while the inclusion of
points K requires the extension of the primitive cell in
the plane of the layer. The simulation of the Fermi sur-
face must be combined with the reproduction of the
chemical bonds between graphite layers. Since the
highest bonding states lie just near K, an open shell
should be formed from MOs with these wave vectors.

By gradually extending the primitive cell of graph-
ite, we obtain the following sequence of the cell num-
bers in the QEUC whose k-sets contain point K of the
BZ (the numbers of points in the vector stars in the BZ
are indicated):

(3)

The first three QEUC in (3) consist of atoms from
two adjacent graphite layers, while the last cell is
formed by atoms from four layers. A direct quantum-
chemical analysis carried out by the author (using a
technique similar to that employed for other crystal sys-
tems composed of C and Si atoms [4, 6]) revealed that
the chemical bonding of graphite layers is described
only by the last two QEUC in (3) (with 48 and
96 atoms). This is due to the fact that k-sets of smaller
QEUC do not contain point M of the BZ, at which a
local maximum of the valence band is attained, i.e., one
more bonding state is formed in the graphite crystal
apart from K and Γ [1].

It is appropriate to estimate here the area SF of the
Fermi surface, which is a scale factor for the collective
excitation energy (2). If we disregard minor features of
the connection between pockets, whose contribution to
the total area is insignificant, the Fermi surface of
graphite [1] can be divided into two identical electron
pockets with centers at points K' and K" and four iden-
tical hole pockets with centers near points H' and H".

2π
2c
------

N0

=  

3, Γ 2K+{ } 12 atoms;

9, Γ 6Σ 2K+ +{ } 36 atoms, Σ 2/3ΓM;=

12, Γ 6T 3M 2K+ + +{ } 48 atoms,

T  = 1/2ΓK ;

24, Γ 6T 3M 2K+ + +{
+ A 6S 3L 2H+ + + } 96 atoms.
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The areas of maximum cross sections of the pockets
perpendicular to [001] have been measured and amount
to a small fraction of the BZ cross-sectional area:
"2Se = (6.52 ± 0.06) × 10–42 g2 cm2 s–2 and "2Se =
(4.80 ± 0.05) × 10–42 g2 cm2 s–2 [7]; this allows us to
estimate the minor semiaxes of the pockets. Disregard-
ing trigonal corrugation, i.e., assuming that the pockets
are ellipsoids of revolution with semimajor axes along
[001] approximately equal to 1/2KH for an electron
pocket and ≈1/4KH for a hole pocket [1], we obtain

(4)

This estimate obtained from the geometrical param-
eters of the Fermi surface agrees with that obtained
from the density of states (the calculated value of gF ~
2.5 × 1020 eV–1 cm–3 [1]) and the average electron
velocity on the Fermi surface (vF ~ 108 cm s–1):

2. CONFIGURATIONS AND THEIR MULTIPLET 
STRUCTURES

The band state of graphite at point K closest to the
Fermi surface is of the π type, i.e., is formed by pz

atomic orbitals (AOs) and is doubly degenerate [1]. The
BZ for graphite has two points K that cannot be trans-
formed into each other by translation through a recipro-
cal lattice vector; henceforth, these points will be
denoted by K' and K". The open shell of the cyclic
model formed by these states includes four degenerate
MOs (nb = 4) grouped into two subshells with different
wave vectors. Each subshell is a spatial MO doublet
transformed according to one of the 2D representations
E ' or E" of the QEUC point group D3h [8]. Four π-type
MOs, which are degenerate in energy and belong to dif-
ferent subshells, can be easily distinguished during cal-
culations. The MO coefficients of the LCAO doublet of
a subshell are transformed through one another under
point group operations which do not take atoms of one
layer into atoms of the adjacent layer. Consequently, of
the four degenerate MOs, the pair characterized by
larger AO coefficients of one layer and smaller AO
coefficients of the adjacent layer obviously belongs to
the same doublet. The remaining two MOs form a dou-
blet of the other subshell, and their AOs are character-
ized by the inverse ratio between the AO coefficients of
the layers. In order to transform one subshell into
another, improper crystal symmetry operations are
required for transforming K' into K", e.g., a rotation
through 60° about [001] plus a partial translation along
this axis (in this case, one layer is transformed into
another).

SF 2 4π1
2
---2π

2c
------

Se

π
----×≈

+ 4 4π1
4
---2π

2c
------

Sh

π
----- 1.5 1015×≈× cm 2– .

SF 8π3gF"v F 4 1015× cm 2– .∼∼
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Three spinless (2K)n-type configurations with an
even number of electrons n = 2, 4, 6 can be formed from
the MOs of the open shell. It should be emphasized
once again that this small number of electrons simu-
lates a macroscopic number of electrons on the Fermi
surface of an unbounded crystal and a mesoscopic
number NF of states with metal-type conduction in
clusters. For each configuration, we must form terms
with a definite wave vector (Γ or K), which can be
obtained by summing up the wave vectors of n elec-
trons distributed over the four MOs of the open shell.
The terms are spectroscopic combinations of Slater
determinants with definite wave vectors classified into
three different types, depending on the population of
MOs of the open shell:

The terms are selected in accordance with the D3h

representations as shown in Tables 1–3. The notation of
the terms reflects all the selection stages; α and β
denote the basis spin functions, Ki are the spatial com-
ponents of wave functions (i = 1, 2 labels the partners
in each subshell), and n-electron functions are obtained
by composing symmetrized two-electron functions (as
n is even) that are transformed according to the irreduc-
ible representations , , and (E ', i). A 2D determi-
nant representation corresponds to two types of compo-
sitions with different notations:

All that has been said above concerning configura-
tions and their multiplet structure is also applicable to a
model open shell constructed on doubly degenerate π
states [1] with two wave vectors of the star at point H.
The corresponding calculations can only be carried out
for the 96-atom model (3) and can be used to find the
configuration [(2K)n or (2H)n] that corresponds to the
ground state and to determine the excitation energies
∆E in the multiplet.

3. SELF-CONSISTENT ANALYSIS 
OF AN OPEN SHELL

The Hartree–Fock–Roothaan (ROHF) self-consis-
tent finite method of molecular orbitals for an open
shell based on the universal technique of projecting by
the density matrices of electron shells [2] was realized

χ , pairing determinant; open shell contains

only doubly filled MOs;

ψ, exchange determinant; open shell contains

only singly filled MOs;

ϕ , mixed determinant.

A1' A2'

Ei' A1' E' i,( )× A2' E' i,( ),×= =

E' 1,( ) E' 1,( ) E' 1,( )× E' 2,( ) E' 2,( ),×–=

E' 2,( ) E' 1,( ) E' 2,( )× E' 2,( ) E' 1,( ).×+=
0
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Table 1.  Multiplet structure of the (2K)4 configuration, f = 1/2

(K')2(K'')2(Γ) AJ AK AI BJ BK

(Γ) (χ11 + χ12 + χ21 + χ22)αβαβ 0 –2 0 2 6

(Γ) αβαβ 0 0 2 2 2

(Γ) ψθ'' 1 2 0 0 –6

(Γ) (ϕ11 + ϕ21)θ, (ϕ12 + ϕ22)θ –2 –2 1 6

0 0 1 2

(Γ) [(χ11 – χ12 – χ21 + χ22)αβαβ + ψθ'] +J21 – K21

(Γ) [(χ11 – χ12 – χ21 + χ22)αβαβ – ψθ'] –J21 + K21

(Γ) [(ϕ11 – ϕ21) – (ϕ12 – ϕ22)]θ +J21 – K21

(Γ) [(ϕ11 – ϕ21) + (ϕ12 – ϕ22)]θ –J21 + K21

2(K')3(K'')1(K) AJ AK AI BJ BK

1 1 0 –4

(ϕ12 + ϕ21)θ +2J21 – K12

2(E', 2)ϕ(K) (ϕ12 – ϕ21)θ –2J21 + K12

(ϕ11 – ϕ22)θ –2K21 + K12

2(E', 1)ϕ(K) (ϕ11 + ϕ22)θ +2K21 – K12

2(K')4(K'')0(K) AJ AK AI BJ BK

2 2 0 –4 –4

(2K)4(Γ + K) Diagonal Slater sum 0.8 0.4 0 0 0

Notes: (1) Spatial functions. (K')2(K'')2: χij = ; ψ = ; ϕi1 = ; ϕi2 = ; (K')3(K'')1: ϕi1 =

; ϕ2i = .

(2) Spin functions. θ = αβαβ – βαβα; θ' = αβαβ – αββα – βααβ + βαβα; θ'' = 2ααββ + 2ββαα – αβαβ – αββα – βααβ – βαβα.

Aχ'
1

4
-------

2E1χ'
1

4
------- χ11 χ12 χ21 χ22–+−±( )

A1ψ'
1

12
----------

2E2ϕ'
1

4
------- 1

4
------- 1

2
---

1
4
--- A1χψ' E1χψ' A2ϕ' E2ϕ'+ + +[ ] Γ( ) 1

2
---

A1χψ'
1

8
-------

E1χψ'
1

8
-------

A2ϕ'
1

8
-------

E2ϕ'
1

8
-------

1
4
--- A1ϕ' E ' 2,( )ϕ A2ϕ' E ' 1,( )ϕ+ + +[ ] K( ) –

1
2
---

2A1ϕ' K( )
1

4
-------

1

4
-------

2A2ϕ' K( )
1

4
-------

1

4
-------

2A1χ' K( ) K1' K1' K2' K2'αβαβ

Ki
'Ki

'K j
''K j

'' K1
' K2

' K1
''K2

'' Ki
'Ki

'K1
''K2

'' K1
' K2

' Ki
''Ki

''

K1
' K1

' K2
' Ki

'' K1
' K2

' K2
' Ki

''
and described by the author earlier [4]. Since computa-
tion details are immaterial for the given analysis, we
will only clarify the meaning of ROHF coefficients
required for calculations, which, like the multiplet of
P

the open shell, can be obtained with the help of the
group-theoretical analysis.

The Ne electrons of the model are distributed
between a closed shell formed by na molecular orbitals
HYSICS OF THE SOLID STATE      Vol. 42      No. 8      2000
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Table 2.  Multiplet structure of the (2K)2 configuration, f = 1/4

(K')1(K'')1(Γ) AJ AK AI BJ BK

0 0 0 2 –4

(Γ) (ψ11 + ψ22)(αβ – βα) +K21 + K12

(Γ) (ψ12 – ψ21)(αβ – βα) –J21 – K12

(Γ) [(ψ11 – ψ22) ± (ψ12 + ψ21)](αβ – βα) (+J21 – K21)

2(K')2(K'')0(K) AJ AK AI BJ BK

(χ1 + χ2)αβ 0 –4 0 0 8

2(E', 1)χ(K) (χ1 – χ2)αβ 0 –4 8 0 –8

2(E', 2)ψ(K) 2 –4 –8 –4 8

(2K)2(Γ + K) Diagonal Slater sum 0.4 –0.8 0 0 0

Note: ψij = ; χi = .

1
4
--- A1ψ' A2ψ' 2Eψ'+ +[ ] Γ( )

A1ψ'
1

4
-------

A2ψ'
1

4
-------

2Eψ'
1

8
------- 1

2
---

2A1χ' K( )
1

2
-------

1

2
-------

1

2
------- K1' K2'( ) αβ βα–( )

Ki
'K j

'' Ki
'Ki

'

denoted by a' and an open shell consisting of nb MOs
denoted by b', so that the Roothaan occupation number
for the open shell with the given configuration is

The ROHF method can be used for self-consistent
calculations of the energy of a term or the diagonal
Slater sum of terms [9, 10]. This energy can be divided
into two components formed, in accordance with the
Slater rules, from the matrix elements of one-electron
(h) and two-electron (g) components of the Hamilto-
nian.

The first addend in the expression for the total
energy is independent of the electron distribution over
the open shell; it can be written in the same form for all
terms and diagonal sums of a given configuration and is
equal to the energy of the closed shell plus the one-elec-
tron energy of the open shell and the energy of interac-
tion between all MOs of the closed shell and all MOs of
the open shell, which are proportional to the occupation
number f.

The second addend in the expression for the total
energy, viz., the energy of interaction in the open shell,
depends on the type of electron distribution over MOs
of the open shell in the determinants selected for the

f
n

2nb

--------
Ne 2na–

2nb

-------------------- 1.<= =
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spectroscopic sum (term):

(5)

The essence of the ROHF method lies in a self-con-
sistent analysis being possible only if the energy of
interaction (5) has a form similar to that of the compo-
nent corresponding to the closed shell; in this case, the
coefficient AI must be equal to zero. Thus, carrying out
a symmetry selection of the determinants for a term, we
must find the energy of interaction (5) for this term
according to the Slater rules, and calculate the ROHF
coefficients AI, AJ, and AK. If AI = 0 for the given term,
its energy can be calculated self-consistently. Other-
wise, the term must be included in the Slater diagonal
sum for which AI = 0 (the number of such sums can be
greater than one). The energy of each term appearing in
the diagonal sum can be derived by using the MO of the
diagonal sum and the ROHF coefficients for the given
term.

In the presence of an open shell, the variational prin-
ciple requires, in each self-consistency cycle, the calcu-
lation of two electron density matrices constructed on
the LCAO coefficients of the electron shells (closed and
open). The Fock matrix is calculated in each self-con-

g b( ) 2AJ b'b'' g b'b''〈 〉 AK b'b'' g b''b'〈 〉–[ ]
b''

nb

∑
b'

nb

∑=

+ AI b'b' g b'b'〈 〉 .
b'

nb

∑

0
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Table 3.  Multiplet structure of the (2K)6 configuration, f = 3/4

(K')3(K'')3(Γ) AJ AK AI BJ BK

0

(Γ) (ϕ11 + ϕ22)θ +K21 + K12

(Γ) (ϕ12 – ϕ21)θ –J21 – K12

(Γ) [(ϕ11 – ϕ22) ± (ϕ12 + ϕ21)]θ (+J21 – K21)

2(K')4(K'')2(K) AJ AK AI BJ BK

(χ1 + χ2)αβαβαβ 0 0

2(E', 1)χ(K) (χ1 – χ2)αβαβαβ 0

2(E', 2)ϕ(K)

(2K)6(Γ + K) Diagonal Slater sum 0 0 0

Notes: (1) Spatial functions (  denotes the partner of i in the subshell) ϕij = ; χi = .

(2) Spin function θ = αβαβ(αβ – βα).

1
4
--- A1ϕ' A2ϕ' 2Eϕ'+ +[ ] 8

9
--- 8

9
--- 2

9
--- –

4
9
---

Aϕ'
1

4
-------

A2ϕ'
1

4
-------

2Eϕ'
1

8
------- 1

2
---

2A1χ' K( )
1

2
------- 8

9
--- 4

9
--- 8

9
---

1

2
------- 8

9
--- 4

3
--- 8

9
--- –

8
9
---

1

4
------- K1' K1' K2' K2' K1''K2''( )θ 10

9
------ 4

9
--- –

8
9
--- –

4
9
--- 8

9
---

14
15
------ 4

5
---

i Ki
'Ki

'Ki
'K j

''K j
''K j

'' K1
' K1

' K2
' K2

' Ki
''Ki

''
sistency cycle by projecting by density matrices, taking
into account the ROHF coefficients that have been
determined for the term being calculated or for the
diagonal sum [4]. The eigenvalue problem for the Fock
matrix is solved in each self-consistency cycle, and the
total energy of the term or the Slater diagonal sum can
be determined as soon as the preset convergence level
is reached.

It should be noted that the fundamental difference
from the case of a closed shell is not a modification of
energy (5) with the help of ROHF coefficients, but the
projecting of the Fock matrix, which ensures the
orthogonality of the MO set of all the shells [2]. The
projecting procedure consumes most of the computer
time and considerably extends the counting time as
compared to that for a closed shell. However, the com-
putational procedures for an open shell that do not
involve projecting give a nonorthogonal set of MOs,
which complicates the computation of observables and
requires the development of a special approach for
obtaining a multiplet structure.

An open shell of crystalline graphite consists of sub-
shells with different wave vectors. In this case, energy
(5) contains additional direct and exchange compo-
nents associated with the subshells, for which the
P

ROHF coefficients are introduced in accordance with
the equality

(6)

The ROHF coefficients of all the terms and diagonal
sums calculated by us are presented in Tables 1–3.

Some terms contain electron–electron interaction
integrals of a non-Hartree–Fock type (defined on four
different MOs):

(7)

which are cancelled out during the formation of the
sums. For the groups of terms with such addends in the
columns for Slater determinants in Tables 1–3, the
sums of the terms and the ROHF coefficients for these
sums are indicated, and the corrections to the energy of
the corresponding sum of the terms are given for the
terms themselves.

∆g b( )

=  2BJ b'b'' g b'b''〈 〉 BK b'b'' g b''b'〈 〉–[ ] .
b''

K''{ }

∑
b'

K'{ }

∑

K12 K1' K2'' g K2' K1''〈 〉 , K21 K1' K2' g K2''K1''〈 〉 ,= =

J21 K1' K2' g K1''K2''〈 〉 ,=
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4. RESULTS OF CALCULATIONS 
AND CONCLUSIONS

Using the coefficients from Tables 1–3, we carried
out self-consistent numerical calculations, whose
details associated with the evaluation of equilibrium
atomic spacings, the choice of the summation radii for
direct and exchange integrals of electron–electron
interaction, etc. (see the author’s previous publications
on systems of C and Si atoms with open shells [4, 6])
are immaterial for drawing a general conclusion on col-
lective excitations.

According to the results of quantum-chemical anal-
ysis of a 48-atom QEUC (3), the configuration
(K')2(K'')2 of crystalline 3D graphite with equilibrium
atomic spacings corresponds to the ground state. At
present, it is impossible to perform the entire set of
computations involving the variation of atomic spac-
ings for a 96-atom QEUC (3) (the computer time
increases in proportion to the third power of the number
of AOs of the model). Self-consistent analysis has not
revealed any fundamental differences in the case of a
48-atom model with respect to properties of the
(K')2(K'')2 configuration. It was found that the ground
term is

(8)

Being the combination of eight Slater determinants,
this term (8) describes the electron correlation on the
Fermi surface of crystalline graphite. This can be used
for calculating the observables, for example, a pair cor-
relation function.

Semiquantitative conclusions concerning the
ground and excited states of multiplets can also be
drawn without self-consistency by using the same
tables and estimates for the electron–electron interac-
tion integrals on MOs of an open shell. The main con-
tribution to energy comes from the Hartree–Fock inte-
grals appearing in (5) and (6), whose estimated values
are 7–8 eV for the coefficient AI, 5–6 eV for AJ and BJ,
and 0.1–0.2 eV for AK and BK. The non-Hartree–Fock
integrals (7) are an order of magnitude smaller than
these values, and the terms containing them are almost
degenerate.

Low-lying excitations of the ground state (8) (Table 1)
are most interesting from the viewpoint of experimen-
tal observation. These are the four almost degenerate
transitions to non-Hartree–Fock states of the model
multiplet without a change in the quasi-momentum:

(9)

In order to estimate the collective excitation energy
(2), we require not only ∆E, but also the scale factor nF,
viz., the average number of electrons in the states with

A1ψ' Γ( )
1

12
----------K1' K2' K1''K2'' 2ααββ 2ββαα+(=

– αβαβ αββα– βααβ– βαβα– ).

A1ψ' Γ( ) A1χψ' Γ( ) E1χψ' Γ( ) A2ϕ' Γ( ) E2ϕ' Γ( ), , ,{ } ,

∆E 1 eV.∼
PHYSICS OF THE SOLID STATE      Vol. 42      No. 8      200
the metal-type conductivity of a cluster, which are
grouped to form an open subshell (i.e., a subshell
whose wave vectors belong to the same star and whose
energies are identical). The following numbers of one-
electron states combined in the open subshell are pos-
sible on the Fermi surface: nb = 8 at the four points P ≈
1/2KH lying on the BZ edges, where the electron and
hole pockets are connected and where the electron
energy band intersecting the Fermi level is doubly
degenerate [1]. In the remaining cases, band states are
not degenerate, and the presence of 3, 4, 6, 12, or 24
vectors in the star are due to the trigonal symmetry of
the Fermi surface. Since nb = 24 at the overwhelming
majority of points that do not lie on high-symmetry
lines, it is these open shells that give the average value
of nF. Assuming that the main configuration in all cases
is that for which the open shell is half-filled (n = nb), as
in the case of the basic configuration (K ')2(K '')2 or
(H ')2(H '')2 of the cyclic model, we obtain nF = 24. On the
basis of (1), (2), (4), and (9), we find that the excitation
energy for the collective mode can be estimated as

(10)

The approximate nature of this relation is due not
only to inaccuracy of the method, but also to the
approximate nature of the cyclic model, the incorrect-
ness of the cluster boundaries, etc. For this reason, we
have introduced in (10) a scale factor in the form of one
thousand of unit cells. Let us numerically estimate rela-
tion (10) for crystallites of pyrolythic graphite.
Depending on the thermal treatment, the average diam-
eter of a crystallite is 260–1000 Å and its height is 200–
830 Å [11]. This gives an estimate (0.3–20) × 106 for
the number of cells N0 and, accordingly, the limits 10–
150 eV for the collective excitation quantum "ω. When
the energy is determined inaccurately, the most promis-
ing methods are those that make it possible to vary the
excitation energy over a wide range (e.g., the spectros-
copy of synchrotron radiation absorption and the char-
acteristic energy losses of charged particles).

Before concluding this section, we propose the fol-
lowing hypothesis on the experimental observation of
collective electron excitations in 3D graphite clusters.
If we visualize a system of growing graphite clusters or
a “graphitizing” surface of a diamond, the clusters must
grow in the form of hexagons, in view of the strong
coupling in the layers, and the number of primitive cells
varies from cluster to cluster with a discreteness ∆N0 =
3m/4, 2m/4, 4m/4, where m is the number of the layers;
the discreteness 3m/4 must be encountered most fre-
quently. Thus, according to (10), each transition ∆E of
the multiplet structure in the cyclic model in the high-
energy excitation spectrum of a hypothetical system of
clusters must correspond to a “comb” of peaks with a
characteristic discreteness.

"ω 0.2∆E
N0

1000
------------ 

 
2/3

.∼
0



1568 MOLIVER
ACKNOWLEDGMENTS

The author is grateful to I. V. Stankevich and his col-
leagues from Quantum Chemistry Laboratory at the
Institute of Hetero-organic Compounds, Russian Acad-
emy of Sciences, for fruitful discussions. The encour-
agement provided by S. V. Bulyarskiœ in the course of
this research is gratefully acknowledged.

This research was supported by the Russian Foun-
dation for Basic Research (project no. 98-02-03327). 

REFERENCES

1. M. S. Dresselhaus, G. Dresselhaus, K. Sugihara, I. L. Spain,
and H. A. Goldberg, Graphite Fibers and Filaments
(Springer, Berlin–New York, 1988), Vol. X.

2. R. McWeeny, Methods of Molecular Quantum Mechan-
ics (Academic, London, 1989), Vol. XV.

3. R.A. Évarestov, Quantum-Chemical Methods in Solid
State Theory (Leningrad. Gos. Univ., Leningrad, 1982).
P

4. S. S. Moliver, Fiz. Tverd. Tela (St. Petersburg) 41 (3),
404 (1999) [Phys. Solid State 41, 362 (1999)].

5. C. Herring, J. Franklin Inst. 233, 525 (1942); in R. S. Knox
and A. Gold, Symmetry in the Solid State (Benjamin,
New York, 1964; Nauka, Moscow, 1970), Vol. XII.

6. S. S. Moliver, Fiz. Tverd. Tela (St. Petersburg) 38, 2029
(1996) [Phys. Solid State 38, 362 (1999)].

7. N. B. Brandt, A. S. Kotosonov, S. V. Kuvshinnikov, and
M. V. Semenov, Zh. Éksp. Teor. Fiz. 79 (9), 937 (1980)
[Sov. Phys. JETP 52, 476 (1980)].

8. L. D. Landau and E. M. Lifshitz, Quantum Mechanics:
Non-Relativistic Theory (Nauka, Moscow, 1989, 4th ed.;
Pergamon, Oxford, 1977, 3rd ed.).

9. J. C. Slater, Phys. Rev. 34, 1293 (1929).
10. D. R. Hartree, The Calculation of Atomic Structures

(Wiley, New York, 1957).
11. S. E. Vyatkin, A. N. Deev, V. G. Nagornyœ, V. S. Ostro-

vskiœ, A. M. Sigarev, and G. A. Sokker, Nuclear Graphite
(Atomizdat, Moscow, 1967). 

Translated by N. Wadhwa
HYSICS OF THE SOLID STATE      Vol. 42      No. 8      2000



  

Physics of the Solid State, Vol. 42, No. 8, 2000, pp. 1569–1574. Translated from Fizika Tverdogo Tela, Vol. 42, No. 8, 2000, pp. 1525–1530.
Original Russian Text Copyright © 2000 by Romanov, She

 

œ

 

nerman.

                             

FULLERENES 
AND ATOMIC CLUSTERS
Energy of Deformed and Defective Carbon Clusters
A. E. Romanov1 and A. G. Sheœnerman2

1 Ioffe Physicotechnical Institute, Russian Academy of Sciences, ul. Politekhnicheskaya 26, St. Petersburg, 194021 Russia
e-mail: alexei@romanov.ioffe.rssi.ru

2 Institute of Problems in Machine Science, Russian Academy of Sciences, 
Vasil’evskiœ Ostrov, Bol’shoi pr. 61, St. Petersburg, 199178 Russia

Received February 1, 2000

Abstract—A method is proposed for calculating the energy of deformed spherical and cylindrical carbon clus-
ters of nanometer size. The application of the method is demonstrated by calculating the elastic energy of a
spherical cluster deformed as a result of the introduction of two types of defects (disclination or dilatation cen-
ter). It is proven that the energy of a defect in the cluster shell is determined by the curvature of its surface and
that the spherical shape of the defect-free shell is stable. © 2000 MAIK “Nauka/Interperiodica”.
Quantum-chemical and molecular-dynamics simu-
lation [1–4] of carbon clusters are among the most
widespread methods for calculating their energy and
for determining their equilibrium configurations. An
analytic method proposed recently [5, 6] for calculating
the cluster energy presumes that clusters are formed
from fragments of a graphite monolayer by bending
their surface without deforming it, i.e., without chang-
ing the lengths of the bonds between the atoms of these
fragments. The introduction of defects (e.g. vacancy
pileups) into the clusters, as well as external mechani-
cal action, can lead to bending of the clusters, their
deformation, and the formation of new stable cluster
configurations.

The idea of studying defects in carbon clusters by
the methods of continuum mechanics was first put for-
ward in [7], where it was proposed that the theory of
thin shells can be used for calculating the energy of
defective clusters. However, the thin-shell theory was
found to be inapplicable for describing carbon clusters,
since it describes a three-dimensional isotropic elastic
medium, while the clusters are formed by one or sev-
eral two-dimensional monolayer shells. In the present
work, we propose a continual model of large (mono-
layer or multilayer) carbon clusters in which each layer
(shell) includes at least several thousand atoms. Exam-
ples of such clusters are carbon nanotubes and multi-
layer spherical carbon clusters (“onion shells”). We
propose that the energy of the shells be calculated by
using a combination of the linear theory of elasticity
(taking into account the deformation of the shells) and
the method [5, 6] taking into account their curvature. In
the framework of this model, each cluster shell is pre-
sented as a continuous two-dimensional isotropic elas-
tic medium characterized by four parameters: the shear
modulus G, the Poisson coefficient ν, and the two prin-
cipal curvatures K1 and K2. The interaction between
adjacent shells is described by elastic forces depending
1063-7834/00/4208- $20.00 © 21569
on the separation between these shells. Such a repre-
sentation is most suitable for the shells of idealized
open carbon nanotubes, viz., two-dimensional crystals
formed by regular hexagons. In contrast to the surfaces
of open shells, the surfaces of closed layers of carbon
clusters are formed by hexagons, as well as pentagons,
which can be treated as surface regions with elastic
parameters differing from the elastic characteristics of
the main (hexagonal) layer of the material. We assume
that, in the larger shells that we studied, the fraction of
the surface occupied by pentagons is small as compared
to the total area of the surface. For this reason, while
calculating the energy of a deformed shell, we assume
that the elastic constants characterizing pentagons are
equal to the corresponding constants of the hexagonal
layer.

By way of illustrating the proposed general method,
we carry out an analysis of the elastic energy associated
with the formation of a dilatation center or disclination
in a spherical monolayer carbon cluster. By a disclina-
tion in the shell of a spherical cluster, we mean a defect
associated either with the removal of a sector of this
shell, followed by joining of the cut edges, or with the
introduction of a sector into the shell. In other publica-
tions [7–10], a disclination is associated with the pres-
ence of five-link rings. The number of such five-link
rings in closed shells of carbon clusters is equal to 12,
and the five-link rings themselves are defects inherent
in carbon clusters. In the present case, we introduce a
disclination into an already formed carbon clusters.

1. METHOD OF CALCULATION
OF THE ELASTIC ENERGY 
OF DEFORMED CLUSTERS

In order to calculate the energy of deformed carbon
clusters, we present the additional elastic energy stored
as a result of deformation as the sum of two terms. The
000 MAIK “Nauka/Interperiodica”
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first term, which is associated with extension–compres-
sion of the shells and involving a change in their sepa-
ration, will be calculated by using the linear theory of
elasticity. The second term associated with a change in
values of the principal curvatures will be calculated by
using the analytic method proposed by Rotkin and
Suris [5, 6].

Rotkin and Suris [5, 6] assumed that the energy

 associated with the curvature of the bond
between the atoms in hexagons on the surface of a bent
graphite monolayer is proportional to the square of the
angle θ between the direction of the bond and the direc-
tion that the bond would have in the plane (Fig. 1):

(1)

where Ec = 0.9 eV is a phenomenological parameter
determined by matching it to the results of independent
computer simulation. For the case b/R ! 1, correspond-
ing to a small normal curvature 1/R of the shell surface
of a carbon cluster in the direction connecting two
atoms of a hexagon with the atomic spacing b =
0.14 nm, the approximate equality θ ≈ b/R is satisfied.

The bond curvature energy per atom of a hexagon is
given by [5, 6]

(2)

where K1 and K2 are the principal curvatures of the sur-
face. Using this expression and assuming that the clus-
ter shell is formed only by hexagons, we go over to a
continuous distribution of the energy associated with
curvature over the shell surface. The expression for the
surface curvature energy density has the form

(3)

where Sat = 3 b2/4 is the area per atom in a graphite

monolayer and D = (2/(3 ))Ec.

We apply the Gauss–Bonnet theorem [11] to a
defect-free shell, i.e., a shell with a closed and smooth
surface:

Ecurv
bond

Ecurv
bond Ecθ

2,=

Eat
curv 1/2Ecb

2 3/4 K1 K2+( )2 3/8 K1 K2–( )2+[ ] ,=

wcurv Eat
curv

Sat
---------- 3/8D 2 K1 K2+( )2 K1 K2–( )2+[ ] ,= =

3

3

Π

θ
2π/3

Fig. 1. Bending of atomic bonds in a carbon cluster. The
directions of three interatomic bonds formed by an atom A
on a curved surface are shown by solid lines, and the dashed
lines show the projections of these bonds on the plane Π in
which all the angles between the projections are equal.
P

(4)

Here, S is the shell surface area, σ is the integration
variable, and χ is the Euler characteristic of the surface;
χ = 2 for any surface that can be deformed into a sphere.
In combination with formula (3), this theorem makes it
possible to present the curvature energy E0 of the shell
of a defect-free cluster in the form

(5)

According to this equality, the surface with identically
equal main curvatures (K1 = K2) possesses a minimum
energy among all the surfaces that can be deformed into
a sphere. The normal curvatures of such a surface have
the same value in all directions, which means that the
surface is a sphere.

An expression for the surface density ws of the
extension–compression energy of the shell in the linear
theory of elasticity has the form [12]

(6)

where G and ν are the shear modulus and the Poisson
ratio for the basal planes of graphite, h = 0.34 nm is the
separation between its basal planes, and ε1, ε2, and ε12
are the strains of these planes.

The elastic energy of interaction of the given shell
with other shells can be calculated by the formula

(7)

where ε = (∆hi + ∆hi – 1)/(2h) is the shear strain; ∆hi and
∆hi – 1 are the changes in the distance between the ith
and (i – 1)th and between the ith and (i + 1)th shells,
respectively, as a result of deformation; h = 0.34 nm is
the separation between the shells prior to the deforma-
tion, which coincides with the separation between the
basal planes in graphite; and p(ε) is the external pres-
sure normal to the basal planes of the graphite single
crystal, which is responsible for the shear strain ε in this
single crystal.

The total elastic energy of the deformed state is cal-
culated as the sum of the curvature energy, the energy
of deformation, and also the energy of interaction of the
given shell with other shells (in the case of a multilayer
cluster):

(8)

In order determine the additional elastic energy
stored as a result of deformation of the shell, we must

K1K2 σd

S

∫ 2πχ .=

E0 wcurv σd

S

∫=

=  3/8D 3 K1 K2–( )2 σd 16πχ+

S

∫ 
 
 

.

ws Gh
1 ν–
------------ ε1( )2 ε2( )2 2νε1ε2 2 1 ν–( )ε12

2+ + +[ ] ,=

wint p ε( )ε,=

E wcurv ws wint+ +( ) σ.d

s

∫=
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subtract the energy E0 of the shell prior to the deforma-
tion from the elastic energy of the shell with a defect:

(9)

The elastic energy of the deformed shell of a carbon
cluster can be calculated as follows. We first express the
shell strains and the changes in the curvatures of its sur-
face in terms of displacements and their derivatives.
Substituting the obtained expressions for longitudinal
strains ε1, ε2, and ε12 into formula (6), the expression for
the transverse strain ε into formula (7), the expressions
for the main curvatures K1 and K2 into formula (3), and
taking into account formula (8), we present the energy
as a functional depending on the displacements and
their derivatives. The equilibrium position of the
deformed shell corresponds to a minimum of this func-
tional. If the deformation of the shell is due to the intro-
duction of defects into it, the defects can be introduced
into the shell by using the boundary conditions
imposed on their displacements.

2. ELASTIC ENERGY OF A DISCLINATION
AND A DILATATION CENTER IN A SPHERICAL 

MONOLAYER CARBON CLUSTER
By way of an example, let us determine the elastic

energy of a disclination and a dilatation center in a
monolayer spherical carbon cluster. For this purpose,
we introduce the spherical and cylindrical reference
frames with origins coinciding with the center of the
sphere (Fig. 2).

We will henceforth refer to the curves on the sphere
specified by the equation ϕ = const as meridians and the
contours with θ = const as parallel circles.

We will introduce a disclination into the sphere as
follows (Fig. 3a). We assume that the disclination line
coincides with the axis of the sphere. A positive discli-
nation of intensity ω > 0 is obtained by removing from
the sphere a sector confined by the meridians ϕ = 2π –
ω and ϕ = 2π and by subsequently joining the cut
banks. A negative disclination of intensity ω < 0 is
obtained by cutting the sphere along the meridian ϕ =
2π, compressing it along the coordinate line ϕ (which
leads to a rotation of the cut banks through an angle ω),
filling the formed gap with the material and joining it
with the shell. A similar disclination in an elastic sphere
was investigated in [13]. Mathematically, a disclination
in the shell of a spherical carbon cluster will be defined
by the following boundary conditions:

(a) the definition of the disclination

(10)

(b) continuity conditions for the sphere at the poles

(11)

(c) fixation conditions that rule out the motion of the
sphere as a perfectly rigid body parallel to its axis, i.e.,

Eextra E E0.–=

uϕ
ω
2π
------ R θsin( )ϕ ;=

uθ θ 0=( ) 0, uθ θ π=( ) 0;= =
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z
ez

eR

eϕ

er

eθ

θ

Fig. 2. Spherical and cylindrical reference frames used for
calculating the energy of defects in a spherical shell. The
spherical reference frame is determined by the triple of basis
vectors (eR, eθ, eϕ), while the cylindrical reference frame is
determined by the triple of the basis vectors (er, eϕ , ez).

(a)
z

(b)

θ1

Fig. 3. Disclination and a dilatation center in a spherical
shell. (a) The method of introducing a positive disclination:
a sector is cut from the sphere, the banks of the cut are
joined, and then all the applied external forces are removed;
(b) the method of introducing a dilatation center. A region
bounded by a parallel circle θ = θ1 is cut out of the sphere,
and then this parallel circle is compressed or extended.
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defining the displacement uz at a point of the sphere.
The last condition is imposed for the convenience of
calculations. Since the deformation of a spherical shell
with a disclination is symmetric relative to the equator
of the sphere, it is convenient to choose this condition
in the form uz(z = 0) = 0, or, in the spherical reference
frame,

(12)

For such a choice of the fixation conditions for a
sphere, the displacements of a spherical shell with a
disclination must satisfy the following condition, in
view of the symmetry of the problem:

(13)

Let us now consider the method of introducing a
dilatation sphere into a spherical shell (Fig. 3b). We
assume that this defect is located at one of the poles of
the sphere (θ = 0). In order to introduce the dilatation
center, we cut from the sphere a spherical segment
including this pole and bounded by the contour θ = θ1,
where θ1 is the dimensionless radius of the defect. We
assume that the introduction of the defect into the seg-
regated region can be reduced to a change in the radius
of the parallel circle θ = θ1, i.e., to the definition of con-
stant displacements ur for points of this parallel circuit.

The following boundary conditions must hold for a
dilatation center in the shell of a spherical carbon clus-
ter:

(a) the definition of the dilatation center ur(θ = θ1) =
Rδsinθ1 or, in the spherical reference frame,

(14)

where δ is the intensity of the defect;
(b) the continuity condition for the surface at the

pole θ = π:

(15)

(c) the condition of smoothness of the deformed sur-
face at the same pole:

(16)

Expressions for strains in terms of displacements in
a spherical shell containing a disclination or a dilatation
center follow from the general formulas [14] and the
symmetry of defects presuming the absence of a shear:

(17)

uθ θ π/2=( ) 0.=

uθ θ ϕ,( ) uθ π θ– ϕ,( ),–=

uR θ ϕ,( ) uR π θ ϕ,–( ).=

uθ θ θ1=( ) θ1cos uR θ θ1=( ) θ1sin+ Rδ θ1,sin=

uθ θ π=( ) 0;=

∂uR

∂uθ
-------- θ π=( ) 0.=

εθ
1
R
---

∂uθ

∂θ
-------- uR+ 

  ,=

εϕ
1
R
--- ωR

2π
-------- uθ θ uR+cot+ 

  ,=

εθϕ 0.=
P

In the second formula in (17), the quantity ω for the dis-
clination corresponds to its intensity, while ω = 0 for
the center of dilatation.

We obtain the dependences of variations of the prin-
cipal curvatures on displacements from the general for-
mulas [14] describing the variations of the curvatures in
the direction of meridians and parallel circles and
Meusnier’s formula [15]

(18)

In this expression, Kn is the normal curvature of the sur-
face in a certain direction, k is the curvature of an
inclined section of the surface in the same direction,
and θ is the angle between the planes of the correspond-
ing sections. The expressions for the variations of the
principal curvature have the form

(19)

The principal curvatures K1 and K2 of a spherical shell
of radius R with a defect can then be expressed in terms
of displacements by substituting (19) into the formulas

(20)

In order to find a minimum of the energy functional
E defined by (8), we will use the Ritz method. For the
sake of simplicity, we confine our analysis to the defor-
mation of a sphere symmetric relative to its axis. For a
disclination with a line passing through the poles of the
sphere, we present the displacements uθ and uR in the
form of the following expressions satisfying the bound-
ary conditions (10)–(12):

(21)

After this, we use the condition for the energy min-
imum

(22)

to obtain a set of 2N linear equations in ak and bm. Solv-
ing these equations, we find the displacements of the

Kn k θ.cos=

∆K1
1

R2
-----

∂2uR

∂θ2
----------- uR+

 
 
 

,–=

∆K2 = 
1

R2
-----–

× 1

θsin
2

------------
∂2uR

∂ϕ2
-----------

∂uR

∂θ
-------- θ uR θsin uθ θcos–+cos+

 
 
 

.

K1 1/R ∆K1, K2+ 1/R ∆K2.+= =

uθ π/2 θ–( ) akθ
k π θ–( )k,

k 1=

N

∑=

uR bmθm π θ–( )m.
m 0=

N

∑=

∂Eextra

∂ak

-------------- 0 k 1…N=( ),=

∂Eextra

∂bm

-------------- 0 m 1…N=( )=
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surface of a shell with a disclination and its elastic
energy.

For a dilatation center located at the pole θ = 0, we
present the displacements uθ and uR in the form of the
following expressions satisfying two boundary condi-
tions, (15) and (16), out of three:

(23)

In order to determine a minimum of the energy
functional E under the third boundary condition (14),
we introduce the function

(24)

whose minimum corresponds to the conditional mini-
mum Eextra. Solving now the set of 2N + 1 linear equa-
tions

(25)

for ak, bm, and λ, we find the displacements of the shell
with the dilatation center and the elastic energy of this
defect.

3. DISCUSSION OF RESULTS

Our numerical calculations made for a spherical
shell with the parameters G = 380 GPa, ν = 0.3, and
R = 2 nm led to the following results. The value of elas-
tic energy of a disclination of intensity +π/3 was found
to be –1.50 eV. The negative value of the energy of a
positive disclination defined as the change in the energy
of a cluster relative to the energy of the initial spherical
cluster is apparently due to the violation of the smooth-
ness of the surface at the poles of the sphere.

After the introduction of a disclination into the shell
(Figs. 4a and 4b), both hexagons surrounding the poles
of the sphere are transformed into pentagons. The
angles between the bonds formed by the atoms of these
pentagons differ considerably from the angles between
the bonds formed by the atoms of hexagons. As a result,
the surface of the sphere near the poles ceases to be
locally flat, i.e., smooth, and is transformed into a sur-
face close to a conical surface with a negative value of
K1 (which is one of the principal curvatures) (Fig. 4c).
The formation of regions with a negative curvature in
the shell is apparently responsible for the decrease in its
energy, since the energy associated with the curvature
of the formed shell is smaller than that of the sphere
[see formula (3)], while deformations caused by the
introduction of a disclination are small (and hence, the
corresponding energy of deformation is also small).

uθ ak π θ–( )k, uR b1 bm π θ–( )m.
m 2=

N

∑+=
k 1=

N

∑=

F Eextra=

+ λ uθ θ1( ) θ1cos uR θ1( ) θ1sin Rδ θ1sin–+[ ] ,

λ∂
∂F 0,

ak∂
∂F

0 k 1…N=( ),= =

bm∂
∂F 0 m 1…N=( )=
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Since the introduction of a disclination of intensity
+π/3 into the spherical shell leads to considerable dis-
tortions of its surface (see Figs. 4a and 4b), the formu-
las used for calculating the disclination energy are not
quite accurate.

The calculations of displacements and strains
(Fig. 5) made for a shell with dilatation centers proved
that considerable strains can appear in the shell only in
small neighborhoods of the centers of these defects,
i.e., at their cores. Consequently, the computation for-
mulas are correct for dilatational centers. The results of
all calculations given below correspond to dilatation

(a) (b) (c)

Fig. 4. The surface of a spherical shell containing a disclina-
tion of intensity +π/3. (a) The shell after the removal of the
sector, (b) the shell after the removal of all the applied
forces, and (c) the same in the vicinity of a pole. The indi-
cated neighborhood is bounded by the contour θ = 0.3.

(a)
5

–5

0

–10

εθ, 10–3

(b)40

30

20

10

0

0 0.5 1.0 1.5 2.0 2.5 3.0
θ

Fig. 5. Deformations (a) εθ(θ) and (b) εϕ(θ) created by a
dilatation center in a spherical shell. The parameters of the
dilatation center: dilatation intensity δ = –0.2 and dimen-
sionless radius θ1 = 0.07.

εϕ , 10–3
0
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centers with a dimensionless radius θ1 = b/R and a
dimensionless radius of the core θc = 2θ1. The results of
calculations of the elastic energy of dilatation centers
with various values of the parameter δ are given in
Table 1. The high values of elastic energy (of the order
of several electronvolts) are due to large displacements
specifying defects, i.e., due to large chosen values of
the parameter δ.

The results presented above show that the values of
energy of dilatation centers with opposite values of
intensity are different, the larger energy corresponding
to a dilatation center with δ < 0. This circumstance is
associated with the difference in the curvatures of the
shells containing a dilatation center with a positive or
negative value of δ. Indeed, the introduction of a dilata-
tion center of intensity δ < 0 into a spherical shell
increases the values of its principal curvatures. The
introduction of a dilatation center with δ > 0 decreases
these curvatures; hence, the additional curvature energy

, which is a monotonically increasing function of
the curvatures.

The results of calculating the interaction energy
between two identical dilatation centers as a function of
their intensity δ and the angular separation θ0 between
them are presented in Table 2. The results compiled in
this table indicate that identical dilatation centers repel
each other, the energy of their interaction being a func-
tion of the parameter δ.

Thus, the obtained results show that the spherical
shell possesses the least energy among all the shells of
clusters with a preset area that can be deformed into a
sphere. The centers of dilatation with opposite intensities
(i.e., vacancies and introduced atoms or their pileups) in
a spherical shell possess different elastic energies. The
energy of a defect in the shell of a cluster depends on the

Ecurv
extra

Table 1.  Elastic energy of a dilatation center in a spherical
shell of a carbon cluster

Intensity of defect δ –0.4 –0.2 0.2 0.4

Elastic energy Eextra, eV 11.96 3.11 2.68 10.99

Note: The parameters of the dilatation center are θ1 = 0.07 and
θc = 0.14.

Table 2.  Energy of elastic interaction between identical cen-
ters of dilatation in the spherical shell of a carbon cluster

 Intensity of 
defects δ

Relative distance 
between defects θ1/θ0

Interaction energy 
Eint, eV

–0.2 4 1.73

0.2 4 2.13

–0.2 8 0.99

0.2 8 1.56

Note: The parameters of the dilatation center are θ1 = 0.07 and
θc = 0.14.
P

curvature of its surface, the introduction of a defect into
the shell leading to a change in its curvature.

It should be noted, in conclusion, that the method for
calculating the energy of deformed carbon clusters pro-
posed in the present work is only applicable to clusters
with large shells (consisting of 103 and more atoms) that
can be regarded in the continual approximation.

ACKNOWLEDGMENTS

The authors are grateful to M. Yu. Gutkin for read-
ing the manuscript and suggesting improvements.

This work was carried out in the framework of the
scientific program “Fullerenes and Atomic Clusters”
(project “Klaster” no. 98065) under partial support of
the Russian Scientific Council “Physics of Solid Nano-
structures” (project no. 97-3006).

REFERENCES
1. C. T. White, J. W. Mintmire, R. C. Mowrey, D. W. Bren-

ner, D. H. Robertson, J. A. Harrison, and B. I. Dunlap, in
Buckminsterfullerenes, Ed. by W. Edward Billups, and
Marco A. Ciufolini (VCH, New York, 1993), p. 125.

2. T. G. Schmalz and D. J. Klein, in Buckminsterfullerenes,
Ed. by W. Edward Billups and Marco A. Ciufolini (VCH,
New York, 1993), p. 83.

3. G. E. Scuseria, in Buckminsterfullerenes, Ed. by
W. Edward Billups and Marco A. Ciufolini (VCH, New
York, 1993), p. 103.

4. H. Terrans and A. L. Mackay, Prog. Cryst. Growth Char-
act. 34 (1), 25 (1997).

5. V. V. Rotkin and R. A. Suris, Proc. Electrochem. Soc. 95,
1263 (1995).

6. V. V. Rotkin and R. A. Suris, in Proceedings of 4th Inter-
national Conference on Advanced Materials, Cancun,
Mexico, 1995, S3–P34.

7. A. L. Kolesnikova and A. E. Romanov, Fiz. Tverd. Tela
(St. Petersburg) 40, 1178 (1998) [Phys. Solid State 40,
1075 (1998)].

8. Lewis T. Chadderton and Eugene G. Gamaly, Nucl.
Instrum. Methods Phys. Res. B 117 (1–4), 375 (1996).

9. A. Krishnan, E. Dujardin, M. M. J. Treacy, et al., Nature
388 (6641), 451 (1997).

10. V. V. Rotkin and R. A. Suris, Fiz. Tverd. Tela (St. Peters-
burg) 41 (5), 809 (1999) [Phys. Solid State 41, 729
(1999)].

11. J. Thorpe, Elementary Topics in Differention Geometry
(Springer, New York, 1979; Mir, Moscow, 1982).

12. V. V. Novozhilov, Theory of Elasticity (Sudpromgiz,
Leningrad, 1958).

13. I. A. Polonsky, A. E. Romanov, V. G. Gryaznov, and
A. M. Kaprelov, Philos. Mag. A 64 (2), 281 (1991).

14. V. V. Novozhilov, Theory of Thin Shells (Sudpromgiz,
Leningrad, 1962).

15. É. G. Poznyak and E.V. Shikin, Differential Geometry
(Mosk. Gos. Univ., Moscow, 1990). 

Translated by N. Wadhwa
HYSICS OF THE SOLID STATE      Vol. 42      No. 8      2000



  

Physics of the Solid State, Vol. 42, No. 8, 2000, pp. 1575–1578. Translated from Fizika Tverdogo Tela, Vol. 42, No. 8, 2000, pp. 1531–1534.
Original Russian Text Copyright © 2000 by Aleksenski

 

œ

 

, Ba

 

œ

 

dakova, A. Vul’, Dide

 

œ

 

kin, Siklitski

 

œ

 

, S. Vul’.

                                       

FULLERENES 
AND ATOMIC CLUSTERS
Effect of Hydrogen on the Structure of Ultradisperse Diamond
A. E. Aleksenskiœ, M. V. Baœdakova, A. Ya. Vul’, A. T. Dideœkin, V. I. Siklitskiœ, and S. P. Vul’

Ioffe Physicotechnical Institute, Russian Academy of Sciences, 
Politekhnicheskaya ul. 26, St. Petersburg, 194021 Russia

Received January 20, 2000; in final form, February 18, 2000

Abstract—The paper reports on a study of the effect of annealing in hydrogen on the structural phase transition
in clusters of ultradisperse diamond (UDD) obtained by the detonation method. The samples studied were of
two types, namely, prepared by the “dry” and “wet” techniques, which differ in the cooling rate of the detona-
tion products and, accordingly, in the structure of the diamond nanocluster shell. It is shown that, irrespective
of the type of synthesis, the relative content of the diamond (sp3) phase increases within the anneal temperature
range of 450 to 750°C, the increase being more pronounced in the samples prepared by “dry” synthesis.
A model accounting for the observed structural transformation processes is discussed. A hypothesis of the
possibility of compacting UDD clusters into bulk single crystals is put forward. © 2000 MAIK “Nauka/Inter-
periodica”.
Ultradisperse diamond (UDD) represents a carbon
cluster material with clusters typically about 50 Å in
size. UDD forms in a detonation wave of an exploding
mixture of trinitrotoluene with hexogen at the tempera-
ture and pressure corresponding to the region of ther-
modynamic stability of diamond [1–5]. The cluster
structure of the material is determined by the short (tens
of microseconds) detonation time.

Recent studies [6] present an elementary UDD clus-
ter as a diamond-lattice core 40–50 Å in size enclosed
inside a shell of an essentially different structure. The
shell thickness varies from 4 to 10 Å and depends on
the actual technological parameters of the synthesis.
The structure of the shell consisting of sp2-hybridized
carbon is determined by the UDD synthesis conditions,
more specifically, by the cooling rate of the detonation
products and the technique used to subsequently extract
the diamond phase. The model proposed in [6] sug-
gests, in particular, that the shell is nonuniform in the
degree of ordering of structural fragments, starting with
the continuous onionlike carbon sheets directly coating
the cluster diamond core to small (a few tens of atoms)
fragments of graphene monolayers located primarily in
the peripheral layers of the shell. The suggestion that,
in the case of small carbon clusters, it is the diamond
rather than graphite that is the thermodynamically sta-
ble phase [7, 8] permits one to expect an increase of the
sp3/sp2 ratio during the phase transition under some
conditions as a result of the shell atoms transferring to
the cluster core. As shown by earlier studies [3], how-
ever, the converse is true; namely, when UDD is heated
in vacuum or in an inert atmosphere, the destruction of
the diamond core forces the diamond–graphite phase
transition, and it occurs at lower temperatures than it
does in bulk crystals.

On the other hand, there are well-known methods of
diamond synthesis by carbon deposition from the vapor
1063-7834/00/4208- $20.00 © 21575
phase at low temperatures and pressures (CVD) meth-
ods. In this case, the synthesis is run in a hydrogen
atmosphere, which stabilizes the forming diamond
(sp3) phase by precluding structurization of the graph-
ite (sp2) phase, and, possibly, plays the part of an inter-
mediate stage in the formation of the diamond lattice
[9]. It appeared, therefore, of interest to investigate the
changes in the cluster shell structure during the phase
transition in UDD incurred by annealing in a hydrogen
environment.

1. SAMPLES AND EXPERIMENTAL 
TECHNIQUES

The samples used were obtained from carbon pro-
duced by the detonation method, with the detonation
products cooled in different ways, more specifically, by
gas (CO2) (the so-called dry technique) and by water
(the wet technique). Thus, the starting materials dif-
fered in the cooling rate of the detonation products and,
accordingly, in the cluster shell structure [10].

The cleaning (extraction of UDD from the detona-
tion products) was achieved by treatment in a 50%
water solution of nitric acid at a temperature of 240–
260°C. Following repeated rinsing in water, the UDD
was dried in air at 200°C to become a powder with
grains 10–100 µm in size, a characteristic figure for
UDD cluster aggregates [1].

Figure 1 presents an electron micrograph of a sam-
ple of the wet-synthesis UDD made in transmission.
One readily sees a part of the aggregate consisting of
separate clusters. They have a close-to-spherical shape
and practically the same characteristic dimensions. The
parts filled by parallel dark lines correspond to the clus-
ter diamond core pattern in the (111) plane. The char-
acteristic network structure forms a superposition of
000 MAIK “Nauka/Interperiodica”
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two or more clusters with differently oriented lattices.
The observed interplanar distance (L = 2.05 Å) can be
used as a reference scale for the image and permits
direct determination of the cluster size d = 52 Å.1 This
aggregate has a dense structure (note the characteristic
absence of visible voids between the cluster bound-
aries) and there are no isolated clusters, which is in
accordance with the current concepts of the UDD struc-
ture [2, 6]. The thickness of the clusters observed in this
image S = 4–7 Å; the shell has a relatively smooth sur-
face and, as assumed above, does not exhibit a clearly
pronounced ordered structure.

In order to study the structural changes in UDD
cluster shells induced by annealing in hydrogen, iden-
tical amounts of uncompressed material were subjected
to annealing in hydrogen. The annealing was per-
formed in an externally heated quartz reactor vessel at
atmospheric pressure in a flow of hydrogen passed pre-
liminarily through a palladium filter. The samples were
loaded in a cold reactor and heated to the preset temper-
ature, then maintained in isothermal conditions for
three hours and cooled subsequently with the heater
turned off. The time taken by heating to the desired
temperature did not exceed 20 min, and the cooling
time equaled two hours.

1 The image presented in Fig. 1 was obtained by scanning the print
with its subsequent computer processing to improve the contrast.
The electron micrograph was taken with a high-resolution trans-
mission electron microscope operated by the group of V. L. Kuz-
netsov (Sib. Div. RAS).

10 Å S

L

d

Fig. 1. Electron micrograph of an UDD sample prepared by
wet technology before annealing.
P

The structure was studied by the traditional method
of analyzing the intensity of x-ray scattering and dif-
fraction (λ = 1.542 Å) as a function of wave vector in
the angular range 10° < 2θBr < 80°.

2. EXPERIMENTAL RESULTS AND DISCUSSION

Figure 2a presents the angular dependences of x-ray
diffraction measured on dry-synthesis UDD samples
before and after annealing in hydrogen at different tem-
peratures. The corresponding results for UDD samples
obtained by wet synthesis are depicted in Fig. 2b. To
avoid superposition, the curves plotting the scattered x-
ray intensity are displaced with respect to one another.

The strong symmetric maxima observed at the
angles 2θBr = 43.9° and 75.3° are produced by the (111)
and (220) reflections from the diamond lattice, respec-
tively. The halfwidths of these maxima correspond to a
size of the coherent scattering region of about 45 Å in
the spherical particle approximation (for both wet and
dry synthesis material). This is in accordance with the
known size of UDD cluster cores [2, 6] and that derived
from electron micrographs. The maxima retain their
shape (the intensity ratio and symmetry) up to the
anneal temperature T = 900°C. According to the con-
cepts developed in [6], this indicates that the structure
and size of the cluster diamond cores do not change. All
the relations exhibit strong diffuse scattering (halo)
with a maximum around 2θBr = 17°. This halo is asso-
ciated with scattering on structural elements of the
cluster shell [10]. Its shape and location on the scatter-
ing curve are determined by the form-factor of the
structural element of the UDD shell. This element is a
group of six sp2-hybridized carbon atoms arranged in a
flat ring (the so-called carbon hexagon) with character-
istic dimensions of the diagonals of 2.46 and 2.84 Å
(the corresponding wave vectors are 1.28 and 1.11 Å–1).
The carbon hexagon is a component part of both the
solid inner layers of the diamond core shell (the onion-
like carbon) and the small graphite-sheet fragments
(“aromatic clusters” in the terminology of [6]) making
up the outer shell layers. The halo intensity is deter-
mined both by the total number of the carbon hexagons
and by the extent of their ordering in the cluster shells.
Because, as pointed out above, the diamond phase (sp3)
retains its state in the sample unchanged up to T =
900°C, it becomes possible to use the intensity of any
diffraction maximum (for instance, q = 3.05 Å–1 of the
(111) diamond plane) as a scale size to follow the halo
intensity for q = 1.20–1.25 Å–1, associated with the sp2
phase, as a function of the anneal temperature.

Figure 3a plots the inverse relative intensity of this
halo (I3.05/I1.20) vs. the temperature of annealing in
hydrogen of UDD samples prepared by the dry and wet
techniques. The plots were fitted by a second-order
polynomial. For comparison, Fig. 3b presents similar
curves for the dry- and wet-prepared UDD samples
obtained after annealing under similar conditions in a
HYSICS OF THE SOLID STATE      Vol. 42      No. 8      2000
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neutral (argon) atmosphere, which were constructed
from the data of [2].

As follows from the above graphs, the I3.05/I1.20 ratio
of wet-prepared UDD samples falls off (i.e., the halo
brightness increases) monotonically with increasing
temperature of anneal in the neutral atmosphere and in
hydrogen. UDD samples obtained by dry synthesis and
annealed in hydrogen exhibit a characteristic maximum
in the temperature region from 600 to 800°C.

The monotonic increase of the brightness of this
halo at a constant diamond phase fraction observed for
wet-prepared samples under annealing near T = 900°C
can be attributed to ordering of the sp2 cluster shell
structure in the course of annealing. The reason for this
is that the sp2 diamond cluster shell of wet-prepared
UDD has no time to acquire an ordered structure
because of the fast cooling of the detonation products
accepted in this technology. This is also supported by
the observation that the I3.05/I1.20 ratio for unannealed
samples is considerably higher for the UDD prepared

0.10
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Intensity, arb. units

1.00

1.25
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1100°C
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720°C
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Fig. 2. X-ray scattering and diffraction intensity vs. wave
vector plots obtained on UDD samples prepared by (a) dry
and (b) wet technology after their annealing in hydrogen at
different temperatures. The distinct narrow maxima on the
curves measured at anneal temperature T = 1100°C are due
to diffraction from crystallized impurities.
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by the wet technology. A comparison of the anneals
made in hydrogen and argon suggests no noticeable
effect of atmosphere composition on changes in the
shell structure in wet-prepared UDD samples. This
observation is corroborated by the fact that the Raman
spectrum obtained on a wet-prepared sample after
annealing at T = 720°C (Fig. 4) exhibits, besides the
strong line of nanocrystalline diamond at 1322 cm–1, a
clear signature of an ordered sp2 phase (the strong
bands at 1350 and 1580 cm–1).

The above relations permit a conclusion that the
cluster shell of UDD prepared by the dry technology
differs substantially from that of the wet-prepared
UDD. This is apparently due to the cluster shell of dry-
prepared UDD having enough time to acquire an
ordered structure because of slow cooling. This is sup-
ported by the weak dependence of the I3.05/I1.20 relative
intensity on the temperature of annealing in an inert
atmosphere (Fig. 3b). When annealed in hydrogen, the
relative halo intensity is seen to decrease noticeably
(the I3.05/I1.20 ratio passes through a clearly pronounced
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Fig. 3. Relative intensities of the halo due to scattering from
elements of the aromatic cluster obtained on UDD samples
after annealing at different temperatures in (a) hydrogen and
(b) argon.
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maximum at T = 700–800°C). At higher temperatures,
the halo intensity rises again. It may be conjectured that
hydrogen favors destruction of the sp2 structure of the
UDD cluster shell at temperatures T = 700–800°C. This
may entail a decrease in the absolute shell mass as a
result of CH4 formation, as this occurs in diamond film
deposition by CVD (although in this case the hydrogen
is in the atomic state) [9]. One cannot also rule out a
partial transfer of carbon from the shell to the core with
an intermediate formation of hydrocarbons (similar to
the CVD process). The destruction of the sp2 phase is
also indicated by the shape of the Raman spectrum of a
dry-prepared sample obtained after annealing in hydro-
gen. As seen from Fig. 4, the 1350 cm–1 band associated
with the sp2 ordered phase is practically absent here.

The increase in halo intensity for T > 900°C is obvi-
ously associated with the onset of the formation of the
sp2 phase in the form of onionlike sheets on the surface
of diamond cores undergoing destruction [11].

The decrease in the content of the sp2 phase and/or
its disordering in UDD observed by us to occur at
annealing temperatures of 600–800°C in hydrogen,
which is accompanied by a rearrangement of the cluster
shell structure, suggests a possibility of formation of
appreciable amounts (in volume) of polycrystalline and
single-crystal diamond through transformation of the
cluster shell carbon from the sp2 to sp3 phase. This pro-
cess was directly observed in irradiation of UDD by
electrons [12]. We also detected formation of crystals
of up to 0.1 mm in size in UDD annealed in hydrogen.
This effect is apparently connected with direct transfor-
mation of UDD clusters into bulk single crystals. A
similar observation was reported in [13]. On the other
hand, at elevated temperatures, UDD undergoes a
reverse transition, sp3–sp2 (graphitization), in some

0
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Raman shift, cm–1

Intensity, arb. units

1200 1400 1600 1800
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Dry

100

200

300

400

500

Fig. 4. Raman scattering spectra of UDD samples obtained
after annealing in hydrogen at T = 720°C.
P

cases [3], while the formation of crystals in UDD was
found to be poorly reproducible. This means that the
equilibrium between the sp2 and sp3 phases in UDD
clusters may also be governed by other factors, in par-
ticular, by metal impurities, which can act as catalysts
to initiate the formation of the sp3 phase.
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