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#### Abstract

The possibility of existance is discussed for pulsars emitting soft $\gamma$ radiation near their magnetic poles upon the annihilation of ultrarelativistic positrons from the magnetosphere and electrons from the surface of a star. With an increase in the energy of incident positrons, the photon energy of this backward radiation tends to a constant value $m_{e} c^{2} / 2=255 \mathrm{keV}$. This radiation is shown to be directed opposite to the positron flux direction. © 2004 MAIK "Nauka/Interperiodica".


PACS numbers: 97.60.Gb; 97.10.Ld; 98.70.Rz

1. A pulsar is a source of electromagnetic radiation over a wide range from radio waves to hard $\gamma$ radiation up to a photon energy of $10^{8} \mathrm{MeV}$. As is known, $\gamma$ rays can be emitted due to both ultrarelativistic electrons and positrons moving in a strong magnetic field and various collision processes between charged particles. In the former and latter cases, this radiation is called bend radiation and collisional bremsstrahlung, respectively. In this work, we analyze the possibility of generating soft $\gamma$ radiation caused by the annihilation line formed due to the annihilation of ultrarelativistic positrons from the magnetosphere and electrons from the pulsar surface. Since the electron velocities in the pulsar surface are much lower than the speed of light, we consider electrons to be at rest. As is known [1], charged particles in the pulsar magnetosphere move along magnetic lines of force, because the motion in the plane perpendicular to the magnetic field rapidly becomes impossible due to synchrotron radiation. Positrons can be accelerated in the pulsar magnetosphere by an electric field. However, this acceleration is not possible over the entire magnetosphere, because, in plasma-filled regions rotating with the pulsar, the condition $\mathbf{E} \cdot \mathbf{B}=0$ for electric $\mathbf{E}$ and magnetic $\mathbf{B}$ fields is fulfield [2]. Positrons are accelerated toward the pulsar surface in a gap, i.e., in the region over the magnetic pole of the pulsar, where $\mathbf{E} \cdot \mathbf{B} \neq 0$ and an electric field directed along the magnetic field exists. In this work, the electric field of the pulsar is treated in the Arons model [3, 4]. In this model, the longitudinal electric field in the gap is represented in the form

$$
\begin{equation*}
E_{\|}(h)=\frac{1}{2} A\left(h^{2}-H h\right), \tag{1}
\end{equation*}
$$

and, with allowance for the general-relativity effects, the coefficient $A$ is given by the formula $[5,6]$

$$
\begin{equation*}
A=\frac{3}{2} \frac{\Omega B_{0}}{c R}\left(4 \frac{\omega}{\Omega} \cos \alpha+\varepsilon_{0} \cos \phi_{m} \sin \alpha\right) . \tag{2}
\end{equation*}
$$

Here, $h<H$ is the altitude over the pulsar surface, $H$ is the gap altitude determined by the condition for generating the secondary component of $e^{-} e^{+}$plasma, $\Omega$ is the angular velocity of the pulsar, $R$ is the pulsar radius, $B_{0}$ is the magnetic field at the pulsar surface, $\varepsilon_{0}=\sqrt{\Omega R / c}$ is the pulsar geometric factor, $\alpha$ is the angle between the magnetic and rotation axes, $\omega=\Omega R_{g}^{3} / r^{3}$, and $\phi_{m}$ is the azimuth angle measured from the direction of the northern magnetic semiaxis of the pulsar. The mechanism considered for generating $\gamma$ radiation can be realized only if $E_{\|}<0$. According to Eq. (2), there are magnetic lines of force on which the inequality $E_{\|}<0$ is satisfied. Such lines were previously called preferable. Since the second term in Eq. (2) is small, preferable lines are most magnetic lines of force on which positrons moving along them are accelerated by field (1) toward the pulsar surface.

The mechanism of forming the $255-\mathrm{keV}$ annihilation line is shown in the figure. When moving along the magnetic lines of force, ultrarelativistic positrons from the magnetosphere are incident on the pulsar surface, and $\gamma$ radiation arises due to their annihilation with electrons. Radiation in the direction of positron motion, i.e., forward radiation, carries almost the entire positron energy to the pulsar interior, and a soft backward $\gamma$ radiation with an energy of 255 keV is emitted opposite to the positron beam. The spectrum and angular distribution of this radiation will be discussed below.
2. The formation of the annihilation line is primarily determined by the two- and three-photon electron-


Mechanism of the formation of annihilation line: I is the gap region, where $E_{\|} \neq 0$; II is the region of open field lines, where $E_{\|}=0$; and III is the corotation region. The annihilation of a positron from the pulsar magnetosphere and a surface electron is accompanied by the backward emission of the $255-\mathrm{keV}$ line.
positron annihilation events. In this work, three-photon annihilation affecting the width and wings of the annihilation line [7] is disregarded.

Let us consider the two-photon annihilation kinematics in the laboratory frame, where an electron is at rest. We use the standard kinematic invariants [8]

$$
\begin{gather*}
s=\left(p_{-}-k_{1}\right)^{2}=\left(k_{2}-p_{+}\right)^{2}, \\
t=\left(p_{-}+p_{+}\right)^{2}=\left(k_{1}+k_{2}\right)^{2},  \tag{3}\\
u=\left(p_{-}-k_{2}\right)^{2}=\left(k_{1}-p_{+}\right)^{2},
\end{gather*}
$$

where $p_{-}, p_{+}, k_{1}$, and $k_{2}$ are the 4 -momenta of the electron, positron, and annihilation photons, respectively. Let us express the frequencies of annihilation photons through the angle $\chi$ between the direction of positron motion and the photon 3-momentum $\mathbf{k}_{2}$ (figure). In the laboratory frame, the electron and positron have 4-momenta $p_{-}=(m, 0)$ and $p_{+}=\left(\varepsilon_{+}, \mathbf{p}_{+}\right)$, respectively. Therefore, from Eqs. (3) and the 4-momentum conservation law $p_{-}+p_{+}=k_{1}+k_{2}$, we obtain

$$
\begin{gather*}
s=\left(p_{-}-k_{1}\right)^{2}=\left(k_{2}-p_{+}\right)^{2}, \\
m^{2}-2 m \omega_{1}=m^{2}-2 p_{+} k_{2},  \tag{4}\\
m \omega_{1}=\varepsilon_{+} \omega_{2}-\left|\mathbf{p}_{+}\right| \omega_{2} \cos \chi=\omega_{2}\left(\varepsilon_{+}-\left|\mathbf{p}_{+}\right| \cos \chi\right) . \tag{9}
\end{gather*}
$$

where

$$
\begin{gathered}
G\left(\varepsilon_{+}, \chi\right)=\frac{m\left(\varepsilon_{+}+m\right)}{\varepsilon_{+}+m-\left|\mathbf{p}_{+}\right| \cos \chi} \\
-\frac{m\left(\varepsilon_{+}+m\right)\left(\varepsilon_{+}-\left|\mathbf{p}_{+}\right| \cos \chi\right),}{\left[\left(\varepsilon_{+}+m\right)-\left|\mathbf{p}_{+}\right| \cos \chi\right]^{2}} \\
F\left(\varepsilon_{+}, m\right)=\frac{\varepsilon_{+}-\left|\mathbf{p}_{+}\right| \cos \chi}{m}+\frac{m}{\varepsilon_{+}-\left|\mathbf{p}_{+}\right| \cos \chi}
\end{gathered}
$$

$$
\begin{aligned}
& +\frac{2 m^{2}}{\omega_{2}}\left(\frac{1}{m}+\frac{1}{\varepsilon_{+}-\left|\mathbf{p}_{+}\right| \cos \chi}\right) \\
& -\frac{m^{4}}{\omega_{2}^{2}}\left(\frac{1}{m}+\frac{1}{\varepsilon_{+}-\left|\mathbf{p}_{+}\right| \cos \chi}\right)^{2}
\end{aligned}
$$

Since the denominators in expressions (9) contain $\varepsilon_{+}+$ $m-\left|\mathbf{p}_{+}\right| \cos \chi$ and $\varepsilon_{+}-\left|\mathbf{p}_{+}\right| \cos \chi$, cross section (8) is nonzero only for small angles $\chi$. This property is a manifestation of the general property (relativistic aberration) of radiation from an ultrarelativistic particle [9]. Almost the entire positron energy is emitted along its direction of motion. It follows from Eqs. (9) that there are two small-angle regions: the region $\chi<m / \varepsilon_{+}$, where $m /\left(\varepsilon_{+}-\right.$ $\left.\left|\mathbf{p}_{+}\right| \cos \chi\right) \gg 1$, and the region $\chi<\sqrt{m / \varepsilon_{+}}$, where $m /\left(\varepsilon_{+}+m-\left|\mathbf{p}_{+}\right| \cos \chi\right) \gg 1$.
(i) In the region $\chi<m / \varepsilon_{+}$, the product

$$
\begin{equation*}
G\left(\varepsilon_{+}, \chi\right) F\left(\varepsilon_{+}, \chi\right)=m\left(\frac{m^{2}}{2 \varepsilon_{+}^{2}}+\frac{\chi^{2}}{2}\right)^{-1} \tag{10}
\end{equation*}
$$

increases with an increase in the positron energy.
(ii) In the region $m / \varepsilon_{+}<\chi<\sqrt{m / \varepsilon_{+}}$, Eqs. (9) take the form

$$
\begin{equation*}
G\left(\varepsilon_{+}, \chi\right)=\frac{m}{1+\varepsilon_{+} \chi^{2} / 2 m}, \quad F\left(\varepsilon_{+}, \chi\right)=\frac{2 m}{\varepsilon_{+} \chi^{2}} \tag{11}
\end{equation*}
$$

An increase in the product $G F$ stops due to a decrease in the quantity $m /\left(\varepsilon_{+}-\left|\mathbf{p}_{+}\right| \cos \chi\right)$ for these angles.
4. Taking into account the expression obtained for the angular distribution, we now analyze expressions (5) for the energies of annihilation photons in the highenergy limit. For $\chi \leq m / \varepsilon_{+}$, one can set $\chi=0$ in expressions (5). For $\varepsilon_{+} \gg m$, the energy in this case takes the limiting value

$$
\begin{equation*}
\omega_{1}=\frac{m}{2}=255 \mathrm{keV} \tag{12}
\end{equation*}
$$

and the asymptotic value is

$$
\begin{equation*}
\omega_{2} \approx \varepsilon_{+} \tag{13}
\end{equation*}
$$

In the angular region $m / \varepsilon_{+}<\chi \leq \sqrt{m / \varepsilon_{+}}$, we retain contributions $\sim \chi^{2}$ in the expansions of expressions (5) and obtain the photons energies in the form

$$
\begin{equation*}
\omega_{1}=\frac{\varepsilon_{+}^{2} \chi^{2}}{2 m+\varepsilon_{+} \chi^{2}}, \quad \omega_{2}=\frac{\varepsilon_{+}}{1+\varepsilon_{+} \chi^{2} / 2 m} \tag{14}
\end{equation*}
$$

According to Eqs. (12) and (13), photons with energies $\omega_{1}$ form the $255-\mathrm{keV}$ annihilation line and $\gamma$-ray photons with energy $\omega_{2}$ have continuous energy spectrum reflecting the positron energy spectrum. The existence of a limiting energy of 255 keV in the process under consideration is the basic result of this work. Photons
with an energy of 255 keV are emitted opposite to the positron beam incident on the surface. Indeed, as was mentioned above, a photon with momentum $\mathbf{k}_{2}$ is emitted at a small angle to the direction of positron motion. Let us calculate the angle $\phi$ between the momenta of annihilation photons. From the relation $t=2 m\left(m+\varepsilon_{+}\right)=$ $2 k_{1} k_{2}=2 \omega_{1} \omega_{2}(1-\cos \phi)$, we obtain

$$
\begin{equation*}
\cos \phi=1-\frac{m\left(m+\varepsilon_{+}\right)}{\omega_{1} \omega_{2}} \tag{15}
\end{equation*}
$$

In view of limiting expressions (12)-(14), formula (15) yields

$$
\cos \phi=\left\{\begin{array}{l}
-1, \quad \chi \leq m / \varepsilon_{+}  \tag{16}\\
1-2 \frac{m^{2}}{\varepsilon_{+}^{2} \chi^{2}}-\frac{2 m}{\varepsilon_{+}}-\frac{\chi^{2}}{2}, \quad \frac{m}{\varepsilon_{+}}<\chi \leq \sqrt{\frac{m}{\varepsilon_{+}}}
\end{array}\right.
$$

The limiting value of $\cos \phi$ for $\chi \longrightarrow 0$ is equal to -1 ; i.e., photons move in the opposite directions. Therefore, the annihilation line is emitted backward, i.e., opposite to the positron beam.
5. The intensity of the $255-\mathrm{keV}$ annihilation line is estimated by expressing it through the quantities referring to the positron component of plasma. To this end, we consider a monoenergetic positron beam incident with energy $\varepsilon_{+}$on the pulsar surface. The probability of positron capture per unit time is $d w\left(\varepsilon_{+}, t\right)=j\left(\varepsilon_{+}, t\right) d \sigma_{\gamma}$, where $j\left(\varepsilon_{+}, t\right)$ is the flux density of positrons with energy $\varepsilon_{+}$and $d \sigma_{\gamma}$ is the cross section for two-photon annihilation given by Eq. (8). Multiplying the probability $d w\left(\varepsilon_{+}, t\right)$ by the photon energy $\omega_{1}\left(\varepsilon_{+}, \chi\right)$ and the number of electrons $N_{e}$, we obtain the intensity $d I$ of $255-\mathrm{keV}$ line radiation in the form

$$
\begin{equation*}
d I=N_{e} \omega_{1}\left(\varepsilon_{+}, \chi\right) j\left(\varepsilon_{+}, t\right) \frac{d \sigma_{\gamma \gamma}}{d o} d o \tag{17}
\end{equation*}
$$

Integrating this expression with respect to the angles, one obtains the total intensity of annihilation line. We take into account only the contribution from the region $\chi<m / \varepsilon_{+}$. According to Eq. (12), $\omega_{1}\left(\varepsilon_{+}, \chi\right)=m / 2$. Then, the integration of Eq. (17) with respect to the angles yields

$$
\begin{equation*}
I\left(\varepsilon_{+}, t\right)=\frac{m}{2} N_{e} j\left(\varepsilon_{+}, t\right) \sigma_{\gamma \gamma}\left(\varepsilon_{+}\right) \tag{18}
\end{equation*}
$$

where $\sigma_{\gamma}$ is the total cross section for two-photon annihilation. The total intensity of annihilation line is obtained by summing contributions (18) over the entire energy spectrum of positrons. Therefore,

$$
\begin{equation*}
I^{(\mathrm{tot})}(t)=\frac{N_{e} m}{2} \int_{\varepsilon_{\min }}^{\infty} f\left(\varepsilon_{+}, t\right) j\left(\varepsilon_{+}, t\right) \sigma_{\gamma \gamma}\left(\varepsilon_{+}\right) d \varepsilon_{+} \tag{19}
\end{equation*}
$$

where $\varepsilon_{\text {min }}$ is the lower limit of the positron energy spectrum and $f\left(\varepsilon_{+}, t\right)$ is the positron energy distribution
function. We treat $N_{e}$ in Eqs. (18) and (19) as the number of electrons in a layer from which $\gamma$ radiation can be emitted outside. Therefore, $N_{e} \sim n_{e} S L$, where $n_{e}$ is the electron density in the pulsar surface, $S$ is the area of annihilation region, and $L \sim 1 / \mu$ is the thickness of this layer, where $\mu \sim \sigma_{\mathrm{C}} n_{e}$ is the scattering coefficient of $\gamma$ radiation per unit length ( $\sigma_{\mathrm{C}}$ is the Compton scattering cross section). Therefore, $N_{e} \sim S / \sigma_{\mathrm{C}}$. The intensity of the $255-\mathrm{keV}$ annihilation line is preliminarily estimated as follows. Let us take the positron flux density in the form $j\left(\varepsilon_{+}, t\right) \sim \xi J_{\mathrm{GJ}}$, where $J_{\mathrm{GJ}}=\Omega B / 2 \pi e$ is the Gold-reich-Julian density and $\xi$ is a certain dimensionless parameter. The cross section $\sigma_{\mathrm{C}}$ is estimated as the Thompson cross section $\sigma_{\mathrm{T}} \sim 10^{-26} \mathrm{~cm}^{2}$. In this case, the intensity of $255-\mathrm{keV}$ radiation arising upon the annihilation of a positron beam with energy $\varepsilon_{+}$for a pulsar with rotation frequency $\Omega \sim 1 \mathrm{~Hz}$ is equal to $I\left(\varepsilon_{+}\right) \sim$ $\xi \frac{m}{\varepsilon_{+}} \times 10^{20} \mathrm{erg} / \mathrm{s}$. This estimate is obtained without regard for the absorption and scattering of $\gamma$ radiation in the pulsar magnetosphere.
6. In this work, we predict the possibility of forming the $255-\mathrm{keV}$ annihilation line in the $\gamma$ spectrum of a pulsar. As was shown above, this line arises due to the annihilation of ultrarelativistic positrons and surface electrons. Annihilation-induced $\gamma$ radiation must be characterized by a sharply anisotropic angular distribution. High-energy $\gamma$-ray photons carry almost the entire energy of positrons to the pulsar interior. However, soft $\gamma$ radiation from the surface must be observed. For high energies of incident positrons, the photon energy of this radiation approaches 255 keV . Analysis of this line provides important information about the gap structure and processes of particle acceleration in the gap. The annihilation line under consideration must undergo a large (about 20\%) gravitational redshift (see, e.g., [10]),
which can provide valuable information about the relation between the masses and radii of neutron stars. The effect of suppressing the annihilation line by a strong magnetic field [11] weakens significantly in this case, because the suppression effect is absent for photons propagating along the magnetic field and is very weak for photons propagating at small angles to the field.

We are grateful to V.S. Beskin, B.M. Morozhenko, and the referee for stimulating discussions.
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#### Abstract

We study the temperature dependence of the monopole condensate in different Abelian projections of the $S U(2)$ gauge theory on the lattice. Using the Fröhlich-Marchetti monopole creation operator, we show numerically that the monopole condensate depends on the choice of the Abelian projection. © 2004 MAIK "Nauka/Interperiodica".
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The confinement of color in QCD is one of the most interesting issues in the modern quantum field theory. Numerical simulations of non-Abelian gauge theories on the lattice show [1] that the confinement of quarks happens due to the formation of the chromoelectric strings spanning between quarks and antiquarks. Although an analytical derivation of the color confinement is not available, the physical reason of the emergence of the string seems to be known. According to the dual superconductor model [2], the vacuum of a nonAbelian gauge model may be regarded as media of condensed Abelian monopoles. The monopole condensate squeezes the chromoelectric flux (coming from the quarks) into a flux tube due to the dual Meissner effect. This flux tube is an analogue of the Abrikosov vortex in an ordinary superconductor.

The basic element of the dual superconductor is the Abelian monopole. This object does not exist on the classical level in QCD, but it can be identified with a particular configuration of the gluon fields with the help of the so-called Abelian projection [3]. The Abelian projection uses a partial gauge fixing of the $S U(\mathrm{~N})$ gauge symmetry up to an Abelian subgroup. In the Abelian projection, the Abelian monopoles appear naturally due to compactness of the residual Abelian group.

Many numerical simulations show that the Abelian degrees of freedom in an Abelian projection are likely to be responsible for the confinement of quarks (for a review, see, e.g., [4]). For example [5], the Abelian gauge fields provide a dominant contribution to the tension of the fundamental chromoelectric string ("Abelian dominance"). Moreover, the internal structure of the string energy, such as energy profile and the field distribution, are described very well by the dual superconductor model [1].

[^0]Since the qualitative features of the confinement mechanism in the real QCD with the $S U(3)$ gauge group and in the $S U(2)$ gauge theory are the same, in this letter, we restrict ourselves to the simplest case of the $S U(2)$ gluodynamics. The most convincing results supporting the dual superconductor scenario were obtained in the so-called maximal Abelian (MA) projection [6]. This gauge is defined by the maximization of the lattice functional ( $\sigma_{i}$ are the Pauli matrices),

$$
\begin{gather*}
\max _{\Omega} R_{M A}\left[U^{\Omega}\right], \\
R_{M A}[U]=\sum_{s, \tilde{\mu}} \operatorname{Tr}\left(\sigma_{3} U(s, \mu) \sigma_{3} U^{\dagger}(s, \mu)\right), \tag{1}
\end{gather*}
$$

with respect to the gauge transformations, $U(s, \mu) \longrightarrow$ $U^{\Omega}(s, \mu)=\Omega(s) U(s, \mu) \Omega^{\dagger}(s+\hat{\mu})$. In the continuum limit, condition (1) corresponds to the minimization of the functional $\int d^{4} x\left(\left(A_{\mu}^{1}\right)^{2}+\left(A_{\mu}^{2}\right)^{2}\right)$. A local condition of the MA gauge can be written in the form of a differential equation, $\left(\partial_{\mu}+i g A_{\mu}^{3}\right)\left(A_{\mu}^{1}-i A_{\mu}^{2}\right)=0$, which is invariant under the residual $U(1)$ gauge transformations, $\Omega^{\text {Abel }}(\omega)=\operatorname{diag}\left(e^{i \omega}, e^{-i \omega}\right)$, where $\omega$ is an arbitrary scalar function.

The MA gauge is a good candidate for a realization of the dual superconductor scenario because the MA gauge makes the off-diagonal gluon fields as small as possible, reducing their role. Thus, the Abelian dominance [5] is a natural effect in the MA gauge. According to numerical simulations [7-9], the monopole condensate in the MA gauge is formed in the low-temperature (confinement) phase and it disappears in the hightemperature (deconfinement) phase, in perfect agreement with the dual superconductor scenario.

Besides the MA gauge, there are also various gauges which are defined by a diagonalization of certain $S U(2)$
functionals $X[U]$ with respect to the gauge transformations

$$
\begin{equation*}
X_{x}[U] \longrightarrow X_{x}\left[U^{(\Omega)}\right] \equiv \Omega^{\dagger} X_{x}[U] \Omega=\operatorname{diag}\left(\lambda_{1}, \lambda_{2}\right) . \tag{2}
\end{equation*}
$$

To define an Abelian gauge, the functional $X[U]$ must transform into an adjoint representation of the $S U(2)$ gauge group [3]. After the Abelian projection is fixed, the matrix $X[U]$ becomes diagonal and the theory possesses the (residual) $U(1)$ gauge symmetry. The most popular examples of the diagonalization gauges are the Abelian Polyakov (AP) gauge and the Abelian field strength gauge ( $F_{12}$ gauge). The Polyakov gauge corresponds to the diagonalization of the Polyakov line,

$$
X_{x}[U] \equiv U_{\mathbf{x}, x_{4}, 0} U_{\mathbf{x}, x_{4}+1,0} \ldots U_{\mathbf{x}, x_{4}-1.0},
$$

where $x=\left\{\mathbf{x}, x_{4}\right\}$. The $F_{12}$ gauge is defined by the diagonalization of the 12-plaquette, $X_{x}[U] \equiv U_{x, 12}$, where $U_{x, \mu v}=U_{x, \mu} U_{x+\tilde{\mu}, v} U_{x+\tilde{v}, \mu}^{\dagger} U_{x, v}^{\dagger}$.

There are conflicting reports on the gauge independence of the dual superconductor mechanism of the color confinement (a review of the current literature on this subject can be found in [10]). Needless to say, this question is important for understanding of the properties of the QCD vacuum. It is natural to think that the confinement-as a gauge-invariant phenomenon-cannot be described by a gauge-dependent model. On the other hand, the Abelian projection by itself can be considered as just a gauge-dependent tool to associate the confining gluon configurations with the Abelian monopoles. This tool may work well in one gauge and may not work in another gauge.

Analytical considerations of [10] show that, in the AP gauge (contrary to the MA gauge), the dual superconductor mechanism cannot be realized. It was concluded that the Abelian projection mechanism is pro-jection-dependent. However, the projection (in)dependence of the monopole condensate could not be proven within an analytical approach. To check this issue, we study below the condensate of the Abelian monopoles in the finite temperature $S U(2)$ gauge theory in the AP and the $F_{12}$ projections and compare it with the condensate in the MA gauge.

We study numerically the $S U(2)$ gauge theory with the standard Wilson action, $S[U]=-\beta \sum_{P} \operatorname{Tr} U_{P}$ where the sum goes over the plaquettes $P$ and $\beta$ is the lattice bare gauge coupling related to the continuum gauge coupling $g, \beta=1 / 4 g^{2}$. The $S U(2)$ link field is parametrized in the standard way:

$$
U_{x \mu}=\left(\begin{array}{cc}
\cos \phi_{x \mu} e^{i \theta_{x \mu}} & \sin \phi_{x \mu} e^{i \chi_{x \mu}} \\
-\sin \phi_{x \mu} e^{-i i_{x \mu}} & \cos \phi_{x \mu} e^{-i \theta_{x \mu}}
\end{array}\right) .
$$

In an Abelian projection, the allowed gauge transformations have a diagonal form. Under these transfor-
mations, the diagonal field $\theta$ transforms into an Abelian gauge field, the off-diagonal field $\chi$ changes into a double charged matter field, and the field $\phi$ remains intact:

$$
\begin{aligned}
\theta_{x \mu} & \longrightarrow \theta_{x \mu}+\omega_{x}-\omega_{x+\mu}, \\
\chi_{x \mu} & \longrightarrow \chi_{x \mu}+\omega_{x}+\omega_{x+\mu}, \\
& \phi_{x \mu} \longrightarrow \phi_{x \mu} .
\end{aligned}
$$

The $S U(2)$ plaquette action contains [11] various interactions between these fields as well as the action for the Abelian gauge field $\theta$ :

$$
\begin{equation*}
S[U]=-\sum_{P} \beta_{P}[\phi] \cos \theta_{P}+\ldots \tag{3}
\end{equation*}
$$

Here, $\theta_{P}=\theta_{1}+\theta_{2}-\theta_{3}-\theta_{4}$ is a lattice analogue of the Abelian field strength tensor and $\beta_{P}[\phi]$ is an effective coupling constant dependent of the fields $\phi$ [11].

Following [7], we apply the monopole creation operator of Fröhlich and Marchetti [12] to the Abelian part of non-Abelian action (3). Effectively, this operator shifts the Abelian plaquette variable $\theta_{P}$ as follows:

$$
\begin{gather*}
\Phi_{\text {mon }}(x) \\
=\exp \left\{\sum_{P} \beta_{P}[\phi]\left[\cos \left(\theta_{P}+W_{P}(x)\right)-\cos \left(\theta_{P}\right)\right]\right\}, \tag{4}
\end{gather*}
$$

where the tensor $W_{P}$ can be written in a compact way with the help of the differential form formalism on the lattice [4]. In this formalism, the $\delta-(d-)$ operator is the backward (forward) derivative on the lattice which decreases (increases) by one the rank of the form on which it is acting. The rank of the form is determined by the dimensionality of the lattice cell on which this form is defined. For example, a scalar function is a 0 -form, the vector function is a 1 -form, etc. Suppose that $A$ is a lattice vector, then $\delta A$ is a scalar (a lattice analogue of the divergence, $\partial_{\mu} A_{\mu}$ ), while $d A$ is an antisymmetric tensor (a lattice analogue of the curl, $\partial_{[\mu,}, A_{v]}$. The lattice Laplacian is $\Delta=\delta d+d \delta$, and $\Delta^{-1}$ denotes the inverse Laplacian. The lattice Kronecker symbol is denoted as $\delta_{x}$ : it is a scalar function, which is equal to unity at the site $x$ and zero otherwise. The *-operator relates the forms on the dual and original lattice. For example, if $B$ is a scalar function ( 0 -form) on the original lattice, then $* B$ is a 4 -form on the dual lattice.

The plaquette function $W$ in Eq. (4) is defined as follows: ${ }^{1} W=2 \pi \delta \Delta^{-1}\left(D_{x}-\omega_{x}\right)$. Here, the lattice 1 -form * $\omega_{x}$ represents the Dirac string attached to the monopole on the dual lattice (thus, $\omega_{x}$ is a 3-form on the original lattice). The form $* \omega_{x}$ is zero outside the string position, and it is equal to plus or minus unity (depending on the orientation) on the string. The three-dimen-

[^1]sional form $D_{x}$ is called the "Dirac cloud" because it represents a lattice analogue of the radially symmetric (Coulomb) magnetic field of a monopole. This form satisfies the equation $\delta^{*} D_{x}=* \delta_{x}$, which is a lattice analogue of the Maxwell equation in continuum, $\operatorname{div} \mathbf{H}(x)=\rho(x)$. Here, $\rho(x)$ is the density of the monopoles. In our case, we introduce one monopole at the origin of the lattice; therefore, the lattice monopole density is just a Kronecker symbol, $\rho=\delta_{x}$.

A partition function of any compact $U(1)$ model can be rewritten as a sum over closed monopole trajectories $[4,7]$. The quantum average of the operator $\Phi_{\text {mon }}(x)$ can be represented as a sum over all closed monopole trajectories plus one open trajectory, which begins at point $x$. Thus, this operator does create a monopole at the point $x$. The operator is invariant under local gauge transformations. Another property of operator (4) is that it is defined up to a complex phase: the operator $e^{i \alpha} \Phi_{\text {mon }}(x)$ also creates a monopole at the point $x$. For the sake of definiteness, we study the positively defined operator (4) with $\operatorname{Im} \Phi_{\text {mon }}$ and $\operatorname{Re} \Phi_{\text {mon }} \geq 0$.

The object of our interest in this paper is the effective potential on the monopole field. According to [7], this potential is defined as follows:

$$
\begin{equation*}
V(\Phi)=-\ln \left\langle\delta\left(\Phi-\Phi_{\operatorname{mon}}(x)\right)\right\rangle \tag{5}
\end{equation*}
$$

The minimum of $V(\Phi)$ corresponds to the monopole condensate.

We simulate the $S U(2)$ on the lattice $16^{3} \times 4$ with $C$-periodic boundary conditions in space directions [13]. The $C$ periodicity corresponds to the antiperiodicity for the Abelian gauge fields, which is required by the Gauss law [7]. In the case of $S U(2)$ gauge group, the $C$-periodic boundary conditions are almost trivial: on the boundary, we have $U_{x, \mu} \longrightarrow \Omega^{+} U_{x, \mu} \Omega, \Omega=i \sigma_{2}$.

To get the effective potential, we use 400 configurations of the $S U(2)$ gauge fields. On each configuration, the distribution of the monopole creation operator is evaluated at 20 points. The logarithm of the distribution provides us with effective potential (5). To evaluate the errors of the potential, we use the bootstrap method.

In Fig. 1, we show the effective potential $V(\Phi)$ (Eq. (5)) at various values of the gauge coupling $\beta$ in the MA, AP, and $F_{12}$ gauges. The potential is shown for positive real values of the field $\Phi: \operatorname{Re} \Phi \geq 0, \operatorname{Im} \Phi=0$. The minimum of the effective potential corresponds to the value of the monopole condensate (in lattice units). The results for the MA gauge (quoted below) are taken from [7]. The critical gauge coupling corresponding to the temperature phase transition at chosen lattice geometry is $\beta_{c} \approx 2.3$. Thus, Figs. 1a-1c correspond to the confinement phase, while Fig. 1d is plotted for the deconfinement phase.

First of all, we note that, for all considered values of $\beta$, (i) the minima of the potentials in the AP and $F_{12}$ gauges coincide with each other within numerical errors and (ii) the potential in the MA gauge is different


Fig. 1. The potential on the monopole field in the MA, AP, and $F_{12}$ gauges at various values of the gauge coupling $\beta$. The data for the MA gauge are taken from [7].
from AP and $F_{12}$ potentials. According to Fig. 1a, in the strong coupling limit ( $\beta=0.1$ ), the minima of the monopole potential in all three gauges are located at the same point, $\Phi_{\min } \approx 1$. However, as one can see from other figures, this coincidence is lifted as we increase $\beta$. As we increase the value of $\beta$, the difference in the monopole condensates in the MA gauge and in the AP and $F_{12}$ gauges appears evident (Figs. 1b, 1c). Moreover, in the deep deconfinement phase (Fig. 1d), the
monopole condensate vanishes in the MA gauge, while in the AP and $F_{12}$ gauges, the condensate is nonzero.

Summarizing, we have presented evidence that the monopole condensates in different Abelian projections coincide with each other only in the (unphysical) strong coupling region. Generally, the condensate depends on the choice of the Abelian projection. Our results are in contradiction with conclusions of [14], where condensate was found to be projection-independent. Since our results are based on the well-justified theory of the Fröhlich-Marchetti operator, we suggest that the difference between the results of our paper and [14] originates in the improper choice of the monopole creation operator in [14].
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#### Abstract

We propose the new mechanism of neutrino flavor relaxation to explain the experimentally observed changes of initial neutrino flavor fluxes. The test of neutrino relaxation hypothesis is presented using the data of modern reactor, solar, and accelerator experiments. The final choice between the standard neutrino oscillations and the proposed neutrino flavor relaxation model can be done in future experiments. © 2004 MAIK "Nauka/Interperiodica".
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Now, the phenomena of changes in initial neutrino flavor flux are observed in different neutrino experiments. The SNO experiment [1] evidently detects only one-third of the initial electron neutrino flux from the Sun and two-thirds of muon and (or) tau neutrino fluxes. The KamLAND reactor experiment [2] detected only $61 \%$ of expected electron antineutrino events from different reactors at a mean distance of 180 km . Convincing evidence of initial neutrino flavor flux changes is also observed in Super-K [3] and MACRO [4] atmospheric neutrino data and the K2K [5] accelerator experiment with muon neutrinos.

The standard way of interpreting these results lies in the neutrino oscillation hypothesis, first proposed by Pontecorvo [6] and developed in further works [7].

Here, we discuss the alternative mechanism of neutrino flavor relaxation, which can also describe the observed changes of initial neutrino flavor fluxes with distance.

The proposed model is similar to the mechanism [8] of spin relaxation in random fluctuating magnetic field $\mathbf{B}$ with zero average $\langle\mathbf{B}(t)\rangle=0$ and mean square fluctuating field value $\left\langle\mathbf{B}^{2}(t)\right\rangle \neq 0$. The spin relaxation process is described by the Pauli master equation [9].

Let us assume the existence of some small random fluctuating vacuum field $\hat{V}$, causing the transitions between different lepton flavors. The field $\hat{V}$ can have mean zero value, with $\left\langle\hat{V}^{2}(t)\right\rangle$ different from 0 and $\Gamma=$ $\left\langle\hat{V}^{2}(t)\right\rangle^{1 / 2}>m_{v_{e}}, m_{v_{\mu}}, m_{v_{\tau}}$. Interactions of neutrino flavors with such vacuum field should lead to flavor relaxation process.

[^2]The time evolution of the neutrino states are governed by the Schrödinger equation:

$$
\begin{equation*}
i \frac{d}{d t}|v(t)\rangle=\hat{H}(t)|v(t)\rangle, \tag{1}
\end{equation*}
$$

where $|v(t)\rangle$ is the neutrino vector of state and $H(t)$ is the time-dependent Hamiltonian of the system, whose form depends on in what basis it is given.

In flavor basis, the total Hamiltonian in the random fluctuating vacuum field for rest reference frame can be written as

$$
\begin{equation*}
\hat{H}_{f}(t)=\hat{H}_{m}+\hat{V}_{f}(t), \tag{2}
\end{equation*}
$$

where

$$
\begin{gather*}
\hat{H}_{m}=\left(\begin{array}{ccc}
m_{1} & 0 & 0 \\
0 & m_{2} & 0 \\
0 & 0 & m_{3}
\end{array}\right), \\
\hat{V}_{f}(t)=\left(\begin{array}{ccc}
V_{e e}(t) & V_{e \mu}(t) & V_{e \tau}(t) \\
V_{\mu e}(t) & V_{\mu \mu}(t) & V_{\mu \tau}(t) \\
V_{\tau e}(t) & V_{\tau \mu}(t) & V_{\tau \tau}(t)
\end{array}\right) . \tag{3}
\end{gather*}
$$

Here, $H_{m}$ is the free Hamiltonian in mass basis. Note that, in this model, the neutrino flavor states are assumed to be the same as their massive states (or, in other words, the mixing mass matrix is diagonal).
$V_{\alpha \alpha^{\prime}}(\alpha=e, \mu, \tau)$ is the vacuum field potential with mean value $\left\langle V_{\alpha \alpha^{\prime}}(t)\right\rangle=0$ and $\left\langle\left(V_{\alpha \alpha^{\prime}}(t)\right)^{2}\right\rangle \neq 0$.

The neutrino flavor evolution in time can be obtained from Eqs. (1)-(3), using the density matrix
approach [10], and is given by the Pauli master equation:

$$
\begin{align*}
& \frac{d}{d t}\left(\begin{array}{c}
n_{v_{e}} \\
n_{v_{\mu}} \\
n_{v_{\tau}}
\end{array}\right) \\
&=\left(\begin{array}{ccc}
-\left(W_{\mu e}+W_{\tau e}\right) & W_{e \mu} & W_{e \tau} \\
W_{\mu e} & -\left(W_{e \mu}+W_{\tau \mu}\right) & W_{\mu \tau} \\
W_{\tau e} & W_{\tau \mu} & -\left(W_{e \tau}+W_{\mu \tau}\right)
\end{array}\right)  \tag{4}\\
& \times\left(\begin{array}{c}
n_{v_{e}} \\
n_{v_{\mu}} \\
n_{v_{\tau}}
\end{array}\right)
\end{align*}
$$

where $n_{\alpha}(t)\left(\alpha=\nu_{e}, \nu_{\mu}, \nu_{\tau}\right)$ are the probability of observing a neutrino with electron, muon, or tau flavor, $W_{\alpha \alpha^{\prime}}$ corresponds to the neutrino transition rates from flavor $\alpha^{\prime}$ to flavor $\alpha$, and

$$
\sum_{\alpha=v_{e}, v_{\mu}, v_{\tau}} n_{\alpha}(t)=1
$$

The general solution of Eq. (4) is given by the sum of two exponents and a constant:

$$
\left(\begin{array}{c}
n_{v_{e}}(t)  \tag{5}\\
n_{v_{\mu}}(t) \\
n_{v_{\tau}}(t)
\end{array}\right)=\left(\begin{array}{c}
a_{1} \\
a_{2} \\
a_{3}
\end{array}\right)+\left(\begin{array}{c}
b_{1} \\
b_{2} \\
b_{3}
\end{array}\right) e^{-t / T_{1}}+\left(\begin{array}{c}
c_{1} \\
c_{2} \\
c_{3}
\end{array}\right) e^{-t / T_{2}}
$$

with

$$
\begin{equation*}
\sum_{i=1}^{3} a_{i}=1, \quad \sum_{i=1}^{3} b_{i}=0, \quad \sum_{i=1}^{3} c_{i}=0 \tag{6}
\end{equation*}
$$

To illustrate the possibilities of the relaxation model, the particular "simple" solution can be found under the following assumptions:
(a) $W_{e \mu}=W_{\mu e}, W_{e \tau}=W_{\tau e}, W_{\mu \tau}=W_{\tau \mu}$,
(b) $W_{\mu \tau} \gg W_{e \mu}, W_{e \tau}$.

Now, Eq. (5) appears as

$$
\begin{aligned}
& \left(\begin{array}{c}
n_{v_{e}}(t) \\
n_{v_{\mu}}(t) \\
n_{v_{\tau}}(t)
\end{array}\right) \\
& \quad+\left(\begin{array}{c}
1 / 3 \\
1 / 3 \\
1 / 3
\end{array}\right)+b\left(\begin{array}{c}
0 \\
1 \\
-1
\end{array}\right) e^{-2 W_{\mu \tau} t} \\
& \quad+c\left(\begin{array}{c}
-1 \\
1 / 2 \\
1 / 2
\end{array}\right) e^{-3 / 2\left(W_{e \mu}+W_{e \tau}\right) t}
\end{aligned}
$$

For $\gamma=E_{v} / m_{v} \gg 1$, the probability $P$ of observing the neutrino flavor with energy $E_{v}$ at distance $r$ from the source is given by

$$
\begin{align*}
\left(\begin{array}{c}
P_{\mathrm{v}_{e}}(r) \\
P_{\mathrm{v}_{\mu}}(r) \\
P_{\mathrm{v}_{\tau}}(r)
\end{array}\right) & =\left(\begin{array}{c}
1 / 3 \\
1 / 3 \\
1 / 3
\end{array}\right)+b\left(\begin{array}{c}
0 \\
1 \\
-1
\end{array}\right) e^{-t / \Lambda_{0} E_{v}} \\
& +c\left(\begin{array}{c}
-1 \\
1 / 2 \\
1 / 2
\end{array}\right) e^{-r / \Lambda_{1} E_{v}} \tag{8}
\end{align*}
$$

where we use the new notation $\Lambda_{0}=\left(2 W_{\mu \tau} m_{v}\right)^{-1}$ and $\Lambda_{1}=2 / 3\left[\left(W_{e \mu}+W_{e \tau}\right) m_{\nu}\right]^{-1}$.

Equation (8) can be solved for different initial experimental conditions of neutrino flavor fluxes.

For initial pure electron neutrino or antineutrino flux (the case of solar or reactor experiments), $P_{v_{e}}(0)=1$, $P_{v_{\mu}}(0)=P_{v_{\tau}}(0)=0$, the solution is

$$
\begin{gather*}
P_{\mathrm{v}_{e}}(r)=1 / 3\left[1+2 e^{-r / \Lambda_{1} E_{v}}\right] \\
P_{\mathrm{v}_{\mu}}(r)=1 / 3\left[1-e^{-r / \Lambda_{1} E_{v}}\right]  \tag{9}\\
P_{\mathrm{v}_{\tau}}(r)=1 / 3\left[1-e^{-r / \Lambda_{1} E_{v}}\right]
\end{gather*}
$$

From KamLAND experiment data [2], it is possible to estimate the value of parameter $\Lambda_{1}$. Taking the effective energy of reactor antineutrino flux to be equal to 4.8 MeV (here, we take into account the threshold of the KamLAND detector $E_{\tilde{v}_{e}}>3.4 \mathrm{MeV}$ ), mean reactor distance 180 km , and $R=P_{\tilde{v}_{e}(\text { measured })} / P_{\tilde{v}_{e}(\text { expected })}=$ 0.61, we obtain

$$
\Lambda_{1}=43 \mathrm{~km} / \mathrm{MeV}
$$

Figure 1 illustrates the distance dependence of reactor antineutrino fluxes (for $E_{\tilde{\mathrm{v}}}=4.8 \mathrm{MeV}$ ).

The final flavor survival probability $1 / 3$ is consistent with the SNO [1] experimental data with the ratio of measured neutrino flavor fluxes

$$
\begin{equation*}
\frac{C C}{N C}=0.306 \pm 0.026(\text { stat }) \pm 0.024(\text { syst }) \tag{10}
\end{equation*}
$$

and with the absence of distortion in measured neutrino spectrum at low energies, while such distortion is predicted by LMA solution [11].

It also agrees with the Homestake results [12] for the ratio $R$ of observed and predicted by standard solar model (SSM) [13] neutrino rates: $R=0.34 \pm 0.03$.


Fig. 1. Probability of observing different flavors from a reactor for $E_{\tilde{\mathrm{V}}}=4.8 \mathrm{MeV}$.

The deviation from the "simple" relaxation model exists for Gallium experiments [14, 15] with $R=$ $0.553 \pm 0.034$. But it is worth mentioning that the $R$ value depends on the accuracy of SSM theoretical predictions.

For the case of pure initial muon neutrino or antineutrino flux (like in accelerator experiments), $P_{v_{\mu}}(0)=1, P_{v_{e}}(0)=P_{v_{\tau}}(0)=0$, the solution of Eq. (8) is

$$
\begin{gather*}
P_{\mathrm{v}_{e}}(r)=1 / 3\left[1-e^{-r / \Lambda_{1} E_{\mathrm{v}}}\right], \\
P_{\mathrm{v}_{\mu}}(r)=1 / 3+1 / 2 e^{-r / \Lambda_{0} E_{\mathrm{v}}}+1 / 6 e^{-r / \Lambda_{1} E_{\mathrm{v}}}  \tag{11}\\
P_{\mathrm{v}_{\mathrm{v}}}(r)=1 / 3-1 / 2 e^{-r / \Lambda_{0} E_{\mathrm{v}}}+1 / 6 e^{-r / \Lambda_{1} E_{\mathrm{v}}} .
\end{gather*}
$$

Preliminary estimation of parameter $\Lambda_{0}$ can be done using K2K accelerator experiment data [5]. Taking the mean energy of muon neutrino flux $E_{v}=1.3 \mathrm{GeV}$, distance $r=250 \mathrm{~km}$,

$$
R=P_{v_{\mu}(\text { measured })} / P_{v_{\mu}(\text { expected })}=0.70
$$

we obtain

$$
\Lambda_{0}=0.21 \mathrm{~km} / \mathrm{MeV}
$$

Figure 2 illustrates the distance dependence of neutrino fluxes from muon neutrino beam ( $E_{v}=1.3 \mathrm{GeV}$ ).

It is necessary to note that the estimations of neutrino relaxation parameters $\Lambda_{0}$ and $\Lambda_{1}$ are very preliminary and were made for illustration of the relaxation model. More precise calculations can be done also taking into account atmospheric neutrino data.

Finally, we would like to emphasize the main difference between the standard oscillation theory and the relaxation model proposed here: the dependence of


Fig. 2. Probability of observing different flavors from an accelerator muon neutrino beam for $E_{v}=1.3 \mathrm{GeV}$.
neutrino flavor fluxes on the distance is described by the sum of a constant and two relaxation exponents, instead of the oscillation case. Figure 3 illustrates this difference for reactor antineutrino experiments.

Forthcoming reactor and accelerator neutrino experiments can provide the data necessary to choose between the neutrino oscillations and the proposed flavor relaxation model. Of course, the possibility of having a mixture of neutrino oscillation and relaxation processes also exists.


Fig. 3. The ratio of measured to expected $\tilde{v}_{e}$ flux from KamLAND [2] and CHOOZ [16] reactor experiments: (dotted curve) predictions of the oscillation model with $\sin ^{2} 2 \theta=0.91$ and $\delta m^{2}=6.9 \times 10^{-5}(\mathrm{eV})^{2}$ best-fit parameters from [2]; (solid curve) predictions of the "simple" relaxation model.
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#### Abstract

Quantum theory of two consecutive light-wave parametric interactions with aliquant frequencies produced by a common pump wave in a crystal is developed. Using the differentiation method, the unitary evolution operator of the system is reduced to an ordered form that allows the calculation of the field state and the statistical characteristics of interacting waves. It is shown that, for the initial vacuum field state, the created photons obey the super-Poisson statistics at the interacting frequencies and are in a multiparticle entangled state. © 2004 MAIK "Nauka/Interperiodica".
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The object of this letter is to develop the quantum theory of consecutive nonlinear optical interactions of waves with aliquant frequencies and analyze the states of the generated photons. It will be shown that the type of interaction considered in this work can be the source of multiparticle (multiphoton) entangled states.

In quantum optics, one distinguishes between the entanglement of individual photons [1], quadrature field components [2], and Stokes parameters [3] characterizing the polarization state. Entangled quantum states are finding use both in the experiments on checking the quantum mechanical principles and in various applications of quantum information science [4].

At present, two-photon entangled states arising in the course of spontaneous parametric down-conversion (SPDC) in homogeneous nonlinear crystals lie at the basis of many applications of entangled states [5]. At the same time, for a number of reasons, the multiphoton entangled states are of special interest for applications. For example, when checking the Bell's inequalities [6] with two-particle entangled states, the contradiction with local realism takes place only for statistical predictions [7], whereas, in the case of multiparticle entanglement, it arises for determinate predictions [8]. By now, the methods of creating three- [9] and four-photon [10] entangled states using two independent pairs of polar-ization-entangled photon states and four-photon entangled states arising as a result of the action of a highintensity short pump pulse in the course of SPDC have been suggested [11], together with the method of creating multiphoton entanglement in optical solitons [12].

In this work, a new source of multiphoton entangled states is considered based on two consecutive three-frequency interactions of waves with aliquant frequencies $\omega_{1}, \omega_{2}$, and $\omega_{3}$ in the field of intense classical pumping with frequency $\omega_{p}$. These interactions consist of the
parametric process in the field of low-frequency pumping

$$
\begin{equation*}
\omega_{p}=\omega_{1}+\omega_{2} \tag{1}
\end{equation*}
$$

and the parametric frequency summation

$$
\begin{equation*}
\omega_{1}+\omega_{p}=\omega_{3} . \tag{2}
\end{equation*}
$$

Processes (1) and (2) can simultaneously proceed during the collinear wave interaction in periodically poled nonlinear crystals, e.g., in an $\mathrm{LiNbO}_{3}$ crystal [13]. In such crystals, the condition for the efficient energy exchange between the interacting waves (quasi-phase-matching condition) can simultaneously be met for processes (1) and (2) by choosing the poling period, i.e., the modulation period for the nonlinear wave-coupling coefficient [14].

In the approximation of an undepleted pump field, the simultaneous occurrence of processes (1) and (2) can be described by the interaction Hamiltonian of the form

$$
\begin{equation*}
H_{\mathrm{int}}=i \hbar\left\{\beta_{1}\left(a_{1}^{+} a_{2}^{+}-a_{1} a_{2}\right)+\beta_{2}\left(a_{3}^{+} a_{1}-a_{2} a_{1}^{+}\right)\right\}, \tag{3}
\end{equation*}
$$

where $a_{j}^{+}\left(a_{j}\right)$ is the creation (annihilation) operator for a photon with frequency $\omega_{j}, \hbar$ is the Planck's constant, and $\beta_{j}$ is the effective nonlinear coefficient proportional to the crystal quadratic susceptibility and pump-wave amplitude. The boson operators $a_{k}^{+}$and $a_{j}$ satisfy the standard commutation rules $\left[a_{j}, a_{k}^{+}\right]=\delta_{j k}$, where $\delta_{j k}$ is Kronecker delta. The terms containing the coefficient $\beta_{1}$ in Eq. (3) account for process (1), and the terms containing the coefficient $\beta_{2}$ account for process (2).

The field state $|\Psi(z)\rangle$ at the output of a nonlinear crystal is determined by the unitary evolution operator $U(z) \equiv \exp \left[-i H_{\mathrm{inn}} z / \hbar\right]:$

$$
\begin{equation*}
|\Psi(z)\rangle=U(z)|\Psi(0)\rangle, \tag{4}
\end{equation*}
$$

where $|\Psi(0)\rangle$ is the initial field state.
However, the general form of a direct action of the unitary operator on the initial state cannot be calculated without the preliminary transformation of this operator. For this reason, we introduce the anti-Hermitian operators

$$
\begin{gather*}
\sigma_{d}=\left(a_{1}^{+} a_{2}^{+}-a_{1} a_{2}\right), \\
\sigma_{u}=\varepsilon\left(a_{3}^{+} a_{1}-a_{3} a_{1}^{+}\right),  \tag{5}\\
\sigma_{a}=-\varepsilon\left(a_{2}^{+} a_{3}^{+}-a_{2} a_{3}\right),
\end{gather*}
$$

where the coefficient $\varepsilon=\beta_{2} / \beta_{1}$ is chosen to be real without loss of generality. The auxiliary operator $\sigma_{a}$ formally describes the generation process for frequencies $\omega_{2}$ and $\omega_{3}$ in a pump field with frequency $\omega_{2}+\omega_{3}$. The operators $\sigma_{d}, \sigma_{u}$, and $\sigma_{a}$ obey the $\mathrm{SH}(3)$ algebra [15]; i.e., they form a closed set with respect to the commutation operations:

$$
\begin{gather*}
{\left[\sigma_{d}, \sigma_{u}\right] \equiv \sigma_{d} \sigma_{u}-\sigma_{u} \sigma_{d}=\sigma_{a},} \\
{\left[\sigma_{a}, \sigma_{d}\right]=-\sigma_{u}, \quad\left[\sigma_{u}, \sigma_{a}\right]=\varepsilon^{2} \sigma_{d} .} \tag{6}
\end{gather*}
$$

In the new notation, the unitary operator can be represented in two equivalent forms:

$$
\begin{gather*}
U(\zeta)=e^{\zeta\left(\sigma_{d}+\sigma_{u}\right)}  \tag{7}\\
=\exp \left[\alpha(\zeta) \sigma_{d}\right] \exp \left[\eta(\zeta) \sigma_{a}\right] \exp \left[\xi(\zeta) \sigma_{u}\right]
\end{gather*}
$$

where $\zeta \equiv \beta_{1} z$ and $\alpha(\zeta), \eta(\zeta)$, and $\xi(\zeta)$ are the unknown functions to be determined by the differentiation method [16]. In this method, the differentiation of both sides of the equality with respect to $\zeta$ is followed by the operator transformations of $U(\zeta)$ to set it off on the right-hand side of the equality and by equating the coefficients of operators $\sigma_{d}, \sigma_{a}$, and $\sigma_{u}$. Note that the sequence of exponential operators on the right-hand side of Eq. (7) is dictated by the convenience of solving the problem.

To determine the functions $\alpha(\zeta), \eta(\zeta)$, and $\xi(\zeta)$, we obtain the following system of nonlinear differential equations:

$$
\alpha^{\prime}(\zeta)-\varepsilon \xi^{\prime}(\zeta) \sinh (\eta(\zeta) \varepsilon)=1,
$$

$\eta^{\prime}(\zeta) \cosh (\alpha(\zeta))+\xi^{\prime}(\zeta) \cosh (\eta(\zeta) \varepsilon) \sinh (\alpha(\zeta))=0,(8)$
$\eta^{\prime}(\zeta) \sinh (\alpha(\zeta))+\xi^{\prime}(\zeta) \cosh (\eta(\zeta) \varepsilon) \cosh (\alpha(\zeta))=1$
with the initial conditions $\alpha(0)=\eta(0)=\xi(0)=0$.
One can verify that the solution to Eq. (8) for $\varepsilon<1$ is given by the functions

$$
\begin{gather*}
\alpha(\zeta)=\operatorname{arctanh} \frac{\theta \sinh \theta \zeta}{\cosh \theta \zeta-\varepsilon^{2}}, \\
\eta(\zeta)=\varepsilon^{-1} \operatorname{arcsinh} \varepsilon \theta^{-2}(1-\cosh \theta \zeta),  \tag{9}\\
\xi(\zeta)=\int_{0}^{\zeta} \frac{\cosh [\alpha(x)]}{\cosh [\varepsilon \eta(x)]} d x,
\end{gather*}
$$

where $\theta \equiv \sqrt{1-\varepsilon^{2}}$. The particular form of the function $\xi(\zeta)$ is immaterial to our analysis.

Next, we apply the ordering procedure to each exponential operator in Eq. (7). The ordered form of the operator $\exp \left[\alpha(\xi) \sigma_{d}\right]$ is presented, e.g., in [17]. As a result, we obtain the following final ordered expression for the unitary evolution operator:

$$
\begin{gathered}
U(\zeta)=\exp \left[\tanh (\alpha) a_{1}^{+} a_{2}^{+}\right] \\
\times \exp \left[-\ln (\cosh (\alpha))\left(1+a_{1}^{+} a_{1}+a_{2}^{+} a_{2}\right)\right] \\
\times \exp \left[-\tanh (\varepsilon \eta) a_{2}^{+} a_{3}^{+}\right] \exp \left[-\tanh (\alpha) a_{1} a_{2}\right] \\
\times \exp \left[\tanh (\varepsilon \eta) \tanh (\alpha) a_{3}^{+} a_{1}\right] \\
\times \exp \left[-\ln (\cosh (\varepsilon \eta))\left(1+a_{2}^{+} a_{2}+a_{3}^{+} a_{3}\right)\right] \\
\times \exp \left[\tanh (\varepsilon \xi) a_{3}^{+} a_{1}\right] \\
\times \exp \left[\tanh (\varepsilon \eta) a_{2} a_{3}\right] \exp \left[\tanh (\varepsilon \eta) \tan (\varepsilon \xi) a_{1} a_{2}\right] \\
\times \exp \left[-\ln (\cos (\varepsilon \xi))\left(a_{1}^{+} a_{1}-a_{3}^{+} a_{3}\right)\right] \\
\times \exp \left[-\tan (\varepsilon \xi) a_{1}^{+} a_{3}\right],
\end{gathered}
$$

where $\alpha \equiv \alpha(\zeta), \eta \equiv \eta(\zeta)$, and $\xi \equiv \xi(\zeta)$.
Assume that only the intense pump wave is fed into a nonlinear crystal, while the initial states of the $\omega_{1}, \omega_{2}$, and $\omega_{3}$ fields are the vacuum states; i.e., the initial state vector is $|\Psi(0)\rangle=|0\rangle_{1}|0\rangle_{2}|0\rangle_{3} \equiv|0,0,0\rangle$. According to Eq. (10), the state at the crystal output is

$$
\begin{align*}
& |\Psi(\zeta)\rangle=\frac{1}{\cosh \alpha(\zeta)} \frac{1}{\cosh (\varepsilon \eta(\zeta))} \sum_{m, n=0}^{\infty}(\tanh \alpha(\zeta))^{m}  \tag{11}\\
& \quad \times\left(-\frac{\tanh (\varepsilon \eta(\zeta))}{\cosh \alpha(\zeta)}\right)^{n} \sqrt{\frac{(m+n)!}{m!n!}}|m, m+n, n\rangle .
\end{align*}
$$

Here, $m$ is the number of photons with frequency $\omega_{1}$, $m+n$ is the number of photons with frequency $\omega_{2}$, and $n$ is the number of photons with frequency $\omega_{3}$. The states $|m, m+n, n\rangle$ form the orthogonal basis in the space of Fock's states. In fact, Eq. (11) fully determines the solution to our problem. Using state vector (11), one can write the expression for the density matrix $\rho=$ $|\Psi(\zeta)\rangle\langle\Psi(\zeta)|$ and calculate the statistical characteristics of the generated radiation at the crystal output.

The photon-number distribution functions $P_{j}(N)=$ $\operatorname{Sp}\left(\rho_{j} \hat{N}\right)$, where $\hat{N}$ is the photon-number operator and $\rho_{j}$ is the density matrix of the field $\omega_{j}$, are given by the expressions

$$
\begin{gather*}
P_{1}(N)=\frac{\tanh ^{2 N}(\alpha(\zeta))}{\cosh ^{2}(\varepsilon \eta(\zeta))}, \\
P_{2}(N)=\frac{1}{\cosh ^{2}(\alpha(\zeta)) \cosh ^{2}(\varepsilon \eta(\zeta))} \\
\times\left(1+\frac{\tanh ^{2}(\varepsilon \eta(\zeta))}{\sinh ^{2}(\alpha(\zeta))}\right)^{N} \tanh ^{2 N}(\alpha(\zeta)),  \tag{12}\\
P_{3}(N)=\frac{\tanh ^{2 N}(\varepsilon \eta(\zeta))}{\cosh ^{2}(\varepsilon \eta(\zeta))} .
\end{gather*}
$$

It follows that the statistics of generated photons has, in the general case, a super-Poisson character (the photon-number variance is much greater than the mean photon number). However, for small interaction lengths ( $\beta_{1} z<1$ ), it is close to the Poisson statistics.

One has for the mean photon numbers

$$
\begin{gather*}
\left\langle n_{1}(\zeta)\right\rangle=\sinh ^{2} \alpha(\zeta) \cosh ^{2}(\varepsilon \eta(\zeta)) \\
\left\langle n_{3}(\zeta)\right\rangle=\sinh ^{2}(\varepsilon \eta(\zeta))  \tag{13}\\
\left\langle n_{2}(\zeta)\right\rangle=\left\langle n_{1}(\zeta)\right\rangle+\left\langle n_{3}(\zeta)\right\rangle
\end{gather*}
$$

Taking into account Eq. (9), one obtains

$$
\begin{gather*}
\left\langle n_{1}(\zeta)\right\rangle=\theta^{-2} \sinh ^{2}(\theta \zeta), \\
\left\langle n_{3}(\zeta)\right\rangle=\varepsilon^{2} \theta^{-2}(\cosh (\theta \zeta)-1)^{2} . \tag{14}
\end{gather*}
$$

According to Eq. (13), the mean number of photons increases exponentially at $\varepsilon<1$ ( $\theta$ is real). In this case, $\beta_{1}>\beta_{2}$; i.e., the pump-photon decay into the photons with frequencies $\omega_{1}$ and $\omega_{2}$ is more efficient than the photon creation at frequency $\omega_{3}$. In the opposite case ( $\beta_{1}<\beta_{2}, \varepsilon>1$ ), the hyperbolic functions in Eqs. (9) should be replaced by the trigonometric functions ( $\sinh \longrightarrow \sin , \cosh \longrightarrow \cos$, and $\theta^{2} \longrightarrow\left(\varepsilon^{2}-1\right)$ ), while the statistical parameters depend on the interaction length in an oscillatory manner.

According to Eq. (11), the field at the crystal output is in the entangled state [18], because it cannot be represented in the factorized form $|\Psi\rangle \neq\left|\Psi_{1}\right\rangle \otimes\left|\Psi_{2}\right\rangle \otimes$ $\left|\Psi_{3}\right\rangle$, where $\left|\Psi_{j}\right\rangle$ is the field state at frequency $\omega_{j}$. Assume that one can set off, e.g., a field with two photons with frequency $\omega_{2}$. Then, the normalized vector of the corresponding state is

$$
\begin{gather*}
|\Psi(\zeta)\rangle_{\text {cond }}=\mathcal{N}\left\{q_{20}(\zeta)|2,2,0\rangle\right.  \tag{15}\\
\left.+q_{11}(\zeta)|1,2,1\rangle+q_{02}(\zeta)|0,2,2\rangle\right\}
\end{gather*}
$$



Fig. 1. Probability amplitudes $C_{j k}$ of two-photon generation at frequency $\omega_{2}$ and $j$ and $k$ photons at frequencies $\omega_{1}$ and $\omega_{3}$, respectively, as functions of the reduced interaction length $\zeta=\beta_{1} z$ for $\varepsilon=\beta_{2} / \beta_{1}=$ (a) 0.5 and (b) 0.75 .

The coefficients $q_{i j}$ are determined from Eq. (11), and $\mathcal{N}^{2} \equiv\left(q_{20}^{2}(\zeta)+q_{11}^{2}(\zeta)+q_{02}^{2}(\zeta)\right)^{-1}$ is the normalization factor. For the frequencies $\omega_{1}$ and $\omega_{3}$, we have an analogue of a three-level system for this set of photon numbers. Such field states can probably be used as qutrits. An alternative method of obtaining qutrits is considered in [19].

The probability amplitudes $C_{j k}(\zeta)=\mathcal{N} q_{j k}(\zeta)$ are shown in Fig. 1 as functions of the interaction length. One can see that the probability amplitudes for the field configurations considered differ only slightly at some interaction lengths. Estimates show that the value $\zeta=$ $\beta_{1} z=1$ in an $\mathrm{LiNbO}_{3}$ crystal of length 1 cm is achieved for the pump intensity $I \sim 10^{6} \mathrm{~W} / \mathrm{cm}^{2}(e \longrightarrow e e$ interaction type).

To characterize the coupling of the $\omega_{1}, \omega_{2}$, and $\omega_{3}$ photons, the three-photon correlation coefficient

$$
\begin{align*}
& g^{(3)}\left(n_{1}, n_{2}, n_{3}\right) \equiv \frac{\left\langle n_{1} n_{2} n_{3}\right\rangle}{\left\langle n_{1}\right\rangle\left\langle n_{2}\right\rangle\left\langle n_{3}\right\rangle} \\
&= \frac{2\left[2+3 \sinh ^{2} \alpha(\zeta)+\tanh ^{2}(\varepsilon \eta(\zeta))\right]}{\sinh ^{2} \alpha(\zeta)+\tanh ^{2}(\varepsilon \eta(\zeta))} \tag{16}
\end{align*}
$$

was calculated, which can be measured in a triple-coincidence scheme. The typical dependence of $g^{(3)}$ on the interaction length is shown in Fig. 2. It follows from this figure that there is a strong nonclassical correlation between the $\omega_{1}, \omega_{2}$, and $\omega_{3}$ photons at the initial interaction stage, and this correlation weakens as the interaction length increases. Indeed, $g^{(3)}=1$ for the coherent


Fig. 2. Three-photon correlation coefficient $g^{(3)}\left(n_{1}, n_{2}, n_{3}\right)$ as a function of the reduced interaction length $\zeta=\beta_{1} z$ for $\varepsilon=\beta_{2} / \beta_{1}=0.5$.
and statistically independent fields. At the same time, $g^{(3)}=6$ for the fully statistically dependent fields obeing Gaussian statistics [20]. With an increase in the interaction length, the coefficient $g^{(3)}$ approaches this value from its larger values.

In conclusion, it should be emphasized that the main result of our theory consists in the derivation of the ordered expression for unitary evolution operator (10) describing consecutive nonlinear optical interactions with aliquant frequencies and in the derivation of Eq. (11) for the field-state vector at the output of a nonlinear crystal with the vacuum initial state. Equation (11) clearly demonstrates that the created photons are in the entangled state. For the photon numbers $m$ and $M$ at, respectively, frequencies $\omega_{1}$ and $\omega_{2}, n$ photons are generated at the frequency $\omega_{3}$, with $n=M-m$, and the numbers $m$ and $n$ can take values from 0 to $M$. Thus, the nonlinear optical interactions considered in this work can serve as a source of multiphoton entangled states.
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#### Abstract

The transformation of the director configuration upon changing boundary conditions from planar to homeotropic for bipolar nematic droplets dispersed in a polymeric matrix was studied. The characteristic textural patterns are presented for droplets with different concentrations of homeotropic surfactants, and their orientational structure is identified. The scenario predicted earlier by G.E. Volovik and O.D. Lavrentovich (ZhETF 85, 1997 (1983)) for the transformation of orientational structure of nematic droplets from bipolar to radial, without the formation of additional disclinations, is revealed. It is shown that, by using the computational method of minimization of the director elastic-strain energy in the droplet bulk and by introducing the inhomogeneous boundary conditions, one can obtain orientational structures that are analogous to the observed ones.© 2004 MAIK "Nauka/Interperiodica".


PACS numbers: 61.30.Gd; 61.30.Eb

## INTRODUCTION

Topological analysis is a rather efficient tool for studying spatially inhomogeneous structures in orientationally ordered systems, including various director and disclination configurations in liquid crystals (LCs). The classification of the topologically stable defects in nematic LC droplets has shown $[1,2]$ that the planar (tangential) orientation of nematic molecules at the interface is characterized by the bipolar direction configuration, with two point defects (boojums) arranged at the opposite sides of the droplet surface. In the case of a normal (homeotropic) nematic anchoring, the radial director ordering with a point defect (hedgehog) at the droplet center is the equilibrium structure, in accordance with the experimental observations [3, 4].

The theoretical analysis [2] of nematic droplets with varying boundary conditions suggests two possible scenarios for the interconversion of the bipolar and radial configurations. In the first case, one of the boojums in the bipolar structure gradually disappears and another transforms to a hedgehog, which subsequently breaks away from the surface and moves to the droplet center. In the second case, both boojums undergo changes in a similar manner, but the structure interconversion is accompanied by the formation of additional, including linear, disclinations.

In [2], a nematic with a lecithin impurity was dispersed in glycerol and taken for the experimental study. The surface anchoring of LC molecules in this system
could be varied from homeotropic to planar by varying temperature in the range of nematic phase. In this case, the second structure-transformation scenario was realized with the formation of additional disclinations. However, considering that this composite consists of spherical LC droplets dispersed in an isotropic liquid matrix [2], one cannot assert that the observed scenario for the interconversion of orientational structures is universal for other objects as well, e.g., for the films of polymer-dispersed liquid crystal (PDLC) films that have been intensively studied in the last years. At the same time, a change in the boundary conditions by varying temperature is not the only approach to the study of this problem; a direct method is also possible. Namely, one can fabricate a set of samples with different concentrations of the required surface-active material and perform comparative analysis of their structural organization. This work was aimed at the detailed study of the director configurations in nematic droplets dispersed in a polymeric matrix, with the boundary condition varying as a result of varying concentration of the corresponding surfactant.

## EXPERIMENTAL

The well-known 4-n-pentyl-4'-cyanobiphenyl (5CB) nematic liquid crystal with the transition temperatures "crystal $\stackrel{22^{\circ} \mathrm{C}}{\longrightarrow}$ nematic $\stackrel{35^{\circ} \mathrm{C}}{\longrightarrow}$ isotropic liquid" was chosen for the study. At $T=22^{\circ} \mathrm{C}$ and $\lambda=$


Fig. 1. The sequence of director configurations in nematic droplets with different lecithin content. The arrows are directed toward the increase in the surfactant content. (a) Bipolar droplet; (b) droplet with a destructed left boojum; (c) monopolar droplet; (d) surface hedgehog structure; and (e) radial structure.
$0.589 \mu \mathrm{~m}$, the refractive indices of 5 CB are $n_{\|}=1.725$ and $n_{\perp}=1.534$ [5]. Poly(vinyl butyral) (PVB) of the 1PP type was used as a polymeric matrix. This polymer is transparent in the visible region and provides planar anchoring to the molecules of mesomorphic alkylcyanobiphenyl derivatives [6]. The refractive index of PVB is $n_{p}=1.492$ at $T_{c}=22^{\circ} \mathrm{C}$ and $\lambda=0.589 \mu \mathrm{~m}$.

The homeotropic LC orientation at the interface was produced using lecithin-surface-active substance relating to the class of phospholopids. In the LC droplets with lecithin impurity, the long axes of surfactant molecules are arranged perpendicular to the surface in such a way that their polar groups are directed toward the interface, while the nonpolar fragments (flexible alkyl chains) are directed toward the bulk of the LC. As a result of such structural ordering, the lecithin molecules provide the homeotropic orientation of LC molecules at the interface.

Using a common solvent (ethyl alcohol) for all components, a set of samples with an LC content of $55 \%$ were prepared by the solvent-induced phase-separation method with the PVB and lecithin concentrations varying within 41.5-45.0 and $0-3.5 \mathrm{wt} \%$, respectively. The
ethanol evaporation rate was controlled so as to provide the same morphological parameters for the samples of composite film studied. The LC droplets formed a monolayer with a size dispersion of $4-16 \mu \mathrm{~m}$.

The textural patterns of PDLC films were studied using a polarizing microscope both in the geometry of crossed polarizers and in the linearly polarized light with a switched-off analyzer. Observations showed that the textures of all droplets in a composite film without lecithin are typical for the bipolar director configuration (Fig. 1a). In the crossed polarizers, two symmetrically arranged hyperbola-shaped extinction bands are seen (Fig. 2a) that emanate from the droplet poles (point defects) and are gradually expanded. In the geometry with one polarizer, point defects are clearly seen as dark spots because of a strong optical inhomogeneity and, hence, intense local light scattering near the defects for any light polarization. For the same reason, the sections of droplet boundaries, where the light polarization coincides with the local director orientation and the gradient of refractive index $n_{\|}-n_{p}$ is large, are also clearly seen. By contrast, the boundary sections with the orthogonal arrangement of director and light polarization are seen least distinctly, because the gradient of refractive index $n_{\perp}-n_{p}$ is minimal in this region.

The sequence of director configurations arising in the nematic droplets upon an increase in the fraction of lecithin in the composite is schematically illustrated in Fig. 1. In the PDLC films with $0.08 \%$ lecithin, one of the boojums disappears in most (about 70\%) of droplet ensemble. This is clearly seen in the bottom region of the droplet in Fig. 2b. The extinction band near the decaying boojum expands rather than narrows. In the remaining region of the droplet, the textural pattern has a form similar to the bipolar structure. The directorfield distribution in these droplets can be represented by the configuration shown in Fig. 1b. It should be noted that the boundary conditions in this case are inhomogeneous. Here, the director in the bottom region of the droplet is oriented homeotropically. When moving along the surface to the remaining point defect, the director orientation becomes tilted and, finally, planar.

In samples with a higher lecithin content, the region of homeotropic and tilted director orientations increases and the director lines further straighten out (Fig. 1c), so that the structure, in essence, becomes monopolar. In [2], such a structure transformation was treated as "a continuous defect destruction accompanied by turning the size of its nucleus to infinity." In the crossed polarizers with the geometry presented in Fig. 2c, only one extinction band is seen in the droplet with such a director configuration. It emanates at the top of the point defect, strongly expands, and fills almost the entire lower half of the droplet. The texture of the upper half of the droplet is also analogous to the bipolar structure.

As the lecithin concentration increases, droplets with the surface hedgehog structure (Fig. 1d) and radial


Fig. 2. Textural patterns of the 5CB LC nematic droplets dispersed in poly(vinyl butyral) with different lecithin concentrations $C_{\text {lec }}$. (bottom) Microphotographs in the geometry of crossed polarizers (shown by white arrows) and (top) photographs in the polarized light (the polarizer direction is shown by black arrows). (a) Bipolar droplet with symmetry axis directed at $\alpha=11^{\circ}$ with the polarizer, $C_{\text {lec }}=0 \%$; (b) droplet with a destructed bottom boojum, $\alpha=11^{\circ}$ and $C_{\text {lec }}=0.08 \%$; (c) monopolar droplet, $\alpha=0^{\circ}$ and $C_{\text {lec }}=0.1 \%$; (d) droplet with the surface hedgehog structure, $\alpha=0^{\circ}$ and $C_{\text {lec }} 2.0 \%$; and (e) droplet with the radial structure, $C_{\text {lec }}=2.6 \%$.
structure (Fig. 1e) appear. Droplets with the new structure appear and gradually increase in number. In this case, droplets with different director configurations can be observed simultaneously in the same PDLC film sample (Figs. 1a-1e), likely because of the inhomogeneous lecithin distribution over the film volume and due to some other factors, such as droplet shape, structure of the transition layer at the droplet surface, etc.

In the sequence of orientational structures from monopolar (Fig. 1c) to the surface hedgehog (Fig. 1d), the director field transforms in a smooth manner. One should identify these structures with care, because their textural patterns are, on the whole, similar. The distinctions in these textures are most clearly seen in the observation geometry shown in Figs. 2c and 2d. Here, only one extinction band is seen in the monopolar droplet. Three extinction bands are observed in the droplet with a surface hedgehog (Fig. 2d). The central band goes along the droplet symmetry axis, but it is much narrower than in the monopolar structure. Two side bands emanate from the point defect at an angle of approximately $50^{\circ}$ to the symmetry axis on both its sides. As a result, such droplets are cone-shaped in the crossed polarizers (photographs of such textures were presented earlier in [7]), although they are, in fact, circular. The appearance of the three aforementioned extinction bands can be understood from the consideration of the corresponding director configuration shown in Fig. 1d. For the switched-off analyzer, the droplet boundaries adjacent to the defect are clearly seen for the monopolar structure if the light polarization is parallel to the symmetry axis (Fig. 2c). By contrast, the boundaries in the droplet with a surface
hedgehog are seen most distinctly for the light polarized perpendicular to the symmetry axis (Fig. 2d).

## CALCULATION OF DIRECTOR CONFIGURATION

The problem of determining the director configuration through the minimization of the orientational part of free energy

$$
\begin{equation*}
F=\frac{1}{2} \int K\left[(\nabla \cdot \mathbf{n})^{2}+(\nabla \times \mathbf{n})^{2}\right] d V \tag{1}
\end{equation*}
$$

of the LC volume with a given boundary conditions can be solved analytically for some simple geometries, e.g., for the plane-parallel cells. Here, $\mathbf{n}$ is the nematic director and $K$ is the elastic constant. For the droplet structures, the problem becomes more complicated, so the director field in this case is calculated numerically [8].

The transition structures described above (Figs. 1b1d) were calculated within the framework of a threedimensional model using the method developed in [9, 10] for the study of Friedericksz transitions in bipolar nematic droplets with rigidly fixed poles. The problem was solved in a one-constant approximation with the elastic modulus $K=\left(K_{11}+K_{22}+K_{33}\right) / 3$. The $K_{i i}$ values were taken from [11]. The minimum of $F$ in Eq. (1) was found by the variational method in the Cartesian coordinate system using the experimentally observed boundary conditions.

For example, to determine the director configuration for the texture shown Fig. 2b, the anchoring was assumed to be rigid and planar for all surface points


Fig. 3. The director configuration in the diametrical cross section passing through the symmetry axis of a spherical nematic droplet, as obtained by theoretical calculation within the framework of a 3D model with inhomogeneous boundary conditions. The dashed line near the surface shows the region with a specified planar director orientation.


Fig. 4. Theoretically calculated texture of a spherical nematic droplet in crossed polarizers for the director configuration shown in Fig. 3 and an angle of $11^{\circ}$ between the droplet symmetry axis and polarizer.
whose $X$ coordinates fell within the interval $-0.8 R \leq$ $X \leq+R$. The azimuthal director direction in this surface region corresponded to the bipolar configuration with defects at the points $-R$ and $+R$ on the $X$ axis. The boundary conditions were not specified for the rest of the surface with the coordinates $-R \leq X<-0.8 R$; i.e., the director orientation in this region was determined,
as in the droplet volume, from the condition that the free energy be minimal. The resulting distribution of director field (Fig. 3) was similar to the configuration presented in Fig. 1b. In this distribution, the surface director orientation is also homeotropic near the point $-R$. When moving away from the symmetry axis, the orientation becomes tilted and then smoothly changes to planar.

Next, this information was used to calculate the corresponding textural patterns in crossed polarizers by applying the theoretical approach described in [12]. One can see (Fig. 4) that the theoretically calculated texture agrees well with the microphotograph of nematic droplet (Fig. 2b), taken for the same angle of inclination $\alpha$ of the symmetry axis to the polarizer.

## CONCLUSIONS

Thus, a set of orientational structures intermediate between the bipolar and radial director configurations have been revealed for nematic droplets in PDLC film samples with various lecithin content. The data obtained are evidence that the change of surface anchoring from planar to homeotropic results in a gradual transformation of the bipolar structure of nematic droplets into the radial structure through a sequence of equilibrium director configurations without the formation of additional disclinations, as was predicted previously by the topological analysis in [1,2]. Clearly, the approach described above allows the observation of only the equilibrium director configurations in different samples, whereas the temperature-induced variations of boundaries [2] allow one to trace the droplet restructurization dynamics. However, it should be remembered that not only the boundary conditions change in the second case but so do the elastic moduli that strongly influence the distribution of director field, thereby hampering the interpretation of the experimental results.

It should be emphasized that the surface anchoring in nematic droplets with intermediate configurations is inhomogeneous. Due to the use of the realistic inhomogeneous boundary conditions in our numerical calculation, the obtained director configurations and textural patterns of nematic droplets proved to be analogous to the experimentally observed ones.
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#### Abstract

A relativistic generalization of the semiclassical theory of tunneling and multiphoton ionization of atoms and ions in the field of a high-intensity electromagnetic wave with linear, circular, and elliptic polarization is constructed. The exponential factor in the ionization probability is calculated for arbitrary values of adiabaticity parameter $\gamma$. In the case of low-frequency laser radiation, an asymptotically exact formula is derived for the ionization rate of the $s$ atomic level, including the Coulomb, spin, and adiabatic corrections and the preexponential factor. © 2004 MAIK "Nauka/Interperiodica".


PACS numbers: $32.80 . \mathrm{Rm} ; 03.65 . \mathrm{Xp} ; 03.65 . \mathrm{Sq}$

1. Rapid progress in laser physics and technology has made it possible to attain the highest intensities $J \sim$ $10^{21} \mathrm{~W} / \mathrm{cm}^{2}[1,2]$; it is planned to increase these values by one to two orders of magnitude [3]. In such strong fields, atomic ions with charge $Z \sim 40-60$ will form; the binding energy $E_{b}=m_{e} c^{2}-E_{0}$ of electron energy levels in such ions becomes comparable to the rest energy $m_{e} c^{2}$. In this case, the tunneling electron motion leading to the ionization can no longer be regarded as nonrelativistic, and the generalization of the Keldysh ionization theory [4-8] is required (this is the subject of this communication). Below, the equations defining the underbarrier trajectory in a wave field and the ionization rate of the $s$ level are written for all values of the adiabaticity parameter $\gamma$. The case of ionization by a low-frequency laser field ( $\gamma \ll 1$ ), important for applications, is considered and some critical remarks concerning the recently published article [9] are also made.

In our calculations, we will use the imaginary-time method (ITM) providing a pictorial description of the tunneling process, especially in the case of passage through a time-varying barrier [6-8]. As a rule, henceforth $\hbar=m_{e}=c=1$.
2. A plane electromagnetic wave with linear polarization is defined by the potentials

$$
\begin{equation*}
\mathbf{A}=\left(0,-\frac{\mathscr{E}_{0}}{\omega} a(\eta), 0\right), \quad \varphi \equiv 0 \tag{1}
\end{equation*}
$$

where $\mathscr{E}_{0}$ is the wave-field amplitude, $\mathscr{E}=\mathscr{H}=\mathscr{E}_{0} a^{\prime}(\eta)$, $\eta=\omega(t-x)$, the $x$ axis is chosen along the wave-propagation direction, the electric field is directed along the $y$ axis, and the magnetic field is directed along the $z$ axis. The function $a(\eta)$ defines the pulse shape. For
example, $a(\eta)=\sin \eta$ corresponds to the monochromatic laser light, $a(\eta)=\eta$ corresponds to a constant crossed field, $a(\eta)=\tanh \eta$ corresponds to a solitonlike pulse $\mathscr{E}(t, x)=\mathscr{E}_{0} / \cosh ^{2} \eta$, and so on. The equations of motion for the electron 4-momentum $p^{i}=(\mathbf{p}, E)$ have the form

$$
\begin{align*}
& \dot{p}_{x}=e_{\mathscr{E}} \mathrm{v}_{y}, \quad \dot{p}_{y}=e^{\mathscr{E}}\left(1-v_{x}\right), \\
& \dot{p}_{z}=0, \quad \dot{E}=e(\mathscr{E} \mathbf{v})=e^{\mathscr{C}} \mathrm{v}_{y}, \tag{2}
\end{align*}
$$

where the dot denotes the derivative with respect to the laboratory time $t$. For any dependence $\mathscr{E}(\eta)$, there exists an integral of motion [5]

$$
\begin{equation*}
J=E-p_{x}=\left(1-v_{x}\right) / \sqrt{1-v^{2}}=\eta / \omega \tau, \tag{3}
\end{equation*}
$$

where $\tau=\int^{t} \sqrt{1-v^{2}} d t$ is the particle intrinsic time. The second equation in Eqs. (2) gives

$$
\begin{equation*}
\frac{d p_{y}}{d \eta}=\frac{e \mathscr{C}_{0}}{\omega} a^{\prime}(\eta), \quad p_{y}(\eta)=\frac{e \mathscr{C}_{0}}{\omega} a(\eta)=-e A_{y}(\eta) \tag{4}
\end{equation*}
$$

(while choosing the integration constant, we took into account that the light-front variable $\eta$ and the momentum $p_{y}$ become purely imaginary quantities after the transition to the imaginary time, $t \longrightarrow i t$; cf. [10-12]). Next, we find that

$$
\begin{equation*}
\frac{d y}{d \eta}=\frac{1}{J \omega} \frac{d y}{d \tau}=\frac{p_{y}(\eta)}{J \omega}, \quad y(\eta)=\frac{e \mathscr{C}_{0}}{J \omega^{2}} \int_{\eta_{0}}^{\eta} a\left(\eta^{\prime}\right) d \eta^{\prime} \tag{5}
\end{equation*}
$$

and the quantities $p_{x}(\eta)$ and $x(\eta)$ are defined analogously. Note that the solution can be obtained in the explicit form for any wave-field dependence on $\eta$.

The explicit form of the tunnel trajectory for monochromatic laser radiation in the case $a(\eta)=\sin \eta$ is

$$
\begin{gather*}
p_{x}(\eta)=\frac{1}{4 \beta^{2} J}\left(\frac{\sinh 2 \eta_{0}}{2 \eta_{0}}-\cosh 2 \eta\right), \\
p_{y}(\eta)=i \beta^{-1} \sinh \eta \\
x=\frac{i \eta}{4 \omega \beta^{2} J^{2}}\left(\frac{\sinh 2 \eta_{0}}{2 \eta_{0}}-\frac{\sinh 2 \eta}{2 \eta}\right),  \tag{6}\\
y=\frac{1}{\omega \beta J}\left(\cosh \eta_{0}-\cosh \eta\right), \quad z \equiv 0,
\end{gather*}
$$

where $\beta=\omega / \mathscr{E}_{0}$ and the substitution $\eta \longrightarrow i \eta$ corresponding to the ITM is made. Here, $\eta_{0}=-i \omega t_{0}$, where $t_{0}$ is the initial (imaginary) instant of time for the tunneling motion.

The quantities $\eta_{0}$ and $J$ appearing in Eqs. (6) can be determined from the initial condition $[8,10]$

$$
\begin{equation*}
E\left(\eta_{0}\right)=\sqrt{p_{x}^{2}+p_{y}^{2}+1}=\epsilon, \quad p_{x}\left(\eta_{0}\right)=\epsilon-J \tag{7}
\end{equation*}
$$

(here, $\epsilon=E_{0} / m_{e} c^{2}, 0<\epsilon<1$, and $E_{0}$ is the initial energy of the energy level, including the electron rest energy); this gives

$$
\begin{align*}
& \sinh ^{2} \eta_{0}=\gamma^{2} \frac{1-2 \epsilon J+J^{2}}{1-\epsilon^{2}} \\
& \frac{\sinh 2 \eta_{0}}{2 \eta_{0}}=1+2 \gamma^{2} \frac{1-J^{2}}{1-\epsilon^{2}} \tag{8}
\end{align*}
$$

where $\gamma$ is the adiabaticity parameter, which is a relativistic generalization of the well-known Keldysh parameter [4]

$$
\begin{equation*}
\gamma=\omega T_{t}=\frac{\omega}{e \mathscr{E}_{0}} \sqrt{1-\epsilon^{2}} \tag{9}
\end{equation*}
$$

and $T_{t}$ is the characteristic tunneling time in electric field $\mathscr{C}_{0}$. Equations (7) and (8) are used to determine $\eta_{0}$ and $J$ as functions of the parameters $\gamma$ and $\epsilon$.

By calculating the "truncated action" function [8]

$$
\begin{aligned}
W & =\int_{t_{0}}^{0}\left\{-\sqrt{1-v^{2}}+e(\mathbf{A v})+\epsilon\right\} d t \\
& =\int_{0}^{\tau_{0}}\left\{1-e(\mathbf{A p})-\frac{\epsilon}{\sqrt{1-v^{2}}}\right\} d \tau
\end{aligned}
$$



Fig. 1. Functions $g\left(\gamma, \epsilon_{0}\right)$ from formula (11) for monochromatic light (linear polarization). The curves correspond to the initial energy $\epsilon \longrightarrow 1$ (nonrelativistic case), $0.9,0.75$, $0.5,0.25$, and 0 (from top to bottom).
along the tunnel trajectory, we obtain the ionization rate of the relativistic bound state with an exponential accuracy,
$w_{R} \propto \exp \left(-2 \hbar^{-1} \operatorname{Im} W\right)=\exp \left\{-\frac{2 m_{e} c^{2}}{\hbar \omega} \eta_{0}(J-\epsilon)\right\}$
or

$$
\begin{equation*}
w_{R} \propto \exp \left\{-\frac{2}{3 F} g(\gamma, \epsilon)\right\}, \tag{11}
\end{equation*}
$$

where $g=\left(\sqrt{1+\frac{2}{3} \xi^{2}-\frac{1}{3} \xi^{4}} / \xi^{2} \gamma\right) \eta_{0}(J-\epsilon), \mathscr{E}_{S}=$ $m_{e}^{2} c^{3} / e \hbar=1.32 \times 10^{16} \mathrm{~V} / \mathrm{cm}$ is the so-called Schwinger field, characteristic of QED [13, 14], $F=\mathscr{E}_{0} / \mathscr{E}_{\text {ch }}$, and the characteristic field defined by the initial energy of the level is introduced:

$$
\begin{equation*}
\mathscr{E}_{\mathrm{ch}}=\frac{(\sqrt{3} \xi)^{3}}{1+\xi^{2}} \mathscr{E}_{S}, \quad \xi=\left[1-\frac{1}{2} \epsilon\left(\sqrt{\epsilon^{2}+8}-\epsilon\right)\right]^{1 / 2} . \tag{12}
\end{equation*}
$$

The value of $\mathscr{E}_{\text {ch }}$ increases monotonically with decreasing $\epsilon$, i.e., with increasing level depth. In the nonrelativistic limit, $\mathscr{E}_{\text {ch }}=(2 I)^{3 / 2 \mathscr{C}} \mathscr{E}_{a}$, where $\mathscr{E}_{a}=\alpha^{3 \mathscr{C}} \mathscr{C}_{S}, \alpha=1 / 137$, and $I$ is the ionization potential (in atomic units). In this case, relation (11) transforms into the well-known Keldysh formula [4, 15]. Equations (8)-(11) generalize this formula to the case of deep levels and can easily be solved by computer methods (Fig. 1).


Fig. 2. Function $g(\gamma)$ in the case of linear and circular polarization (curves $l$ and $c$, respectively) for a hydrogen-like atom with $Z=60$.

Analogously, we can calculate the level ionization rate by a wave with elliptic polarization (general case of monochromatic radiation). ${ }^{1}$ Instead of system (8), we obtain the equations

$$
\begin{gather*}
\sinh ^{2} \eta_{0}-\rho^{2}\left(\cosh \eta_{0}-\sin \eta_{0} / \eta_{0}\right)^{2} \\
=\gamma^{2}\left[1+(J-\epsilon)^{2} /\left(1-\epsilon^{2}\right)\right],  \tag{13}\\
\left(1-\rho^{2}\right) \sinh 2 \eta_{0} / 2 \eta_{0}+\rho^{2}\left[2\left(\sinh \eta_{0} / \eta_{0}\right)^{2}-1\right] \\
=1+2 \gamma^{2}\left(1-J^{2}\right) /\left(1-\epsilon^{2}\right),
\end{gather*}
$$

where $\rho$ is the light ellipticity $(-1 \leq \rho \leq 1, \rho=0$ corresponds to linear polarization and $\rho= \pm 1$ corresponds to circular polarization). In this case, formula (10) remains valid for $\operatorname{Im} W$; however, the quantities $\eta_{0}$ and $J$ should now be determined from Eqs. (13). These equations are simplified in the case of linear (see Eq. (8)) and circular polarizations, when $\rho^{2}=1$ and

$$
\begin{align*}
& \left(\sinh \eta_{0} / \eta_{0}\right)^{2}=1+\gamma^{2} \frac{1-J^{2}}{1-\epsilon^{2}}  \tag{14}\\
& \sinh 2 \eta_{0} / 2 \eta_{0}=1+\gamma^{2} \frac{1-\epsilon J}{1-\epsilon^{2}}
\end{align*}
$$

Numerical calculation gives for function $g$ the curves depicted in Fig. 2. With increasing ellipticity, function $g=g(\gamma, \epsilon, \rho)$ monotonically increases and the ionization probability accordingly decreases; in other words, we have qualitatively the same situation as in the nonrelativistic case [6].

[^3]After rather cumbersome calculations, Eqs. (10) and (13) lead to the expansion

$$
\begin{equation*}
g(\gamma, \epsilon, \rho)=1-\frac{1-\rho^{2} / 3}{10\left(1-\xi^{2} / 3\right)} \gamma^{2}+O\left(\gamma^{4}\right) \tag{15}
\end{equation*}
$$

which is valid in the adiabatic region $\gamma \ll 1$ (for $\gamma \leqq 0.5$, this expression has an accuracy of a few percent). In the nonrelativistic limit, when $\xi \sim \alpha \sqrt{I} \ll 1$, this formula is in accord with [6] for an arbitrary ellipticity $\rho$, while in the case of circular polarization, it fits to the result obtained in [5, 6]. Equation (15) directly shows that the increase in light ellipticity reduces the ionization probability $w_{R}$; conversely, a decrease in $\epsilon$, i.e., increase in the depth of a bound level, increases this probability (for a fixed value of reduced field $F$, which is itself a function of the level energy).
3. The exponential factor in Eq. (11) is independent of the particle spin. In the framework of the ITM, the spin correction to the action function is given by [17]

$$
\begin{gather*}
\delta S_{\text {spin }}=\frac{i e}{2 m c} \epsilon_{\alpha \beta \lambda \mu} \int F^{\alpha \beta} u^{\lambda} s^{\mu} d \tau \\
=\frac{e}{m c} \int\left\{(\mathbf{s H})-(\mathbf{v s})(\mathbf{v H})+[\mathbf{v s}]^{\mathscr{C}}\right\} d t . \tag{16}
\end{gather*}
$$

Considering that the tunnel trajectory (6) lies in the ( $x$, y) plane and $\mathscr{E}=\mathscr{H}$, we obtain

$$
\begin{align*}
\delta S_{\text {spin }} & =\frac{e_{\mathscr{C}}^{0}}{m c} \int_{t_{0}}^{0} s_{x} a^{\prime}(\eta)\left(1-v_{x}\right) d t \\
& =-\frac{e_{\mathscr{C}} J}{m c} \int_{0}^{\eta_{0}} s_{x} a^{\prime}(\eta) d \tau \tag{17}
\end{align*}
$$

Spin rotation in a uniform external field is described by the Bargmann-Michel-Telegdi equation [18]; for crossed fields, this equation implies that $s_{z}(t)=$ const and

$$
\begin{equation*}
\delta S_{\text {spin }}=-\mu_{B} \frac{\mathscr{E}_{0}}{\omega} s_{z} a\left(i \eta_{0}\right) \tag{17'}
\end{equation*}
$$

In the case of a constant field, we have $a\left(i \eta_{0}\right)=$ $i \frac{\omega}{e \mathscr{C}_{0}} \sqrt{\frac{3 \xi^{2}}{\left(1+\xi^{2}\right)}}$; in addition, we must also take into account the change in the exponential factor in Eq. (11) owing to the splitting of level $\epsilon_{0}$ in a magnetic field, because this factor contains magnetic moment $\mu$ of a bound electron, which differs from the Bohr magneton if $Z \alpha \sim 1$ [19, 20]. As a result, we obtain the spin factor in the level ionization rate in a constant crossed field:

$$
\begin{equation*}
S_{ \pm}^{\mathrm{ITM}}=\exp \left\{ \pm \frac{\sqrt{3} \xi}{\sqrt{1+\xi^{2}}}\left(1-\mu / \mu_{B}\right)\right\} \tag{18}
\end{equation*}
$$

where the signs $\pm \hbar / 2$ correspond to the spin projections onto the direction of $\mathscr{H}$; for this reason, the states with different values of $s_{z}$ are characterized by different ionization rates.

An alternative method for calculating spin correction to the action is based on squaring the Dirac equation. This approach is similar to that used in [21,22] for the relativistic Coulomb problem with $Z>137$. In this case, instead of Eq. (17), we obtain

$$
\begin{equation*}
S_{+}=\frac{1+\sigma}{1-\sigma} \exp \left(-\frac{\sqrt{3} \xi}{\sqrt{1+\xi^{2}}} \frac{\mu}{\mu_{B}}\right), \quad \sigma=\frac{\sqrt{3} \xi}{1+\sqrt{1+\xi^{2}}}, \tag{18'}
\end{equation*}
$$

and $S_{-}=1 / S_{+}$. Expressions (18) and (18') are close numerically. According to Breit [19], for example, we have $\mu=0.933 \mu_{B}$ for the $1 s_{1 / 2}$ ground level in a hydro-gen-like atom with charge $Z=60$, whence $S_{+}=1.046$ and $S_{+}^{\text {ITM }}$ differs from it by only $1.5 \%$; for $Z=92$, we have $S_{+}=1.121$, and so on. Thus, the results of these two (independent) calculations virtually coincide.

For $Z \alpha \ll 1$, we have $S_{ \pm} \approx S_{ \pm}^{\mathrm{TTM}}=1+O\left((Z \alpha)^{3}\right)$; i.e., the tunneling probability is independent of the electron spin projection. This is not surprising since operator $s$ commutes with the Schrödinger Hamiltonian and the spin component splits off.
4. Maximal intensities $J$ are attained for IR lasers; for this reason, the case with $\gamma \ll 1$ deserves special consideration. For the tunneling ionization rate of the $s$ level, we can derive an asymptotically exact formula in the limit of a weak ( $\mathscr{E}_{0} \ll \mathscr{E}_{\text {ch }}$, or $F \ll 1$ ) field:

$$
\begin{gather*}
w_{R}=\frac{E_{b}}{\hbar}\left|C_{\lambda}\right|^{2} D F^{-(2 v-3 / 2)} \\
\times \exp \left\{-\frac{2}{3 F}\left(1-\frac{\gamma^{2}}{10\left(1-\xi^{2} / 3\right)}\right)\right\}, \quad \rho=0, \tag{19}
\end{gather*}
$$

where $E_{b}=m c^{2}(1-\epsilon)$ is the binding energy of the level, $v=Z \alpha \epsilon / \sqrt{1-\epsilon^{2}}$ is the relativistic analogue of the effective principal quantum number $n^{*}=Z / \sqrt{2 I}$, and $C_{\lambda}$ is an asymptotic (at infinity) coefficient of the freeatom wave function (in the absence of the wave field). Generally speaking, this coefficient can be obtained only numerically from the Hartree-Fock-Dirac equations; however, for a hydrogen-like atom, there exists an analytic solution (see, e.g., [23]). For example, for the $1 s_{1 / 2}$ ground level and any $Z$, we have

$$
\begin{equation*}
\epsilon=v=\sqrt{1-(Z \alpha)^{2}}, \quad C_{1 s}^{2}=2^{2 \epsilon-1} / \Gamma(2 \epsilon+1) . \tag{20}
\end{equation*}
$$

Finally, the factor $D=D(\epsilon, Z)$ is independent of the wave amplitude and has a rather cumbersome form, and it will not be given here. It should be noted that the Cou-
lomb factor $Q[11]$ arising when the Coulomb interaction between an electron and the atomic core (with charge $Z$ ) is taken into account is calculated using the semiclassical perturbation theory [7]. For the elliptic radiation polarization, the exponential factor in Eq. (19) should be replaced in accordance with Eq. (15), while the field index $F$ (in the preexponential factor) in the case of circular polarization should be replaced by $1-2 \mathrm{v}$.

In the nonrelativistic limit, Eq. (19) assumes the form

$$
\begin{equation*}
w=\kappa^{2} C_{\kappa}^{2} \sqrt{\frac{3 F}{\pi}} 2^{2 n^{*}} F^{1-2 n^{*}} \exp \left\{-\frac{2}{3 F}\left(1-\frac{1}{10} \gamma^{2}\right)\right\}, \tag{21}
\end{equation*}
$$

where we now have $F=\mathscr{E}_{0} / \kappa^{3}, \gamma=\omega \kappa / \mathscr{E}_{0}$ is the Keldysh parameter, $\kappa=\sqrt{2 I}$, and atomic units are used (in the case of circular polarization, we must omit factor $\sqrt{3 F / \pi}$ and replace coefficient $1 / 10$ in the exponent by $1 / 15$ ). The generalization of formula (21) to the states with an arbitrary orbital angular momentum $l$ is given in [6].

Let us assess the range of application of the nonrelativistic theory of ionization. With an exponential accuracy, we obtain from Eqs. (11) and (21)

$$
\begin{gather*}
w_{R} \propto \exp \left\{-2(\sqrt{3} \xi)^{3} \mathscr{C}_{S} / 3\left(1+\xi^{2}\right) \mathscr{C}_{0}\right\},  \tag{22}\\
w_{N R} \propto \exp \left\{-\frac{2 \kappa^{3} \mathscr{C}_{a}}{3 \mathscr{E}_{0}}\right\}=\exp \left\{-\frac{2}{3}[2(1-\epsilon)]^{3 / 2} \frac{\mathscr{C}_{S}}{\mathscr{E}_{0}}\right\} . \tag{22'}
\end{gather*}
$$

Setting here $\epsilon=1-\frac{1}{2} \alpha^{2} \kappa^{2}=\sqrt{1-(Z \alpha)^{2}}$ and taking into account the expansions

$$
\kappa=Z\left[1+\frac{1}{8}(Z \alpha)^{2}+\ldots\right],
$$

$$
\sqrt{3} \xi=\alpha \kappa+\frac{7}{72}(\alpha \kappa)^{3}+\ldots=Z \alpha+\frac{2}{9}(Z \alpha)^{3}+\ldots
$$

we obtain

$$
\begin{equation*}
w_{N R} / w_{R} \approx \exp \left\{-\frac{1}{36}(Z \alpha)^{5} \frac{\mathscr{C}_{S}}{\mathscr{E}_{0}}\right\}, \quad Z \alpha \ll 1 \tag{23}
\end{equation*}
$$

It can be seen that the range of applicability of the Keldysh nonrelativistic theory is "extended" to quite large values of $Z$. For example, for $Z=40,60$, and 80 and for the radiation intensity $J=10^{23} \mathrm{~W} / \mathrm{cm}^{2}$, the values of $w_{N R}$ and $w_{R}$ differ by a factor of $1.15,3$, and 65 , respectively. Using the formulas derived above, we can easily refine this estimate and make it more exact (Fig. 3). For want of space, we postpone the discussion of this question to a more detailed publication.


Fig. 3. The ratio $R=w_{N R} / w_{R}$ for the $1 s_{1 / 2}$ ground level as a function of $Z$ for various intensities of laser radiation. The figures on the curves indicate the values of $\log J\left[\mathrm{~W} / \mathrm{cm}^{2}\right]$.

The ionization of a relativistic bound state by a constant crossed field was considered by Nikishov and Ritus [5]. Using the Klein-Gordon equation, they calculated the ionization probability $w_{R}$ for the $s$ level bound by short-range forces $(Z=0)$ in the case of a particle with zero spin. For $Z=v=0$, expressions (19), (22), and (25) coincide with those obtained in [5], but they are written in a more compact form. The coincidence of the results obtained by two independent methods is very important for the ITM. Although this method possesses a heuristic potential and physical clearness, it cannot be regarded as rigorously substantiated, in spite of some attempts made in this direction [17].
5. In conclusion, we must consider the article by Milosevic, Krainov, and Brabec "Semiclassical Dirac Theory of Tunnel Ionization" [9], which contains formula (8) for the ground-state ionization rate $w_{r}$ in constant crossed fields. This formula (which is treated in [9] as the "main result" of that study) can easily be written in the form

$$
\begin{equation*}
w_{r}=C_{\lambda}^{2} P \bar{Q} \operatorname{Exp}, \quad \hbar=m=c=1, \tag{24}
\end{equation*}
$$

where the factors Exp and $P$ identically coincide with the corresponding expressions from $[5,10,11]$,

$$
\begin{equation*}
\operatorname{Exp}=\exp \left(-\frac{2 \sqrt{3} \xi^{3} \mathscr{C}_{S}}{1+\xi^{2}} \frac{\mathscr{E}_{S}}{\mathscr{E}}\right), \quad P=\frac{1}{\xi} \sqrt{\frac{1-\xi^{2} / 3}{3+\xi^{2}}} \frac{\mathscr{E}}{\mathscr{C}_{S}}, \tag{25}
\end{equation*}
$$

while the Coulomb factor $\bar{Q}$ differs from our expression (formula (35) in [11]) only in that the exponent $\eta \equiv \nu=Z \alpha \epsilon / \sqrt{1-\epsilon^{2}}$ is replaced by the level energy $\epsilon$. The difference between $Q$ and $\bar{Q}$ is due to the fact that, in [9], a special case of ionization of the $1 s_{1 / 2}$ level with energy $\epsilon=\sqrt{1-(Z \alpha)^{2}}$ was considered and the wave function had the simplest form [23]. This can be done
if the atom has only one electron in the $K$ shell, while the remaining electrons are stripped (hydrogen-like atom with nuclear charge $Z$ ). In this particular case, $\eta \equiv \epsilon$ and $\bar{Q} \equiv Q$, while the asymptotic coefficient is defined by formula (20) and corresponds to [9]. However, our formula for $Q$ is considerably more general; it applies to multicharged ions with an arbitrary degree of ionization if the atomic-level parameters $\epsilon$ and $C_{\lambda}^{2}$ are taken from independent calculations for a free ( $\mathscr{E}=$ $\mathscr{H}=0$ ) atom or directly from the experiment, as in the nonrelativistic theory of ionization [5-8].

In [9], neither spin factor (18) in the tunneling probability nor correction (15) on the order of $\gamma^{2}$ in the exponent were calculated and the adiabatic correction [6] changing the power of field in the preexponential factor was not taken into account. For this reason, formula (8) from [9] could refer only to constant fields. However, in this case the authors of [9] assume, in fact, that the Dirac bispinor $\hat{S}$ defined in the vicinity of atomic nucleus does not change in the course of electron tunnel motion (this obviously follows from the comparison of formulas (1), (2), and (5) in [9]), which is not correct. The word combination "Dirac theory" appearing in the title of [9] is also surprising since it is only the normalization factor $C_{\lambda}^{2}$ mentioned in all textbooks on quantum mechanics [23] (which, in addition, differs from unity by only a few percent; e.g., $C_{\lambda}^{2}=1$ for small $Z$ and $C_{\lambda}^{2}=1.039$ for $Z=60$ ) that is related to the Dirac theory, while the factors $P, Q$, and Exp are independent of the particle spin and can be calculated on the basis of the Klein-Gordon equation, as in [5, 10-12].

The formulas given in [9] literally reproduce the corresponding formulas ${ }^{2}$ from [10-12] with the same notation (including the transition from the energy $\epsilon$ to the convenient variable $\xi$ introduced in [10] and naturally arising in the ITM). The original contribution of the authors of [9] lies in the multiplication of factors $\operatorname{Exp}, Q, P$, and $C_{\lambda}^{2}$, which were previously known. Thus, article [9] is a compilation of the studies [10-12] carried out (and published) several years earlier (which, however, is not mentioned in [9]). At the same time, it is stated in [9] that "for the first time a quantitative description of tunnel ionization of atomic ions" or "the first quantitative determination of tunneling in atomic ions in relativistic regime" is given in that work (italicized by us); see abstract and the text preceding formula (9) in [9].

Reference [11] in [9] shows that our publications were familiar to the authors. However, our studies are treated as the "analytic solution of the Klein-Gordon

[^4]equation for $\pi^{-}$atoms in static electric and magnetic fields," although we never mentioned $\pi^{-}$atoms. ${ }^{3}$ On the contrary, it is repeatedly emphasized in [10-12] that our goal is the generalization of the imaginary time method to the case of relativistic tunnel electron motion and its application to the theory of ionization of deep levels (including the $K$ shell) in heavy atoms.

One of the authors of this paper (V.P.) was obliged to note (in connection with the so-called ADK theory [24]; see [25] for details) a certain tendency to use the results obtained by other authors without the appropriate citation. The "main result" in [9] was obtained by simply rewriting the formulas from original publications [5, 10-12].
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#### Abstract

The dependence of the polarization- and intensity-modulation group delay on the polarization of electromagnetic wave was studied experimentally for different transitions between the hfs components of the ${ }^{87} \mathrm{Rb} D_{1}$ absorption line. It was found that the polarization-modulation delay strongly depends on the degeneracy structure of resonant transition and, in the general case, on the ellipticity of light-wave polarization. It is demonstrated that the polarization-modulation delay does not occur for the transitions not involving dark states. The polarization delay was studied as a function of the polarization ellipticity angle. The intensity-modulation delay was measured for the resonance radiation to show that it is observed for all ${ }^{87} \mathrm{Rb} D_{1}$-line transitions and is independent of polarization. © 2004 MAIK "Nauka/Interperiodica".


PACS numbers: 42.25.Ja; 42.50.Gy

The discovery of coherent population trapping (CPT) and electromagnetically induced transparency (EIT) has stimulated the study of resonance nonlinear effects in media with induced atomic coherence [1-3]. The appearance of a transparency window upon the resonant wave-field interaction in multilevel systems is accompanied by the appreciable lengthening of laser radiation path. The strong medium dispersion under the EIT conditions brings about anomalously strong delay of a signal pulse in the pump-wave field. For the special radiation-controlled regime, "light stop," i.e., in fact, implementation of optical memory, is possible [4,5]. The combination of a low velocity of wave-packet propagation and increase in the wave-interaction path under resonance conditions renders the EIT regime promising for the observation of various nonlinear effects.

Degenerate schemes have gained the widest acceptance in the implementation of the CPT and EIT effects. This is caused by both the widespread occurrence of the degenerate systems and their obvious advantages. In particular, due to the fact that the frequencies of the fields used in these schemes are equal in the case of exact resonance, the Doppler broadening of the EITinducing two-photon transition can be reduced, in effect, to zero, and, in addition, the possibility of using a common generation source for the interacting waves allows the coherence of excitation events to be substantially improved. For this reason, degenerate systems prove to be suitable for the observation of EIT and, therefore, are widely used in experiment. In particular, the so-called light stop was observed for the ${ }^{87} \mathrm{Rb} 5 s_{1 / 2}$, $F=2 \longrightarrow 5 p_{1 / 2}, F=1$ transition [4]. It should also be noted that the EIT phenomenon in the systems with
magnetic quantum number degeneracy is suggested for use in magnetic-field measurements [6-9].

The CPT in degenerate systems is caused by the polarization-induced separation of excitation channels. In such a situation, the behavior of the system depends on the mutual orientation of the polarizations of optical fields. The population trapping occurs in the so-called dark state representing a sublevel superposition noninteracting with field. The occurrence of a dark state and the population trapping in this state are the common property of degenerate systems and are well understood. In particular, the CPT in a magnetically degenerate two-level system interacting with a polarized radiation was studied in detail in the early works devoted to the theory of this phenomenon [10, 11].

For the EIT in degenerate systems, the traditional scheme of studying the behavior of a weak signal wave in the field of an intense pump wave becomes conventional, because the corresponding wave polarizations are chosen arbitrarily. In theoretical work [12], a general approach was suggested to the study of the evolution of a wave with slowly varying polarization interacting resonantly with a medium of degenerate atoms under CPT conditions. It has been shown that a change in the light-wave polarization propagates through such a medium with a group velocity that is much lower than the velocity of light and dependent on the wave polarization and the transition type.

Another effect inherent in multilevel systems consists in the delay of a change in the intensity of a resonant light wave as a result of population pumping out to the long-lived levels noninteracting with field [13]. Evi-
dently, a dark state can play the role of such level in degenerate systems.

In this work, the group delay of a change in polarization and intensity was studied as a function of the electromagnetic-wave polarization for different transitions between the hfs components of the ${ }^{87} \mathrm{Rb} D_{1}$ absorption line. To reduce the influence of disturbing factors such as spurious magnetic fields, measurements were performed in a pure rubidium vapor without a buffer gas and with a relatively high laser intensity ( $100 \mathrm{~mW} / \mathrm{cm}^{2}$ ) [8]. The delay times under these conditions were relatively short ( $0.5-2 \mu \mathrm{~s}$, which corresponds to a mean group velocity of $25-100 \mathrm{~km} / \mathrm{s}$ ) but sufficient for the measurements of their dependence on polarization.

The scheme of the experimental setup for studying the group delay of a change in polarization is presented in Fig. 1a. An external cavity diode laser 1 was used as a source of monochromatic radiation. The radiation was linearly polarized at the laser output. The polarization was additionally controlled by polarizer 2 . The light-wave polarization was varied from linear to circular using a Pockels cell 3 and modulated about its mean value with a frequency of $\sim 60 \mathrm{kHz}$ and a modulation depth of $\sim 10 \%$. A laser beam with a cross section of $2 \times 5 \mathrm{~mm}$ passed through a cylindrical cell $4,56 \mathrm{~mm}$ in diameter and 55 mm in length, filled with rubidium vapor. To prevent the influence of the laboratory magnetic field, magnetic screen 8 was used. The rubidium concentration in the cell was varied using heater 9 . The signal was detected using the scheme consisting of quarter-wave plate 5 , polarizer 6 , and photodiode 7 . Quarter-wave plate 5 and polarizer 6 could rotate about the axis, allowing the modulation to be detected near the arbitrary elliptic radiation polarization.

Among the hfs transitions of the $D_{1}$ absorption line (Fig. 2), the $F=1 \longrightarrow F=2$ transition does not involve a dark state, the $F=1 \longrightarrow F^{\prime}=1$ and $F=2 \longrightarrow F^{\prime}=2$ transitions involve a simple one-dimensional dark state, and the $F=2 \longrightarrow F^{\prime}=1$ transition has a double (twodimensional) dark state, which is to say that, for every light-wave polarization, the lower-level sublevels have a two-dimensional space noninteracting with the resonant electromagnetic field [10, 11]. Measurements showed that the delay in the propagation of polarization structure is absent for the $F=1 \longrightarrow F=2$ transition. The group delay of a change in polarization was observed for the $F=1 \longrightarrow F^{\prime}=1$ and $F=2 \longrightarrow F^{\prime}=2$ transitions. This delay did not depend on the azimuthal rotation angle of polarization because of the axial symmetry of the system. The delay for the $F=1 \longrightarrow F^{\prime}=1$ transition did not depend on the ellipticity. For the $F=$ $2 \longrightarrow F=2$ transition, the delay of the polarizationmodulation propagation was found to be dependent on the mean ellipticity of light-wave polarization; the delay was maximal for the linear polarization and minimal for the circular polarization. These data are in agreement with the theoretical ideas developed in [12].


Fig. 1. (a) Scheme of the setup for measuring the polariza-tion-modulation delay: 1 laser, 2 polarizer, 3 Pockels cell, 4 ${ }^{87} \mathrm{Rb}$ vapor cell, 5 quarter-wave plate, 6 polarizer, 7 photodiode, 8 magnetic screen, and 9 heater. (b) Setup for studying the intensity-modulation delay: 1 laser, 2 polarizer, 3 Pockels cell, 4 polarizer, 5 quarter-wave plate, $6{ }^{87} \mathrm{Rb}$ vapor cell, 7 photodiode, 8 magnetic screen, and 9 heater.


Fig. 2. (a) Hyperfine structure scheme of the ${ }^{87} R b D_{1}$ line. (b) Transitions between the hfs levels of the ${ }^{87} \mathrm{Rb} D_{1}$ line. The magnetic sublevels of the corresponding levels are shown. The magnetic quantum numbers are numbered and the arrows indicate the allowed transitions for the right $\sigma^{+}$ and left $\sigma^{-}$circular polarizations.

The situation with the $F=2 \longrightarrow F=1$ transition proved to be more complicated; in addition to the delay of polarization structure, it changed and the radiation was depolarized. Such a behavior is apparently caused by the complex structure of the dark state of this transition and calls for further analysis. It is worth noting that the polarization modulation with a frequency of 60 kHz and a depth of $10 \%$ did not change the absorption at this


Fig. 3. Dependence of the group delay $\tau$ of a change in polarization on the mean ellipticity angle $\boldsymbol{\epsilon}$ of the electro-magnetic-wave polarization resonant with the $F=2 \longrightarrow$ $F^{\prime}=2$ transition of the ${ }^{87} \mathrm{Rb} D_{1}$ absorption line.
transition, indicating the adiabatic character of the dark-state rearrangement in our experiment [3].

The maximal delay in the propagation of polarization structure at the $F=2 \longrightarrow F^{\prime}=2$ transition was observed for a rubidium concentration of $\sim 2 \times 10^{12} \mathrm{~cm}^{-3}$. The corresponding dependence of the group delay $\tau$ of a change in polarization on the mean ellipticity angle $\epsilon$ is shown in Fig. 3. One can see that the delay in the propagation of polarization structure for the linear polarization $\epsilon=0^{\circ}$ is more than three times larger than the delay for the circular polarization $\epsilon=45^{\circ}$. With an increase in the concentration, the delay decreased, likely due to the radiation trapping, i.e., breaking of atomic coherence in the reemitted light [14-16]. The group delay measured under the same conditions for the polarization structure at the $F=1 \longrightarrow F^{\prime}=1$ transition was independent of the radiation polarization and equal to $0.75 \pm 0.10 \mu \mathrm{~s}$.

Along with the delay of a change in polarization, the delay of a change in the intensity of a resonant light wave, analogous to that observed previously in ruby crystal [13], was also studied in our experiment. The scheme of the setup for studying the intensity-modulation delay is shown in Fig. 1b. The radiation from laser 1 passed through linear polarizer 2 and fell on Pockels cell 3, to which an ac voltage with a frequency of 60 kHz and a bias voltage were applied. Upon passing through polarizer 4, the laser beam acquired linear polarization and amplitude modulation. A quarter-wave plate allowed the radiation polarization to be changed from linear to circular. The radiation passing through a cell with ${ }^{87} \mathrm{Rb}$ vapor inside magnetic screen 8 with heater 9 was detected using photodiode 7. The inten-sity-modulation delay was studied for the resonant light
wave and different transitions between the hfs components of the ${ }^{87} \mathrm{Rb} D_{1}$ line.

Our studies showed that the intensity-modulation delays in the polarization-delay experiments (laser intensity $\sim 100 \mathrm{~mW} / \mathrm{cm}^{2}$ and rubidium concentration $\sim 2 \times 10^{12} \mathrm{~cm}^{-3}$ ) did not exceed $0.5 \mu \mathrm{~s}$ for all ${ }^{87} \mathrm{Rb} D_{1}$ transitions. Measurements with a higher concentration $\left(\sim 5 \times 10^{12} \mathrm{~cm}^{-3}\right)$ and lower laser intensity ( $50 \mathrm{~mW} / \mathrm{cm}^{2}$ ) gave the following results: $1.2 \pm 0.2,0.4 \pm 0.2,1.2 \pm$ 0.2 , and $2.0 \pm 0.2 \mu$ s for the $F=1 \longrightarrow F=2, F=1 \longrightarrow$ $F^{\prime}=1, F=2 \longrightarrow F^{\prime}=2$, and $F=2 \longrightarrow F^{\prime}=1$ transition, respectively. The small delay for the $F=1 \longrightarrow F^{\prime}=1$ transition is caused by its low oscillator strength (onefifth of the other transitions). It was found that the intensity-modulation delay is independent of the radiation polarization within the measurement accuracy. Note that the delay of a change in intensity occurs for the $F=1 \longrightarrow F=2$ transition, for which no delay of polarization structure was observed. This is probably due to the population pumping to the $F=2$ level.

In summary, the polarization- and intensity-modulation group delay have been studied for a light wave interacting resonantly with a medium consisting of degenerate atoms. It has been shown that the evolution of resonance radiation depends on the degeneracy structure of transition. For the transitions not involving a dark state, the polarization modulation was not delayed. For the transitions involving a one-dimensional dark state, the polarization-modulation group delay was observed, much as the electromagnetic-wave propagation is retarded under EIT conditions. In the simplest configuration ( $F=1 \longrightarrow F=1$ transition), the polarization delay does not depend on the radiation polarization. For the transitions with a more complex degeneracy structure, the polarization-modulation decay depends on the polarization of a resonant wave. Due to this dependence, the shape of the polarization pulse can be distorted upon its propagation in medium. These results are in close agreement with the conclusions of theoretical work [12]. For the transitions involving a two-dimensional dark state, the delay of polarization structure was accompanied by its change and the radiation depolarization. Evidently, such a behavior is caused by the complex structure of a dark state and calls for further investigation. The delay of a change in the laser-radiation intensity was observed for all the transitions studied. The delay in the propagation of a change in intensity is caused by the population pumping out to the long-lived levels noninteracting with the field. Both the dark state and the long-lived nonresonance levels can play the role of such levels. It should be noted that the delay of a change in intensity does not depend on the polarization and, under analogous conditions, is several times shorter than for the polarization delays.

These results can prove to be important for the solution of various fundamental and applied problems in nonlinear optics and, in particular, the problem of data
storage and processing of optical and, in the future, quantum information.

We are grateful to L.A. Gushchin, A.G. Litvak, and V.A. Mironov for helpful discussions. This work was supported by the Russian Foundation for Basic Research (project nos. 04-02-17042 and 03-02-17176).
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#### Abstract

The laser-radiation self-action dynamics in the electromagnetically induced transparency band were studied analytically and numerically for an atomic gas with the $\Lambda$-type energy-level scheme. The self-consistent system of equations describing the spatiotemporal evolution of a finite-amplitude wave packet in the field of a uniform pump wave was derived. The self-action in the presence of competing diffraction, nonlinear dispersion, and radiation absorption in the system was qualitatively analyzed; in particular, the conditions for self-focusing of a probe beam were determined. The results were confirmed by the numerical simulation of wave-packet spatiotemporal evolution. © 2004 MAIK "Nauka/Interperiodica".
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The studies of interference phenomena [1-3] of the type of coherent population trapping (CPT) and electromagnetically induced transparency (EIT) in multilevel atomic ensembles have culminated in the intensive development of a new direction in nonlinear resonance optics. It is characterized by a negligible absorption of resonance radiation upon its parametric interaction with a medium. As a result, the traditional nonlinear effects can be observed for exceedingly low intensities of interacting waves (at a level of a few photons) and with less stringent phase-matching requirements.

The quantum interference effects are responsible for some unusual features in the propagation of a bichromatic resonance radiation in a system of three-level atoms. A broad class of self-consistent two-pulse structures were found in a one-dimensional case. In the absence of phase-coherence relaxation in a medium with the $\Lambda$-type energy-level scheme, they propagate without any noticeable change in shape at a distance much greater than the absorption length of an individual wave packet (see [4-6] and references cited therein). Of particular interest is the study of stationary self-action (self-focusing) of the bichromatic radiation [7-10] in a medium with EIT.

In this work, the self-action dynamics are considered for spatially restricted laser pulses under the EIT conditions in a medium of $\Lambda$-type atoms. The density matrix formalism is used to obtain a self-consistent system of equations describing the self-action dynamics of a bichromatic radiation in a system with long-lived phase coherence. The spatiotemporal evolution of a finite-amplitude wave packet in the field of a strong pump wave is qualitatively examined and the condi-
tions under which the radiation self-focusing is possible are determined. The results of qualitative consideration are confirmed by the numerical simulation of selfaction dynamics.

1. Let us consider the spatiotemporal evolution of the bichromatic laser radiation

$$
\begin{align*}
E & =E_{1}\left(\mathbf{r}_{\perp}, z, t\right) \exp \left(i \omega_{1} t-i k_{1} z\right) \\
& +E_{2}\left(\mathbf{r}_{\perp}, z, t\right) \exp \left(i \omega_{2} t-i k_{2} z\right) \tag{1}
\end{align*}
$$

interacting resonantly with a three-level system (Fig. 1) containing a metastable state $|2\rangle$. We assume that the wave-packet frequencies $\left(\omega_{1}, \omega_{2}\right)$ coincide with the frequencies of atomic transitions, $\omega_{1}=\omega_{13}$ and $\omega_{2}=\omega_{23}$, so that a two-photon resonance takes place. For a rarefied gas, the relation between the wavenumbers and frequencies can be taken in the form of the dispersion relation in vacuum $k_{1,2}=\omega_{1,2} / c$.

The evolution of wave packets $E_{1,2}\left(r_{\perp}, z, t\right)$ is described by the reduced equations

$$
\begin{equation*}
2 i k_{j}\left(\frac{\partial E_{j}}{\partial z}+\frac{1}{c} \frac{\partial E_{j}}{\partial t}\right)+\Delta_{\perp} E_{j}=4 k_{j}^{2} \pi P_{j} \tag{2}
\end{equation*}
$$

where $P_{j}$ is the complex polarization amplitude induced by the field $E_{j}(j=1,2)$. It is determined by the nondiagonal elements of density matrix $\rho_{j 3}$ :

$$
\begin{equation*}
P_{j}=N b_{3 j} \rho_{j 3}, \tag{3}
\end{equation*}
$$

where $N$ is the atomic density and $d_{3 j}$ are the electric dipole moments of allowed transitions.

The specific features of wave-packet interaction in the case considered are caused by the fact that the relaxation rate $\Gamma$ of low-frequency coherence is much lower than the upper-level decay rate $\gamma, \Gamma \ll \gamma$. The relaxation processes in this system are conditioned by the strongly different characteristic times. Clearly, the population $n_{3}$ of the upper level $|3\rangle$ and the coherences $\rho_{13}$ and $\rho_{23}$ reach their stationary values most rapidly. For wave fields smoothly varying at times

$$
\begin{equation*}
\tau_{E} \gg \gamma^{-1} \tag{4}
\end{equation*}
$$

the corresponding density-matrix elements are assumed to be quasi-stationary. The resulting dynamic equations for the density-matrix components of a $\Lambda$-type atom [1,2] take the form

$$
\begin{align*}
i \dot{n}_{1} & =-\left(g_{1} \rho_{31}-\text { c.c. }\right)+i \gamma n_{3}  \tag{5}\\
i \dot{n}_{2} & =-\left(g_{2} \rho_{32}-\text { c.c. }\right)+i \gamma n_{3}  \tag{6}\\
i \dot{\rho}_{12} & =-g_{1} \rho_{32}+g_{2}^{*} \rho_{13}-i \Gamma \rho_{12} . \tag{7}
\end{align*}
$$

The quasi-stationary components $n_{3}, \rho_{13}$, and $\rho_{23}$ are determined from the following relationships:

$$
\begin{gather*}
-g_{1}\left(n_{3}-n_{1}\right)+g_{2} \rho_{12}=i \gamma \rho_{13},  \tag{8}\\
-g_{2}\left(n_{3}-n_{2}\right)+g_{1} \rho_{21}=i \gamma \rho_{23},  \tag{9}\\
n_{1}+n_{2}+n_{3}=1 . \tag{10}
\end{gather*}
$$

Here, $n_{1}, n_{2}$, and $n_{3}$ are the populations of the respective levels, $\rho_{i j}=\rho_{j i}^{*}$ are the nondiagonal density-matrix elements, and $g_{i}=d_{i} E_{i} / \hbar$ are the Rabi frequencies. Expression (10) ensures the particle-number conservation in a three-level system.

One can readily find from Eqs. (5)-(10) that the time of establishing stationary population is

$$
\begin{equation*}
\tau_{N} \approx\left(\frac{\left|g_{1}\right|^{2}+\left|g_{2}\right|^{2}}{\gamma}\right)^{-1} \tag{11}
\end{equation*}
$$

while the relaxation time of the low-frequency coherence $\rho_{12}$ is given by the expression

$$
\begin{equation*}
\tau_{12} \approx\left(\Gamma+\frac{\left|g_{1}\right|^{2}+\left|g_{2}\right|^{2}}{\gamma}\right)^{-1} \tag{12}
\end{equation*}
$$

It then follows that characteristic times (11) and (12) shorten with strengthening field and become equal under the CPT conditions $\left(\left|g_{1}\right|^{2}+\left|g_{2}\right|^{2} \gg \Gamma \gamma\right)$.

Let us consider the long-time evolution of a "weak" wave packet $\left(\left|g_{1}\right|^{2} \ll\left|g_{2}\right|^{2}\right)$ in more detail. We assume that the radiation at frequency $\omega_{2}$ is continuous and uniform; i.e., $g_{2}=$ const $=g$. The field amplitude $g$ is much smaller than the saturation amplitude for the optical transitions in the $\Lambda$-type scheme ( $g \ll \gamma$ ). In the case of a slowly varying (on the relaxation time scale (11), (12)) wave field $g_{1}$, we will determine the polarization $P_{1}$ using the adiabatic approximation. The calculation


Fig. 1. Energy-level scheme of a $\Lambda$-type atom. The wave $E_{1}$ is resonant with the $|1\rangle \longleftrightarrow|3\rangle$ transition, the $E_{2}$ wave is resonant with the $|2\rangle \longleftrightarrow|3\rangle$ transition, and the low-frequency $|1\rangle \longleftrightarrow|2\rangle$ transition is forbidden.
of the time derivatives in Eqs. (5)-(7) by the perturbation method brings about equation

$$
\begin{gather*}
\frac{1}{c} \frac{\partial g_{1}}{\partial t}+\left(\frac{\partial}{\partial z}+\frac{i}{2 k_{1}} \Delta_{\perp}\right) g_{1} \\
=-\frac{\mu}{g^{2}} \frac{\partial g_{1}}{\partial t}-\frac{\mu \Gamma}{g^{2}} g_{1}+\frac{2 \mu\left|g_{1}\right|^{2}}{g^{4}} \frac{\partial g_{1}}{\partial t}  \tag{13}\\
+\frac{\mu \gamma}{g^{4}} \frac{\partial^{2} g_{1}}{\partial t^{2}}-\frac{\mu \gamma^{2} 2^{3} g_{1}}{g^{6}} \frac{\partial t^{3}}{}
\end{gather*}
$$

which describes the wave-field evolution under the conditions of electromagnetically induced transparency ( $g^{2}>\Gamma \gamma$ ). Here, the field $E_{1}$ is expressed through its Rabi frequency $g_{1}$ and the parameter $\mu=4 \pi N \omega d_{13}^{2} / \hbar c$ is introduced. The first term on the right-hand side of Eq. (13) accounts for the well-known decrease in the propagation velocity of a probe pulse in the $\Lambda$-type system. The second and fourth terms are responsible for the pulse dissipation on the propagation path; a "uniform" (along the pulse length) wave-packet decay (second term) is determined by the relaxation rate $\Gamma$ of lowfrequency coherence, and the decay in the case of $\Gamma=0$ is due to the diffusional wave-packet spreading (fourth term). The nonlinear third term appears because the group velocity of a wave packet in the $\Lambda$-type system depends on the weak amplitude $g_{1}$. Finally, the last term on the right-hand side of Eq. (13) accounts for the wave dispersion in the electromagnetic transparency window. ${ }^{1}$ One can see from Eq. (13) that the dissipative effects in the wave packet with a small $\left(\left|g_{1}\right| \gtrless|g|\right)$, though finite amplitude, predominate over the dispersion effects. Of all the dissipative effects, we will consider only the dissipation associated with the finite
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Fig. 2. $|\psi|$-Field isolines for the initial distribution $\psi(z=0)=$ $1.5 \exp \left(-0.5(r / 5)^{2}-0.5(\tau / 20)^{2}-0.15 i \tau\right)$ and various distances from the entrance into a medium with electromagnetically induced transparency.
width of the EIT window (i.e., $\Gamma=0$ in Eq. (13)) and introduce the dimensionless variables

$$
\begin{gathered}
\psi=g_{1} / g_{m}, \quad \tau=2 g_{m}^{2}\left(t-z / v_{g r}\right) / \gamma \\
v_{g r}=\left(1 / c+\mu / g^{2}\right)^{-1}, \quad z_{\text {new }}=4 \mu g_{m}^{4} z / g^{4} \gamma \\
r_{\text {new }}=2 g_{m}^{2} \sqrt{2 \hbar \mu} /\left(g^{2} \sqrt{\gamma}\right)
\end{gathered}
$$

where $g_{m}$ is a free parameter on the order of the maximal field value $g_{m} \sim \max \left(g_{1}(\xi, z)\right)$ in the wave packet. As a result, we arrive at the equation

$$
\begin{equation*}
-i \frac{\partial \psi}{\partial z}+\Delta_{\perp} \psi+i|\psi|^{2} \frac{\partial \psi}{\partial \tau}+i \frac{\partial^{2} \psi}{\partial \tau^{2}}=0 \tag{14}
\end{equation*}
$$

which describes the wave-packet self-action dynamics in the coordinate system associated with the pulse group velocity $\mathrm{v}_{g r}$. In the experiments, the group velocity, as a rule, is much lower than the velocity of light [3], and the deceleration $v_{g r} / c \approx g^{2} / c \mu$ is determined by the medium parameters and the pump-wave amplitude.

In the one-dimensional case $\left(\Delta_{\perp}=0\right)$, the self-action dynamics are governed by the competition of the nonlinearity introduced by the amplitude dependence of group velocity with the dissipation and are manifested in the steepening of the pulse leading edge.
2. To illustrate the salient features of self-action, we consider the spatial evolution of a continuous radiation at the frequency detuned by $\Omega$ from the resonance fre-
quency. By substituting the field $\psi=G\left(z, r_{\perp}\right) \exp (i \Omega \tau)$ into Eq. (14), we obtain the equation

$$
\begin{equation*}
-i \frac{\partial G}{\partial z}+\Delta_{\perp} G-\Omega|G|^{2} G-i \Omega^{2} G=0 \tag{15}
\end{equation*}
$$

It accounts for the radiation self-action in a medium with cubic (Kerr) nonlinearity and dissipation. The nonlinear term is proportional to the frequency shift, and, for the negative detuning from the resonance $(\Omega<$ 0 ), the nonlinearity in the $\Lambda$-type scheme is focusing. The absorption coefficient of a monochromatic radiation in the transparency window increases as $\Omega^{2}$, so that the nonlinear effects predominate over the dissipation at small values of detuning $|\Omega| \ll 1$. The condition for the predominance of the nonlinear wave-beam refraction over the diffraction in the axially symmetric case implies that the power is higher than its self-focusing critical value. In the dimensional variables, one obtains for the self- focusing critical power

$$
\begin{equation*}
P_{c r}=5.58 \frac{c|g|^{4}}{8 \pi \hbar \mu|\Omega|} \tag{16}
\end{equation*}
$$

Evidently, the critical power decreases with increasing the detuning $\Omega$. However, the frequency shift $\Omega$ must not exceed the width of EIT window; i.e.,

$$
\begin{equation*}
|\Omega|<g^{2} / \gamma . \tag{17}
\end{equation*}
$$

Accordingly, the critical power cannot be smaller than its minimal value

$$
\begin{equation*}
P_{c r}^{\min }=5.85 \frac{c|g|^{2} \gamma}{8 \pi \hbar \mu} \tag{18}
\end{equation*}
$$

Critical power (18) decreases also with decreasing amplitude $|g|$ of the controlling field, but it is bounded from below by the EIT condition $g^{2}>\gamma \Gamma$. In reality, the critical power of a probe wave may become greater than (18) due to the finite pulse duration.
3. Below, we present the results of numerical simulation of the self-action dynamics performed for a finite EIT band using Eq. (14). The evolution of an axially symmetric distribution of the form

$$
\begin{equation*}
\psi(r, \tau, z=0)=A_{0} \exp \left(-\tau^{2} / 2 a_{\tau}^{2}-r^{2} / 2 a_{r}^{2}+i \Omega \tau\right) \tag{19}
\end{equation*}
$$

was studied, where $A_{0}$ is the field amplitude, $a_{\tau}$ and $a_{r}$ are the characteristic scales of the distributions in the respective coordinates, and $\Omega$ is the detuning from the resonance in the $\Lambda$-type scheme.

First of all, it should be noted that, in the case of initial Gaussian distribution with zero frequency shift ( $\Omega=0$ ), field strengthening (focusing) was attained for
none of the amplitudes $A_{0}$. The calculations with a positive shift $(\Omega>0)$ point to additional defocusing and a more rapid decrease in the field amplitude.

Of greater interest is the behavior of the distribution with a negative frequency detuning. The evolution of the initial distribution with parameters $A_{0}=1.5, a_{r}=5$, and $a_{\tau}=20$ and negative frequency shift $\Omega=-0.15$ is demonstrated in Fig. 2. At the first stage, the field selffocusing occurs against the background of leadingedge steepening, typical of nonlinear dispersion. The rise in the maximal field amplitude is stabilized as the spectrum broadens during the processes of leadingedge modification and spectral harmonic generation outside the transparency band. A dissipative decrease in the wave-field power to a value smaller than critical subsequently brings about wave-packet spreading mainly in the transverse direction. Inasmuch as the strong decay occurs on the paths of lengths on the order of the breaking length, the radiation self-focusing distance can be estimated using one-dimensional Eq. (14). It is well known that the profile of the shock-wave type appears in this case on the paths $z \simeq \tau_{0} / A_{0}^{2}$, where $\tau_{0}$ is the pulse duration and $A_{0}$ is the maximal field amplitude. For the parameters used in our numerical calculation, this estimate gives $z_{f}=9$. A somewhat smaller value, $z_{f} \approx 8$, obtained in the numerical simulation (Fig. 3) is likely caused by the increase in the maximal field on the axis of the system upon self-focusing. As the initial amplitude $A_{0}$ increases, the self-focusing proceeds more intensely; i.e., field strengthening with respect to the initial level becomes more and more pronounced (inset in Fig. 3). It should also be noted that the detuning interval where the radiation self-focusing occurs in the $\Lambda$-type scheme becomes noticeably wider with an increase in amplitude; the increase in the amplitude $A_{0}$ of the initial distribution from 1.5 to 1.7 (solid and dashed curves in the inset) doubles this interval.
4. Our study of the laser-radiation self-action dynamics under the EIT conditions has revealed a number of special features of this process. It should primarily be noted that the self-action in the case of resonant wave-field interaction is determined by the amplitude dependence of the wave-packet group velocity. In this case, the pulse leading edge steepens upon pulse propagation. For a spatially nonuniform (with respect to the transverse coordinate) initial field distribution, the group-velocity dispersion brings about horseshoe distortion of the leading edge of wave packet.

If the radiation frequency is detuned from resonance, the nonlinear effects in the $\Lambda$-type scheme appear as the Kerr-type nonlinearity, resulting in the radiation self-focusing (self-defocusing). Due to the finiteness of the transparency band (determined by the pump-wave field), these processes proceed under con-


Fig. 3. Dynamics of the maximal field amplitude $A_{0}$ and the total energy $E$ for the same initial conditions as in Fig. 2. All quantities are normalized to their initial values. Inset: the dependence of the maximum field strengthening $\eta_{\max }=$ $\left|\psi_{\text {max }}\right| / A_{0}$ on the initial frequency shift $\Omega$. The solid curve is for the initial field amplitude $A_{0}=1.5$, and the dashed curve is for a slightly larger amplitude $A_{0}=1.7$.
ditions of increasing (with increasing frequency shift) absorption.

Appreciable radiation self-focusing is possible in the case of negative wave-field detuning from the resonance frequency. For Gaussian beams, it occurs only in the frequency range $\Omega<0$, i.e., in half of the transparency window. In the other half of the EIT band, the radiation self-focusing takes place. The competition of the nonlinearity and absorption in the transparency band gives rise, in particular, to the optimal frequency shift for which the self-focusing critical power is minimal. Expression (18) for the self-focusing critical power can conveniently be represented in the form

$$
P_{c r}=\frac{\gamma \omega}{\Omega_{c}^{2}} \lambda^{2} p
$$

where $p=P_{\text {pump }} / L^{2}$ is the pump power density, $P_{\text {pump }}$ is the pump power, $L$ is the transverse size of the pump field, $\lambda$ is the wavelength, and $\Omega_{c}=\left(8 \pi N \omega d^{2} / \hbar\right)^{1 / 2}$ is the cooperative frequency of the "probe" transition. With the parameters of the EIT experiment carried out in [3] $\left(\gamma \simeq 10^{7} \mathrm{~s}^{-1}, \omega \simeq 10^{15} \mathrm{~s}^{-1}, \Omega_{c} \simeq 10^{9}-10^{10} \mathrm{~s}^{-1}\right)$, the self-focusing critical power for beams of size $L$ equal to several thousand wavelengths is on the order of $\left(10^{-5}\right.$ $\left.10^{-2}\right) P_{\text {pump }}$.
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#### Abstract

It is shown theoretically that the Luttinger liquid can exist in quasi-one-dimensional conductors in the presence of impurities in a form of a collection of bounded Luttinger liquids. The conclusion is based on the observation by Kane and Fisher that a local impurity potential in Luttinger liquid acts, at low energies, as an infinite barrier. This leads to a discrete spectrum of collective charge and spin density fluctuations, so that interchain hopping can be considered as a small parameter at temperatures below the minimum excitation energy of the collective modes. The results are compared with recent experimental observation of a Luttinger-liquid-like behavior in thin $\mathrm{NbSe}_{3}$ and $\mathrm{TaS}_{3}$ wires. © 2004 MAIK "Nauka/Interperiodica".


PACS numbers: 71.10.Pm; 71.27.+a; 71.45.Lr; 73.21.Hb

Electronic properties of one-dimensional (1D) metals are known to be very different from those of ordinary three-dimensional (3D) metals (for a review, see [1-3]). 3D electron gas is well described by Landau's Fermi-liquid picture, in which interaction modifies free electrons, making them quasiparticles that behave in many respects like noninteracting electrons. In contrast to the 3D case, in 1D electronic systems, the Fermi-liquid picture breaks down even in the case of the arbitrarily weak interaction. In 1D metals, single-electron quasiparticles do not exist, and the only low energy excitations turn out to be charge and spin collective modes with the sound-like spectrum. These modes are dynamically independent, giving rise to a spin-charge separation in 1D systems. Furthermore, correlation functions at large distances and times decay as a power law with interaction-dependent exponents. Such a behavior has been given the generic name Luttinger liquid [4].

The concept of Luttinger liquid is of great interest in view of its application to real physical systems, such as carbon nanotubes and semiconductor heterostructures with a confining potential (quantum wires and quantum Hall effect edge states). The case of special interest is quasi-1D conductors, i.e., highly anisotropic 3D conductors with chainlike structure. Numerous experimental studies of both organic and inorganic quasi-1D conductors at low temperatures typically demonstrate bro-ken-symmetry states, like superconductivity, spin- or charge-density wave (CDW) states, and a metallic behavior above the transition temperature with nonzero single-particle density of states at Fermi energy. For instance, the most studied inorganic quasi-1D metals

[^7]undergo the Peierls transition from a metallic state either to a semiconducting CDW state (e.g., blue bronze $\mathrm{K}_{0.3} \mathrm{MoO}_{3}, \mathrm{TaS}_{3}$, $\left(\mathrm{TaSe}_{4}\right)_{2}$ I etc.) or to semimetallic CDW state ( $\mathrm{NbSe}_{3}$ ) [5]. Typically, these transitions occur in the temperature range $50-250 \mathrm{~K}$. From the theoretical point of view, the formation of Luttinger liquid in quasi-1D conductors at low enough temperatures is also problematic because of the instability towards 3D coupling in the presence of arbitrarily small interchain hopping [6-10]. So, the interchain hopping induces a crossover to 3D behavior at low energies, while Luttinger liquid behavior can survive only at a high enough energy scale where it is not affected by 3D coupling.

In contrast to the interchain hopping, the Coulomb interaction between the electrons at different chains does not destroy the Luttinger liquid state, the main difference from the 1D case being the absence of simple scaling relations between the exponents of the various correlation functions [11-14].

However, in recent experimental studies of temperature and field dependence of conductivity of $\mathrm{TaS}_{3}$ and $\mathrm{NbSe}_{3}$ in nanosized crystals, a transition from roomtemperature metallic behavior to nonmetallic one accompanied by the disappearance of the CDW state at temperatures below $50-100 \mathrm{~K}$ was observed [15-17]. The low temperature nonmetallic state was characterized by power law dependences of the conductivity on voltage and temperature like that expected in Luttinger liquid, or by a stronger temperature dependence, corresponding to the variable-range hopping. Similar dependences of conductivity were also reported in focusedion beam processed or doped relatively thick $\mathrm{NbSe}_{3}$ crystals [17].

In order to account for such behavior, we study the possibility of impurity-induced stabilization of a gap-
less Luttinger liquid state in quasi-1D metals. Impurities in Luttinger liquid are known to act as infinite barriers, forming the effective boundaries for low energy excitations [18-20]. This leads to a dimensional quantization and, consequently, to a minimal excitation energy $\omega_{1}$. As a result, the interchain hopping does not destroy the Luttinger liquid phase at temperatures $T \ll$ $\omega_{1}$, producing only small perturbations of the 1D picture. To show this, we consider first the gapless 1D Tomonaga-Luttinger (TL) model with impurity potential included and make certain that the system with impurities breaks up into a set of independent segments described as bounded Luttinger liquid with discrete spectrum. Then, we calculate corrections caused by the interchain hopping to thermodynamic potential and to the one-particle Green's function and find that such corrections are small at low temperatures. Finally, we discuss modifications introduced by generalization of the TL model to the more realistic case of Coulomb potential and compare our results with experimental data.

First of all, we start with the TL model, ignoring interchain hopping integral $t_{\perp}$ in order to formulate the problem in the zeroth approximation in $t_{\perp}$. Electronic operators for right $(r=+1)$ and left $(r=-1)$ moving electrons with spin $s$ are given in terms of phase fields as (see $[1,3]$ )

$$
\begin{gather*}
\psi_{r, s}(x)=\lim _{\alpha \rightarrow 0} \frac{e^{i r k_{F} x}}{\sqrt{2 \pi \alpha}} \eta_{r, s} e^{i A_{r}},  \tag{1}\\
A_{r}=\frac{1}{\sqrt{2}}\left[\Theta_{\rho}-r \Phi_{\rho}+s\left(\Theta_{\sigma}-r \Phi_{\sigma}\right)\right] .
\end{gather*}
$$

Here, phase fields $\Phi_{v}(x)$ are related to charge ( $v=\rho$ ) and spin $(v=\sigma)$ densities, while fields $\Theta_{v}(x)$ are related to the momentum operators $\Pi_{v}=(1 / \pi) \partial_{x} \Theta_{v}$ canonically conjugate to $\Phi_{v}$. Further, $\eta_{r, s}$ are Majorana ("real") Fermionic operators that assure proper anticommutation relations between electronic operators with different spin $s$ and chirality $r$, and the cut off length $\alpha$ is assumed to be of the order of the interatomic distance.

We describe the intrachain properties of the system by the standard TL Hamiltonian [1,3] with added $2 k_{F}$ impurity backscattering term [2]. In the bozonized form, it reads

$$
\begin{gather*}
H=\sum_{v=\rho, \sigma} \int d x\left\{\frac{\left.\pi{v_{v} K_{v}}_{2}^{2} \Pi_{v}^{2}+\frac{v_{v}}{2 \pi K_{v}}\left(\partial_{x} \Phi_{v}\right)^{2}\right\}}{+\sum_{i} V_{0} d \delta\left(x-x_{i}\right) \cos \left(\sqrt{2} \Phi_{\rho}+2 k_{F} x\right) \cos \left(\sqrt{2} \Phi_{\sigma}(x)\right)}\right. \tag{2}
\end{gather*}
$$

where $v_{v}$ are velocities of the charge $(v=\rho)$ and spin ( $v=\sigma$ ) modes; $K_{v}=v_{F} / v_{v}$ is the standard Luttinger liquid parameter, describing the strength of the interaction; and $V_{0}$ and $d \sim \alpha$ are amplitude and radius of the scattering potential, respectively.

Kane and Fischer [18] found that the backscattering impurity potential for repulsive potential ( $K_{\rho}<1$ ) flows to infinity under scaling. Their arguments were generalized by Fabrizio and Gogolin [21] to the case of many impurities. It was shown that the impurity potential can be considered as effectively infinite, provided that the mean distance, $l$, between impurities satisfies the condition

$$
\begin{equation*}
l \gg \frac{1}{k_{F}}\left(\frac{D}{V_{0}}\right)^{2 /\left(1-K_{\mathrm{p}}\right)}, \tag{3}
\end{equation*}
$$

where $D$ is the bandwidth. We assume that the impurity potential is of atomic scale, $V_{0} \lesssim D$, and the interaction between electrons is not too weak (i.e., $K_{\rho}$ is not too close to 1). Then, condition (3) is satisfied for $l \gg 1 / k_{F} \sim$ $\alpha$, which is of the order of interatomic distance. So, the limit of strong impurity potential should be a good approximation in a wide range of impurity concentrations.

Further, $\Pi_{v}, \Theta_{v}$, and $\Phi_{v}$ must obey the commutation relations (see [1-3]) ensuring anticommutation of electronic operators (1). Using then the analogy of Eq. (2) with the Hamiltonian of an elastic string strongly pinned at impurity sites, we can write solutions for the phase operators $\Phi_{v}$ and $\Theta_{v}$ in the region between impurity positions at $x=x_{i}$ and $x_{i+1}$ as

$$
\begin{gather*}
\Phi_{\mathrm{v}}(x)=\sum_{n=1}^{\infty} \sqrt{\frac{K_{\mathrm{v}}}{n}}\left(b_{n}+b_{n}^{+}\right) \sin q_{n} \tilde{x} \\
+\frac{\tilde{x} \Phi_{i+1}-\left(\tilde{x}-l_{i}\right) \Phi_{i}}{\sqrt{2} l_{i}} \delta_{\mathrm{v} \rho}-\sum_{j<i} \pi \Delta N_{\mathrm{v} j}-\pi \Delta N_{\mathrm{v} v} \frac{\tilde{x}}{l_{i}},  \tag{4}\\
\Theta_{\mathrm{v}}(x)=\sum_{n=1}^{\infty} \sqrt{\frac{1}{K_{\mathrm{v}} n}}\left(b_{n}-b_{n}^{+}\right) \cos q_{n} \tilde{x}+\theta_{\mathrm{v}},
\end{gather*}
$$

where $\tilde{x}=x-x_{i}, l_{i}=x_{i+1}-x, q_{n}=\pi n / l_{i}$, and $\Phi_{i}$ is the modulo $2 \pi$ residue of $2 k_{F} x_{i}$. Further, $\Delta N_{\rho i}=\left(\Delta N_{\uparrow_{i}}+\right.$ $\left.N_{\downarrow_{i}}\right) / \sqrt{2}, \Delta N_{\sigma i}=\left(\Delta N_{\uparrow_{i}}-N_{\downarrow i}\right) / \sqrt{2}$, and $\Delta N_{\uparrow_{i}}\left(\Delta N_{\downarrow_{i}}\right)$ is the number of extra electrons with spin up (down) in the region between $i$ th and $(i+1)$ th impurities; and finally, $\theta_{v i}$ is the phase canonically conjugate to $\Delta N_{v i}\left(\left[\theta_{v i}\right.\right.$, $\left.\Delta N_{\mathrm{v} i}\right]=i$ ).

Excitation spectra of the eigenmodes are $\omega_{v}=$ $n \omega_{1, v} \equiv v_{v} q_{n}$, where $\omega_{1, v}=\pi v_{v} / l_{i}$ is the minimum excitation frequency for mode $v$.

Note that, if we consider the open boundary conditions at the sample ends, $x=0$, and $x=L$ (instead of periodic boundary conditions that are commonly used) then operators $\eta_{s}$ in Eq. (1) are the same for electrons going right and left. In this case, the electron field operator, $\psi_{s}(x)=\psi_{s+}(x)+\psi_{s-}(x)$, vanishes at impurity positions, $x=x_{i}$, and expressions for the phase fields between the impurity sites turn out to be similar to
those found for bounded 1D Luttinger liquid in [2123], the main difference being the summation over $j<i$ that ensures proper commutation relations between the electron operators related to different segments between impurities. Thus, the system breaks up into a set of independent segments described as bounded Luttinger liquid with discrete spectrum.

Now, we consider the role of interchain hopping adding to (2) the hopping Hamiltonian

$$
\begin{align*}
& H_{\perp}=t_{\perp} \sum_{m, n, r, s} \int d x \psi_{r, s, m}^{+}(x) \psi_{r, s, n}(x)+H C \\
& =\sum_{m, n, r, s} \int_{i} d x \frac{i \eta_{\perp} \eta_{r, s, n} \eta_{r, s, m}}{\pi \alpha}\left[\sin \left(A_{r, m}-A_{r, n}\right)\right.  \tag{5}\\
& \left.\quad+\sin \left(A_{r, m}-A_{-r, n}+2 i r k_{F} x\right)\right],
\end{align*}
$$

where indices $n$ and $m$, denoting the chain numbers related to the nearest neighbors, are added.

Arguments by Schulz [8] on instability of the Luttinger liquid in the presence of the interchain hopping were based on calculations of temperature dependence of the thermodynamic potential at low temperatures. So, we calculate the contribution of the interchain hopping to the thermodynamic potential per unit volume given by the standard expression [24]

$$
\begin{equation*}
\Delta \Omega=-T \ln \langle S\rangle / V, \quad S=T_{\tau} \exp \left(-\int_{0}^{1 / T} H_{\perp}(\tau) d \tau\right) \tag{6}
\end{equation*}
$$

where $V$ is the volume, $T_{\tau}$ stands for imaginary time ordering, and $\langle\ldots\rangle$ means thermodynamic averaging over the unperturbed state.

At temperatures $T \gg \omega_{1, v}$, the discreteness of the excitation spectrum can be neglected; hence, according to [6-10], interchain hopping is expected to make significant contributions, destroying the Luttinger liquid. We examine the opposite limit, $T \ll w_{1, v}$, which does not exist in pure infinite Luttinger liquid.

Consider first the second order correction in $t_{\perp}$. The leading contribution to $\langle S\rangle$ in Eq. (6) is given by items in which the term related to a given chain contains contributions from the electrons with the same chirality, $r$, only,

$$
\begin{align*}
& \sum_{m, r, r^{\prime}} \frac{t_{\perp}^{2}}{8 \pi^{2}-\alpha^{2}} \int d \mathbf{1} d \mathbf{2}\left\langle T_{\tau} \exp \left\{i\left[A_{r, m}(\mathbf{1})-A_{r^{\prime}, n}(\mathbf{1})\right]\right\}\right.  \tag{7}\\
& \left.\quad \times \exp \left\{-i\left[A_{r, m}(\mathbf{2})-A_{r^{\prime}, n}(\mathbf{2})\right]\right\}\right\rangle e^{i\left(r-r^{\prime}\right) k_{F}\left(x_{1}-x_{2}\right)}
\end{align*}
$$

where $\mathbf{1}=\left\{x_{1}, \tau_{1}\right\}$ and $\mathbf{2}=\left\{x_{2}, \tau_{2}\right\}$. Other items in which the terms related to the same chain contain contributions from electrons moving both left and right make small a contribution, and we do not discuss them in detail.

Then, we use Eq. (4) in (1) and calculate the average in (7) using the relation

$$
\begin{gather*}
\left\langle T_{\tau} \exp \left\{i A_{r, m}(\mathbf{1})\right\} \exp \left\{-i A_{r, m}(\mathbf{2})\right\}\right\rangle \\
=\exp \left\{-\frac{1}{2}\left\langle A_{r, m}^{2}(\mathbf{1})+A_{r, m}^{2}(\mathbf{2})\right.\right.  \tag{8}\\
\left.\left.-2 T_{\tau}\left[A_{r, m}(\mathbf{1}) A_{r, m}(\mathbf{2})\right]\right\rangle\right\} .
\end{gather*}
$$

Neglecting small corrections $\propto \exp \left[-\omega_{1, v} / T\right]$ due to Planck's distribution functions, we find for the average in the exponent

$$
\begin{gather*}
\left\langle T_{\tau} A_{r}(\mathbf{1}) A_{r}(\mathbf{2})\right\rangle \\
=\frac{1}{8} \ln \left[\frac{\left(\cosh z-\cos y_{+}\right)^{\left(K_{v}-K_{v}^{-1}\right)}}{\left(\cosh z-\cos y_{-}\right)^{\left(K_{v}+K_{v}^{-1}\right)}}\right]  \tag{9}\\
+i \tan ^{-1}\left[\frac{\sin y_{-}}{e^{z}-\cos y_{-}}\right],
\end{gather*}
$$

where $y_{ \pm}=\pi\left(\tilde{x}_{1} \pm \tilde{x}_{2}\right) / l_{i}, z=\pi\left(\alpha+v_{v}\left|\tau_{1}-\tau_{2}\right|\right) / l_{i}$ (chain indices are dropped for brevity here).

In the integration over $\mathbf{1}$ and $\mathbf{2}$, the leading contributions comes from the region $\mathbf{1} \approx \mathbf{2}$, i.e., $|y| \leqslant 1, z \ll 1$ where expression (7) reduces to

$$
\begin{equation*}
\frac{t_{\perp}^{2} m L}{\pi^{2} \alpha^{2} T} \int \frac{\cos \left[\left(r-r^{\prime}\right) k_{F}\left(x_{-}\right)\right] d x_{-} d \tau_{-}}{\prod_{v=\rho, \sigma}\left[\left(1+\epsilon_{v} \tau_{-}\right)^{2}+\left(x_{-} / \alpha\right)^{2}\right]^{1+2 \delta_{v}}} \tag{10}
\end{equation*}
$$

where $\epsilon_{v}=v_{v} / \pi \alpha, \delta_{v}=\frac{1}{4}\left(K_{v}+1 / K_{v}-2\right), \tau_{-}=\left|\tau_{1}-\tau_{2}\right|$, $x_{-}=x_{1}-x_{2}$, and $m$ is the number of the nearest-neighbor chains. Contribution to expression (7) from integration over the region $|y-| \gtrsim 1, z \gtrsim 1$, is small, $\sim\left(\alpha / l_{i}\right)^{2 \delta}, \delta=$ $\delta_{\rho}+\delta_{\sigma}$, because $\delta$ is not too small in the assumed case of the not too small interaction (cf. Eq. (3)).

Additional items in $\langle S\rangle$ in Eq. (6), in which the terms related to the same chain contain contributions from electrons moving both left and right, is smaller than that given by Eq. (10) by a factor of $\sim\left(\alpha / l_{i}\right)^{K_{\mathrm{p}}+K_{\sigma}}$. For reasonable values of $K_{\mathrm{v}}$, this contribution is small and can be neglected.

Similarly, the leading contribution to $\Delta \Omega$ from higher-order terms in series expansion of the exponential in Eq. (6) was found to come from even powers $2 n$ in $t_{\perp}$ that can be represented as a sum of $(2 n-1)!$ ! items like (7) with almost coinciding times and coordinates. Therefore, summing up the leading contributions and inserting them into Eq. (6), we can calculate the varia-
tion of the thermodynamic potential per single chain and per unit length

$$
\begin{gather*}
\Delta \Omega=-a \frac{t_{\perp}^{2} m}{\pi^{2}{v_{F}}_{F}} \\
a=\int \frac{\left(1+\cos 2 k_{F} \alpha x\right) d x d \tau}{\prod_{v=\rho, \sigma}\left[\left(1+\tau / K_{v}\right)^{2}+x^{2}\right]^{1+2 \delta_{v}}} . \tag{11}
\end{gather*}
$$

For moderate repulsion, $\delta \sim 1, a \sim 1$. In the limit of strong repulsion, $K_{\rho} \ll K_{\sigma} \sim 1, a$ is small, $a \sim K_{\rho}^{2}$.

Thus, $\Delta \Omega$ is much smaller than the thermodynamic potential of purely 1D Luttinger liquid, $\Omega_{0} \sim\left(1 / K_{\rho}+\right.$ $\left.1 / K_{\sigma}\right) \varepsilon_{F} k_{F}$,

$$
\Delta \Omega / \Omega_{0} \sim\left(\frac{t_{\perp}}{\varepsilon_{F}}\right)^{2},
$$

and temperature-dependent corrections to Eq. (11) are determined by small thermally activated contributions $\propto \exp \left[-\omega_{1, v} / T\right]$.

Now, we calculate modification of the one-particle Green's function due to the interchain hopping

$$
\begin{equation*}
G\left(\mathbf{1}, \mathbf{1}^{\prime}\right)=-\left\langle T_{\tau} \psi(\mathbf{1}) \bar{\psi}\left(\mathbf{1}^{\prime}\right) S\right\rangle /\langle S\rangle . \tag{12}
\end{equation*}
$$

Again, we consider the low-temperature limit, $T \ll$ $\omega_{1, v}$, not existing in a pure infinite system. Consider first the second order correction in $t_{\perp}$ to the Green's function of a pure 1D system, $G_{0}\left(\mathbf{1}, \mathbf{1}^{\prime}\right)$,

$$
\begin{align*}
& G_{2}\left(\mathbf{1}, \mathbf{1}^{\prime}\right)=-\left\langle T_{\tau} \psi(\mathbf{1}) \bar{\psi}\left(\mathbf{1}^{\prime}\right) S_{2}\right\rangle \\
& \quad+\left\langle T_{\tau} \psi(\mathbf{1}) \bar{\psi}\left(\mathbf{1}^{\prime}\right)\right\rangle\left\langle S_{2}\right\rangle . \tag{13}
\end{align*}
$$

Calculation is similar to that considered above (cf. (7)(9)). However, in contrast to the case of the thermodynamic potential, where the leading contribution was made by regions of almost coinciding values of times and coordinates, such contributions from two terms in (9) cancel each other. So, the second-order correction is estimated as

$$
G_{2}\left(\mathbf{1}, \mathbf{1}^{\prime}\right) \leq\left(\frac{t_{\perp} l}{v_{F}}\right)^{2}\left(\frac{\alpha}{l}\right)^{2 \delta} G_{0}\left(\mathbf{1}, \mathbf{1}^{\prime}\right)
$$

Estimation of the fourth-order correction in $t_{\perp}$ gives $G_{4} \sim\left(t_{\perp} l / v_{F}\right)^{2}(\alpha / l)^{28} G_{2}$. Therefore, we conclude that at $T \ll \omega_{1, v}$ the interchain hopping gives small corrections to the one-particle Green's function, provided that

$$
\begin{equation*}
\left(\frac{t_{\perp} l}{v_{F}}\right)^{2}\left(\frac{\alpha}{l}\right)^{2 \delta} \sim\left(\frac{t_{\perp}}{\varepsilon_{F}}\right)^{2}\left(\frac{\alpha}{l}\right)^{2 \delta-2} \ll 1, \tag{14}
\end{equation*}
$$

where we estimated the cut-off parameter as $\alpha \sim 1 / k_{F}$.
So far we considered the TL model in which interaction is described by coupling constants related to for-ward- and backscattering. In order to make a comparison with experimental data, we must consider a more
realistic Coulomb potential. It is reasonable to assume that the long-range part of the interaction is dominated by the Coulomb potential, while the backscattering is described by relatively small coupling constant $g_{1}$. This enables us to concentrate on the spin isotropic case and to ignore the possibility of the spin gap. The problem of the long-range Coulomb potential on an array of chains was solved in [11-13]. It was found that interaction of electrons on a given chain is screened by the electrons on other chains, and the Coulomb interaction can be described by the TL Hamiltonian with coupling constants dependent on wave vector,

$$
\begin{equation*}
g_{2}=g_{4}=\frac{4 \pi e^{2}}{s^{2}\left(q_{\|}^{2}+\epsilon_{\perp} q_{\perp}^{2}\right)}, \tag{15}
\end{equation*}
$$

where $s$ is the lattice period in the direction perpendicular to the chains and $\epsilon_{\perp}$ is a background dielectric constant for the transverse direction. Coupling constants in spin channel remain unaffected. In principle, the coupling constants must be determined by matrix elements of Coulomb potential that depend on the details of wave functions and on chain arrangement and must contain an infinite sum over transverse reciprocal lattice vectors. So, expression (15) is not universal and depends on material.

Equation (15) leads to $\mathbf{q}$-dependent velocities

$$
\begin{gather*}
\omega_{\rho}=\frac{v_{F}}{K_{\rho}} q_{\|}, \\
\frac{1}{K_{\rho}}=\sqrt{1+\frac{\aleph}{s^{2}\left(q_{\|}^{2}+\epsilon_{\perp} q_{\perp}^{2}\right)}}, \quad \aleph=\kappa^{2} s^{2}=\frac{8 e^{2}}{\hbar v_{F}}, \tag{16}
\end{gather*}
$$

where $\kappa$ is the inverse Thomas-Fermi screening length.
We do not perform explicit calculations, restricting ourselves to estimations. For the case of $\mathbf{q}$-dependent coupling, expressions for the thermodynamic potential and Green's functions contain various integrals of correlation functions over $\mathbf{q}_{\perp}$. One can show that the results obtained above can be generalized qualitatively to the case of long-range Coulomb interaction if we substitute $q_{\perp}$ in Eq. (16) for its characteristic value, $q_{\perp} \sim \pi / s$. For example, integrals for corrections to the thermodynamic potential are dominated by close values of coordinates and times, similar to Eq. (10), and coupling parameters should be substituted by their averages over $q_{\perp}$,

$$
\begin{aligned}
\delta & =\frac{1}{4}\left(\overline{K_{\rho}}+\overline{1 / K_{\rho}}+k_{\sigma}+1 / K_{\sigma}-4\right) \\
& \sim \frac{1}{4}\left[\int \frac{s^{2} d^{2} q_{\perp}}{(2 \pi)^{2}}\left(K_{\rho}+\frac{1}{K_{\rho}}\right)-2\right] .
\end{aligned}
$$

Note that $\boldsymbol{\aleph}=8 \alpha\left(c / v_{F}\right)$, where $\alpha$ is the fine structure constant. Since $v_{F}$ is much smaller than the velocity of light, the factor $\aleph$ is large. For $v_{F} \approx 2 \times 10^{7} \mathrm{~cm} / \mathrm{s}$, which
is a typical value for transition metal trihalcogenides, $\aleph \sim 90$. This corresponds to the case of strong interaction and leads to quite large values of coupling parameters, $\overline{1 / K_{\rho}} \sim \sqrt{\aleph / \epsilon_{\perp}} \sim 3-8, \delta \sim 1 / 2-2$.

Now, we discuss conditions for observation of the Luttinger liquid in quasi-1D conductors stabilized by impurities. First, we discuss the condition for the temperature limiting from above the region where the Luttinger liquid can exist. This condition reads $T \ll \omega_{1, v}$. The minimal excitation energies, $\omega_{1, v}$, can be estimated as

$$
\omega_{1, v}=\frac{\hbar v_{F}}{l} \overline{1 / K_{v}} \sim \varepsilon_{F}\left(\frac{1}{k_{F} l}\right) \overline{1 / K_{v}} \sim \varepsilon_{F} c_{i} \overline{1 / K_{v}}
$$

where $c_{i}$ stands for dimensionless impurity concentration corresponding to number of impurities per one electron. As Fermi energy in $\mathrm{NbSe}_{3}$ and $\mathrm{TaS}_{3}$ is about 1 eV , we find that $\omega_{1, \mathrm{p}}$ is about 100 K for an impurity concentration of $c_{i} \sim 10^{-2}-10^{-3}$.

Another condition to be fulfilled is the smallness of corrections to the Green's function due to interchain hopping. According to Eq. (14), the corrections are small, provided that

$$
\left(\frac{t_{\perp}}{\varepsilon_{F}}\right)^{2} c_{i}^{2 \delta-2} \ll 1 .
$$

If the interaction is strong enough, $\delta \gtrsim 1$, this condition is no stricter than the condition for the limiting temperature discussed above. For lower strength of interaction, $\delta<1$, this condition reads

$$
c_{i} \gg\left(\frac{t_{\perp}}{\varepsilon_{F}}\right)^{1 /(2-2 \delta)} .
$$

Estimating $t_{\perp}$ as being of the order of the Peierls transition temperature, $T_{P} \sim 100-200 \mathrm{~K} \sim 0.01 \varepsilon_{F}$, we find that this condition can be fulfilled easily even at $\delta=1 / 2$ for relatively small impurity concentration, $c_{i} \gg 10^{-2}$.

Thus, we find that Luttinger liquid can be stabilized by impurities in relatively pure linear-chain compounds at rather high temperatures corresponding to experimental observation [15-17] of the transition from metallic to nonmetallic conduction characterized by power law dependences of conductivity and by conductivity resembling the variable-range hopping. However, in order to make a detailed comparison with the experimental data, calculation of the conductivity in a random network made of weakly coupled bounded Luttinger liquids is needed.

The author is grateful to S.V. Zaitsev-Zotov for useful discussions. This work was supported by Russian
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#### Abstract

The Raman and luminescence spectra are studied in superlattices consisting of carbon layers separated by thin SiC barrier layers. It is shown experimentally that, upon the avalanche annealing of an initially amorphous superlattice, the carbon layers can crystallize into either a diamond-like or graphite-like structure, depending on the geometrical parameters of the superlattice. A method is proposed for obtaining carbon films with a specified crystal modification within a unified technology. © 2004 MAIK "Nauka/Interperiodica".


PACS numbers: 78.67.Pt; 68.65.Cd

To date, a great many investigations have been devoted to studying the physical properties of carbon structures and technological processes providing the basis for their formation. This is connected with the wide variety and unique properties of carbon compounds, which have determined their widespread practical use in areas from nanoelectronics to spacecrafts. However, the preparation of various carbon modifications within a unified technology is a complicated problem, which still remains unsolved [1].

Previously [2], the authors have shown that the periodic potential arising as a result of the alternation of layers differing in the band gap can affect the modification in which the substance crystallizes. The grown superlattices are also characterized by the existence of a periodic potential, which can be favorable to the formation of a specific carbon modification.

In this work, it is proposed that the annealing of amorphous superlattices based on carbon and a broadband semiconductor (here, SiC ) with varying layer thicknesses be used to obtain various carbon modifications. It is assumed that, upon pulse annealing, carbon in these structures will transform to a certain modification determined by the superlattice parameters.

Multilayer periodic structures $\mathrm{C} / \mathrm{SiC}$ with specified thicknesses of the C and SiC layers were manufactured for these experiments. The thickness of carbon layers was chosen to be a multiple of the lattice constant of a known carbon structural modification. Thus, the thicknesses of carbon layers for the graphite- and diamondlike structures were 1.34 and 0.8 nm , respectively. It was assumed that carbon in the structures with the graphite-like thickness will crystallize in the course of annealing into a graphite-like crystalline configuration, whereas carbon in the structures with the diamond-like thickness will transform into a diamond-like structure. Our Raman scattering and luminescence studies con-
firmed that the annealing of the grown samples resulted in the formation of a graphite-like or diamond-like structure in the samples of superlattices with the corresponding thickness of carbon layers.

Thus, we proposed and implemented a method for obtaining carbon films with a desired crystal modification. It is presumed that this method will allow specified carbon modifications to be obtained in a controlled way within a unified technology.

Radio-frequency sputtering was used to obtain carbon superlattices. The C and SiC deposition rates were 0.7 and $3.3 \mathrm{~nm} / \mathrm{min}$, respectively. Graphite and polycrystalline silicon carbide served as the targets for obtaining the carbon and SiC layers. The substrate was KEF-4.5 (100) silicon. A Co layer $\sim 50-\mathrm{nm}$ thick, which was necessary for the subsequent annealing of the asgrown superlattice, was sputtered on the substrate. The layer thicknesses were controlled by the sputtering time, because the deposition rate in this method remained constant during the entire technological process and did not depend on the thickness of the deposited film. The details of the process and the growth features for such superlattices are given in [2].

The conventional thermal annealing is unsuitable for short-period superlattices, because the mutual diffusion of layer atoms in the course of annealing leads to the mixing of layers and the degradation of the superlattice. Therefore, as in [2], a Co underlayer was used in annealing. Upon short-term low-temperature heating, this underlayer transformed from an amorphous state to a crystalline state in a time of $\sim 10^{-11}-10^{-10} \mathrm{~s}$ with heat evolution. This heat is necessary for the superlattice annealing. The new type of annealing proposed in [2] was based on the fact that the internal energy of a layer in an amorphous (disordered) state is higher than the energy of the same layer in a crystalline or polycrystalline modification. This difference in ener-
gies is evolved upon layer transition from an amorphous to crystalline state. However, for an amorphous phase to transform to the crystalline phase, it is necessary to overcome an activation barrier. For a number of materials, for example, Co, this barrier is not very high and can be overcome by the short-term ( $\sim 1-2 \mathrm{~min}$ ) lowtemperature $\left(300-400^{\circ} \mathrm{C}\right)$ heating of this material. The transition rate of a material from an amorphous state to the crystalline state is on the order of the sound velocity, and the amount of evolved heat is proportional to the mass of this material. As was shown in [2], the mutual diffusion of superlattice layer atoms does not proceed under this type of annealing. This type of avalanche annealing is in many ways similar to the pulse laser annealing.

It should be noted that, according to [2], two processes can take place during avalanche annealing. The first one is a simple annealing of the C and SiC layers. Depending on the thickness of the C layers, carbon transforms to either a diamond-like (diamond-like superlattice, DSL) or graphite-like (graphite-like superlattice, GSL) modification if the number of carbon atoms corresponds to only an integer number of monolayers of these two modifications. Note that, because of the difference in the densities of the deposited carbon, diamond, and graphite, it is diamond-like and graphitelike modifications, rather than pure crystalline diamond or graphite structures, that can be obtained in the course of annealing. By varying the thickness of the carbon layers, it is possible to achieve the synthesis of predominantly diamond or graphite structures. It is not inconceivable that certain intermediate crystalline carbon states can exist that have not been synthesized previously. It should be noted here that the thicknesses of carbon layers in an SR must be small, because the difference between the DSL and GSL will disappear as the thickness increases. On this basis, carbon SLs were grown with carbon layer thicknesses of 0.8 nm (the dia-mond-like layer with $d \sim 4 a$, where $a=0.205 \mathrm{~nm}$ is the interplanar spacing in diamond in the (111) direction) and 1.34 nm (the graphite-like layer with $d \sim 4 a$, where $a=0.335 \mathrm{~nm}$ is the interplanar spacing in graphite in the (002) direction).

The second process that can proceed during the course of SL annealing is associated with the onedimensional periodic SL potential arising as a result of the alternation of materials differing in the band gap and its action on the crystallization process. As was shown in [2], in the course of annealing, when superlattice atoms are in a nonequilibrium state, the superlattice potential is the only strong potential in the structure being annealed. This potential, by analogy with the Kronig-Penny (KP) potential, will strongly influence the formation of electronic and crystal structures of the sample. In the case of $\mathrm{Si} / \mathrm{SiO}_{2}$ superlattices with a small period (of order $1.0-1.5 \mathrm{~nm}$ ), it was found that the onedimensional periodic potential formed, in effect, the superlattice crystal structure, resulting in a material with hexagonal symmetry and lattice parameters differ-

## Table

| Sample no. | C thickness <br> $(\AA)$ | SiC thickness <br> $(\AA)$ | Number <br> of periods |
| :---: | :---: | :---: | :---: |
| 1 | 14 | 32 | 20 |
| 2 | 14 | 16 | 20 |
| 3 | 13.4 | 16 | 20 |
| 4 | 8 | 16 | 20 |

ing from both Si and $\mathrm{SiO}_{2}$. The parameters of the periodic SL potential in the case of carbon SLs are determined not only by the C and SiC band gaps but also by the SL thicknesses. To provide a stronger effect of this potential, the parameters of superlattice potential should be brought closer to the parameters of the KP potential. For this purpose, we manufactured SLs with narrow barriers ( 1.6 nm ), whose periodic potential was similar to the KP potential, and with wide SiC barrier layers ( 3.2 nm ), for which the difference of the superlattice potential from the KP potential was more pronounced.

Porous structures were prepared from all obtained SLs by anodic etching. It is known that anodic etching starts (and predominantly continues) at defects. Previously, we showed that porous films could form with a lower concentration of crystal defects and doping impurity [3] than in the starting crystal. Moreover, in some cases [3], anodic etching is accompanied by the formation of nanocrystalline objects, whose properties are also of great interest.

The parameters of the synthesized samples are given in the table.

The Raman spectra of the synthesized samples are shown in Fig. 1. The Raman spectra of the sputtered C/SiC SLs are almost identical in shape (Fig. 1a), and their shape corresponds to the Raman spectrum of a strongly disordered carbon film (Fig. 1c). After annealing, the spectra of the samples under study became noticeably different (Fig. 1b). The Raman spectrum of sample 1 with the largest thickness of the SiC layers changed insignificantly (Fig. 1b, curve 1). The spectra of the other samples exhibit shoulders in the region of $D\left(\sim 1350 \mathrm{~cm}^{-1}\right)$ and $G\left(\sim 1580 \mathrm{~cm}^{-1}\right)$ bands (see lower spectrum in Fig. 1c) differing in the intensity ratios. These bands correspond to the presence of $s p^{3}$ and $s p^{2}$ bonds, respectively, in the carbon material [4]. The Raman spectra of the annealed samples subjected to anodic etching are shown in Fig. 1c. As was already noted, atoms with a lower binding energy (defects, impurities, etc.) are removed first upon anodic etching. Therefore, the remaining part of the material can have a more perfect crystal structure [3]. We observe a similar picture for the structures under study as well. The $D$ and $G$ bands are clearly seen in the Raman spectrum of the etched annealed samples (Fig. 1c); however, these bands have different halfwidths and intensities. We note


Fig. 1. Raman spectra of (a) sputtered SL samples, (b) samples after avalanche annealing, and (c) porous annealed samples. The Raman spectra of a disordered graphite (two lines) and a carbon film obtained by the decomposition of hydrocarbons (broad asymmetric band) are given at the bottom of graph (c) for comparison. In all graphs, the Raman spectra are shifted vertically with respect to each other for convenience. The numbers at the curves correspond to the sample number.


Fig. 2. PL spectra of (a) sputtered samples, (b) samples after avalanche annealing, and (c) annealed samples after anodic etching.
two features of the observed Raman spectra. First, the smallest change in the bandshape is observed for sample 1 , in which the thickness of the SiC layers is twice as large as in the other samples. This fact suggests that the interaction between carbon layers influences the process of carbon structure formation. Second, the bandshapes of the Raman spectra of samples 2 and 3 differ substantially after annealing and anodic etching (Fig. 1c, curves 2, 3), although the thicknesses of the carbon layers differ by only $5 \%$ ( 1.4 and 1.34 nm ). We add that the spectrum of graphite-like sample 3 (Fig. 1c,
curve 3) became similar to the Raman spectrum of a strongly disordered graphite.

The photoluminescence (PL) spectra of the synthesized samples are shown in Fig. 2. Note that the PL spectra of sample 1 remained virtually unchanged after annealing and etching and, hence, are not given in the figure. The spectra of the starting samples were almost identical (Fig. 2a). After annealing, the luminescence intensity of sample 4 increased significantly (Fig. 2b, curve 4). The thickness of the carbon layers in this sample is close to the size of a diamond monolayer. Previ-
ously, we showed [5] that the simultaneous presence of the $s p^{3}$ and $s p^{2}$ bonds is necessary for the luminescence of carbon nanostructures. It can be assumed that the number of $s p^{3}$ bonds appeared in sample 4 upon annealing was greater than in the other samples, which led to the increase in the PL intensity. After anodic etching, the PL intensity of sample 2 increased (Fig. 2c, curve 2). We believe that this sample must be intermediate in relation to the number of $s p^{3}$ bonds. In fact, the spectra demonstrate that graphite-like sample 3 has the lowest PL intensity, diamond-like sample 4 has the highest PL intensity, and sample 2 is intermediate in PL intensity.

Hence, based on the data of Raman and PL spectra, it may be stated that the crystal structure of carbon layers formed upon the avalanche annealing of superlattices depends on the superlattice geometrical parameters.

In summary, a method has been proposed and implemented for obtaining carbon films with a prescribed crystal modification within a unified technology. It has been shown experimentally that various modifications of the carbon crystal structure can be obtained in the superlattice layers by choosing the appropriate thickness of these layers. On the basis of this effect, the technology can be developed for obtaining carbon nanostructures with prescribed properties.
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#### Abstract

The behavior of the electronic system of heavy-fermion metals is considered. We show that there exist at least two main types of the behavior when the system is near quantum critical point, which can be identified as the fermion condensation quantum phase transition (FCQPT). We show that the first type is represented by the behavior of a highly correlated Fermi liquid, while the second type is depicted by the behavior of a strongly correlated Fermi liquid. If the system approaches FCQPT from the disordered phase, it can be viewed as a highly correlated Fermi liquid which at low temperatures exhibits the behavior of Landau Fermi liquid (LFL). At higher temperatures $T$, it demonstrates the non-Fermi liquid (NFL) behavior which can be converted into the LFL behavior by the application of magnetic fields $B$. If the system has undergone FCQPT, it can be considered as a strongly correlated Fermi liquid which demonstrates the NFL behavior even at low temperatures. It can be turned into LFL by applying magnetic fields $B$. We show that the effective mass $M^{*}$ diverges at the very point that the Neél temperature goes to zero. The $B-T$ phase diagrams of both liquids are studied. We demonstrate that these $B-T$ phase diagrams have a strong impact on the main properties of heavy-fermion metals, such as the magnetoresistance, resistivity, specific heat, magnetization, and volume thermal expansion. © 2004 MAIK "Nauka/Interperiodica".
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In heavy-fermion (HF) metals with strong electron correlations, quantum phase transitions at zero temperature may strongly influence the measurable quantities up to relatively high temperatures. These quantum phase transitions have recently attracted much attention because the behavior of HF metals is expected to follow universal patterns defined by the quantum mechanical nature of the fluctuations taking place at quantum critical points (see, e.g., [1, 2]). It is widely believed that the proximity of the electronic system of an HF metal to quantum critical points may lead to non-Fermi liquid (NFL) behavior. The system can be driven to quantum critical points (QCPs) by tuning control parameters other than temperature, for example, by pressure, by magnetic field, or by doping. When a system is close to a QCP, we are dealing with the strong coupling limit where no absolutely reliable answer can be given on pure theoretical first principle grounds. Therefore, the only way to verify what type of quantum phase transition occurs is to consider experimental facts which describe the behavior of the system. Only recently have experimental facts appeared which deliver experimental grounds to understand the nature of quantum phase transition producing the universal behavior of HF metals.

[^8]It is the very nature of HF metals that suggests that their unusual properties are defined by a quantum phase transition related to the unlimited growth of the effective mass at its QCP. Moreover, a divergence to infinity of the effective electron mass was observed at a magnetic field-induced QCP [3-5]. We assume that such a quantum phase transition is the fermion condensation quantum phase transition (FCQPT), an essential feature of which is the divergence of the effective mass $M^{*}$ at its QCP [6, 7]. FCQPT takes place when the density $x$ of a system tends to the critical density $x_{F C}$, so that $M^{*} \propto 1 / r$, where $r$ is the distance from the $\mathrm{QCP}, r=\mid x-$ $x_{F C} \mid$. Such a behavior does not qualitatively depend on the system's dimensions and is valid in cases of both two-dimensional (2D) and three-dimensional (3D) Fermi systems [8, 9]. Beyond FCQPT, the system possesses fermion condensation (FC) and represents a new state of electron liquid with FC [7, 10]. As soon as FCQPT occurs, the system becomes divided into two quasiparticle subsystems: the first is characterized by quasiparticles with the effective mass $M_{F C}^{*}$, while the second one is occupied by quasiparticles with mass $M_{L}^{*}$. The quasiparticle dispersion law in systems with FC can be represented by two straight lines, characterized by the effective masses $M_{F C}^{*}$ and $M_{L}^{*}$ and intersecting near the binding energy $E_{0}$. Properties of these
new quasiparticles with $M_{F C}^{*}$ are closely related to the state of the system, which is characterized by the temperature $T$, pressure $P$, or by the presence of superconductivity. We may say that the quasiparticle system in the range occupied by FC becomes very "soft" and is to be considered as a strongly correlated liquid. Nonetheless, the basis of the Landau Fermi liquid theory [11] survives FCQPT: the low energy excitations of the strongly correlated liquid with FC are quasiparticles, while this state can be considered as a quantum protectorate [6]. The only difference between the Landau Fermi liquid and Fermi liquid after FCQPT is that we have to expand the number of relevant low energy degrees of freedom by introducing a new type of quasiparticles with the effective mass $M_{F C}^{*}$ and the energy scale $E_{0}$ [6]. It is possible to provide a consistent picture of high- $T_{c}$ metals as the strongly correlated Fermi liquid [12].

When a Fermi system approaches FCQPT from the disordered phase, its low energy excitations are Landau quasiparticles which can be characterized by the effective mass $M^{*}$. This mass strongly depends on the distance $r$, temperature, and magnetic fields $B$ [8]. At low temperatures, it becomes a Landau Fermi liquid with the effective mass $M^{*}$, provided that $r>0$. This state of the system, with $M^{*}$ strongly depending on $T, r$ and $B$, resembles the strongly correlated liquid. In contrast to the strongly correlated liquid, there is no energy scale $E_{0}$ and the system under consideration is the Landau Fermi liquid at $T \longrightarrow 0$. Therefore, this liquid can be called a highly correlated liquid. Such a highly correlated Fermi liquid was observed in nonsuperconducting $\mathrm{La}_{1.7} \mathrm{Sr}_{0.3} \mathrm{CuO}_{4}[8,13]$.

In this Letter, we continue to show that, within the framework of FCQPT, it is possible to understand the NFL behavior observed in different strongly and highly correlated Fermi liquids such as high- $T_{c}$ superconductors [12] and HF metals. We apply the theory of fermion condensation to describe the behavior of the electronic system of HF metals and to show that there exist at least two main types of the behavior. If the system approaches FCQPT from the disordered phase, it can be viewed as the highly correlated electron liquid and the effective mass $M^{*}$ depends on temperature, $M^{*} \propto$ $T^{-1 / 2}$. Such a dependence of $M^{*}$ leads to the NFL behavior of the electronic system. The application of a magnetic field $\left(B-B_{c}\right) \geq B^{*}(T) \propto T^{3 / 4}$ restores Landau Fermi liquid (LFL) behavior. Here, $B_{c}$ is a critical magnetic field. At $\left(B-B_{c}\right) \geq B^{*}(T)$, the effective mass depends on the magnetic field, $M^{*}(B) \propto\left(B-B_{c}\right)^{-2 / 3}$, being approximately independent of the temperature at $T \leq T^{*}(B) \propto\left(B-B_{c}\right)^{4 / 3}$. At $T \geq T^{*}(B)$, the $T^{-1 / 2}$ dependence of the effective mass and the NFL behavior are reestablished. At $T \longrightarrow 0$, the system becomes LFL with the effective mass $M^{*} \propto 1 / r$. When the system has undergone FCQPT, it becomes a strongly correlated
electron liquid and the effective mass behaves as $M^{*} \propto$ $1 / T$, leading to the NFL behavior even at low temperatures. The application of a magnetic field $\left(B-B_{c}\right) \geq$ $B^{*}(T) \propto T^{2}$ restores the LFL behavior. At $\left(B-B_{c}\right) \geq$ $B^{*}(T)$, the effective mass $M^{*}(B) \propto\left(B-B_{c}\right)^{-1 / 2}$, being approximately independent of the temperature at $T \leq$ $T^{*}(B) \propto \sqrt{B-B_{c}}$. At $T \geq T^{*}(B)$, both the $1 / T$ dependence and the NFL behavior are reestablished. We show that the effective mass $M^{*}$ diverges at the very point that the Neél temperature goes to zero. It is demonstrated that obtained $B-T$ phase diagrams have a strong impact on the main properties of HF metals, such as the magnetoresistance, resistivity, specific heat, magnetization, and volume thermal expansion.

We start with the case of a highly correlated electron liquid when the system approaches FCQPT from the disordered phase. FCQPT manifests itself in the divergence of the quasiparticle effective mass $M^{*}$ as the density $x$ tends to the critical density $x_{F C}$ or the distance $r \longrightarrow 0[8,9]$

$$
\begin{equation*}
M^{*} \propto \frac{1}{\left|x-x_{F C}\right|} \propto \frac{1}{r} \tag{1}
\end{equation*}
$$

Since the effective mass $M^{*}$ is finite, the system exhibits the LFL behavior at low temperatures $T \sim T^{*}(x) \propto$ $\left|x-x_{F C}\right|^{2}$ [8]. The quasiparticle distribution function $n(\mathbf{p}, T)$ is given by the equation
$\frac{\delta \Omega}{\delta n(\mathbf{p}, T)}=\varepsilon(\mathbf{p}, T)-\mu(T)-T \ln \frac{1-n(\mathbf{p}, T)}{n(\mathbf{p}, T)}=0$.(2)
The function $n(\mathbf{p}, T)$ depends on the momentum $\mathbf{p}$ and the temperature $T$. Here, $\Omega=E-T S-\mu N$ is the thermodynamic potential and $\mu$ is the chemical potential, while $\varepsilon(\mathbf{p}, T)$,

$$
\begin{equation*}
\varepsilon(\mathbf{p}, T)=\frac{\delta E[n(p)]}{\delta n(\mathbf{p}, T)} \tag{3}
\end{equation*}
$$

is the quasiparticle energy. This energy is a functional of $n(\mathbf{p}, T)$ just like the total energy $E[n(p)]$, entropy $S[n(p)]$, and the other thermodynamic functions. The entropy $S[n(p)]$ is given by the familiar expression

$$
\begin{gather*}
S[n(p)]=-2 \int[n(\mathbf{p}, T) \ln n(\mathbf{p}, T) \\
+(1-n(\mathbf{p}, T)) \ln (1-n(\mathbf{p}, T))] \frac{d \mathbf{p}}{(2 \pi)^{3}}, \tag{4}
\end{gather*}
$$

which results from purely combinatorial considerations. Equation (2) is usually presented as the FermiDirac distribution

$$
\begin{equation*}
n(\mathbf{p}, T)=\left\{1+\exp \left[\frac{(\varepsilon(\mathbf{p}, T)-\mu)}{T}\right]\right\}^{-1} \tag{5}
\end{equation*}
$$

At $T \longrightarrow 0$, one gets from Eqs. (2), (5) the standard solution $n_{F}(\mathbf{p}, T \longrightarrow 0) \longrightarrow \theta\left(p_{F}-p\right)$, with $\varepsilon\left(p \simeq p_{F}\right)-$
$\mu=p_{F}\left(p-p_{F}\right) / M^{*}$, where $p_{F}$ is the Fermi momentum, $\theta\left(p_{F}-p\right)$ is the step function, and $M^{*}$ is the Landau effective mass [11]

$$
\begin{equation*}
\frac{1}{M^{*}}=\left.\frac{1}{p} \frac{d \varepsilon(p, T \longrightarrow 0)}{d p}\right|_{p=p_{F}} \tag{6}
\end{equation*}
$$

It is implied that, in the case of LFL, $M^{*}$ is positive and finite at the Fermi momentum $p_{F}$. As a result, the $T$-dependent corrections to $M^{*}$, to the quasiparticle energy $\varepsilon(p)$, and other quantities start with $T^{2}$ terms being approximately temperature-independent. The Landau equation relating the mass $M$ of an electron to the effective mass of the quasiparticles is of the form [11]

$$
\begin{equation*}
\frac{\mathbf{p}}{M^{*}}=\frac{\mathbf{p}}{M}+\int F_{L}\left(\mathbf{p}, \mathbf{p}_{1}, x\right) \nabla_{\mathbf{p}_{1}} n\left(\mathbf{p}_{1}\right) \frac{d \mathbf{p}_{1}}{(2 \pi)^{3}} \tag{7}
\end{equation*}
$$

Applying Eq. (7) at $T<T^{*}(x)$, we obtain the common result

$$
\begin{equation*}
M^{*}=\frac{M}{1-N_{0} F_{L}^{1}(x) / 3} \tag{8}
\end{equation*}
$$

Here, $N_{0}$ is the density of states of the free Fermi gas and $F_{L}^{1}(x)$ is the $p$-wave component of the Landau interaction. At $x \longrightarrow x_{F C}$, the denominator in Eq. (8) tends to zero and one obtains Eq. (1). The temperature smoothing out the step function $\theta\left(p_{F}-p\right)$ at $p_{F}=$ $\left(x / 3 \pi^{2}\right)^{1 / 3}$ induces the variation of the Fermi momentum $\Delta p_{F} \sim T M^{*} / p_{F}$. We assume that the amplitude $F_{L}$ has a short range $q_{0} \ll p_{F}$ of interaction in the momentum space. It is a common condition leading to the existence of FC and nearly localized Fermi liquids [7, 14]. If the radius is such that $q_{0} \sim \Delta p_{F} \sim T_{0} M^{*} / p_{F}$, corrections to the effective mass are proportional to $T$ at $T \sim T_{0}$. Here, $T_{0} \propto\left|x-x_{F C}\right|$ is a characteristic temperature at which the system's behavior is of the NFL type. On the other hand, at $T^{*}(x) \ll T_{0}$, we have $q_{0} \gg T^{*}(x) M^{*} / p_{F}$ and the system behaves as LFL at $T \sim T^{*}(x)$, so that the corrections to the effective mass start with $T^{2}$ terms. We can also conclude that the transition region is rather large compared with $T^{*}(x)$, being proportional to $T_{0}$.

In the case of $T \sim T_{0}$, we again can use Eq. (8) with $F_{L}^{1}\left(p_{F}-\Delta p_{F}\right) \sim F_{L}^{1}\left(p_{F}\right)+A \Delta p_{F}$, where $A \propto d F_{L}^{1}(x) / d x$. Substituting this expansion of $F_{L}^{1}\left(p_{F}+\Delta p_{F}\right)$ into Eq. (8), we find that

$$
\begin{equation*}
M^{*} \sim \frac{M}{A \Delta p_{F}} \propto \frac{M}{M^{*} T} \tag{9}
\end{equation*}
$$

In deriving Eq. (9), we assumed that the system is close to FCQPT, so that $\left(1-N_{0} F_{L}^{1}\left(p_{F}\right)\right) \ll N_{0} A \Delta p_{F}$. We can say that, at $T \sim T_{0}, \Delta p_{F}$ induced by $T$ becomes larger than the distance $r$ from FCQPT, $\left.\Delta p_{F}\right\rangle\left|p_{F}^{F C}-p_{F}\right|$,
where $p_{F}^{F C}$ corresponds to $x_{F C}$. Solving Eq. (9) with respect to $M^{*}$, we obtain [8]

$$
\begin{equation*}
M^{*}(T) \propto \frac{1}{\sqrt{T}} \tag{10}
\end{equation*}
$$

The behavior of the effective mass given by Eq. (10) can be verified by measuring the thermal expansion coefficient, which is given by [15]

$$
\begin{equation*}
\alpha(T)=\frac{1}{3}\left(\frac{\partial(\log V)}{\partial T}\right)_{P}=-\frac{x}{3 K}\left(\frac{\partial(S / x)}{\partial x}\right)_{T} \tag{11}
\end{equation*}
$$

Here, $P$ is the pressure and $V$ is the volume. Substituting Eq. (4) into Eq. (11), one finds that in the LFL theory coefficient is of the order of $\alpha(T) \sim M_{L}^{*} T / p_{F}^{2} K$. By employing Eq. (10), one finds that, at $T \sim T_{0}$ [16],

$$
\begin{equation*}
\alpha(T) \propto a \sqrt{T}+b T \tag{12}
\end{equation*}
$$

with $a$ and $b$ being constants. This result is in good agreement with experimental facts obtained in measurements on $\mathrm{CeNi}_{2} \mathrm{Ge}_{2}$ [17].

The application of magnetic fields $B$ leads to Zeeman splitting of the Fermi level. As a result, two quasiparticle distribution functions with Fermi momenta $p_{F}^{1}$ and $p_{F}^{2}$ appear, so that $p_{F}^{1}<p_{F}<p_{F}^{2}$ and $\Delta p_{F}=\left(p_{F}^{2}-\right.$ $\left.p_{F}^{1}\right) \sim \mu_{0} B M^{*} / p_{F}$. Here, $\mu_{0}$ is the electron magnetic moment. In the same way Eq. (10) was derived, we can obtain the equation determining $M^{*}(B)$ [8]. The only difference is that there are no contributions coming from the terms proportional to $\Delta p_{F}$, and we have to take into account terms proportional to $\left(\Delta p_{F}\right)^{2}$. Assuming that the system is close to the critical point, we obtain

$$
\begin{equation*}
M^{*}(B) \sim M\left(\frac{\varepsilon_{F}}{B \mu}\right)^{2 / 3} \tag{13}
\end{equation*}
$$

At $T \sim T^{*}(x)$, Eq. (13) is valid as long as $M^{*}(B) \leq$ $M^{*}(x)$; otherwise, we have to use Eq. (1). It follows from Eq. (13) that the application of magnetic fields reduces the effective mass. If there exists a magnetic order in the system which is suppressed by magnetic field $B=B_{c 0}$, then the quantity ( $B-B_{c 0}$ ) plays the role of zero field, and Eq. (13) has to be replaced by the equation

$$
\begin{equation*}
M^{*}(B) \propto\left(\frac{1}{B-B_{c 0}}\right)^{2 / 3} \tag{14}
\end{equation*}
$$

At high magnetic fields, we expect Eq. (14) to be invalid, because $\Delta p_{F}$ becomes too large, so that $\Delta p_{F}>$ $q_{0}$. In that case, the effective mass still depends on the magnetic field, but the proportionality given by Eq. (14) is not preserved, and the dependence on the magnetic field becomes weaker.

At elevated temperatures $T \sim T_{0}$, the effective mass starts to depend on both the temperature and the magnetic field. A crossover from the $B$-dependent effective mass $M^{*}(B)$ to the $T$-dependent effective mass $M^{*}(T)$ takes place at a transition temperature $T^{*}(B)$ as soon as $M^{*}(B) \simeq M^{*}(T)$. This requirement and Eqs. (10) and (14) give

$$
\begin{equation*}
T^{*}(B) \propto\left(B-B_{c 0}\right)^{4 / 3} \tag{15}
\end{equation*}
$$

At $T>T^{*}(x)$, Eq. (15) determines the line on the $B-T$ phase diagram which separates the region of the LFL behavior taking place at $T<T^{*}(B)$ from the NFL behavior occurring at $T>T^{*}(B)$. At $T<T^{*}(B)$, the system behaves like LFL with the effective mass $M^{*}(B)$ and corrections to the effective mass start with $T^{2}$ terms. In accordance with the LFL theory, the specific heat $c \simeq$ $\gamma T$, with

$$
\begin{equation*}
\gamma(B) \propto M^{*}(B) \propto\left(B-B_{c 0}\right)^{-2 / 3} \tag{16}
\end{equation*}
$$

The resistivity $\rho$ behaves as $\rho=\rho_{0}+A(B) T^{2}$, where the coefficient

$$
\begin{equation*}
A(B) \propto\left(M^{*}(B)\right)^{2} \propto\left(B-B_{c 0}\right)^{-4 / 3} \tag{17}
\end{equation*}
$$

It follows from Eqs. (16) and (17) that the KadowakiWoods ratio $K=A / \gamma^{2}$ [18] is conserved. All these results obtained from Eqs. (14)-(17) are in good agreement with experimental facts observed in measurements on the HF metal YbAgGe single crystal [19]. The critical behavior of the coefficient $A(B) \propto\left(B-B_{c 0}\right)^{\beta}$ at $B \longrightarrow$ $B_{c 0}$ described by Eq. (14) with $\beta=-4 / 3$ is in accordance with experimental data obtained in measurements on $\mathrm{CeCoIn}_{5}$, which displayed the critical behavior with $\beta=$ $-1.37 \pm 0.1$ [4].

In the LFL theory, the magnetic susceptibility $\chi \propto$ $M^{*} /\left(1-F_{0}^{a}\right)$. Note, that there is no ferromagnetic instability in Fermi systems related to the growth of the effective mass, and the relevant Landau amplitude $F_{0}^{a}>$ -1 [14]. Therefore, at $T<T^{*}(B)$, the magnetic susceptibility turns out to be proportional to the effective mass

$$
\begin{equation*}
\chi(B) \propto M^{*}(B) \propto\left(B-B_{c 0}\right)^{-2 / 3} \tag{18}
\end{equation*}
$$

while the static magnetization $M_{B}(B)$ is given by

$$
\begin{equation*}
M_{B}(B) \propto B_{\chi} \propto\left(B-B_{c 0}\right)^{1 / 3} \tag{19}
\end{equation*}
$$

At $T>T^{*}(B)$, as follows from Eq. (10), Eq. (18) has to be rewritten as

$$
\begin{equation*}
\chi(T) \propto M^{*}(T) \propto \frac{1}{\sqrt{T}} \tag{20}
\end{equation*}
$$

The behavior of $\chi(B)$ and $M_{B}(B)$ as a function of magnetic field $B$ given by Eqs. (18) and (19) and the behavior of $\chi(T)$, see Eq. (20), are in accordance with facts observed in measurements on $\mathrm{CeRu}_{2} \mathrm{Si}_{2}$ with the critical field $B_{c 0} \longrightarrow 0$ [20].

Consider the system when $r \longrightarrow 0$. Then, its properties are determined by the magnetic fields $B$ and the temperature $T$ because there are no other parameters to describe the state of the system. At the transition temperatures $T \simeq T^{*}(B)$, the effective mass depends on both $T$ and $B$, while at $T \ll T^{*}(B)$, the system is LFL with the effective mass being given by Eq. (14), and at $T \gg$ $T^{*}(B)$, the mass is defined by Eq. (10). Instead of solving Eq. (8), it is possible to construct a simple interpolation formula to describe the behavior of the effective mass over all the region,

$$
\begin{equation*}
M^{*}(B, T) \propto F(B, T)=\frac{1}{c_{1}\left(B-B_{c 0}\right)^{2 / 3}+c_{2} f(y) \sqrt{T}} \tag{21}
\end{equation*}
$$

Here, $f(y)$ is a universal monotonic function of $y=$ $\sqrt{T} /\left(B-B_{c 0}\right)^{2 / 3}$ such that $f(y \sim 1)=1$ and $f(y \ll 1)=0$. It is seen from Eq. (21) that the behavior of the effective mass can be represented by a universal function $F_{M}$ of only one variable $y$ if the temperature is measured in the units of the transition temperature $T^{*}(B)$, see Eq. (15), and the effective mass is measured in the units of $M^{*}(B)$ given by Eq. (14), $F_{M}(y)=a F(B, T) / M^{*}(B)$ with $a$ being a constant. This representation describes the scaling behavior of the effective mass. As is seen from Eqs. (19) and (21), the scaling behavior of the magnetization can be represented in the same way, provided the magnetization is normalized by the saturated value at each field given by Eq. (19),

$$
\begin{equation*}
\frac{M_{B}(B, T)}{M_{B}(B)} \propto \frac{1}{1+c_{3} f(y) y} \tag{22}
\end{equation*}
$$

where $c_{3}$ is a constant. It is seen from Eq. (22) that magnetization is a monotonic function of $y$. Upon using the definition of susceptibility, $\chi=\partial M_{B} / \partial B$, and differentiating both sides of Eq. (22) with respect to $B$, we arrive at the conclusion that the susceptibility also exhibits the scaling behavior and can be presented as a universal function of only one variable $y$, provided it is normalized by the saturated value at each field given by Eq. (18),

$$
\begin{equation*}
\frac{\chi(B, T)}{\chi(B)} \propto \frac{1}{1+c_{3} f(y) y}+2 c_{3} y \frac{f(y)+y d f(y) / d y}{\left(1+c_{3} f(y) y\right)^{2}} . \tag{23}
\end{equation*}
$$

It is of importance to note that the susceptibility is not a monotonic function of $y$ because the derivative is the sum of two contributions. The second contribution on the right-hand side of Eq. (23) makes the susceptibility have a maximum. The above behaviors of the magnetization and susceptibility are in accordance with the facts observed in measurements on $\mathrm{CeRu}_{2} \mathrm{Si}_{2}$ [20]. Note that the magnetic properties of $\mathrm{CeRu}_{2} \mathrm{Si}_{2}$ do not show any indications of the magnetic ordering at the smallest temperatures and in the smallest applied magnetic fields [20], which is $B_{c 0} \longrightarrow 0$ in that case. As a result, we can conclude that the QCP is driven by the divergence of the effective mass rather than by mag-
netic fluctuations and FCQPT is the main cause of the NFL behavior. We can also conclude that the Neél temperature is zero in this case, because the magnetic susceptibility diverges at $T \longrightarrow 0$, as is seen from Eq. (20). A more detailed analysis of this issue will be published elsewhere.

Consider the case when the system has undergone FCQPT. Then, there exist special solutions of Eq. (2) associated with the so-called fermion condensation [7]. Being continuous and satisfying the inequality $0<$ $n_{0}(\mathbf{p})<1$ within some region in $p$, such solutions $n_{0}(\mathbf{p})$ admit a finite limit for the logarithm in Eq. (2) at $T \longrightarrow$ 0 yielding [7]

$$
\begin{equation*}
\varepsilon(\mathbf{p})-\mu=0, \text { if } 0<n_{0}(\mathbf{p})<1 ; \quad p_{i} \leq p \leq p_{f} \tag{24}
\end{equation*}
$$

where $\varepsilon(\mathbf{p})$ is given by Eq. (3). At $T=0$, Eq. (24) defines a new state of electron liquid with $\mathrm{FC}[7,10]$ which is characterized by a flat spectrum in the $\left(p_{f}-p_{i}\right)$ region and which can strongly influence measurable quantities up to temperatures $T \ll T_{f}$. In this state, the order parameter of the superconducting state $\kappa(\mathbf{p})=$ $\sqrt{\left(1-n_{0}(\mathbf{p})\right) n_{0}(\mathbf{p})}$ has finite values in the $\left(p_{f}-p_{i}\right)$ region, whereas the superconducting gap $\Delta_{1} \longrightarrow 0$ in this region, provided that the pairing interaction tends to zero. Such a state can be considered as superconducting, with an infinitely small value of $\Delta_{1}$, so that the entropy $S(T=0)$ of this state is equal to zero $[6,7]$.

When $p_{f} \longrightarrow p_{i} \longrightarrow p_{F}$, the flat part vanishes and Eq. (24) determines the QCP at which the effective mass $M^{*}$ diverges and FCQPT takes place. When the density approaches the QCP from the disordered phase, Eq. (24) possesses nontrivial solutions at $x=x_{F C}$ as soon as the effective interelectron interaction as a function of the density, or the Landau amplitude, becomes sufficiently strong to determine the occupation numbers $n(\mathbf{p})$ which deliver the minimum value to the energy $E[n(p)]$, while the kinetic energy can be considered as frustrated [6]. As a result, the occupation numbers $n(\mathbf{p})$ become variational parameters and Eq. (24) has nontrivial solutions $n_{0}(\mathbf{p})$, because the energy $E[n(p)]$ can be lowered by alteration of the occupation numbers. Thus, within the region $p_{i}<p<p_{f}$, the solution $n_{0}(\mathbf{p})$ deviates from the Fermi step function $n_{F}(\mathbf{p})$ in such a way that the energy $\varepsilon(\mathbf{p})$ stays constant, while outside this region, $n(\mathbf{p})$ coincides with $n_{F}(\mathbf{p})$ [7]. Note that a formation of the flat part of the spectrum has been confirmed in [21-23].

At $r>0$ when the system is on the disordered side, that is, $\kappa(\mathbf{p}) \equiv 0$, and the density $x$ moves away from QCP located at $x_{F C}$, the Landau amplitude $F_{L}\left(p=p_{F}\right.$, $\left.p_{1}=p_{F}, x\right)$ as a function of $x$ becomes smaller, the kinetic energy comes into a play and makes the flat part vanish. Obviously, Eq. (24) has only the trivial solution $\varepsilon\left(p=p_{F}\right)=\mu$, and the quasiparticle occupation numbers are given by the step function, $n_{F}(\mathbf{p})=\theta\left(p_{F}-p\right)$.

At $\Delta_{1} \longrightarrow 0$, the critical temperature $T_{c} \longrightarrow 0$. We see that the ordered phase can exist only at $T=0$, and the state of electron liquid with FC disappears at $T>0$ [6]. Therefore, FCQPT is not the endpoint of a line of finite-temperature phase transitions. This conclusion is in accordance with Eq. (2), which does not admit the existence of the flat part of spectrum at finite temperatures. As a result, the quantum-to-classical crossover upon approaching a finite-temperature phase transition does not exist. In the considered case, one can expect to observe such a crossover at $T \sim T_{f}$. On the other hand, $\Delta_{1}$ becomes finite if we assume that the pairing interaction is finite and the corresponding $x-T$ phase diagram becomes richer. Moving along this line, we can consider the high- $T_{c}$ superconductivity as well (see, e.g., $[6,7])$.

At finite temperatures $T \ll T_{f}$, the occupation numbers in the region $\left(p_{f}-p_{i}\right)$ are still determined by Eq. (24) and the system becomes divided into two quasiparticle subsystems: the first subsystem is occupied by normal quasiparticles with the finite effective mass $M_{L}^{*}$ independent of $T$ at momenta $p<p_{i}$, while the second subsystem in the $\left(p_{f}-p_{i}\right)$ range is characterized by the quasiparticles with the effective mass $M_{F C}^{*}(T)$ $[6,24]$

$$
\begin{equation*}
M_{F C}^{*} \simeq p_{F} \frac{p_{f}-p_{i}}{4 T} \tag{25}
\end{equation*}
$$

There is an energy scale $E_{0}$ separating the slow dispersing low energy part, related to the effective mass $M_{F C}^{*}$, from the faster dispersing relatively high energy part, defined by the effective mass $M_{L}^{*}$. It follows from Eq. (25) that $E_{0}$ is of the form [6]

$$
\begin{equation*}
E_{0} \simeq 4 T \tag{26}
\end{equation*}
$$

The described system can be viewed as a strongly correlated one, it has the second type of the behavior and demonstrates the NFL behavior even at low temperatures. By applying magnetic fields, the system can be driven to LFL with the effective mass [25]

$$
\begin{equation*}
M^{*}(B) \propto \frac{1}{\sqrt{B-B_{c 0}}} \tag{27}
\end{equation*}
$$

In the same way as it was done above, we find from Eqs. (25) and (27) that a crossover from the $B$-dependent effective mass $M^{*}(B)$ to the $T$-dependent effective mass $M^{*}(T)$ takes place at a transition temperature $T^{*}(B)$

$$
\begin{equation*}
T^{*}(B) \propto \sqrt{\left(B-B_{c 0}\right)} \tag{28}
\end{equation*}
$$

Equation (28) determines the line in the $B-T$ phase diagram which separates the region of the LFL behavior at $T<T^{*}(B)$ from the NFL behavior occurring at $T>$ $T^{*}(B)$. The existence of the $B-T$ phase diagram given by Eqs. (15) and (28) can be highlighted by calculating
the resistivity and the magnetoresistance [8]. The resistivity, which at $T>T^{*}(B)$ demonstrates the NFL behavior, at $T<T^{*}(B)$, exhibits the LFL behavior, $\rho=\rho_{0}+$ $A(B) T^{2}$. The $B-T$ diagram of the dependence of the effective mass on the magnetic field can be highlighted by calculating the magnetoresistance. At $\left(B-B_{c 0}\right)>$ $B^{*}(T)$, the magnetoresistance is negative, and at $(B-$ $\left.B_{c 0}\right)<B^{*}(T)$, it becomes positive. This behavior of both the magnetoresistance and the resistivity is in agreement with measurements on $\mathrm{YbRh}_{2} \mathrm{Si}_{2}$ [3], when the system exhibits the second type of the behavior, see Eq. (28), while $\mathrm{CeCoIn}_{5}$ and YbAgGe demonstrate the first type of behavior consistent with that given by Eq. (15) [4, 19].

At $T<T^{*}(B)$, the coefficients $\gamma \propto M^{*}(B), \chi(B) \propto$ $M^{*}(B)$, and $A(B) \propto\left(M^{*}(B)\right)^{2}$, and we find that the Kadowaki ratio $K$ arid the Sommerfeld-Wilson ratio $R \propto$ $\chi(B) / \gamma(B)$ are preserved due to Eq. (27). The obtained $B-T$ phase diagram and the conservation of both the Kadowaki and the Sommerfeld-Wilson ratios are in full agreement with data obtained in measurements on $\mathrm{YbRh}_{2} \mathrm{Si}_{2}$ and $\mathrm{YbRh}_{2}\left(\mathrm{Si}_{0.95} \mathrm{Ge}_{0.05}\right)_{2}$ [3, 5, 17]. Taking into account Eqs. (11) and (25), we find that in the case of the two quasiparticle subsystems the thermal expansion coefficient $\alpha(T) \propto a+b T+c \sqrt{T}$, with $a, b$, and $c$ being constants. Here, the first term $a$ is determined by the FC contribution, the second $b T$ is given by normal quasiparticles with the effective mass $M_{L}^{*}$, and the third $c \sqrt{T}$ comes from a specific contribution related to the spectrum $\varepsilon_{c}(\mathbf{p})$ which ensures the connection between the dispersionless region $\left(p_{f}-p_{i}\right)$ occupied by FC and normal quasiparticles [16, 24]. At finite temperatures, the contribution coming from the third term is expected to be relatively small because the spectrum $\varepsilon_{c}(\mathbf{p})$ occupies a relatively small area in the momentum space. Since at $T \longrightarrow 0$, the main contribution to the specific heat $c(T)$ comes from the spectrum $\varepsilon_{c}(\mathbf{p})$, the specific heat behaves as $c(T) \propto a_{1} \sqrt{T}+b_{1} T$, with $a_{1}$ and $b_{1}$ being constants. The second term $b_{1} T$ comes from the contribution given by FC and normal quasiparticles. Measurements for $\mathrm{YbRh}_{2}\left(\mathrm{Si}_{0.95} \mathrm{Ge}_{0.05}\right)_{2}$ show a power low divergence of $\gamma=c / T \propto T^{-\alpha}$ with $\alpha=1 / 3$ [17]. This result is in reasonable agreement with our calculations giving $\alpha=0.5$. At lower temperatures, the relative contribution of the first term $a_{1} \sqrt{T}$ becomes bigger and we expect that the agreement will also become better. Now, we find that the Grüneisen ratio $\Gamma(T)=\alpha(T) / c(T)$ diverges as $\Gamma(T) \propto 1 / \sqrt{T}$ [16]. This result is in good agreement with measurements on $\mathrm{YbRh}_{2}\left(\mathrm{Si}_{0.95} \mathrm{Ge}_{0.05}\right)_{2}$ [5, 17].

As follows from Eq. (27), the static magnetization behaves as $M_{B}(B) \propto \sqrt{B-B_{c 0}}$, in accordance with measurements on $\mathrm{YbRh}_{2}\left(\mathrm{Si}_{0.95} \mathrm{Ge}_{0.05}\right)_{2}$ [5]. We can also
conclude that Eqs. (21)-(23) determining the scaling behavior of the effective mass, static magnetization, and the susceptibility are also valid in the case of strongly correlated liquid, but the variable $y$ is now given by $y=T / \sqrt{B-B_{c 0}}$, while the function $f(y)$ can be dependent on $\left(p_{f}-p_{i}\right) / p_{F}$. This dependence comes from Eq. (25). As a result, we can find that at $T<T^{*}(B)$, the factor $d \rho / d T \propto A(B) T$ behaves as $A(B) T \propto T /\left(B-B_{c 0}\right)$, and at $T>T^{*}(B)$, it behaves as $A(B) T \propto 1 / T$. These observations are in good agreement with the data obtained in measurements on $\mathrm{YbRh}_{2}\left(\mathrm{Si}_{0.95} \mathrm{Ge}_{0.05}\right)_{2}$ [5].

It is worthy to note that, in zero magnetic fields, the Neél temperature is zero at FCQPT, because, as follows from Eq. (10), the effective mass tends to infinity at FCQPT and makes the susceptibility divergent. On the other hand, if there is the magnetic order and the Neél temperature is not equal to zero, the effective mass is finite and there is no FCQPT. As soon as the magnetic order is suppressed at $B \longrightarrow B_{c 0}$, that is, the Neél temperature tends to zero, the effective mass $M^{*}(B) \longrightarrow \infty$, as follows from Eq. (14). If the system has undergone FCQPT, again at $B \longrightarrow B_{c 0}$, the Neél temperature goes to zero and $M^{*}(B) \longrightarrow \infty$, see Eq. (27). If $B_{c 0}=0$, the effective mass diverges at $T \longrightarrow 0$, see Eq. (25), and the susceptibility $\chi$ tends to infinity, being proportional to the effective mass. In this case, the Neél temperature is equal to zero as well. Therefore, one may say that the effective mass $M^{*}$ diverges at the very point that the Neél temperature goes to zero.

A few remarks are in order at this point. To describe the behavior of HF metals, we have introduced the system of quasiparticles, as is done in the Landau theory of normal Fermi liquids, where the existence of fermionic quasiparticles is a generic property of normal Fermi systems independent of microscopic details. As we have seen, at $T \ll T_{f}$, these quasiparticles have universal properties which determine the universal behavior of HF metals. One can use another approach, constructing the singular part of the free energy, introducing notions of the upper critical dimension, hyperscaling, etc. (see, e.g., $[1,2]$ ). Moving along this way, one may expect difficulties. For example, having only the singular part, one has to describe at least the two types of the behavior. We reserve a consideration of these items for future publications.

In conclusion, we have shown that our simple model based on FCQPT explains the critical behavior observed in different HF metals. In the case of such HF metals as $\mathrm{CeNi}_{2} \mathrm{Ge}_{2}, \mathrm{CeCoIn}_{5}, \mathrm{YbAgGe}$, and $\mathrm{CeRu}_{2} \mathrm{Si}_{2}$, the behavior can be explained by the proximity to FCQPT, where their electronic systems behave like highly correlated liquids. In the case of such HF metals as $\mathrm{YbRh}_{2}\left(\mathrm{Si}_{0.95} \mathrm{Ge}_{0.05}\right)_{2}$ and $\mathrm{YbRh}_{2} \mathrm{Si}_{2}$, the critical behavior is different. This can be explained by the presence of FC in the electronic systems of these metals, i.e., by the fact that the electronic systems have undergone FCQPT and behave as strongly correlated liquids.

We have shown that the basis of the Landau Fermi liquid theory survives in both cases: the low energy excitations of both strongly correlated Fermi liquid with FC and the highly correlated Fermi liquid are quasiparticles. It is also shown that the effective mass $M^{*}$ diverges at the very point that the Neél temperature goes to zero. The $B-T$ phase diagrams of both the highly correlated liquid and the strongly correlated one have been studied. We have shown that these $B-T$ phase diagrams strongly influence the effective mass and such important properties of HF metals as magnetoresistance, resistivity, specific heat, magnetization, susceptibility, and volume thermal expansion.
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#### Abstract

By two-dimensional ballistic magnetotransport calculations, it is demonstrated that large-scale resistance peaks, typical of small ring interferometers in zero magnetic field, are suppressed at $B \sim 1 \mathrm{~T}$. This result is explained by the peculiarities of the interference pattern at the confluence sites of quantum wires and is in qualitative agreement with experimental data. © 2004 MAIK "Nauka/Interperiodica".


PACS numbers: 73.23.Ad; 73.63.Nm

An ideal ring interferometer is a device consisting of one-dimensional quantum wires. The first theoretical publications [1, 2], in which the points of connection of quantum-wire leads with the ring were assumed to be structureless and the wires were considered as homogeneous, predicted a periodic $100 \%$ conductance modulation in a varying magnetic field, i.e., the AharonovBohm (AB) oscillations. The origin of the effect is in the passage through the ring resonance levels. However, in reality, the $A B$ oscillations [3-5] have a much smaller amplitude and, in some cases, are observed against the background of large-scale features in the conductance [5-8]. Another effect that is often observed in experimental measurements is the presence of a negative magnetoresistance [7-12].

Obviously, a real interferometer is much more complicated than the one-dimensional model because of the finite wire width and because of the formation of deep triangular potential wells, i.e., quantum dots, at the sites of wire separation into the ring arms. According to the self-consistent calculations of the three-dimensional electrostatic potential and electron density [6, 8, 13], these quantum dots have many single-particle levels, which should affect the transmission through the interferometer. Calculations performed for a two-dimensional ballistic transport in zero magnetic field show that the triangular dots cause additional reflection and even interferometer blocking. This conclusion follows from the comparison of the arrangements of large-scale peaks and dips in the energy dependence of transparency for the whole device and for one triangular dot [6, 8].

A similar sequence of quasiperiodic resistance peaks in the gate-voltage dependence was experimentally obtained for small ring interferometers ( $r=$ $130 \mathrm{~nm})[7,8]$. It was found that a large negative magnetoresistance is present in the region of conductance dips and that the conductance approaches the value
$\sim 2 e^{2} / h$ as the magnetic field grows [9]. An explanation of all these facts requires numerical investigation of the magnetic-field effect on the behavior of a ballistic electron in a realistic potential of the interferometer. Note that the magnetotransport in an interferometer was modeled earlier using simple modeling potentials that neglect the electrostatics of the structure [14, 15].

In this paper, we study the wave functions and the magnetotransport in small interferometers, for which the effect of triangular dots is most pronounced. We show that, in zero magnetic field, the Fermi-energy dependence of the conductance of a single-mode interferometer consists of the alternating portions with high, $G \approx 2 e^{2} / h$, and low, $G \ll 2 e^{2} / h$, transparencys. In the region of a triangular dot, the wave functions corresponding to the low-conductance intervals have a symmetry that suppresses the transmission of a ballistic electron into the ring arms. Magnetic field violates this symmetry and increases the transmission probability through the interferometer.

To calculate the interferometer transparency, we used the method described in [16] and representing the extension of the recursive Green's-function technique [17]. This method allows the Schrödinger equation in a magnetic field to be solved for the realistic potentials of a complex geometry. The advantage of the method [16] is that the matrices of transmission and reflection amplitudes and the wave functions are calculated simultaneously for each point of a grid used for the discretization of the computational region. The stability is an important feature of this method. The conductance of the device is determined from the multichannel Lan-dauer-Büttiker formula [18]. The two-dimensional effective potential necessary for calculating the conductance and wave functions was obtained by modeling three-dimensional electrostatics of an interferometer fabricated by etching on the basis of a GaAs/AlGaAs heterostructure [6]. The lithographic dimensions were


Fig. 1. Conductances calculated for a small symmetric interferometer $T_{\text {ring }}$ (solid line) and for a triangular quantum dot $T_{\text {dot }}$ (dashed line) as functions of the Fermi energy at $B=0$.
taken smaller than in the cited publication (the average ring radius was $r=105 \mathrm{~nm}$ ). For simplicity, we chose a symmetric etch profile and ignored the fluctuation impurity potential (uniform doping). In our case, the channel widths in the narrowest parts of the ring and between the ring and reservoirs with 2D electron gas were approximately the same and rather small. This made it possible to obtain a single-mode regime simultaneously for all constrictions over a sufficiently large energy interval from 1.3 to 8 meV . The lower boundary of the interval corresponds to the first transverse-quantization level in the narrow part of the interferometer input channel, and the upper boundary corresponds to the second level in the ring arms. The choice of this situation is motivated by the following reasons. If the channels connecting the ring with reservoirs become much narrower than the ring-arm channels and have tunnel barriers, a single-electron charging of a multimode ring becomes possible [19]. The opposite condition leads to the case where two open triangular dots are separated by the tunnel barriers formed in the ring arms. Evidently, both these tunneling situations make the device transparency rather low. However, these cases could hardly be realized in experiment [9], because, in a magnetic field of $\sim 1 \mathrm{~T}$, the interferometer conductance was close to $2 e^{2} / h$ in a considerable portion of the gate-voltage interval, which is impossible in the tunneling regime.

The calculated dependence $T_{\text {ring }}\left(E_{F}\right)$ of the interferometer transparency on the energy of ballistic electrons shows that, in zero magnetic field, the transmission peaks alternate with deep dips (Fig. 1). For comparison, we calculated the transparency $T_{\mathrm{dot}}\left(E_{F}\right)$ of a half of the interferometer (the outgoing wave is assumed to propagate through two parallel channels extending the ring arms). One can see that two curves, on the whole, cor-


Fig. 2. Probability density distribution in an electron wave incident in the first mode: (a) the interferometer transparency is $T_{\text {ring }}=0.99$ at $E_{F}=2.34 \mathrm{meV}$ and $B=0$; (b) $T_{\text {ring }}=$ $1.5 \times 10^{-4}$ at $E_{F}=5.66 \mathrm{meV}$ and $B=0$ (the dashed lines show the boundaries of the classically allowed region $E_{F}=$ $U_{\text {eff }}$; ; (c) $T_{\text {ring }}=1$ at $E_{F}=5.62 \mathrm{meV}$ and $B=1 \mathrm{~T}$. The prob-ability-density isolines correspond to the levels of 0.01 , $0.0316,0.1,0.316$, and 1 and to the maximal values (a) 1.2 , (b) 1.4, and (c) 2.3 .
relate with each other, and additional resonances on the curve $T_{\text {ring }}\left(E_{F}\right)$ obtained for the interferometer appear as a result of a circular motion in the ring. The question arises of why the interferometer conductance has wide and deep dips in the region $1.3-8 \mathrm{meV}$ in zero magnetic field while the transparency of the ring arms and the connecting channels is close to its total value.

Let us consider the plots of probability density in the interferometer for the states corresponding to the total transmission (Fig. 2a) and total reflection (Fig. 2b). We assume that electrons are incident from the left in the first transverse-motion mode. Since the ring and the triangular dots have a small size and the energy of the incident particles is low, the transmission is determined by quantum interference. The state with the energy $E_{F}=2.34 \mathrm{meV}$ corresponds to the resonant transmission with $T_{\text {ring }}=0.99$ through the combined dot-ring system. One can see from Fig. 2 a that the wave function is delocalized over the whole system, and the standing wave along the ring contains 16 antinodes.


Fig. 3. Interferometer conductance as a function of magnetic field for Fermi energy $E_{F}=$ (a) 2.34 and (b) 5.6 meV . (c) Effects of negative magnetoresistance and suppression of AB oscillations observed for an asymmetric ring in [11]. The values of $E_{F}$ are indicated in millielectron volts near the calculated curves. The experimental curve taken from [11] is presented for comparison.

Now, we consider the state with $E_{F}=5.66 \mathrm{meV}$ and $T_{\text {ring }}=1.5 \times 10^{-4}($ Fig. 2b), which corresponds to a suppressed transmission. In zero magnetic field, the wave function represents a standing wave that arises between the antidot and the reservoir and has a symmetry forbidding the transmission into the ring arms at the first triangular dot. Specifically, two maxima of the probability density at the arm input correspond to the second trans-verse-motion mode. This mode, being not mixed with the first one, is totally reflected, because its transmission through the narrow parts of the channels is not allowed. Figure 2 b shows that electron tunnels at a small depth into the classically forbidden region of the two-dimensional effective potential $E_{F}<U_{\text {eff. }}$. Similar pictures of probability density also occur for other states of minimal transmission at $B=0\left(E_{F}=3.83 \mathrm{meV}\right.$ or $E_{F}=4.9 \mathrm{meV}$ ). Note that, in symmetric single-mode interferometers that have no quantum wells at the chan-nel-confluence sites, the reflection states in zero magnetic field appear only as a result of the destructive wave interference at the ring output [15]. In this case, the electron distribution density in the ring is always nonzero [20]. By contrast, we investigate the reflection states corresponding to the case where an electron does not penetrate into the ring at all, although the first-mode motion is open. An increase in a magnetic field breaks
the symmetry in the positions of the probability-density maxima at the ring-input triangular dot, and the transmission probability through the interferometer increases. Figure 2 c represents the state of total transmission in the magnetic field $B=1 \mathrm{~T}$ for $E_{F}=5.62 \mathrm{meV}$.

The magnetic-field effect manifests itself in the AB oscillations (Fig. 3a) and in the negative magnetoresistance (Fig. 3b). Note that the one-dimensional interferometer model gives the AB oscillations with a full amplitude modulation and a period corresponding to the flux quantum through the ring [1,2]. Similar results were obtained by a simplified two-dimensional modeling of single-mode ring interferometers [14, 15]. However, the calculation for a realistic interferometer potential gives a qualitatively different result. For the halfinteger magnetic flux quanta, the conductance of a symmetric interferometer with a finite channel width is not suppressed to zero, as was predicted by the one-dimensional model. The presence of levels in triangular dots and their displacement from the ring levels in a magnetic field is seen in the $G(B)$ curve as a large-scale conductance modulation and as Fano profiles of the peakdip type. Because of the presence of Fano resonances, the form of the AB oscillations is not sinusoidal and the period and phase vary. Calculations show that, for the states with $T_{\text {ring }}=1$ at $B=0$, despite the large-scale conductance modulation, the transmission remains, on the


Fig. 4. Dependence of the conductance at the Fermi energy for the ring, shown in Fig. 2, in magnetic fields $B=0,0.5$, and 2 T at a temperature of 1.5 K .
average, high with an increase in the magnetic field. However, the states corresponding to the total reflection become more transparent in a magnetic field. One can see from Fig. 3b that the conductance $G(B)$ grows with increasing magnetic field and reaches the value $2 e^{2} / h$ even at $B \approx 1 \mathrm{~T}$. Thus, at the given energy, we obtain the giant negative magnetoresistance effect. For other states of minimal transmission at $B=0$, a similar behavior takes place for $G(B)$.

As for the amplitude of AB oscillations, it depends in a complicated way on the Fermi energy, magnetic field, and the degree of ring asymmetry. The effect of AB -oscillation suppression upon passing to a tunneling regime in one of the ring arms was analyzed in our previous papers [8, 11] (together with the corresponding experimental data). Figure 3c shows the conductance $G(B)$ calculated for different Fermi energies of a small interferometer ( $r=110 \mathrm{~nm}$ ) with different channel widths in the ring. The first mode opens in one of the ring arms at $E_{F}=-1 \mathrm{meV}$, while the other arm is open for the transmission of two modes. At $E_{F}=-2 \mathrm{meV}$, the ring is interrupted by a tunnel barrier and the AB oscillations are suppressed. At $E_{F}=-1 \mathrm{meV}$, the AB oscillations show a $5 \%$ modulation, and, at $E_{F} \approx 0$, a modulation from 7 to $10 \%$ (in the experiment, a $5 \%$ modulation is observed). It follows from the analysis of Fig. 3 that the model of a symmetric single-mode interferometer exaggerates the effects of AB oscillations and negative magnetoresistance, compared to the experiment [9]. However, when the fluctuation potential $[8,13]$ and the nanolithography errors [8, 11] are taken into account, the results of calculations become closer to the measurements [11].

Figure 4 shows the dependences of conductance on the Fermi energy, averaged for an effective temperature of $T=1.5 \mathrm{~K}$. The dependences are obtained for different magnetic fields and correspond to the conditions of experiments with small rings [7-9]. One can see that the deep dips typical for conductance $G\left(E_{F}\right)$ in low magnetic fields begin to blur at $B=0.5 \mathrm{~T}$. At $B=2 \mathrm{~T}$,


Fig. 5. Experimental dependence of the conductance on the gate voltage for a small ring at a temperature of 1.5 K . The dependence is plotted using the data reported in [9].
the edge current states start to form (the asymptotic values of $2 e^{2} / h$ and $4 e^{2} / h$ are approached). For comparison, Fig. 5 shows the experimental results reported in [9]. The measured dependence of the conductance of a small interferometer on the gate voltage $V_{g}$ at $B=0$ shows dips that can be related to the conductance dips in Fig. 4. One can see that, in the case of modeling and in the experiment, the dips decrease with increasing magnetic field in a similar way. The electrostatic calculation allows us to compare the lengths of the intervals of $E_{F}$ and $V_{g}$, within which a qualitatively similar behavior of conductances is observed. In the calculations, a $0.05-\mathrm{V}$ variation of the upper gate voltage $V_{g}$ causes an approximately $5.5-\mathrm{meV}$ shift of one-dimensional subbands in the channels of symmetric interferometer. Hence, the values obtained for the lengths of the single-mode motion intervals ( $G \leq 2 e^{2} / h$ ) in the calculations and measurements are in good agreement.

Thus, the two-dimensional modeling of the transmission through a small interferometer in the singlemode regime predicts high-resistance peaks caused by the backscattering of a ballistic electron in the triangular quantum dots. With an increase in a magnetic field, the height of these peaks decreases because of the increase in the probability of electron penetration into the ring arms. This effect may be the cause of the negative magnetoresistance observed in the experiments [7-11]. We have also shown that the amplitude of AB oscillations nonmonotonically depends on the Fermi energy, magnetic field, and the degree of ring asymmetry. When one of the ring arms switches to the tunneling regime, the AB oscillations become suppressed.
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#### Abstract

The voltage response of a thin-film normal-metal hot-electron bolometer based on a SINIS (superconductor-insulator-normal metal-insulator-superconductor) structure to the radiation of a high-temperature Josephson junction in the terahertz frequency region was measured. Bolometers were integrated with planar log-periodic and double-dipole antennas, and Josephson junctions were integrated with log-periodic antennas. Measurements showed that the Josephson junction at a temperature of 260 mK was overheated by the transport current, so that its electron temperature exceeded 3 K at a bias voltage of 1 mV . The maximum response of a bolometer with a double-dipole antenna was observed at a frequency of 300 GHz , which agreed well with the calculated value. The Josephson radiation was observed at frequencies up to 1.7 THz . The voltage response of a bolometer reached $4 \times 10^{8} \mathrm{~V} / \mathrm{W}$, and the total noise-equivalent power reached $1.5 \times 10^{-17} \mathrm{~W} / \mathrm{Hz}^{1 / 2}$. © 2004 MAIK "Nauka/Interperiodica".


PACS numbers: $74.50 .+r$; $07.57 . \mathrm{Kp} ; 85.25 . \mathrm{Pb}$

1. SINIS bolometers. Normal-metal hot-electron bolometers with a capacitive decoupling of the supercon-ductor-insulator-normal metal-insulator-superconductor (SINIS) structure were proposed in [1] and experimentally tested in [2]. The response to an external microwave signal and the noise-equivalent power of such a bolometer are determined by its electron temperature. To improve the noise and signal characteristics, a direct electron cooling of a normal-metal absorber by a superconductor-insulator-normal metal (SIN) tunnel junction was proposed in [3]. The electron cooling effect was demonstrated in [4] and further developed in [5].

A general view of a substrate with bolometers is presented in Fig. 1a. A broadband log-periodic antenna with a frequency range of $0.2-2 \mathrm{THz}$ is positioned at the center of the substrate; two double-dipole antennas with a central frequency of 300 GHz are on the right, and one double-dipole antenna with a central frequency of 600 GHz is on the left. At the top and bottom, test structures are positioned with two pairs of SIN junctions for studying the electron cooling effect. The latter is described for such a structure in [6]. An atomic-force microscopic image of the central part of the bolometer is shown in Fig. 1b.

The first step in fabricating the samples was the formation of gold contact pads and traps for hot quasiparticles. The pattern was made by standard photolithography. Gold 60 nm in thickness was deposited by thermal
evaporation. The next step consisted in the formation of the tunnel junctions and the absorber. The pattern was made by direct electron lithography. The films were deposited by thermal evaporation at different angles through a suspended double-photoresist mask. This method made it possible to deposit films of different metals in a single process in vacuum and provide their overlap in the tunnel junction regions. A $65-\mathrm{nm}$-thick aluminum film was deposited at an angle of $60^{\circ}$ to the substrate and oxidized for 2 min in oxygen at a pressure of 0.1 mbar to obtain a tunnel barrier. A double-layer absorber film consisting of chromium and copper with a total thickness of 75 nm was deposited perpendicular to the substrate. The absorber volume was $0.18 \mu \mathrm{~m}^{3}$. The outer cooling SIN junctions of the test structures had a resistance of $0.86 \mathrm{k} \Omega$ each, and the inner junctions had $5.3 \mathrm{k} \Omega$ each. The inner junctions had a simple crosslike geometry, where a segment of a normal-metal strip crossed the oxidized aluminum electrode. Their overlap area was $0.2 \times 0.3 \mu \mathrm{~m}$. The structure of the outer junctions was such that the ends of the normalmetal absorber covered the corner of each of the outer oxidized aluminum electrodes, and the junction area was $0.55 \times 0.82 \mu \mathrm{~m}$. An increase in the size of aluminum electrodes made it possible to improve the diffusion of hot quasiparticles carried away from the absorber by the tunneling current and to avoid a reabsorption in the normal metal for the phonons emitted upon quasiparticle recombination. Additionally, for the
same purpose, one of the test structures had hot-particle traps in the form of normal-metal films located in the junction region under the aluminum film. In the experiments with electron cooling, the application of a bias voltage close to the energy gap of the outer SIN junctions caused a decrease in the electron temperature measured by the inner SIN thermometers from 260 to 100 mK .
2. High-temperature Josephson oscillators. According to [7, 8], the maximal Josephson-oscillation frequency and power are determined by the critical current $I_{c}$, the normal resistance $R_{n}$, and their product $V_{c}=$ $I_{c} R_{n}$. The characteristic frequency of a Josephson junction is $f_{c}=(2 e / h) V_{c}$, where $e$ is the electron charge and $h$ is the Planck's constant. The characteristic voltage of a Josephson junction does not exceed the energy gap, which corresponds to frequencies on the order of 700 GHz for niobium junctions, while, for high- $T_{c}$ superconductors (HTSCs) with a critical temperature above 77 K , the corresponding frequency may reach 10 THz and higher. However, high characteristic voltages and oscillation frequencies are realized only at temperatures much lower than the critical temperature. In particular, values of $V_{c}$ above 5 mV are observed for the HTSC junctions at liquid-helium temperatures and lower. For the HTSC junctions on bicrystal substrates, the choice of the substrate material is highly important. The best dc characteristics are obtained for junctions on the strontium titanate substrates, but the high dielectric constant and the substantial losses at high frequencies render them unsuitable for use in the submillimeter wave range. Sapphire substrates proved to possess the most suitable characteristics, and they were used to fabricate the Josephson oscillators. Unlike standard bicrystal substrates with a misorientation in the substrate plane, we used substrates with a crystallographic axis inclined to the substrate plane. Epitaxial YBaCuO films were grown by laser ablation on the substrates whose $c$ axis in the $\langle 100\rangle$ direction was inclined at an angle of $14^{\circ}+14^{\circ}$. Films 250 nm thick were deposited on a $\mathrm{CeO}_{2}$ buffer layer. The critical temperature of the films was $T_{c}=89 \mathrm{~K}$, and the transition width was $\Delta T_{c}=1.5 \mathrm{~K}$. The bicrystal Josephson junctions were from 1.5 to $6 \mu \mathrm{~m}$ wide and, at a temperature of 4.2 K , had the characteristic voltage $V_{c} \geq 4 \mathrm{mV}$. Under an external submillimeter radiation, their $I-V$ characteristics exhibited Shapiro steps at voltages up to 4 mV , which corresponds to frequencies above 2 THz .
3. Bolometer response to changes in temperature and absorbed power. The main bolometer characteristics were measured at a temperature of 260 mK in a cryostat with a closed-cycle $\mathrm{He}-3$ absorption refrigerator. The maximal voltage response to the temperature variations was $1.6 \mathrm{mV} / \mathrm{K}$ for a $10-\mathrm{k} \Omega$ SIN junction, and the maximal current response was equal to $55 \mathrm{nA} / \mathrm{K}$ for a $6-\mathrm{k} \Omega$ junction.


Fig. 1. (a) General view of a substrate with bolometer and (b) atomic-force microscopic image of the bolometer central part.

For structures with four SIN junctions, it was possible to apply power to the inner pair of junctions and measure the response of the outer pair. The measured dependences of the response on the bias voltage are shown in Fig. 2. The maximal voltage response was $4 \times$ $10^{8} \mathrm{~V} / \mathrm{W}$ for a pair of $70-\mathrm{k} \Omega$ junctions, and the maximal current response was $550 \mathrm{~A} / \mathrm{W}$ for a pair of $10-\mathrm{k} \Omega$ junctions. These values correspond to the noise-equivalent power (NEP)

$$
\begin{equation*}
\mathrm{NEP}=I_{n} / S_{i} \quad \text { or } \mathrm{NEP}=V_{n} / S_{v}, \tag{1}
\end{equation*}
$$

where $I_{n}$ is the current noise, $V_{n}$ is the voltage noise, $S_{i}=$ $d I / d P$ is the current response, and $S_{V}=d V / d P$ is the bolometer voltage response. Setting the noise voltage of our preamplifier equal to $3 \mathrm{nV} / \mathrm{Hz}^{1 / 2}$, we obtain the technical noise-equivalent power:

$$
\begin{equation*}
\mathrm{TNEP}=1.25 \times 10^{-17} \mathrm{~W} / \mathrm{Hz}^{1 / 2} \tag{2}
\end{equation*}
$$



Fig. 2. Current and voltage responses of bolometer with a tunnel junction resistance of $10 \mathrm{k} \Omega \mathrm{vs}$. the bias voltage at a temperature of 260 mK .


Fig. 3. Schematic diagram of the experiment at 260 mK with the backside of the Josephson oscillator substrate pressed to the backside of the bolometer substrate.


Fig. 4. Bolometer response to the radiation of a Josephson source. The solid parabola corresponds to Joule heating.

Substituting the measured values of the response to changes in temperature and power, we obtain the bolometer heat conductivity

$$
\begin{equation*}
G_{V}=\frac{\partial P}{\partial T}=\frac{\partial V / \partial T}{\partial V / \partial P}=0.8 \times 10^{-11} \mathrm{~W} / \mathrm{K} \tag{3}
\end{equation*}
$$

The thermodynamic noise-equivalent power is determined by the expression

$$
\begin{equation*}
\mathrm{NEP}_{\mathrm{TD}}^{2}=4 k T^{2} G \tag{4}
\end{equation*}
$$

Taking into account that $G=5 \Sigma v T^{4}=10^{-11} \mathrm{~W} / \mathrm{K}$, we obtain $\mathrm{NEP}_{\mathrm{TD}}=1.4 \times 10^{-18} \mathrm{~W} / \mathrm{Hz}^{1 / 2}$ and, substituting the heat conductivity in a voltage-bias mode, we obtain

$$
\begin{equation*}
\mathrm{NEP}_{\mathrm{V}}=1.3 \times 10^{-18} \mathrm{~W} / \mathrm{Hz}^{1 / 2} \tag{5}
\end{equation*}
$$

The use of a SQUID-based low-noise reading device with a current resolution of $50 \mathrm{fA} / \mathrm{Hz}^{1 / 2}$ will allow the noise-equivalent power to be improved by an order of magnitude as compared to the technical noiseequivalent power determined by the noise of a warm transistor amplifier.
4. Measurement of the Josephson junction radiation at 260 mK . In the first series of experiments, the backside of a substrate with the Josephson oscillator was directly attached to the backside of a substrate with the bolometer (Fig. 3), and this assembly was cooled to 260 mK . Since the planar antennas were deposited on the substrates with a dielectric constant higher than 10 , the main lobes of their directivity patterns were oriented toward the dielectric and, when the radiating antenna was positioned opposite the receiving antenna, an efficient power transfer occurred from the Josephson junction to the bolometer. The log-periodic antennas of the oscillator and the receiver were identical and rated for a frequency range from 200 GHz to 2 THz .

The dependence of the bolometer response on the voltage applied to the Josephson junction is shown in Fig. 4. By applying a magnetic field, the critical current of the Josephson junction can be suppressed to zero, and then the junction will be a simple current-heated resistor. In this case, depending on the bias on the radiating junction, the bolometer receives thermal radiation from a cold or heated load. The dependence of the response on the bias is found to be parabolic, which corresponds to the Joule heating proportional to the square of applied voltage. This experiment allows one to separate the Josephson radiation component, whose frequency corresponds to the bias voltage, from the broadband thermal component, whose power is proportional to the square of bias voltage. It is significant that, above 1 mV , the Josephson junction is strongly overheated both in the absence and in the presence of magnetic field and its effective electron temperature considerably exceeds the refrigerator equilibrium temperature.

The maximal Josephson radiation power can be estimated as $P_{\text {osc }}=0.1 I_{c} V_{c}=2 \times 10^{-9} \mathrm{~W}$ [7]. In the case of
a log-periodic radiation antenna with a knife-edge pattern and double-dipole reception antenna with a pencilbeam pattern, the mismatch of the directivity patterns takes place and the losses increase by more than 10 dB . The oscillator substrate had five log-periodic antennas on its surface, and the bolometer substrate had two dou-ble-dipole antennas and one log-periodic antenna. The oscillator and receiver antennas were never directed toward each other, resulting in the losses of no less than 10 dB . No convergence lenses were placed between the oscillator and receiver, so that the received beams diverged, adding another $10-\mathrm{dB}$ (or greater) loss. The mismatch with antenna, the mismatch between the radiating and receiving beams, the inaccurate alignment of the directions of different antennas, the reflections from the sapphire-silicon boundary, and the difference in polarizations-all this provides a total loss of no less than 30 dB at frequencies on the order of 1 THz . As a result, the power received by the bolometer is less than $10^{-12} \mathrm{~W}$. Setting the response of the bolometer under consideration to $S=1.1 \times 10^{8} \mathrm{~V} / \mathrm{W}$, we find that the maximal voltage response is equal to approximately $1.1 \times 10^{-4} \mathrm{~V}$. In our experiments, the response to the Josephson radiation reached a level of $10 \mu \mathrm{~V}$. The difference of one order of magnitude may be caused by such factors as nonideal characteristics of the Josephson junction, excess current, and overheating, which reduce the output power. The response to the nonJosephson radiation on the parabolic portion of the response curve may be ascribed to the receipt of the submillimeter and infrared radiation from the matched load integrated in the broadband antenna circuit and radiating into the quasi-optical channel.

If we accept the overheating model for the Josephson junction as a bridge of variable thickness [4], we can estimate the temperature in the middle of the bridge as

$$
\begin{equation*}
T_{m}=\sqrt{T_{b}^{2}+3\left(\frac{e V}{2 \pi k}\right)^{2}} \tag{6}
\end{equation*}
$$

From this relation, we obtain an equivalent electron temperature of about 3 K for a Josephson junction bias of 1 mV . Considering that the thermal radiation is scattered within a solid angle of $4 \pi$ and that the bolometer is placed at a distance of about 1 mm in a dielectric, the value of 5 mK of the effective temperature measured by the bolometer becomes understandable. Since the power is first radiated and then received, it is also necessary to take into account the quantum character of radiation according to the Planck law:

$$
\begin{equation*}
P_{r}=\frac{h f}{e^{h f / k T}-1} 0.3 f \tag{7}
\end{equation*}
$$

According to this relation, the maximal radiation occurs at a frequency corresponding to the temperature:


Fig. 5. Schematic diagram of the quasi-optical experiment, where the bolometer was positioned on the flat surface of a hyperhemispherical sapphire lens at 260 mK and the substrate with the Josephson oscillator was placed on a similar silicon lens at 1.8 K . The oscillator and receiver were 3 cm apart, so that the tested object could be placed between them.
$h f \approx k T$. Applying Eq. (7) to Eq. (1) and neglecting the phonon temperature, we arrive at the expression

$$
\begin{equation*}
P_{\mathrm{rad}}=\frac{0.6}{4 \pi^{2}} \frac{e^{2} V^{2}}{h}, \tag{8}
\end{equation*}
$$

which fits the quadratic dependence observed in the experiment.
5. Irradiation of bolometer by the Josephson junction at 1.8 K . To increase the output power of the Josephson source and the oscillation frequency, it is necessary to increase the characteristic voltage of the Josephson junction, i.e., its critical current. Placing the Josephson junction at the $\mathrm{He}-4$ cooling step, we prevent the bolometer overheating by the dc bias-current power of the Josephson junction. For example, in a junction with a resistance of $10 \Omega$, a power of $0.2 \mu \mathrm{~W}$ is absorbed at an oscillation frequency of 300 GHz , and this power increases to $2.5 \mu \mathrm{~W}$ at a frequency of 1 THz .

In the quasi-optical configuration (Fig. 5), the bolometer was placed on the flat surface of a hyperhemispherical sapphire lens at a temperature of 260 mK , and the substrate with the Josephson oscillator was placed on a similar silicon lens at a temperature of 1.8 K . The oscillator and the receiver were spaced 3 cm apart.

The topology of the Josephson samples was the same as in the experiments at 260 mK , but the critical current exceeded $0.5-1 \mathrm{~mA}$ at 4 K . In the absence of an external magnetic field, the value of $I_{c} R_{n}$ exceeded 5 mV . With increasing magnetic field, the critical current oscillated. Under the irradiation by a backwardwave oscillator, the Shapiro steps were observed up to 4 mV . The experimental curves are shown in Fig. 6. Figure 6a represents the response of a bolometer with a double-dipole antenna rated for a central frequency of 300 GHz and the response of a bolometer with a logperiodic broadband antenna in the range $0.2-2 \mathrm{THz}$. Figure 6 b shows the response of a bolometer with a double-dipole antenna for two values of magnetic field, i.e., for the higher (upper curve) and lower (lower curve) values of critical current and characteristic volt-


Fig. 6. (a) Responses measured by a bolometer with a dou-ble-dipole antenna (upper curve) and a bolometer with a log-periodic antenna (lower curve). (b) Response of a bolometer with a double-dipole antenna for two values of magnetic field and critical currents of 400 (upper curve) and $150 \mu \mathrm{~A}$ (lower curve). (c) Response measured at high bias voltages without magnetic field. The last maximum corresponds to a frequency of 1.7 THz .
age. The response corresponding to the highest frequency ( 1.7 THz ) is shown in Fig. 6c. The same curve exhibits the third and fifth harmonics of the antenna fundamental mode.
6. Discussion. A simple analytic expression for the voltage response of bolometer [9] gives a rough estimate of the practically attainable power response at a temperature of 260 mK :

$$
S_{V}^{\max }=\frac{2 k_{b}}{e \Sigma v T_{e}^{4}}=10^{8} \mathrm{~V} / \mathrm{W}
$$

A more accurate calculation, according to [9], yields a value of $4 \times 10^{8} \mathrm{~V} / \mathrm{W}$, which coincides with the experimental data. With allowance made for the bolometer noise at the operating point and the amplifier noise $V_{N}=$ $6 \mathrm{nV} / \mathrm{Hz}^{1 / 2}$ in a current bias mode, the noise-equivalent power is

$$
\mathrm{NEP}_{\mathrm{v}}=V_{N} / S_{V}^{\max }=1.5 \times 10^{-17} \mathrm{~W} / \mathrm{Hz}^{1 / 2} .
$$

Let us also estimate the characteristic values for the voltage bias mode with electron cooling. The main heat flow occurs from hot phonons to electrons that are subjected to electron cooling:

$$
P_{P h-e}=\Sigma \nu T_{P h}^{5}=0.5 \mathrm{pW} .
$$

To remove this power from the electron system, it is necessary to apply cooling current

$$
I_{c}=\frac{e P_{P h-e}}{k_{b} T}=2.2 \times 10^{-8} \mathrm{~A}
$$

This current gives rise to a shot noise. Taking the theoretical value of the current response $S_{I}=e / 2 k_{b} T=6 \times$ $10^{3} \mathrm{~A} / \mathrm{W}$, we obtain the noise-equivalent power

$$
\begin{equation*}
\mathrm{NEP}_{\mathrm{I}}=\sqrt{4 k_{b} T_{e} \Sigma \nu T_{P h}^{5}}=1.3 \times 10^{-17} \mathrm{~W} / \mathrm{Hz}^{1 / 2} . \tag{9}
\end{equation*}
$$

This value is smaller than the measured value of $5 \times 10^{-17}$. This can be explained by the fact that the current response of high-resistance SIN junctions is weaker than the theoretical value obtained for an optimal resistance of $1 \mathrm{k} \Omega$.

The voltage response has been measured for a SINIS bolometer at 260 mK to give $4 \times 10^{8} \mathrm{~V} / \mathrm{W}$. The noise-equivalent power limited by the bolometer and amplifier noise is $1.5 \times 10^{-17} \mathrm{~W} / \mathrm{Hz}^{1 / 2}$. The measurements of the radiation from an HTSC Josephson junction have shown that, at bias voltages on the order of 1 mV , the junction is overheated, and its effective temperature exceeds 3 K for a substrate temperature of 260 mK . The use of HTSC junctions at low temperatures is advantageous, because these junctions allow one to obtain high values of characteristic voltage $I_{c} R_{n}$ and increase the radiation frequency at least to 1.7 THz . A combination of a Josephson terahertz oscillator with a high-sensitivity SINIS bolometer makes it possible to realize a compact cryogenic terahertz network analyzer with a frequency resolution on the order of several gigahertz.
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#### Abstract

Within the framework of quantum hydrodynamics of a superfluid helium surface, the momentum relaxation rate caused by the annihilation of two ripplons with phonon creation, inelastic phonon scattering with ripplon annihilation, and in the case of helium films one-particle ripplon scattering from the surface-level inhomogeneities introduced by the substrate roughness (new relaxation mechanism) was obtained for a ripplon gas at $T \leq 0.25 \mathrm{~K}$. The contribution from the inelastic phonon scattering is negligible at these temperatures. For a film at $T \leq 0.15 \mathrm{~K}$, one-particle scattering dominates, leading to a temperature dependence of the form $K \propto T^{5 / 3}$ for the convective thermal conductance. At higher temperatures, phonon creation with annihilation of two ripplons is the dominant mechanism, giving $K \propto T^{-3}$. These results are in quantitative agreement with the available experimental data. © 2004 MAIK "Nauka/Interperiodica".


PACS numbers: 67.40.Pm; 67.40.Hf; 68.03.Kn

The hydrodynamical flow drag of a gas of elementary excitations (ripplons) [1] at the surface of superfluid ${ }^{4} \mathrm{He}$ determines the heat transfer in helium films at $T \lesssim 0.2 \mathrm{~K}[2,3]$, the possibility of and the conditions for the observation of the second surface sound [4], and also plays an important role in the experiments with two-dimensional atomic hydrogen (2D $\mathrm{H} \downarrow$ ) at the helium surface [5, 6]. In this work, the phonon-induced ripplon-flow decay at the surface of a bulk liquid is calculated and the flow dissipation mechanism is suggested for a helium film covering rough substrate.

The ripplon gas flow along the helium surface separately from bulk liquid was considered theoretically by Andreev and Kompaneets in [7] and observed experimentally by Mantz, Edwards, and Nayak in [2, 3]. Originally, the main role in the ripplon-flow stagnation was ascribed to the creation of a long-wavelength ripplon with annihilation of two short-wavelength ripplons [2, 8], followed by a rapid decay of the long-wavelength ripplon, whose velocity field penetrates across the whole film width. Later on, it was recognized, however, that both the theoretical probability of this process [9] and the actual decay of acoustic ripplons [10] are quite insignificant. It was established theoretically that the inelastic phonon ( P ) scattering at the surface with the creation of a ripplon (R) $[8,9]$ or the annihilation of two ripplons with phonon creation [11] are the main mechanisms that are responsible for the interaction of ripplon subsystem with bulk helium at temperatures considered. Next, Reynolds, Setija, and Shlyapnikov [11] showed that the energy transfer from the ripplon to the phonon subsystem is mainly governed by the second process.

Following the reasoning exactly as in [11], we calculate the momentum-transfer rate from the ripplon to
the phonon subsystem with the creation of a phonon with wavevector $(\mathbf{q}, k)$, where $\mathbf{q}$ and $k$ are the components, respectively, along and perpendicular to the surface, and with the annihilation of two ripplons with wavevectors $\mathbf{q}^{\prime}$ and $\mathbf{q}^{\prime \prime}$. Denote the ripplon and phonon temperatures as $T_{\mathrm{R}}$ and $T_{\mathrm{P}}$. The ripplon frequency and wavevector are related to each other by the well-known expression $\omega_{q^{\prime}}^{2}=q^{13} \alpha / \rho[1]$, where $\alpha=0.378$ dyne $/ \mathrm{cm}$ and $\rho=0.145 \mathrm{~g} / \mathrm{cm}^{3}$ are, respectively, the surface tension and the density of liquid ${ }^{4} \mathrm{He}$ at $T=0$. Similarly, one has for phonons $\omega_{q k}=c \sqrt{q^{2}+k^{2}}$, where $c=$ $238 \mathrm{~m} / \mathrm{s}$ is the sound velocity in helium. Due to the energy and momentum conservation laws, $q \ll q^{\prime}$ and, hence, $\mathbf{q}^{\prime \prime} \approx-\mathbf{q}^{\prime}$. According to [11], the matrix element for the $\mathrm{R}+\mathrm{R} \longleftrightarrow \mathrm{P}$ transition is

$$
\begin{equation*}
\langle\mathbf{q} k| H\left|\mathbf{q ^ { \prime \prime }}, \mathbf{q}^{\prime}\right\rangle \approx\left(\frac{\hbar^{3} c^{2}}{V \rho \omega_{q k}}\right)^{1 / 2} q^{\prime} k \delta_{\mathbf{q}, \mathbf{q}^{\prime}+\mathbf{q}^{\prime \prime}} \tag{1}
\end{equation*}
$$

where $V$ is the liquid volume. The momentum transfer rate to phonons is given by the expression presented in [11] for the heat transfer rate:

$$
\begin{gather*}
\left.\Pi_{\mathrm{R}+\mathrm{R} \leftrightarrow \mathrm{P}}=V \frac{2 \pi}{\hbar^{2}} \int \hbar \mathbf{q}|\langle\mathbf{q} k| H| \mathbf{q}^{\prime \prime}, \mathbf{q}^{\prime}\right\rangle\left.\right|^{2} \\
\times\left[N_{q^{\prime}} N_{q^{\prime \prime}}\left(1+n_{q k}^{\prime}\right)-n_{q k}^{\prime}\left(1+N_{q^{\prime}}\right)\left(1+N_{q^{\prime \prime}}\right)\right]  \tag{2}\\
\times \delta\left(\omega_{q^{\prime}}+\omega_{q^{\prime \prime}}-\omega_{q k} \frac{d^{2} q^{\prime} d^{2} q d k}{(2 \pi)^{5}},\right.
\end{gather*}
$$

where $N_{q^{\prime}}\left(T_{\mathrm{R}}\right), N_{q^{\prime \prime}}\left(T_{\mathrm{R}}\right)$, and $n_{q k}^{\prime}\left(T_{\mathrm{P}}\right)$ are the equilibrium occupation numbers for, respectively, ripplons and phonons in the reference system associated with
ripplons. The integration over $q$ ' goes over a half of the momentum space, lest the same pairs ( $\mathbf{q}^{\prime}, \mathbf{q}^{\prime \prime}$ ) of ripplons be taken twice.

Let ripplons move relative to the bulk liquid with a velocity $\mathbf{u}$ much lower than the sound velocity. Then, the occupation numbers in the reference system associated with ripplons are $n_{q k}^{\prime} \equiv n^{\prime}\left(\omega_{q k}\right)=n\left(\omega_{q k}-\mathbf{u q}\right)$, where $n$ 's are the occupation numbers in a fixed coordinate system. By expanding $n^{\prime}$ in powers of $\mathbf{u q}$ and retaining only the linear term (because $|\mathbf{u q}| \ll c q \leq \omega_{q k}$ ), we obtain $n_{q k}^{\prime} \approx n_{q k}-\mathbf{u q}\left(d n_{q k} / d \omega_{q k}\right)$. Due to the symmetry, all terms proportional to $\mathbf{q}$ in Eq. (2) turn to zero upon the integration, and $\mathbf{q}(\mathbf{u q})$ can be replaced by $\mathbf{u} q^{2} / 2$. In addition, $\omega_{q^{\prime}} \approx \omega_{q^{\prime \prime}} \approx \frac{1}{2} \omega_{q k}$ and $N_{q^{\prime}} \approx N_{q^{\prime \prime}}$. The subsequent calculation yields

$$
\begin{align*}
& \Pi_{\mathrm{R}+\mathrm{R} \leftrightarrow \mathrm{P}}=\frac{16}{45 \pi^{2}} \frac{\mathbf{u}}{c}\left(\frac{\rho}{\alpha}\right)^{4 / 3} \frac{\hbar^{2}}{\rho c^{4}}\left(\frac{T_{\mathrm{P}}}{\hbar}\right)^{20 / 3} \\
& \quad \times \int_{0}^{\infty} x^{20 / 3} d x\left[\frac{e^{2 \mathrm{x}}}{\left(e^{2 \mathrm{x}}-1\right)}\left(\frac{e^{\beta \mathrm{x}}+1}{e^{\beta x}-1}\right)\right] . \tag{3}
\end{align*}
$$

In this expression, $\beta=T_{\mathrm{P}} / T_{\mathrm{R}}$. The substitution of numerical values gives

$$
\begin{equation*}
\Pi_{\mathrm{R}+\mathrm{R} \leftrightarrow \mathrm{P}}=\left(1.33 \times 10^{-4} \frac{\mathrm{~g}}{\mathrm{~cm}^{3} \mathrm{~K}^{20 / 3}}\right) \mathbf{u} T_{\mathrm{P}}^{20 / 3} F(\beta), \tag{4}
\end{equation*}
$$

where $F(\beta)$ stands for the integral in Eq. (3). For small $\beta$, i.e., for $T_{\mathrm{P}} \ll T_{\mathrm{R}}$, the evaluation of this integral gives $F(\beta) \approx 7.91 / \beta$, and it becomes constant $F \approx 12.9$ in the opposite limit $\beta \gg 1$. If the temperatures of both subsystems coincide, the integral is $F(1) \approx 14.3$.

Let us now turn to the inelastic phonon scattering $\mathrm{P}(\mathbf{q} k) \longleftrightarrow \mathrm{P}\left(\mathbf{q}^{\prime} k^{\prime}\right)+\mathrm{R}(\mathbf{Q})$. One can readily see from the kinematic considerations [8] that the ripplon frequency $\omega_{Q}$ is small compared to the phonon frequencies $\omega_{q k}$ and $\omega_{q^{\prime} k^{\prime}}$, whereas the vectors $q, q^{\prime}$, and $Q$ are, generally speaking, comparable. Consequently, $\hbar \omega_{Q} \ll T_{\mathrm{P}}$, because the main contribution to the momentum transfer comes, clearly, from phonons with energies $\leqslant T_{\mathrm{P}}$ (the phonon and ripplon temperatures are assumed to be comparable). According to the experimentally confirmed [10] calculations of Roche, Roder, and Williams [9], the reciprocal decay time caused by the inelastic phonon scattering is equal for acoustic ripplons to

$$
\begin{equation*}
\frac{1}{\tau_{Q}} \approx \frac{\pi^{2}}{60} \frac{\hbar Q}{\rho}\left(\frac{T_{\mathrm{P}}}{\hbar c}\right)^{4} . \tag{5}
\end{equation*}
$$

Similarly to Eq. (2), the momentum transfer rate can be estimated by the integral

$$
\begin{equation*}
\Pi_{\mathrm{P} \leftrightarrow \mathrm{P}+\mathrm{R}}=\int \frac{\hbar \mathbf{Q}}{\tau_{Q}} N_{Q}^{\prime} \frac{d^{2} Q}{(2 \pi)^{2}} \tag{6}
\end{equation*}
$$

with the shifted ripplon distribution function $N^{\prime}\left(\omega_{Q}\right)=$ $N\left(\omega_{Q}-\mathbf{u Q}\right) \approx N_{Q}+\mathbf{u Q}\left(T / \hbar \omega_{Q}^{2}\right)$ and the integration going to $Q \sim q_{T}=T_{\mathrm{P}} / \hbar c$, where $q_{T}$ is the wavevector of a thermal phonon. This gives

$$
\begin{equation*}
\Pi_{\mathrm{P} \leftrightarrow \mathrm{P}+\mathrm{R}} \sim \frac{\pi}{480} \frac{\mathbf{u}}{c} \frac{\hbar c}{\alpha}\left(\frac{T_{\mathrm{P}}}{\hbar c}\right)^{6} T_{\mathrm{R}} \tag{7}
\end{equation*}
$$

i.e.,

$$
\begin{equation*}
\Pi_{\mathrm{P} \leftrightarrow \mathrm{P}+\mathrm{R}} \sim\left(7.1 \times 10^{-5} \frac{\mathrm{~g}}{\mathrm{~cm}^{3} \mathrm{~K}^{7}}\right) \mathbf{u} T_{\mathrm{P}}^{6} T_{\mathrm{R}} \tag{8}
\end{equation*}
$$

which is several orders of magnitude smaller than the value obtained for the $\mathrm{R}+\mathrm{R} \longleftrightarrow \mathrm{P}$ process at temperatures $T \leqslant 0.2 \mathrm{~K}$. Thus, the characteristic time of momentum transfer from the ripplon to the phonon subsystem is, evidently,

$$
\begin{equation*}
\tau_{R} \approx \frac{\rho_{\mathrm{R}} \mathbf{u}}{\mathbf{\Pi}_{\mathrm{R}+\mathrm{R} \leftrightarrow \mathrm{P}}} \approx \frac{1.26 \times 10^{-7} \mathrm{~s} \mathrm{~K}^{5}}{T_{\mathrm{P}}^{5} \beta^{5 / 3} F(\beta)}, \tag{9}
\end{equation*}
$$

where $\rho_{R}=1.67 \times 10^{-10} T_{R}^{5 / 3}\left(\mathrm{~g} / \mathrm{cm}^{2}\right) \mathrm{K}^{-5 / 3}$ is the ripplon mass density.

The convective thermal conductance

$$
\begin{equation*}
K_{\mathrm{R}}=T S_{\mathrm{R}}^{2} \frac{\tau_{\mathrm{R}}}{\rho_{\mathrm{R}}} \tag{10}
\end{equation*}
$$

due to the heat transfer by the ripplon hydrodynamical flow [2], where $S_{\mathrm{R}}=1.52 \times 10^{-2} \mathrm{~T}^{4 / 3} \mathrm{erg} \mathrm{cm}^{-2} \mathrm{~K}^{-7 / 3}$ is the ripplon gas entropy, is one of the possible experimentally measured quantities. It follows that, if the ripplon stagnation is controlled by the $\mathrm{R}+\mathrm{R} \longleftrightarrow \mathrm{P}$ process, the value of $K_{\mathrm{R}}$ must decrease as $T^{-3}$ with increasing temperature. However, the experiments of Mantz, Edwards, and Nayak [2] showed a cardinally different behavior (Fig. 1): the thermal conductance increased with temperature up to $T \simeq 0.15 \mathrm{~K}$, whereupon it became saturated and even slightly decreased. Such a distinction can be explained by the occurrence of a different and a more efficient ripplon-stagnation mechanism in helium films. It follows from the experimentally observed temperature dependence of thermal conductance that the characteristic ripplon-momentum relaxation time at low temperatures depends weakly on temperature. This allows one to disregard multiparticle processes such as direct ripplon interaction with the substrate phonons and restrict oneself to a search for the mechanisms determining the finite lifetime of an individual ripplon.

We assume that the ripplon decay is due to the scattering from the film surface inhomogeneities introduced by the substrate roughness (Fig. 2a). Since the ripplon propagation is unrelated to the surface orientation, only the variable surface curvature $K(\mathbf{r})$ can be the cause of scattering. The effective potential for ripplon scattering (Fig. 2b) can easily be found from the dimen-


Fig. 1. The convective thermal conductance of ripplons at the surface of ${ }^{4} \mathrm{He}$ film: (solid curve) according to Eq. (16) with $H=6 \mathrm{~cm}$ and $l=2.9 \mu \mathrm{~m}$, and (■) experimental results of Mantz et al. [2]. The calculated dependence (light dots) takes into account the experimentally measured thermal conductance of substrate. The dashed curve shows the ripplon thermal conductance restricted only to the interaction with helium phonons.


Fig. 2. (a) The profile of a substrate surface and a coating helium film. (b) Effective potential produced by the surface curvature and leading to the ripplon scattering.
sional considerations: $V(\mathbf{r}) \sim \hbar(\alpha / \rho)^{1 / 2}|K(\mathbf{r})|^{3 / 2}$. Due to the capillary effect, a film covering a rough surface fills the deepenings between the substrate peaks to form menisci with curvature $K_{m}=\rho g H / \alpha \sim 10^{3} \mathrm{~cm}^{-1}$, where $H \sim 1 \mathrm{~cm}$ is the height above the level of bulk liquid. At the peaks, the curvature coincides, in the order of magnitude, with the reciprocal film thickness, $K_{p} \simeq 2 / d \simeq$ $6 \times 10^{5} H^{1 / 3} \mathrm{~cm}^{-1}$ (the height $H$ is in centimeters). The number of peaks per unit surface area is equal to $\sim 1 / l^{2}$,
where $l$ is the roughness scale. Since the constant component of effective potential does not induce scattering and $K_{p} \gg K_{m}$, the effective potential $V(\mathbf{r})$ can be replaced by the zero value everywhere except for the vicinities of peaks, where, due to the relation between the potential and the curvature, it is $V_{p} \sim \hbar(\alpha / \rho)^{1 / 2} d^{-3 / 2}$. The vicinity size $a$ is determined by the surface slope $\phi=K_{m} l / 4$ near the peak and is $a=\phi d \simeq 10^{-7} \mathrm{~cm}$ for $l=$ $1 \mu \mathrm{~m}$. Thus, the scattering centers are rather widely spaced, so that each of them can be considered separately.

Note that $K_{p}$ is small compared to the wavevector $q_{T}=(\rho / \alpha)^{1 / 3}(T / \hbar)^{2 / 3} \sim 3 \times 10^{6} \mathrm{~cm}^{-1}$ of the typical ripplon, whereas $q_{T} a \simeq 0.3$. One can, therefore, use the Born approximation for slow particles, which, as is known, gives the isotropic scattering. The scattering cross section of a ripplon with wavevector $\mathbf{q}$ can be obtained from the standard expression [12] for the twodimensional case by the substitution of the ripplon effective mass according to the definition $1 / m=$ $\partial E_{q} \partial\left(q^{2}\right)=\frac{3}{4} \hbar(\alpha / \rho)^{1 / 2} q^{-1 / 2}$. The result is independent of $q$ :

$$
\begin{equation*}
\sigma \simeq \frac{4}{9 \hbar^{2}}\left(\frac{\rho}{\alpha}\right)\left|\int V(\mathbf{r}) d^{2} r\right|^{2} \simeq \frac{4 \pi^{2} V_{p}^{2} a^{4}}{9 \hbar^{2}}\left(\frac{\rho}{\alpha}\right), \tag{11}
\end{equation*}
$$

or, using the expressions for $V_{p}$ and $a$,

$$
\begin{equation*}
\sigma \sim \frac{32 \phi^{4} \pi^{2}}{9} d \tag{12}
\end{equation*}
$$

The ripplon mean free path is, as usual, $\lambda=l^{2} / \sigma$, and the reciprocal relaxation time $\tau_{q}$ of the momentum projection onto the initial direction is found from the relation $\tau_{q} \omega_{q}=q \lambda$.

The momentum transfer rate from ripplons to the substrate is calculated by analogy with Eq. (6):

$$
\begin{equation*}
\Pi_{V}=\frac{1}{2} \int_{0}^{\infty} \frac{d^{2} q}{(2 \pi)^{2}} \frac{\hbar \mathbf{u} q^{2}}{\tau_{q}}\left|\frac{d N_{\omega}}{d \omega_{q}}\right| \tag{13}
\end{equation*}
$$

The integration with respect to $q$ and the substitution of $\phi$ give

$$
\begin{equation*}
\Pi_{V} \sim 0.14 \frac{T_{\mathrm{R}}^{2} \mathbf{u}}{\hbar}\left(\frac{\rho}{\alpha}\right)^{5}(g H)^{4} l^{2} d \tag{14}
\end{equation*}
$$

Accordingly, the characteristic time of momentum transfer from ripplons to the substrate is

$$
\begin{equation*}
\tau_{\mathrm{R}} \approx \frac{\rho_{\mathrm{R}} \mathbf{u}}{\Pi_{V}} \approx \frac{8 \times 10^{-15} \mathrm{~K}^{1 / 3} \mathrm{~cm}^{7} \mathrm{~s}}{T_{\mathrm{R}}^{1 / 3} H^{4} l^{2} d} \tag{15}
\end{equation*}
$$

Thus, the thermal conductance at low temperatures is proportional to $T^{5 / 3}$, in full agreement with the experimentally observed dependence.

For several simultaneously acting mechanisms, the momentum relaxation rates add up. Hence, the final expression for the film thermal conductance at $T_{\mathrm{P}}=$ $T_{\mathrm{R}}=T$ has the form

$$
\begin{equation*}
K \approx\left(83 T^{3}+\frac{9 \times 10^{7}}{T^{5 / 3}} H^{4} l^{2} d\right)^{-1}[\mathrm{erg} / \mathrm{s} \mathrm{~K}] . \tag{16}
\end{equation*}
$$

In Eq. (16), the temperature is in K and the roughness scale $l$ is in cm . The temperature dependence of $K_{\mathrm{R}}$ for $H=6 \mathrm{~cm}$ and $l=2.9 \mu \mathrm{~m}$ is shown in Fig. 1 by the solid curve. The agreement with the experiment [2] (■) looks rather conclusive, the more so as all calculations were carried out using the ab initio values, while the only fitting parameter-substrate roughness scale $l$-seems to be quite reliable from the viewpoint of experimental conditions. In the calculations, the experimentally measured thermal conductance of the substrate (mylar film coated with a layer of solid neon) was taken into account. For comparison, the ripplon convective thermal conductance restricted only to the interaction with liquid phonons ( $\mathrm{R}+\mathrm{R} \longleftrightarrow$ P process), as is the case for the surface of bulk helium, is shown in Fig. 1 by the dashed curve.

As is known, the equilibrium film thickness $d$ is related to the height above the level of bulk liquid by $d \approx 3 \times 10^{-6} \mathrm{H}^{-1 / 3}$, where both quantities are expressed in cm . For this reason, the dependence of $K$ on the film thickness observed by Mantz et al. in [3] can be explained qualitatively by formally replacing the height $H$ by $\left(3 \times 10^{-6} / d\right)^{3}$ in Eq. (16). It should also be noted that the fact that the momentum relaxation time depends on the substrate roughness scale and on the film height above the bulk liquid can be the reason why the times observed in experiments with two-dimensional atomic hydrogen [6] were much shorter than in the experiments of Mantz et al. [2, 3].

In conclusion, let us discuss the validity of using the concept of ripplon temperature. The point is what is the ratio between the rate of establishing equilibrium in the ripplon system and the rate of equilibrium breaking due to the interaction with phonons (one-particle elastic ripplon scattering by the surface inhomogeneities does not affect the distribution function). The characteristic heat transfer time from ripplons to phonons is mainly determined by the $\mathrm{R}+\mathrm{R} \longleftrightarrow \mathrm{P}$ process and can be estimated as $\tau_{r p} \sim R_{r p} C_{\mathrm{R}}=3 \times 10^{-10} T^{-13 / 3} \mathrm{~K}^{13 / 3} \mathrm{~s}$, where $C_{\mathrm{R}}=1.52 \times 10^{-2} T^{4 / 3} \mathrm{erg} \mathrm{K}{ }^{-7 / 3} \mathrm{~cm}^{-2}$ is the ripplon heat capacity (coinciding with the ripplon entropy) and $R_{r p}=1.8 \times 10^{-8} T^{-17 / 3} \mathrm{~K}^{20 / 3} \mathrm{~cm}^{2} / \mathrm{erg}$ is the thermal resistance between the ripplon and phonon subsystems [11]. One can readily see that, in the absence of an external heat inflow and efficient relaxation mechanisms in the ripplon system, the indicated process leads to the ripplon thermal distribution with temperature equal to the phonon temperature (the phonon system is assumed to be in equilibrium). Such a situation is realized, e.g., when measuring the temperature dependence of surface
tension in pure ${ }^{4} \mathrm{He}$ [13] and in the measurements of thermal conductance of helium films [2]. As to the experiments with atomic hydrogen [5], the time of establishing thermal equilibrium in a two-dimensional system is determined by the ripplon scattering from the H atoms adsorbed at the helium surface [14]. For a characteristic density of $\sim 10^{12} \mathrm{~cm}^{-2}$ of these atoms and the temperature $T \lesssim 100 \mathrm{mK}$, this time is $\tau_{2} \sim 60 \mathrm{~ns}$, which is two orders of magnitude shorter than the heat transfer time from ripplons to phonons. Thus, a twodimensional system is also in thermal equilibrium in this case, but its temperature can be different from the phonon temperature.
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# Erratum: <br> 'Structural Transformations in Liquid, Crystalline and Glassy $\mathrm{B}_{2} \mathrm{O}_{3}$ under High Pressure" [JETP Lett. 78 (6), 393-397 (2003)] 

V. V. Brazhkin, Y. Katayama, Y. Inamura, M. V. Kondrin, A. G. Lyapin, S. V. Popova, and R. N. Voloshin

PACS numbers: 64.70.Kb; 62.50.+p; 61.43.-j; 61.50.Ks; 99.10.Cd

The study of the chemical composition of borate glasses obtained in graphite ampoules under pressures of $3-7 \mathrm{GPa}$ and at temperatures above 1700 K have shown the presence of a considerable ( $5-10 \mathrm{at} . \%$ ) amount of calcium that enters the glass, most likely, from the pressure-transmitting medium. As a result, the physical properties and structural characteristics that were initially assigned to boron oxide glasses with oxygen nonstoichiometry (6th section in the article) relate in reality to triple glasses with a high calcium content.


[^0]:    ${ }^{\text {II }}$ This article was submitted by the authors in English.

[^1]:    ${ }^{1}$ We omit a lengthy derivation of the tensor $W$ and refer an interested reader to [12].

[^2]:    ${ }^{\text {II }}$ This article was submitted by the authors in English.

[^3]:    ${ }^{1}$ In this case, the equations of motion are used in the ITM. A more elegant method for solving this problem is associated with the application of the intrinsic-time method developed in Fock's remarkable paper [16]. The application of Fock's method makes it possible to consider the general case of a wave with elliptic polarization and leads to Eqs. (13); however, this requires a special consideration.

[^4]:    $\overline{{ }^{2} \text { See, for example, Eqs. (17), (35), and (50) in [11]. While compar- }}$ ing these formulas with formula (8) from [9], it should be borne in mind that $e F \equiv \mathscr{E} / F_{c r}, F_{c r} \equiv \mathscr{E}_{S}=1 / e$, and $\mu=Z \alpha$ (for $\hbar=m=$ $c=1$ ).

[^5]:    ${ }^{3}$ To ionize $\pi^{-}$atoms, the electric field strength should be increased by five orders of magnitude (since $\mathscr{E}_{S} \propto m^{2}$ ) to attain intensities $J \gtrsim 10^{23} \mathrm{~W} / \mathrm{cm}^{2}$, which is far beyond the limits of the wildest fantasies and can hardly be realized in principle due to the production of $e^{+} e^{-}$pairs from vacuum by an external field (Schwinger effect [14]).

[^6]:    ${ }^{1}$ Note that the dispersion relation obtained and analyzed in [11] follows from Eq. (13) in the linear approximation.

[^7]:    ${ }^{\text {II }}$ This article was submitted by the author in English.

[^8]:    ${ }^{\text {I }}$ This article was submitted by the author in English.

