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Abstract—The properties of a quasicrystalline phase in the Al-Pd-Tc system are studied for the first time.
X-ray investigations demonstrate that the quasicrystalline phase in the Al;gPd,; Tcg aloy has a face-centered
icosahedral quasi-lattice with parameter a = 6.514 A. Annealing experiments have reveal ed that thisicosahedral
phase is thermodynamically stable. The heat capacity of an Al;oPd,; Tcy sampleis measured in the temperature
range 3—-30 K. The electrical resistivity and magnetic susceptibility are determined in the temperature range 2—
300 K. The electrical resistivity isfound to be high (600 uQ cm at room temperature), which istypical of qua-
sicrystals. The temperature coefficient of electrical resistivity is small and positive at temperatures above 50 K
and negative at temperatures below 50 K. The magnetic susceptibility has aweakly paramagnetic character. The
coefficient of linear contribution to heat capacity (y = 0.24 mJ/(g-atom K?)) and the Debye characteristic tem-
perature (© = 410 K) are determined. The origin of the specific features in the vibrational spectrum of the qua-
sicrystalsis discussed. © 2000 MAIK “ Nauka/Interperiodica” .

1. INTRODUCTION

It is well known that quasicrystals belong to a spe-
cia class of solids lacking the periodic order inherent
in usua crystal systems. However, unlike amorphous
materials, quasicrystals are not disordered systems.
Quasicrystals are characterized by a specific long-
range order—the so-called “ quasi-periodic” order. The
long-range noncrystalline orientational order (for
example, the long-range order that corresponds to a
fivefold rotational symmetry, asis the case in icosahe-
dral quasicrystals) was revealed by electron diffraction
and x-ray diffraction analyses[1].

The first quasicrystalline materials (aluminum-
enriched transition metal alloys with an icosahedra
structure) were thermodynamically unstable. Subse-
quently, stable icosahedral quasicrystals were obtained
in the AI-Cu-Li, AI-Cu—Fe-TM (TM = Fe, Ru, and
Os), Mg—Zn-Ga, Mg—Zn-R (R =, Dy, Th, Ho, and
Er), and AlI-Pd—TM (TM = Mn and Re) systems [2—7].

Investigation into the ternary Al-Pd-TM systems
(where TM = Mn or Re) showed that the icosahedral
phase is observed for compositions in which the ratio
between componentsiscloseto 7: 2 : 1. In Group VII
of the periodic table, technetium is placed between
manganese and rhenium. This gives grounds to assume
that the quasicrystallineicosahedral phase also existsin
the Al-Pd-Tc system. However, until recently, infor-
mation on the Al-Pd-Tc system was unavailable. This
was primarily due to the fact that technetium has no sta-
ble isotopes and is of limited occurrence. Moreover,
experimenting on this element requires the observance

of radiation safety rules. Attempts to produce the
Al,Pd,oTc, quasicrystalline alloy have failed [8].

The quasicrystalline icosahedral phase in the Al—
Pd-Tc system was first prepared in our previous work
[9] by the conventional solidification technique.

The aim of the present work was to investigate
experimentally the thermodynamic and transport prop-
erties of this phase.

2. SAMPLE PREPARATION AND STRUCTURAL
INVESTIGATIONS

An ingot of the Al,,Pd,; Tcy aloy was produced by
melting theinitia high-purity metals: Al (99.999%), Pd
(99.99%), and Tc (99.98%). The melting was carried
out in an electric arc furnace with a water-cooled cop-
per bottom. Permanent tungsten electrodes were used.
In order to ensure alloy homogeneity, a workpiece was
turned over then remelted; this process was repeated
four times. The workpiece thus prepared was anneal ed
at atemperature of 940°C for 3 days under vacuum and
then was quenched in water. The sample was light gray
in color with ametallic luster. A small bar 1.65 x 1.7 x
5.35 mm in size was cut from the workpi ece; moreover,
a powder suitable for the structural investigation was
also prepared from the same workpiece. The procedure
of sample preparation was described in detail in [9].

The structure of the alloy prepared was investigated
by x-ray powder diffraction on a Philips ADP-10 x-ray
diffractometer (CuK, radiation, graphite monochroma-
tor) intended for measurements of radioactive samples.
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Fig. 1. X-ray diffraction pattern of the Al-Pd-Tc powder. Dark arrows show the peaks attributed to the face-centered icosahedral
structure. Light arrows indicate the pesks assigned to the hexagonal compound Al 3Pd,. Indices of the icosahedral phase are dis-

cussed in the text.

Figure 1 displays the x-ray diffraction pattern of an
annealed sample of the Al,4Pd,; Tcy aloy. This pattern
is identical to the x-ray diffraction patterns of the Al—
Pd-Mn and Al-Pd-Re quasicrystalline face-centered
icosahedral phases. As can be seen, the diffraction pat-
tern exhibits additional peaks, which are not attributed
to the quasicrystalline face-centered icosahedral phase
and, most likely, correspond to the Al;Pd, compound
involved in theform of animpurity phase. Furthermore,
a halo assigned to the varnish coating of the sampleis
observed in the diffraction pattern in the range 20 =
18°-30°.

The peaks shown in Fig. 1 that correspond to the
quasicrystalline phase are marked by arrows with two
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Fig. 2. Wavevector Q for each x-ray diffraction peak attrib-
uted to the face-centered icosahedral phase as a function of
the product Q,4ap calculated for the icosahedral structure.
Wavevector Q for each peak was determined using the
weighted mean wavelength of the K, doublet.
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indices, N and M, according to the Cahn scheme [10].
It should be noted that the presence of the (7, 11) peak
confirms the fact that our quasicrystalline phase is the
face-centered icosahedral phase. This structure can be
considered a six-dimensional superstructure in a prim-
itive hypercubic lattice in real space with the six-
dimensional |attice parameter a,, which ishalf asmuch
as the parameter ar of the face-centered lattice [2]. In
the diffraction patterns experimentally obtained for the
face-centered icosahedral phases, the reflections asso-
ciated with the superstructural ordering (N = 4n + 3,
where n is the integer) are often very weak compared
to the reflections of the primitive lattice. Correspond-
ingly, these reflections are usually indexed using the
indices of the primitive lattice with the | attice parame-
ter a, = a/2.

For the icosahedral peaks, the wavevector magni-
tude is given by the relationship

A | /N+MT
Qpar - aP 2+1 y (1)

where a, is the quasi-lattice parameter and T = (/5 —
1)/2 isthe golden section.

Figure 2 shows the wavevector Q, which was deter-
mined for each x-ray diffraction peak indexed in the
icosahedral phase, as a function of the product Qp,ae
calculated by formula (1). The dependence Q(Qpxap)
for all theindexed icosahedral reflectionsisdepictedin
Fig. 2 together with the straight line describing this
dependence. The mean absol ute deviation of peak posi-
tions (3 x 102 A) isconsiderably lessthan thefull mean
width at haf-maximum (2 x 102 A), which is a
weighty argument in support of the applicability of our
indexing procedure described above.

The quasi-lattice parameter a, can be determined,

with ahigh accuracy, from analysis of the x-ray powder
diffraction patterns at large angles with respect to the
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incident x-ray beam. Thisis explained by the fact that
the large Bragg angles are very sensitive to small vari-
ationsin the quasi-lattice parameter, asis evident from
the expression for the derivative of the quasi-lattice
parameter ap with respect to the Bragg angle 6:

da,/d6 = —a,cotf .

Averaging of the data on Q,,a,/Q over the diffraction
anglerange 63° < 26 < 90°, which involvesthree reflec-
tions, gives the quasi-lattice parameter a, = 6.514 *
0.004 A. This value is very close to the quasi-lattice
parameter a, = 6.451 A for the Al-Pd-Mn icosahedral
quasicrystal [11].

It should be noted that certain x-ray powder diffrac-
tion peaks, which cannot be indexed in the icosahedral
structure, are most probably attributed to the Al;Pd,
compound. This compound crystallizes in a hexagonal
structure of the Al;Ni, type with the unit cell parame-
tersa=4.217 A and c = 5.166 A (Fig. 1).

A cast sample of Al,yPd,, Tcy contained a mixture of
the face-centered icosahedral phase with one or more
other phases. After the annealing under vacuum at
940°C for 3 days, a considerable part of the sample
transformed into the icosahedral phase. This gives
grounds to assume that the icosahedral phase of aloys
in this systemis stable.

If the assumption is made that the impurity phaseis
a metallic phase whose €electronic heat capacity and
electrical resistivity are typical of metals, it is possible
to estimate qualitatively the fraction of the impurity
phase in the given sample. According to the estimate
made from the electronic contribution to the heat
capacity, the fraction of the impurity metallic crystal-
line phase in the studied sample is less than 15% and,
hence, the fraction of the quasicrystalline phaseis more
than 85%.

3. INVESTIGATIONS OF ELECTRICAL
RESISTIVITY, MAGNETIC SUSCEPTIBILITY,
AND HEAT CAPACITY

The temperature dependence of the dc electrical
resistivity was measured in a separate experiment by
the standard four-point probe method with the use of
pressed contacts.

The magnetic susceptibility was determined on an
instrument for measurements of the differential mag-
netic susceptibility in magnetic fields of ~1 Oe with a
sensitivity of 107%° A m? in the temperature range 4—
350 K. The instrument is based on the devised tech-
nigue of double synchronous detection [12]. Thistech-
nigue makes it possible to measure the absolute mag-
netic susceptibility of small samples with a weight of
the order of severa tens of milligrams and a specific
magnetic susceptibility of 10~ emu/g, to differentiate
the diamagnetic and paramagnetic signals, and to deter-
mine the zero position with an accuracy of ~10°A n?2.
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Fig. 3. Temperature dependence of the electrical resistivity
of the Al-Pd-Tc quasicrystalline sample in the temperature
range 2-300 K.

The heat capacity of the sample was measured by
the adiabati c technique with pulsed heat input [13]. The
sample weight was 52 mg, and the experimental error
was equal to about 10% in the temperature range 3-6 K
and less than 5% in the range 6-30 K.

The experimental data on the heat capacity, mag-
netic susceptibility, and electrical resistivity of the
Al-Pd-Tc quasicrystalline sample are presented in
Figs. 3-6 and the table.

Figure 3 displaysthe temperature dependence of the
electrical resistivity for the Al-Pd-Tc sample in the
temperature range 2-300 K. This dependence exhibits
aminimum a T = 50 K. The electrical resistivity at

Molar heat capacities C, at constant pressure for the
Al4oPdy; Teg quasicrystal as a function of temperature T
(1 g-atom = 49.96 g)

T, K |Cy, mI(g-aomK)|| T,K |C,, mJ(g-atomK)
3 1.57 17 178
4 2.81 18 217
5 471 19 260
6 7.45 20 310
7 11.3 21 366
8 16.4 22 428
9 23.2 23 496

10 31.8 24 571

11 42.8 25 652

12 56.4 26 737

13 73.0 27 828

14 93.0 28 921

15 117 29 1017

16 145 30 1113

2000



2180

X x 107, emu/g

201

15+

10

LN 4
e ° .#o "d
IR V/
1 1 1 1 1 ]
0 50 100 150 200 250 300
T, K

Fig. 4. Temperature dependence of the magnetic suscepti-
bility of the AlI-Pd-Tc quasicrystalline sample in the tem-
perature range 4-300 K. The vertical size of points corre-
sponds to the accuracy in the determination of X.

300 K has a high value (600 pQ cm), which is typical
of quasicrystals.

The temperature coefficient of electrical resistivity
issmall and negative over awide range of temperatures
above 50 K. The magnitude of this coefficient does not
exceed 8 x 10# K1 in the range 50-300 K. At temper-
atures below 50 K, the temperature coefficient of elec-
trical resistivity is negative.

A comparison of the experimental temperature
dependences of the electrical resistivity for the Al-Pd—
Tc sample and other quasi crystalline compounds shows
that, in the above temperature range, the temperature
coefficients of electrical resistivity can be positive and
negative. Moreover, there are quasicrystalline systems,

C/T, mJ/(g-atom K?)
3 —

]
0 20 40 60 80 100
T2, K2

Fig. 5. Temperature dependence of the heat capacity of the
Al-Pd-Tc quasicrystalline sample in the temperature range

3-10K in the C/T=TZ coordinates.
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in particular, AlgCo,,, for which the temperature
dependence of the electrical resistivity also exhibits a
minimum in the low-temperature range [14].
Nonetheless, when analyzing the possible reasons
for the positive temperature coefficient of electrical
resistivity, the influence of the Al;Pd, impurity phase,
whose additional peaks are observed in the x-ray pow-
der diffraction pattern (Fig. 1), must not be ruled out.

Thehigh electrical resistivity of the sample suggests
that the impurity metallic phase does not form a contin-
uous region, and, consequently, its fraction in the sam-
ple volume is below the percolation limit.

The temperature dependence of the magnetic sus-
ceptibility of the AlI-Pd-Tc quasicrystaline sample in
the temperature range 4-300 K is shown in Fig. 4. In
the temperature range covered, the magnetic suscepti-
bility is extremely small and positive, which indicates
its paramagnetic nature. As follows from the experi-
mental data, a decrease in the temperature is accompa-
nied by a decrease in the magnetic susceptibility with a
temperature coefficient of ~1.3 x 10~ emu/(g K).

The heat capacity of the sample in the temperature
range 3-10 K isdisplayed in Fig. 5 in the C/T-T? coor-
dinates. In these coordinates, the temperature depen-
dence of the heat capacity is close to a straight line,
which corresponds to the law typical of metals. C =
yT + BTS.

The coefficients y and 3 determined by the least-
squares technique and the low-temperature value of the
Debye characteristic temperature ©, which isrelated to
the B coefficient by the relationship B = 12n*R/(50%)
(where R is the gas constant), are as follows. y =
0.24 mJ/(g-atom K?), B = 0.029 mJ/(g-atom K%), and
© =410 K. Theterm linear in temperature corresponds
to the electronic contribution to the heat capacity, and

Cyip/T?, mJ/(g-atom K*)
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0.03 . * Tt
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oseset®®
0.02}
0.01}
| | | | |
0 10 20 30 40 50

T,K

Fig. 6. Temperature dependences of the vibrational heat
capacity inthe C,;,/ T~T coordinates: (1) AlgPd,; Tcg qua-
sicrystal (thiswork) and (2) aluminum [17, 18].
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the term cubic with respect to the temperature is deter-
mined by the vibrational contribution to the heat capac-
ity. Note that the y coefficient of the term linear with
respect to temperature is substantially smaller than that
for usual metals, which suggests alow density of states
at the Fermi level. Vaks et al. [15] noted that it is this
low density of states at the Fermi level which favors a
decreasein the energy of the system and can be respon-
sible for the stabilization of the quasicrystalline phase
with the icosahedral symmetry.

The content of an impurity metallic phase in the
sample can be evaluated from the coefficient y of the
term linear in temperature (y = 0.24 mJ/(g-atom K?2)).
By assuming that the term (linear with respect to tem-
perature) in the heat capacity of the studied sample is
completely determined by the impurity phase, whichis
characterized by the y; coefficient of the linear term,
and the linear term for the quasicrystalline phase is
appreciably less, the upper limit of thefraction n of this
impurity metallic phase can be estimated from the for-
mulan =yy. Setting y; = 1.6 mJ(g-atom K?), which is
close to the coefficients characteristic of simple metals,
we obtain the estimate of the impurity phase fraction
n < 15%.

The data obtained enable us to separate the vibra-
tiona contribution from the measured heat capacity in
the studied temperature range and to draw inferences
about the character of the energy dependence of the
density of vibrationa states. For this purpose, it is
expedient to plot the vibrational component of the heat
capacity C,;, = C —yT inthe C,;,/ T3 vs. T coordinates,
because detailed analysis performed by Junod et al.
[16] showed that the C,;,/ T2 quantity is the approxi-
mate representation of the function w’g(w) at 7w =
493Kk T, where kg and # are the Boltzmann and Planck
constants, respectively.

Figure 6 shows the temperature dependences of the
vibrational heat capacity for the studied Al-Pd-Tc sys-
tem and pure aluminum [17, 18] in the C,;,/ T3-T coor-
dinates in the temperature range 3-30 K. The tempera-
ture dependence of C,;,/T? for the AI-Pd-Tc sample
passes through a broad maximum at T = 26 K, which
indicates the intense low-frequency mode at the energy
=12 meV inthevibrational spectrum. Thislow-fre-
guency mode makes an additional contribution to the
vibrational energy of the Al,,Pd, Tcy quasicrystaline
phase in the low-frequency range and, hence, the corre-
sponding contribution to the vibrational heat capacity
in the low-temperature range. Maxima in the depen-
dences of C,,/T3 on T were also observed for the
Al-Cu-Co and Al-Pd-Re icosahedral quasicrystals
[19, 20].

4. DISCUSSION
Let us compare the vibrational heat capacities of
pure aluminum and a quasicrystalline system consist-
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ing of auminum to the extent of 70%. Since 30% of
aluminum atoms in the studied system are replaced by
palladium and technetium atoms whose mass is almost
four times larger, the mean atomic mass m in the
Al Pd,; Tcg system is equal to 50 amu, which is nearly
twice as large as the atomic mass of aluminum [10].
The vibrational heat capacity C,;, at low temperatures
is determined by the mean sound velocity, which, in
turn, substantially depends on the mean atomic mass:
Cin(T/©)2 ~ T3(mVK)32. Here, k is the effective force
constant, which is proportional to the corresponding
elastic modulus. It would be reasonable to expect that
the low-temperature heat capacity of the quasicrysta
should exceed the heat capacity of pure aluminum by
several times due to the twofold increase in the mean
atomic mass. However, the increase observed in the
heat capacity both in the studied system and other alu-
minum-based quasicrystals is not so large. As can be
seen from Fig. 6, at equal temperatures, the heat capac-
ity of the quasicrystal in the low-temperature range dif-
fersfrom that of aluminum by no more than 50%.

Syrykh et al. [21] revealed that substitution of par-
ticular atomsfor other atomsin actual systems can lead
to asubstantial change in the force interaction between
atoms, including the matrix atoms, which resultsin the
renormalization of the phonon spectrum of the matrix.
The electronic subsystem plays asignificant rolein the
renormalization of the phonon spectrum. Gomersall
and Gyorffy [22] theoretically treated the renormaliza-
tion of the phonon spectrum upon the electron—phonon
interaction and derived the relationship

N(Eg) O0°0

EmZDDEQZES—gEFN(EF) T 2

where [d?[Is the mean-square frequency of the phonon
spectrum renormalized by the electron—phonon interac-
tion, [M?[J is the mean-square frequency of the bare
phonon spectrum, Eg is the Fermi energy, N(Eg) is the
density of states at the Fermi level, (1%0is the matrix
element of the electron—phonon interaction, and M is
the atomic mass.

With the known relationship (see, for example, [23])
which relates the matrix element of the electron—
phonon interaction to the electron—phonon coupling
constant A, that is,

\ = N(Ep) 0°0
M 0

expression (2) can be rearranged to give

24 _ 2 4 (o ~2 6NA[]
0 = [E1+§EFN(EF)AD~ [t [E“?D
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In the right-hand side of the equality, we used the for-
mulavalid for the free-el ectron model

E-N(Ep) = 3n/2,
where nisthe number of valence electrons of the metal.

It is seen that, within the free-electron model, which
is applicable to pure aluminum, the renormalizing fac-
tor involves only two parameters, namely, the number
of valence electrons and the el ectron—phonon coupling
constant. These parameters are known. The number of
valence electrons n is equal to 3 (reasoning from the
valence), and the electron—phonon coupling constant
A =0.38 was estimated in [ 23] from the superconducting
properties according to the McMillan equation. The esti-
mates made for the renormalization of the phonon spec-
trum of auminum by using relationship (2) demonstrate
that the electron—phonon interaction in aluminum con-
siderably (by a factor of aimost 1.5) decreases the fre-
guency of the phonon spectrum. In quasicrystals, the
dengity of states at the Fermi level is appreciably less.
This density in our system is aimost six times less than
that in auminum, for which y = 1.35 mJ/(g-atom K?2).
Therefore, in the quasicrystal, the effect of the phonon
frequency renormalization by the electron—phonon
interaction is substantially weaker. Consequently, it is
believed that a change in the heat capacity of the quasi-
crystal dueto an increase in the mean atomic mass, to a
large extent, is compensated by the effect of the spec-
trum renormalization upon the electron—phonon inter-
action.

Now, we consider the possible reasons for the
appearance of the intense low-frequency mode in the
vibrational spectrum, which manifestsitself as a maxi-
mum in the temperature dependence of C,;,/T3.

It is known [24] that the vibrational spectrum of
crystalline systems with heavy impurity atoms exhibits
aresonance feature associated with the so-called quasi-
local vibrations, which were predicted in [25] and
revealed experimentaly in [26, 27]. More recently,
similar features in the vibrational spectra were also
observed for disordered amorphous systems|[28]. Zher-
nov and Augst [29] carried out detailed numerical cal-
culations of the contribution from the quasi-local vibra-
tions to the heat capacity of systems with different
ratios between the masses of the components. However,
in the case of a heavy impurity in alight matrix, there
are simple relationships for the quasi-local frequency
and the change in the heat capacity [22]:

2
&)ER = %__M__’ (3)
w2 3My—06M
AC;, U*)Dms
— = 0.091n—/—~, 4
Cvib nﬂ'oRD ( )

where wy is the frequency of quasi-local vibrations, wy
is the characteristic (Debye) frequency of the initial
material (matrix), M isthe mass of the matrix atom, My
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isthe mass of aheavy impurity atom (M4 > M), n isthe
concentration of heavy impurity atoms, C,, is the
vibrational heat capacity of the initial material, and
AC,;, is the additional contribution to the vibrational
heat capacity from the heavy impurity atoms.

The frequency of the quasi-local mode fiwg was
evaluated from relationship (3) with the atomic mass of
aluminum (as the mass of the matrix atom), the atomic
mass of palladium (as the mass of an impurity atom),
and the experimental Debye frequency (© = 410 K):
hwg = 136 K = 12 meV, which is in good agreement
with the experimental data. Moreover, according to
relationship (4), the height of the maximum in the tem-
perature dependence of C,;,/T® at a heavy atom con-
centration of 30% was estimated at about 100%, which
also agrees with the experiment.

However, it should be noted that the quasi-local
vibrations are not the sole possible reason for the
appearance of the maximum in the temperature depen-
dence of C,,/T3. Similar maxima are observed for
usual metals, specifically for aluminum, due to sound
velocity dispersion. Consequently, the dispersion can
also be responsible for the observed nonmonotonic
temperature dependence of C,,/T2 for quasicrystals.
Unfortunately, no investigations of the sound velocity
dispersionintheAl,,Pd,, Tcgy quasicrystalswere carried
out.

Furthermore, according to the model described in
[30], the appearance of resonance low-frequency vibra:
tional modes is due to fluctuations of the density and
the force constants in systems without translational
symmetry. In the framework of this model, the low-fre-
guency mode also takes place. However, the exact
expressions that relate the characteristics of the low-
frequency mode to the controllable parameters of the
system are absent.

Thus, in the quasicrystals based on the aluminum-—
transition metal alloys, the effect of quasi-local modes
ismost likely responsible for the appearance of thelow-
frequency vibrational mode with the energy #w ~ 10—
15 meV, which shows itself as a maximum in the tem-
perature dependence of C,,/T® in the temperature
range 20-30 K. At the same time, the possibility of
manifesting the effects associated with the sound
velocity dispersion and specific features of the quasi-
crystalline state due to the absence of trandationa
symmetry must not be ruled out.

5. CONCLUSION

In this work, we investigated the properties of the
Al,Pd,, Tcy quasicrystalline phase, which has an icosa
hedral face-centered quasicrystalline lattice with the
parameter a = 6.514 = 0.004 A.

The electrical resistivity of the studied system
proved to be rather high (600 pQ cm at 300 K), which
is characteristic of the quasicrystals. The temperature
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dependence of the resistivity p(T)/p(300 K) exhibitsa 8.
minimum at T = 50 K. The positive temperature coeffi- 9.
cient of electrical resistivity does not exceed 8 x 104 K
in the temperature range 50-300 K, and the negative  10.
temperature coefficient of resistivity at temperatures
below 50 K is of the order of 5 x 10 K, 11.

The experimental data on the magnetic susceptibil-  12-
ity suggest aweak paramagnetic interactioninthequa-  13.
sicrystalline system under consideration.

The magnitude of the coefficient of the linear (in 14
temperature) contribution to the heat capacity of the '
Al,Pd,; Tcy quasicrystal indicates the low density of 15
states at the Fermi level, which agrees with the datafor '
other quasicrystalline materials. The Debye character- ;¢
istic temperature @ is equal to 410 K. This value falls '
in the range of the © temperaturestypical of the stable
quasicrystals. The temperature dependence of C,,/T% g
for Al-Pd—Tc passes through a broad maximum at T ~ '
26 K, which suggests the presence of an intense low- 19
frequency mode with energy #iw ~ 12 meV inthevibra-
tional spectrum. 20.
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Abstract—Theresults of x-ray emission investigations of the electronic structure of Fe-Si and Fe—P disordered
alloys are presented. Relying on the analysis of the spectrum parameters and data available in the literature, a
qualitative model of the el ectronic-structure formation in disordered Fe—-P alloysis proposed. The model allows
one to account for the concentration dependence of the average magnetic moment per iron atom in the disor-
dered systemsinvestigated. © 2000 MAIK “ Nauka/lInterperiodica” .

Disordered alloys prepared by various techniques
represent anew state of solid substances, different from
ordered crystal materials. Many disordered systems
have no simple crystalline analogs, and their composi-
tion can be varied continuously within a single-phase
state. This makes it possible to obtain homogeneous
alloys and investigate their electronic structure without
facing complications caused by structural phase transi-
tions.

The aloys of the transition-metal—metalloid type
represent one of the most important groups of disor-
dered materials. An unresolved problemistheinfluence
of the metalloid species on the formation of the valence
band in disordered alloys. The aim of this work is to
investigate the formation of the electronic structure of
Fe-Si and Fe-P disordered alloys.

1. EXPERIMENT

Microcrystdline powdersof Fe, _,Si, (x=6-50 at. %)
aloys and a binary amorphous alloy of the eutectic
composition FegyP,, were chosen as the objects for the
investigations of the influence of the metalloid species
on the formation of the electronic structure of disor-
dered transition-metal—metalloid alloys.

The Fe-Si alloys were prepared from high-purity
components (99.99% Fe, 99.99% Si) in a vacuum
induction furnace in an argon atmosphere. Homogeni-
zation of theingots wasfulfilled in avacuum of 10~ Pa
at aT = 1423 K for six hours. The ingots were ground
up in a*“Pulverizette-5” planetary ball mill designed to
produce disordered powders. The grinding was carried
out in an argon atmosphere. The average size of the
powder grains was 2 pum.

An amorphous binary aloy of Fey,P,, was produced

by quenching from a melt. The thickness of the amor-
phous ribbon was 12 to 14 um, which corresponds to a

melt cooling rate of about 106 K/s.

X-ray analysiswas used for the structure and single-
phase condition testing. According to the x-ray analy-
sis, the Fey P, aloy was amorphous. The produced
microcrystalline powders of Fe-Si alloys have a disor-
dered BCC structure at Si concentrationsupto 33 at. 96;
a disordered hexagona structure was observed at
higher silicon concentrations.

X-ray emission spectroscopy was used for the elec-
tronic-structure investigati ons, which permits oneto set
apart the contributions from the partial densities of the
states of each component of the alloy to the valence
band.

X-ray fluorescence spectra Si(P)K, and Fel, , of

the Fe,_,Si, and FegP,, aloys and of intermetallic
Fe;P, as well as of pure silicon, iron, and red phospho-
rus, were obtained with an “SARF-1" x-ray spectrom-
eter, which provides fluorescence measurements.

The inaccuracy in the determination of the point
energy position in the spectrawas+0.2 and +0.1 eV for
Si(P)Kg, and FeL,_, respectively. The spread of the
intensity values was no more than six percent. The
spectra measured were processed in the standard way
(correction of inaccuracies due to the apparatus and the
signa internal level width, background subtraction,
normalization, and smoothing).

An analysis of the Si(P)K; and Fel,,, spectra

associated with the Si(P) (3p-1s) and Fe (3d4s-2p)
transitions allows one to judge the density distribution
of the 3p and 3d electrons of Si(P) and Fe, respectively,
in the valence band of the aloys.

2. EXPERIMENTAL RESULTS AND DISCUSSION

The main features of all the measured x-ray emis-
sion spectra of the FegP,, and Fe,_,Si, disordered
aloys(Figs. 1, 2) are (1) ashift inthe intensity maxima

1063-7834/00/4212-2184%$20.00 © 2000 MAIK “Nauka/Interperiodica’
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of the P(S))Kg, and Fel,,, bands to lower energies

compared with the spectra of the pure elements and (2)
a shoulder on the high-energy side of the P(Si)Kg -

band due to the interaction of the P(Si) 3p and Fe 3d
electrons. The latter feature is also present in the spec-
tra of intermetallic Fe;P (Fig. 1).

Earlier investigations of ordered transition-metal
(TM) silicides showed that the TM—Si chemical bond
has a covalent—metal character and the strengthening of
the covalent component takes placein the seriesTM,;Si,
TMsSi;, TMSI, and TMSi, [1].

The influence of the metalloid species on the struc-
ture of the x-ray emission VKg_ bands in ordered V-

sp-element compounds was studied in considerable
detail [2]. It was shown that theV K spectrum of these

compounds consists of three bands, and the subbands
associated fundamentally with the 3d states of V and
the np states of the sp element were separated [3]. The
disposition of these subbands relative to each other
depends on the type of atoms of the sp element and its
position in the periodic table. For example, as the
atomic number increases within the period (from Al to
Si, from Gato Ge, and from Sn to Sh), an increase in
the spacing between these spectral subbands is
observed.

The regularities observed in the variations of the
spectrum parameters are also characteristic of the com-
pounds of V and Ti with C, N, and O [4, 5], aswell as
of alloys based on Cr [6] and Mn [7].

Comparing the main thermodynamic characteristics
[8] of different compounds of the transition metalswith
sp elements (see table), a clear tendency can be seen.
This tendency consistsin an increase in [AG| and |AH |
with an increase in the sp-element atomic number on
going along the period, which indicates the strengthen-
ing of the chemical interaction between the alloy com-
ponents. At the same time, the spacing between the
spectral subbands associated fundamentally with the
d states of the transition metal and the p states of the
metalloid increases [2-7]. Therefore, the spacing
between the subbands in the spectrum correlates with
the stability of these compounds.

In contrast to the intermetallic compounds, the dis-
ordering in Fe-Si and Fe-P aloysresultsin the forma-
tion of the p zone possessed by the sp element, because
the appearance of two metalloid atoms that are the
nearest neighbors of each other is more probablein this
case. This causes a redistribution of the intensities in

the low-energy region of the x-ray emission SiKg
bands[9]. In particular, the intensity of the 3d-like band
in the x-ray emission SiK;; spectra decreases at the
order—disorder transition [10].

It was pointed out in a number of publications[11—
14] that the two subbands in the valence spectrum of
the metalloids in the amorphous alloys of the TMgyX5
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Main thermodynamic constants of several compounds of transition metals with sp elements [8]

Compound AH%, ca/mol | AGgg, cal/mol Compound AH, cal/mol | AGg, cal/mol

VCoss —24.1 Fe.S 224

VN -51.9 -45.7 FesP -40

VO -100 -935 FeS, -42.4 -36.2
MnC -17.0 MnSi -17.0

MnN -46.1 MnP -23.0

MnO, -124.4 -111.3 MnS -49.0 -46.9
NiC 9.0 76 Ni S 355

NiN 0.2 NisP 530

NiO 573 _50.6 NisS, 475

type (TM is a transition metal, X is a metalloid) stem
from the hybridization of the Xnp and TM3d states. The
contribution of the Xnp states predominates at the band
bottom, while the TM3d states dominate in the high-
energy region.

A comparison of the K bands of Si and P in the
corresponding FegSi;s and Feg P, aloys (Figs. 1, 2)
shows that, due to more p electrons participating in the
chemical interaction, the hybridization effect in an
FeyoP,0 amorphous aloy is more pronounced thanin an
FeysSis aloy. The energy distance between the main

spectrum maximum and the 3d-like band in the PK,
spectrum of an Feg Py aloy (2.8 eV) is observed to be
greater than the similar characteristic of the SiK; band
of the Fe-Si disordered aloys (2.6 eV).

From the data availablein the literature [ 15, 16] and
theresults of thispaper, it followsthat anincreasein the
energy separation of the subbandsin the x-ray emission

Kg, spectra of the metaloids takes place in the

sequence Fe-Al (2.5¢eV) [15] — Fe-Si (2.6 eV) —
Fe-P (2.8 eV) —= Fe-S (3.3 eV) [16]. Therefore, in
terms of the approach proposed in this paper, an
increasein the chemical interaction of the alloy compo-
nents is observed in this sequence.

According to a qualitative model of the electronic-
structure formation in Fe,_,Si, and Fe,;_,Sn, disor-
dered aloys [17], the formation of the covalent bonds
with some shift of the electron density from the atom of
the sp element (Si, Sn) to the Fe atom, with the active
participation of the 3d electrons of the Fe atom, occurs
at the concentrations x > 10-12 at. % Si and x > 25—
30 at. % Sn, respectively. Obviously, due to an extra
p electron possessed by an isolated phosphorus atom,
the formation of such bonds should occur at a concen-
trations of P less than that of Si and Sn. This statement
is supported by the behavior of the average Fe atom
magnetic moment. Its value begins to decrease at a
phosphorus concentrations of ~6 at. % for Fe—P disor-
dered dloys[18].

PHYSICS OF THE SOLID STATE Vol. 42

It should be noted that, at the same metalloid con-
centration (for example, ~20 at. %) in Fe-Si and Fe-P
disordered alloys, the average magnetic moment per Fe
atom (Mg.) decreases in going from Fe-Si (1.8 pg) to
Fe—P (1.65 pg). Therefore, as the hybridization charac-
ter of the 3d electrons of the Fe atom and the 3p elec-
trons of the metalloid (Si, P) changes, redistribution of
the electron density occurs, resulting in a decrease in
the average magnetic moment per Fe atom [18, 19].

Thus, an increase in the energy separation between
the subbands in the x-ray emission spectra with a
decrease in the main thermodynamic characteristics

(AH%s , AGagg ) is observed in the present work, which

indicates that one goes to a compound with higher sta-
bility. On the basis of this correlation, it has been sug-
gested that the chemical interaction in Fe—P disordered
aloysis stronger than in Fe-Si alloys.
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Abstract—A systematic analysis of the temperature dependences of the thermopower ST) for different
phases of the HgBa,Ca,_1Cu,O,y, + 2+ 5 family (n = 1, 2, 3) at different doping levels is performed in the
framework of a narrow-band phenomenological model. Quantitative estimates of the main parameters of the
band responsible for conduction in the normal phase of HgBa,Ca, _1Cu,O5, 4+ 2+ 5 @e given for optimally
doped samples. The character of the variation in these parameters with an increasing number n of the copper—
oxygen layersis discussed. A trend toward broadening of the conduction band with increasing n is revealed,
which can be due to the increase of the density-of-states (DOS) peak near the Fermi level with an increasing
number of the CuO, layers responsible for the formation of the conduction band. It is found that an increase
in the number n leads to an increase in the fraction of localized carriersin the band owing to a more defective
structure observed in the more complex phases of HgBa,Ca,, _1Cu,,09,, + 2 + 5. The variationsin the band-struc-
ture parameters in going from under- to overdoped compositions in the HgBa,Ca,, _ 1Cu,O,,, + » + 5 family are
also discussed. © 2000 MAIK “ Nauka/Interperiodica” .

1. INTRODUCTION

The discovery of high-temperature superconductiv-
ity was followed by finding superconducting systems
based on yttrium, bismuth, thallium, neodymium, mer-
cury, and other elements, adding up to more than
50 various families of high-temperature superconduc-
tors (HTSCs). A record-high temperature of the super-
conducting transition T, (about 130 and 160 K under
atmospheric [1] and elevated pressure [2-4], respec-
tively) was found in samples of the mercury-based
HgBa,Ca,_1Cu, 05, 245 System for n = 3. Studies of
the crystal structure and superconducting properties of
HgBa,Ca,_,Cu,O,, . 5.5 for different n made it possi-
ble to elucidate the dependence of T, on the number of
copper—oxygen layers[5, 6] and the oxygen content [7]
in these compounds. Some works dealt with the trans-
port properties of the HgBa,Ca,_ 1Cu,,0y, + 2 15 System,
including the temperature dependences of the electrical
resistivity [8-11] and the thermopower [8-12]. How-
ever, despite a fairly large body of experimental data
available, their analysis is made difficult by the com-
plexity of the crystal structure of mercury-based super-
conductors and the high defect concentration, specifi-
cally in phaseswithn> 1. Asaresult, the authors of [8—
12], for instance, restricted themselves primarily to a
discussion of the general character of the YT) depen-
dences and to a purely qualitative analysis of the effect
of doping on the magnitude of the thermopower.

At the same time, the family of mercury-based
HTSCs is a very interesting subject for investigation,
because the HgBa,Ca, _ ;Cu,O,, 1 5.5 System alows the

realization of various oxygen saturation regimes and, of
particularly importance, permits the obtainment of
compositions with excess oxygen [8, 12], which is
extremely difficult to achieve, for instance, in the
Y Ba,Cu;0, system. Moreover, a comparative study of
a series of the HgBa,Ca,,_1Cu,,05, , » +5 Solid solutions
with different n offers the possibility of following the
changein the properties of the material with an increas-
ing number of the copper—oxygen layers. This can pro-
vide important information on the nature of the band
responsiblefor the conduction and on therelation of the
characteristics of the charge carrier system in the nor-
mal phase with the superconducting properties of a
given compound.

It isapparently the complexity of the mercury-based
superconductors that accounts for the extreme paucity
of available theoretical band-structure calculations for
this system. In this connection, phenomenological
models have a serious advantage. One of them, which
permits one to obtain information on the band structure
from the temperature dependences of the transport
coefficients, is the narrow-band model [13]. As was
repeatedly shown earlier, this model provides a means
for determining the main parameters of the band
responsible for conduction in the normal phase and of
following their variation as the yttrium- [13-15] and
bismuth-based [16, 17] superconducting systems devi-
ate from the stoichiometric composition. The most
informative of the transport coefficients is the ther-
mopower S. The purpose of thiswork wasto check the
applicability of the narrow-band model to mercury-
based HTSCsand to analyze, in terms of thismodel, the
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experimental dependences §T) obtained for the
HgBa,CuQ,, 5, HgBa,CaCu,Og , 5, and
HgBa,Ca,Cu;0g ., 5 phases with different oxygen con-
tentsin order to estimate the band structure parameters
for the above phases, as well as to study their transfor-
mation under the variation of both the number of the
copper—oxygen layers and the oxygen content.

2. STARTING DATA

The band structure parameters of mercury-based
superconductors were analyzed on the basis of the
available experimental data on the temperature depen-
dences of the thermopower for the following phases:
HgBa,CuO, .5 (abbreviated as Hg-1201) [8, 12],
HgBa,CaCu,O5,5 (Hg-1212) [9, 12], and
HgBa,Ca,Cu;0g, 5 (Hg-1223) [10-12]. All samples
were prepared by the standard solid-phase method from
the corresponding oxides. Different oxygen saturations
of the samples were achieved by employing different
regimes of the final annealing. The Hg-1212 and Hg-
1223 samples studied in [12] were synthesized at a
pressure of 3 kbar and the Hg-1201 samples were syn-
thesized at atmospheric pressure. Then, the samples of
all three phases were annealed at different partial oxy-
gen pressures (from 10~ to 2 x 107 atm) in the temper-
ature range 260-450°C. In [8], the Hg-1201 samples
were annealed in an oxygen flow at 300 and 500°C for
different times (from 1 to 40 h). The Hg-1212 samples
studied in [9] were subjected to afinal annealing in an
oxygen flow at 200°C for 10 and 35 h. In [10], the sam-
ples of the Hg-1223 phase were annealed at 400-500°C
for 24-124 h. In all cases, the single-phase state of the
samples and their crystal structure were tested by neu-
tron diffraction and x-ray powder diffraction analyses.

3. SPECIFIC FEATURES IN THE TEMPERATURE
DEPENDENCES OF THE THERMOPOWER
OF MERCURY-BASED HTSCS

Figure 1 shows typical temperature dependences of
the thermopower in samples of the mercury-based
HTSC system for the Hg-1201, Hg-1212, and Hg-1223
phases doped to a level optimal for their superconduct-
ing properties. It is seen that the ST) dependences
obtained for close-to-optimally doped samples of each
phase are typical of all chainlessHTSCs[18]. The tem-
perature dependences of the thermopower exhibit a
clearly pronounced maximum at a temperature above
the superconducting transition and a linear portion
above this maximum, extending to T = 300 K, where S
decreases with an increase in temperature. As the oxy-
gen content in samples of each phase increases, the
thermopower decreases in magnitude. As a result, the
thermopower at room temperature, Sy, becomes nega-
tive for some compositions. The thermopower Sy, for
optimally doped samples of the Hg-1201 and Hg-1212
phasesis 1 pV/K and -0.5 to +2 pV/K, respectively.
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Fig. 1. Temperature dependences of the thermopower of
optimally doped compositions of the (a) Hg-1201, (b) Hg-
1212, and (c) Hg-1223 phases. Different symbols corre-
spond to the optimally doped samples at different oxygen
contents (the oxygen content increases with a decrease in
the magnitude of the thermopower). Solid lines are the
dependences calculated in terms of the narrow-band model.

Therange of variation in the absol ute values of Sfor the
Hg-1223 phase is somewhat broader than that for the
above two phases, and Sy, variesfrom 0to 8 pV/K. As
is seen from Fig. 1a, T, for the Hg-1201 phase with a
close-to-optimum oxygen content varies within the nar-
row range 95-98 K. For the Hg-1212 and Hg-1223
phases, the critical temperatureis T, = 120 and =135 K,
respectively (Figs. 1b, 1c).

Figures 2a and 2b display typical dependences (T)
for samples of each phase in the case of oxygen defi-
ciency (underdoped samples) and oxygen excess (over-
doped samples). The only exception is the overdoped
Hg-1223 phase, because information on the details of
the preparation of these samples is lacking. Unfortu-
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Fig. 2. Temperature dependences of the thermopower of the
mercury-based system for different deviations from the sto-
ichiometric composition [12]: (a) underdoped (Hg-1201,
Hg-1212, and Hg-1223) and (b) overdoped (Hg-1201 and
Hg-1212) samples (different symbols). Solid lines are the
dependences cal culated in terms of the narrow-band model.

nately, the papers used by usin the analysis, rather than
guoting the value of the oxygen index for the samples
studied, specify only the direction of its variation from
one sample to another. For this reason, we will discuss
below only the general trends in the variation of the
band structure parameters for under- and overdoped
phases of the mercury-based HTSCs.

The absolute values of the thermopower for under-
doped samples of each phase are higher than those for
the optimally oxygen-doped compositions. An increase
inthe doping level leadsto aprogressiveincreasein the
thermopower Sy, from 10 to 50 uV/K for the Hg-1201
and Hg-1212 phases and from 25 to 40 pV/K for the
Hg-1223 phase. The maximum in the temperature
dependences of the thermopower in this case becomes
more diffuse and shifts toward higher temperatures.
Note that a similar transformation of the ST) depen-
dencesis observed upon going over from the optimally
doped to underdoped samples of bismuth-based super-
conductors [16, 18]. As the material becomes under-
doped, the magnitude of T, decreases for all phases of
the mercury-based system.

The temperature dependences of the thermopower

for overdoped samples of Hg-1201 and Hg-1212
exhibit negative or close-to-zero absolute values Sy, =
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—2-6) uV/K. The maximum in the T) dependences
becomes narrower, and as the oxygen content increases
still more (the heavily overdoped regime), it disappears
altogether. The magnitude of the thermopower
decreases monotonicaly with a decrease in tempera-
ture in the range of negative S We have not been able
to find any literature data on the ST) dependences for
overdoped samples of the Hg-1223 phase. In over-
doped Hg-1201 and Hg-1212 samples, T, aso
decreases.

Summing up, note the main features observed in the
temperature dependences of the thermopower of the
mercury-based system. The §T) dependences for sam-
plesof theHg-1201, Hg-1212, and Hg-1223 phases are
gualitatively similar to those measured for other chain-
less HTSC systems. The room-temperature values of
the thermopower S,y range from dozens of pV/K for
underdoped compositions to afew pV/K for optimally
doped samples, and S;,, becomes negative for over-
doped compositions. A gradual increase in the oxygen
content (from underdoped — optimally doped —
overdoped compositions) brings about atransformation
of the temperature dependences of the thermopower, so
that the maximum of S(T) becomes narrower and the
values of Sy, aswell asthose of Sat the maximum of
the T) curve, decrease with an increase in the oxygen
content.

We present below an analysis of the experimental
data in terms of the narrow-band model. We are first
going to consider the ST) dependences for composi-
tions with a close-to-optimum oxygen content [8-10,
12] and use the results of the analysis for all the above
phases to determine the main band-structure parame-
ters. Then, we will examine the character of the band-
structure transformation in going from optimally doped
to underdoped and overdoped compositions.

4. ANALY SIS OF EXPERIMENTAL DATA

The narrow-band model used here to analyze the
temperature dependences of the thermopower for the
Hg-1201, Hg-1212, and Hg-1223 mercury-based
superconductors was described in detail in [13]. This
model is based on the assumption that the band struc-
ture of HTSC materials contains a harrow density-of-
states (DOS) peak, whose existence accounts for the
main features of carrier transfer in the normal phase.
One of the possible reasons for the formation of such a
narrow peak could be the Van Hove singularity in the
electron energy spectrum [19-21]. It was shown earlier
[13] that if the condition of a narrow conduction band
is satisfied, the actual form of the dispersion relation
and of the energy dependence of the relaxation time are
inessential. This permits one to approximate the DOS
function D(E) and the differential conductivity a(E) in
the calculation of the temperature dependences of the
chemical potential 1 and the transport coefficients by
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rectangles. In this approximation, the §T) dependence
can be represented in the form [13]

ko] W [exp(-yr) + coshw

1

W (coshu* + coshWy) (1)

exp(pu*) + exp(W;) O
x| —u*
Texp(i) + exp(—w;J s

sinh(FW5)

T
sinh((1-F)Wg)’

KeT

'y 2
where W5 = Wp/2kg T and W = W,/2kgT. Thus, the
S(T) dependence can be described using three model
parameters: W;, is the total effective bandwidth; W, is

the bandwidth associated with conduction (the C =
W, /W, ratio characterizes the degree of carrier local-
ization); and F isthe degree of band filling by electrons,
which isequal to the ratio of the number of electronsto
thetotal number of statesin the band. By properly vary-
ing their values so as to obtain the best fit of the calcu-
lated data to the experimental temperature dependence
of the thermopower, one can determine the model
parameters for each sample studied and follow the
transformation of these parameters for various devia-
tions from stoichiometry [13-17].

The pattern of the ST) dependences for mercury-
based HTSCs, aswell as the results obtained earlier for
the bismuth-based HTSC system [16, 17], indicate that,
in order to analyze the behavior of the thermopower in
the HgBa,Ca, _;Cu, O, . » +5 System, one has to invoke
the assumption of aweak asymmetry of the conduction
band. The smplest way to take this band asymmetry
into account is to introduce a certain distance bWy
(where b isthe asymmetry parameter) between the cen-
ters of the rectangles approximating the D(E) and o(E)
functions [13, 16, 17]. In this case, expression (1)
remains valid if p* calculated by formula (2) is
replaced with (u*)' = p* — bWp/kgT.

At thefirst stage, we analyzed experimental dataon
the thermopower for close-to-optimally doped samples
of the Hg-1201, Hg-1212, and Hg-1223 phases. It
should be noted that in the framework of the symmetric
narrow-band model, the set of the model parametersfor
a specific sample is determined unambiguously from
the T) dependence [13]. The introduction of the
fourth parameter, i.e., the parameter b accounting for
the degree of band asymmetry, extends the range of
variations in the other parameters, which can make
their determination ambiguous. To find the extent of
this ambiguity, the band structure parameters were cal-
culated repeatedly for each experimental dependence
S(T), with C or b fixed. This alowed one to determine
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the possible range of variations in these parameters,
which was found to be 0.3-0.5 for the C parameter and
—(0.02-0.05) for parameter b. Note that, in the former
case, this range is in accord with the results obtained
earlier for yttrium-based [13-15] and bismuth-based
[16, 17] HTSCs for a close-to-optimum doping level
and the asymmetry parameters are close in magnitude
to those for the bismuth-based HTSCs [16, 17]. These
results were then used to carry out calculationsfor each
sample with the aim of obtaining all possible sets of
model parametersthat would satisfactorily describe the
experimental dependences S(T) for this sample. To
illustrate the fit of the calculated dependences T) to
the experiment, Fig. 1 presents calculated curves for
some samples of each phase to be compared with the
experimental data. Thus, the possible range of varia-
tionsin each of the four parameters was determined for
each given sample. Theresults of these calculations are
listed in Table 1. Therefore, the width of the possible
range of variationsin the model parameters can be con-
sidered an error in the determination of their values,
which arises upon the inclusion of the conduction-band
asymmetry.

One of the main goals of this work was to estimate
the main band-structure parameters of mercury-based
superconductors as a whole and to revea the differ-
ences between the simplest and more complex phases.
To accomplish this, we had to analyze the most com-
plete possible set of experimental data obtained on dif-
ferent samples of each of the phases (Hg-1201, Hg-
1212, and Hg-1223). Thus, the second stage of our
analysis consisted in generalizing the results obtained
for specific samples, i.e., in determining the range of
variationsin the band-structure parameters characteris-
tic of each optimally doped HgBa,Ca,_;Cu,O,n 4245
phase. The results thus obtained are presented in
Table 2. For each of the Hg-1201, Hg-1212, and
Hg-1223 phases, we determined the range of possible
values of all four band-structure parameters, namely,
the effective bandwidth, the band filling, the degree of
localization of the states, and the band asymmetry. It
should be pointed out that the ranges of variationsin F,
Wp, C, and b (Table 2) characterize primarily not the
errorsin the calculations but rather the ranges of possi-
ble values of the band-structure parameters for each
phase, which are associated with a generalization of the
results obtained in an analysis of data on a large set of
samples.

5. BAND-STRUCTURE TRANSFORMATION
OF MERCURY-BASED HTSCs
WITH AN INCREASING NUMBER
OF COPPER-OXYGEN LAYERS

We now turn to the discussion and interpretation of
the results obtained. Asis seen from Table 2, thereisa
trend to agradual broadening of the band in going from
the ssimple Hg-1201 phase to the more complex ones,
Hg-1212 and Hg-1223. Indeed, the effective bandwidth
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Table 1. Band structure parameters calculated for different optimally doped samples of the Hg-1201, Hg-1212, and Hg-1223

phases within the narrow-band model

Reference F Wp, meV C b

Hg-1201 phase

[12] 0.475-0.487 80-135 0.34-0.45 —0.024...-0.030

0.474-0.488 70-135 0.31-0.63 —-0.021...-0.029

0.473-0.487 85-135 0.31-0.51 —0.018...-0.020

0.473-0.486 70-120 0.30-0.59 —0.020...-0.032

[8] 0.452-0.485 70-133 0.38-0.69 —0.024...-0.050
Hg-1212 phase

[12] 0.474-0.489 100-190 0.28-0.44 —0.021...-0.022

0.471-0.486 110-190 0.25-0.55 -0.017...-0.021

0.471-0.488 95-145 0.26-0.41 —-0.015...-0.024

[9] 0.481-0.496 90-155 0.35-0.41 —0.032...-0.050

0.423-0.493 90-135 0.31-0.54 —-0.038...-0.051

0.470-0.496 90-160 0.32-0.42 —0.024...-0.040
Hg-1223 phase

[12] 0.466-0.488 100-155 0.26-0.34 —0.042...-0.050

0.466-0.485 95-150 0.28-0.41 —0.048...-0.050

0.474-0.494 95-185 0.20-0.31 —-0.015...-0.018

0.462-0.487 95-175 0.22-0.42 —0.016...-0.040

[10] 0.469-0.494 95-180 0.36-0.50 —0.029...-0.045

0.479-0.494 95-160 0.28-0.48 —0.022...-0.032

0.471-0.496 100-205 0.21-0.50 —-0.026...-0.041

0.468-0.496 95-210 0.27-0.41 —0.040...—0.050

0.471-0.503 95-175 0.22-0.47 —0.040...-0.050

in samples of the Hg-1201 phase varies from 70 to
135 meV, whereas for Hg-1212 and Hg-1223, this
range is Wy = 90-190 and 95-210 meV, respectively.
Note that an increase in the number of the copper—oxy-
gen layers brings about not only a shift of the W, range
toward larger values, but its slight broadening as well.
The width of the range of band filling by electrons, F,
practically does not change as one transfers from the
simpler Hg-1201 phase to more complex ones. The
band asymmetry is small for al phases and amounts to
2-5% of the bandwidth. Asregards the degree of local-
ization of the states, it is the smallest for the simplest
phase Hg-1201 (the largest ratio of the range of delo-

Table2. Rangesof band-structure parameter variation for dif-
ferent optimally doped phases of the mercury-based system

Phase F Wy, meV C b

Hg-1201|0.45-0.49 | 70-135 | 0.3-0.7 | -0.02...-0.05
Hg-1212| 0.46-0.495| 90-190 |0.25-0.55| -0.02...—0.05
Hg-1223|0.45-05 | 95-210 | 0.2-0.5 | -0.02...—0.05

calized states to the total bandwidth is C = W,/W;) and
increases slightly for the more complex phases.

Let us discuss these trends in the character of the
band-structure transformation with increasing nin their
relation to the superconducting properties of the
HgBasz% - 1cun02n +2+3 system.

Asiswell known from experiments, the value of T,
for HgBa,Ca,_,Cu,O,, . 5.5 increases gradually with
an increasing number of the copper—oxygen layers for
N <4[22]. It has been established that it is the presence
of the CuO, layersthat is crucial for the onset of high-
temperature superconductivity; i.e., these layers form
the band responsible both for the superconducting
properties of the HTSCs and for the conductivity of
these compounds in the normal phase. We believe that
both these points agree well with our results of the anal-
ysisof the thermopower. Aswas already mentioned, we
revealed a trend toward a gradual increase in the con-
duction-band width with an increasing number n. The
existence of this trend can be considered to be due to
the fact that an increase in the number of the copper—
oxygen layersresponsible for the formation of anarrow
conduction band brings about an increase in the total
number of states in the band, i.e., an increase in the

PHYSICS OF THE SOLID STATE Vol. 42 No. 12 2000



ON THE SPECIFIC FEATURES AND TRANSFORMATION OF THE BAND STRUCTURE

DOS peak on the whole and, in particular, in its broad-
ening. In this case, the improvement of the supercon-
ducting properties in the HgBa,Ca, _;Cu,Osp 4 545 SYS
tem with increasing n can be caused by an increase in
the magnitude of the DOS function at the Fermi level
D(Er). A similar broadening of the conduction band
with an increasing number of copper—oxygen layers,
which was accompanied by an improvement of the
superconducting properties, was also observed in [16]
for bismuth-based HTSCs upon going from the Bi-
2212 to Bi-2223 phase.

On the other hand, the overall complication of the
structure with an increase in the number of copper—
oxygen layers renders the Hg-1223 system potentially
more defective than Hg-1212 and Hg-1201. As was
noted in [23], this affects the W range characteristic of
these phases. Indeed, our calculations showed that the
W, range for the simplest phase Hg-1201 is somewhat
narrower than that for the Hg-1212 and Hg-1223
phases. We believe that the broadening of this range,
specifically the elevation of its upper boundary, is
caused by the effect of the disorder introduced into the
system by phase inhomogeneities and various struc-
tural defects, whose formation becomes enhanced sub-
stantialy with increasing n. Additional evidence for an
increase in the concentration of defects in more com-
plex phases of the compound is provided by our calcu-
lations of the degree of localization, which dightly
increases when going over from Hg-1201 to Hg-1212
and, further, to Hg-1223 (the C parameter decreases, as
is seen from Table 2). However, the broadening of the
band and an increase in the number of localized states
at its edges as a result of the disordering, which occur
in accordance with the Anderson model, are minor,
while negative, factors for the superconducting proper-
ties. As aresult, although a structure imperfection can
bring about a decrease in D(Ef) because of the band
broadening and, hence, adrop of the T, temperature, an
increase in the number of the copper—oxygen layersin
more complex phases provides a noticeable generd
growth of the DOS peak and, hence, animprovement in
the superconducting properties.

Note that the band filling F in optimally doped sam-
ples varies within the same range for al three phases
(Table 2). Thisimplies that the ratio of the number of
electrons to the total number of states in the band
remains unchanged with increasing n; i.e., an increase
in the number of states in the band is accompanied by
an increase in the number of free carriers.

Thus, the results obtained give grounds to maintain
that the narrow-band model is applicable to optimally
doped mercury-based HT SCs and offers the possibility
of estimating the band-structure parameters for sam-
ples of different phases and of analyzing the trends in
their changes with an increasing number of copper—
oxygen layers.
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6. TRANSFORMATION
OF THE HgBa,Ca,_;Cu,0,,,>.5 BAND
STRUCTURE WITH OXY GEN
NONSTOICHIOMETRY

The next step of our work consisted in analyzing the
transformation of the HgBa,Ca,_,Cu,0,, . .5 band-
structure upon going to nonoptimally doped composi-
tions of Hg-1201, Hg-1212, and Hg-1223. For this pur-
pose, we used the above approach to analyze the avail-
able experimental data on the temperature dependences
of the thermopower for the underdoped [8, 12] and
overdoped [8, 12] samples of different phases. As is
seen from Fig. 2, in this case, the experimental and cal-
culated dependences ST) are in good agreement. The
results of the calculations performed for each of the
compositions studied are listed in Tables 3 and 4. Note
that because of the difficulties encountered in preparing
samples of the Hg-1223 phase, particularly of those
with an oxygen nonstoichiometry, experimental dataon
the transport properties of these samples are extremely
scarce. Treatment and analysis of the data obtained on
single samples and presented in [12] cannhot provide
reliableinformation on the band structure of this phase.
For this reason, we cannot estimate the probable ranges
of the band-structure parameters for Hg-1223 samples
deviating strongly from stoichiometry. Nevertheless, it
was found that all the trends in the variation of the
band-structure parameters with an increasing number
of copper—oxygen layers, which were revealed for opti-
mally doped samples, remain valid for the overdoped
and underdoped compoasitions as well.

Consider the character of the band-structure trans-
formation of the Hg-1201 and Hg-1212 phases under
variation of the doping level. As follows from our cal-
culations, an increase in the oxygen content throughout
the range covered brings about a decrease in the band
filling by electrons, which reflects the acceptor nature
of the additional oxygen anions doped into the system.
The overlap of the ranges of variations in F (and the
other parameters too) in various regimes is readily
accounted for if one takesinto account that the division
into the underdoped, overdoped, and optimally doped
rangesisfairly conventional. Asaresult, marginal sam-
ples can belong to either one or the other composition.
Note that as the oxygen content in each of the mercury-
based HTSC compositions increases, the degree of the
conduction-band asymmetry remains practicaly
unchanged and does not exceed 5%.

As one goes over from the optimally doped to
underdoped compositions, the band responsible for
conduction broadens substantially. Indeed, for an opti-
mally doped Hg-1201 phase, the W, values range from
70 to 135 meV, whereas the conduction-band width in
the underdoped Hg-1201 increases gradually to Wy =
240-360 meV for the largest deviation from the opti-
mally doped composition. A similar trend to a broad-
ening of the conduction band for underdoped compo-
sitions is observed in the Hg-1212 phase as well (see
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Table 3. Band structure parameters calculated for different underdoped samples of the Hg-1201, Hg-1212, and Hg-1223

phases within the narrow-band model

ELIZAROVA et al.

Reference F Wp, meV C b
Hg-1201 phase
(8] 0.471-0.483 155-245 0.25-0.35 —-0.027...-0.031
[12] 0.492-0.492 140-235 0.18-0.31 —-0.024...-0.034
0.500-0.525 195-310 0.15-0.26 —0.021...-0.049
0.530-0.558 245-360 0.16-0.23 —0.022...-0.039
Hg-1212 phase
[12] 0.493-0.506 155-240 0.18-0.33 —-0.016...-0.027
0.500-0.537 170-295 0.17-0.28 —-0.017...-0.026
0.502-0.548 175-340 0.16-0.28 —-0.018...-0.035
0.515-0.547 210-380 0.17-0.27 —0.013...-0.048
Hg-1223 phase
[12] 0.496-0.510 160-370 0.22-0.26 —-0.016...-0.032
0.508-0.529 160-260 0.18-0.24 —0.020...-0.035

Note: The samples of each phase are placed in the order of decreasing oxygen content.

Table4. Band structure parameters cal culated for overdoped samples of the Hg-1201 and Hg-1212 phases within the narrow-

band model
Reference F Wy, meV C b

Hg-1201 phase
[12] 0.459-0.473 79-100 0.27-0.49 —0.033...-0.044
0.465-0.476 55-80 0.21-0.35 —-0.032...-0.036
(8] 0.464-0.470 60-70 0.34-0.47 —0.030...-0.038

Hg-1212 phase
[12] 0.470-0.477 72-115 0.40-0.63 —0.031...-0.036
0.472-0.483 66-110 0.21-0.45 —-0.021...-0.028

Note: The samples of each phase are placed in the order of increasing oxygen content.

Table 3). Note aso that the degree of localization of
stateswith an increase in the oxygen deficiency reveals
a weak trend to an increase (the C parameter
decreases) for both phases. Thus, the band-structure
transformation in underdoped phases of the
HgB&,Ca,,_1CU, O, 1 245 System issimilar in character
to that observed earlier for Y Ba,Cu,O, with anincrease
in the oxygen deficiency or under nonisovalent doping
(i.e., when going from close-to-stoichiometric to
underdoped compositions) [13-15] and for
Bi,Sr,CaCu,O,, when calcium is partially replaced by
trivalent rare-earth elements [16, 17]. In our opinion,
this implies that the mechanism of the band-structure
transformation in underdoped compositions of the mer-
cury-based HTSC family is the same as in the yttrium-
and bismuth-based HTSCs. In particular, a decrease in
the oxygen content brings about lattice disordering,
which results, in accordance with the Anderson model,
in a broadening of the conduction band and is accom-
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panied by localization of states at its edges. The band
broadening entails a decrease in the DOS function at
the Fermi level, which, inturn, leadsto adecreasein T..

An analysis of the experimenta data on overdoped
compositions does not yield reliable information on the
character of the band-structure transformation, whichis
a result of the paucity of these data. Nevertheless, a
trend was found of only a slight change and, possibly,
even of some decrease in the conduction-band width
with an increase in the oxygen content above the sto-
ichiometric value and some increase in the degree of
localization of states for the Hg-1201 and Hg-1212
phases (Table 4). Hence, introduction of excess oxygen
into the system is not as disordering a factor as is an
increasing oxygen deficiency. However, overdoped
mercury-based HTSC compositions aso exhibit a
decrease in T.. This means that the mechanism of the
effect of excess oxygen on the band structure of the
mercury-based HTSC system and the reasons for the
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Fig. 3. Mechanisms of band-structure modification in HgBa,Cay, _ 1Cu,Oop, + 2 +5: (8) band broadening and an increase in the DOS
peak with an increasing number of copper—oxygen layersn and (b) band broadening and adecrease in the DOS peak with increasing
disorder (increased concentration of structural defects). The shaded regions correspond to localized states at the conduction-band
edges, and the rectangles show the approximation used to cal culate the thermopower in terms of the narrow-band model.

suppression of superconductivity in this case differ rad-
icaly from those in the underdoped regime. It should
be pointed out that the complexity of the system under
study, the lack of reliable information on the crystal-
structure transformation of mercury-based HTSCs in
the case of alarge oxygen excess, and the scarce data
available on the behavior of the thermopower in over-
doped compositions impede anaysis of the data
obtained and hamper their generalization. The mecha-
nism by which superconductivity is suppressed in over-
doped compositions of mercury-based HTSCs is
undoubtedly an extremely interesting issue, which
should be a subject of further studies.

In conclusion, let us compare the effects of two dif-
ferent mechanisms of band-structure transformation in
HgBa,Ca,_,Cu,O,, . ».+5 compounds, which act on the
superconducting properties of the mercury-based
HTSC family. On the one hand, an increase in the num-
ber of copper—oxygen layers results, as was aready
mentioned, in a growth of the DOS peak as a whole
(Fig. 3d). For the value F = 0.5, which varies only
weakly in optimally doped phases with different n, this
effect causes an increase in D(Eg), thus providing an
increase in T, with increasing n. On the other hand, the
doping-induced lattice disorder in each phase, as well
as the increase in the defect concentration when going
over from Hg-1201 to Hg-1212 and, findly, to Hg-
1223, entails a broadening of the band and an increase
inthelocalization of statesat its edges by the Anderson
mechanism (Fig. 3b). For the phases with larger n, the
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action of this effect on the decrease in D(E;) becomes
smaller compared to the first mechanism. As a result,
despite the relative drop of D(Eg) associated with a
more defective structure in the more complex phases,
the T. temperature increases. When going from opti-
mally doped to underdoped compositions within each
phase, this mechanism becomes dominant and causes
suppression of the superconducting properties with an
increasing doping level.

Thus, a systematic analysis of the temperature
dependences of the thermopower in the
HgBa,Ca,_1Cu,0s, ., 245 System (n =1, 2, 3) within the
framework of the narrow-band model has yielded the
following main results and conclusions:

(1) The narrow-band model is applicable to
mercury-based high-temperature superconductors and
permits determination of the main band-structure
parameters for optimally doped samples of the
HgBa,Ca,_1Cu, 05, 2.5 phases (n = 1, 2, 3); it adso
allows one to reveal trends in their variation in going
over from underdoped to overdoped compositions.

(2) Thetotal effective width of the band responsible
for conduction in optimally doped mercury-based
HTSCs varies from 70 to 200 meV, and the band is
close to half-filling by electrons. Mercury-based
HTSCs are characterized also by adightly asymmetric
conduction band.

(3) A comparative study of the Hg-1201, Hg-1212,

and Hg-1223 phases has revealed a trend to a gradual
broadening of the conduction band with an increasein
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the number of the copper—oxygen layers. Thisis possi-
bly due to an increase in the DOS peak as aresult of a
larger number of the copper—oxygen layersinvolved in
its formation.

(4) The probable higher defect concentration of the
more complex Hg-1212 and Hg-1223 phases, as com-
pared to Hg-1201, manifests itself in a broadening of
the range of variations in the band parameters charac-
teristic of these phases and brings about an increase in
the localization of states with an increasing number of
the copper—oxygen layers.

(5) The transition to underdoped compositions is
accompanied by a broadening of the conduction band
and an increase in the fraction of localized states at its
edges, which are caused by the Anderson mechanism of
localization of states due to structural disordering. The
band broadening results in a drop of the DOS function
at the Fermi level, which may be the reason for the sup-
pression of superconductivity in underdoped compo-
sitions.

REFERENCES

1. A. Schilling, M. Cantoni, J. D. Guo, and H. R. Ott,
Nature 363 (6424), 56 (1993).

2. C.W. Chu, L. Gao, F. Chen, et al., Nature 365 (6444),
323 (1993).

3. L. Gao, Philos. Mag. Lett. 68 (6), 345 (1993).

4. L. Gao, Y.Y. Xue, F. Chen, et al., Phys. Rev. B 50 (6),
4260 (1994).

5. X. Zhou, M. Cardona, C. W. Chu, et al., Phys. Rev. B 54
(9), 6137 (1996).

6. B. A. Scott, E. Y. Suard, C. C. Tsuei, et al., PhysicaC
(Amsterdam) 230 (3-4), 239 (1994).

7. Q. Xiong,Y.Y. Xue, Y. Cao, et al., Phys. Rev. B 50 (14),
10346 (1994).

8. C. K. Subramaniam, M. Paranthaman, and A. B. Kaiser,
Physica C (Amsterdam) 222 (1-2), 47 (1994).

PHYSICS OF THE SOLID STATE \Vol. 42

9.

10.

11.

12.

13.

14.

15.

16.

17.

18.

19.

20.

21,

22,

23.

ELIZAROVA et al.

Y. T. Ren, J. Clayhold, F. Chen, et al., Physica C
(Amsterdam) 217 (1-2), 6 (1993).

C. K. Subramaniam, M. Paranthaman, and A. B. Kaiser,
Phys. Rev. B 51 (2), 1330 (1995).

A. Carrington, D. Colson, Y. Dumont, et al., PhysicaC
(Amsterdam) 234 (1-2), 1 (1994).

F. Chen, Q. Xiong, Y.Y. Xue, et al., Preprint No. 96 : 006
(Texas Center for Superconductivity, 1996).

V. E. Gasumyants, V. |. Kaidanov, and E. V. Vladimir-
skaya, Physica C (Amsterdam) 248 (2-3), 255 (1995).
V. E. Gasumyants, E. V. Vladimirskaya, M. V. Elizarova,
and . B. Patrina, Fiz. Tverd. Tela (St. Petersburg) 41 (3),
389 (1999) [Phys. Solid State 41, 350 (1999)].

M. V. Elizarova and V. E. Gasumyants, Fiz. Tverd. Tela
(St. Petersburg) 41 (8), 1363 (1999) [Phys. Solid State
41, 1248 (1999)].

N. V. Ageev, V. E. Gasumyants, and V. |. Kardanov, Fiz.
Tverd. Tela (St. Petersburg) 37 (7), 2152 (1995) [Phys.
Solid State 37, 1171 (1995)].

V. E. Gasumyants, N. V. Ageev, E. V. Vladimirskaya,
et al., Phys. Rev. B 53 (2), 905 (1996).

A. B. Kaiser and C. Ucher, in Sudies of High Tempera-
ture Superconductors, Ed. by A. V. Narlikar (Nova Sci-
ence, New York, 1991), Vol. 7 (and references therein).
F. Chen, Z. J. Huang, R. L. Meng, et al., Phys. Rev. B 48
(21), 16047 (1993).

D. L. Novikov, O. N. Mryasov, and A. J. Freeman, Phys-
icaC (Amsterdam) 219 (1-2), 246 (1994).

D. L. Novikov, O. N. Mryasov, and A. J. Freeman, Phys-
ica C (Amsterdam) 222 (1-2), 38 (1994).

C. W. Chu, Preprint No. 96 : 011 (Texas Center for
Superconductivity, 1996).

J. D. Jorgensen, D. G. Hinks, O. Chmaissem, et al., in
Proceedings of the First Polish—US Conference on High
Temperature Superconductivity (Springer-Verlag, New
York, 1996).

Trandated by G. Skrebtsov

No. 12 2000



Physics of the Solid State, Vol. 42, No. 12, 2000, pp. 2197-2199. Translated from Fizika Tverdogo Tela, \Vol. 42, No. 12, 2000, pp. 2132-2135.

Original Russian Text Copyright © 2000 by Mustafaeva, Kerimova, Dzhabbarly.

SEMICONDUCTORS

AND DIELECTRICS

Charge Transfer in TIFeS, and TIFeSe,

S.N. Mustafaeva, E. M. Kerimova, and A. |. Dzhabbarly

Ingtitute of Physics, Academy of Sciences of Azerbaijan, pr. Narimanova 33, Baku, 370143 Azerbaijan
Received March 13, 2000

Abstract—The temperature dependences of the conductivity and the thermoelectric coefficient in TIFeS, and
TIFeSe, samples have been investigated in the temperature range 85400 K. The variable-range hopping con-
duction has been established. It isfound that the density of localized states Ng near the Fermi level is1.7 x 108
and 3.3 x 10 ev~1 cm3, and the average hopping length Ris 109 and 104 A for TIFeS, and TIFeSe,, respec-

tively. The non-Arrhenius (activationless) behavior of the hopping conductivity is established in the tempera
tureregion T < 200K for TIFeS, and T < 250 K for TIFeSe,. © 2000 MAIK “ Nauka/Interperiodica” .

Thetriple compounds TIFeS, and TIFeSe, belong to
the semiconductor group that has magnetic properties.
Only limited data on the chemica characteristics of
their crystals are available in the literature [1, 2], and
their physical properties are poorly understood. The
only exception is reference [3], which presents the
results of electrical and magnetic measurements of
TIFeSe, single crystals. The activation energy of the
intrinsic conductivity of the TIFeSe, crystals was deter-
mined to be 0.68 €V from the conductivity temperature
dependence in the temperature range 290 to 670 K. The
measurements of the magnetic susceptibility of
TIFeSe, single crystalswere also carried out in the tem-
perature range 4.2 to 295 K, which provided evidence
that TIFeSe, is a quasi-one-dimensional antiferro-
magnet [3].

The present work is aimed at the study of the con-
ductivity temperature dependences of TIFeS, and
TIFeSe, crystals (in the temperature range 85 to 400 K),
the conductivity mechanism, and the thermoelectric
properties of these compounds.

The regimes of the synthesis of the TIFeSe, com-
pound and its single-crystal growth are described in [3]
in detail. We synthesized the TIFeS, compound by
fusion of the high-purity components (TI, Fe, and S)
taken in the stoichiometric composition in evacuated
(up to 1072 Pa) quartz ampoules. In the process of the
synthesis, starting from 400-450°C, a violent reaction
of the componentswas observed. The ampoule with the
substance was rotated around its axis and gradually
introduced with a rate of 1.5-3.0 cm/h into the hotter
furnace zone over 7-8 h; then, after keeping it at atem-
perature of 750°C for about 1-2 h, it was cooled slowly,
over 5-6 h, to room temperature. The TIFeS, com-
pound synthesized by this process was single-phase,
fairly soft, and of ablack color and, according to differ-
ential thermal analysis, melted at 720°C.

Single crystals of the TIFeS, compound were grown
by the modified Bridgman—Stockbarger method. The
grown ingots of TIFeS,, as well as of TIFeSe,, con-
sisted of long extrathin fibers oriented along the
ampoule and formed a monoalithic crystal of the com-
pound. The massive single crystals could be easily bro-
ken up into single-crystal fibers. TIFeS, and TIFeSe,
crystalswere soft and plastic; they were representatives
of chain one-dimensional crystals.

The structural investigations showed that the crys-
tals of TIFeS, had a chain structure with the following
crystal lattice parameters: a = 11.643, b = 5.306, and
c=6.802 A; B = 116.75°; and the space group c2/m.
TIFeSe,, aswas shown in [3], crystallizesin the mono-
clinic crystal system with thefollowing elementary-cell
parameters; a = 12.02, b = 5.50, and ¢ = 7.13 A; and
3 =118.52°.

For electrical measurements, the samples were pre-
pared in the form of a parallelepiped, with dimensions
12,5 x 5.0 x 1.3 mm, by pressing the crystal fibers of
TIFeS, and TIFeSe,. The sampleswere then annealed at
450 K. The ohmic contacts were made by electrolytic
copper deposition. The electrical conductivity (o) and
thermoelectrical coefficient (a) of the TIFeS, and
TIFeSe, samples were measured by the four-probe
technique with aprecision of one percent in the temper-
ature range 85 to 400 K.

We present the results of investigations of the charge
transport in TIFeS, in adirect electric field at the tem-
peratures 189-298 K. The typical temperature depen-
dence of the conductivity of the TIFeS, samples is
shown in Fig. 1. The high-temperature branch of this
dependence has an exponential character with a slope
of 0.33 eV in the temperature range 235 to 298 K. After
the exponential faloff, the conductivity is character-
ized by a monotonically decreasing activation energy
with decreasing temperature. This is evidence that in
TIFeS, samples at the temperatures T < 235 K, the
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charge transfer proceeds via variable-range hopping
conduction over the states in a narrow energy band
(AE) near the Fermi level [4]. Thistype of conductivity
is described by the formula [4]

o ~ exp[«(To/ ¥, (D
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where

16
To = ; 2
° kN

k is the Boltzmann constant, N is the density of local-
ized states near the Fermi level, and aisthelocalization
radius.

The experimental data on the conductivity o for a
TIFeS, sampleat T < 235K are represented in the Mott
coordinates, logo versus T-Y4, in the inset of Fig. 1.
The experimental points fit the straight line in these
coordinates, the slope of the dependence obtained
being T, =4 x 107 K. Knowing T, and using formula (2),
we have estimated the density of the localized states
near the Fermi level, Ng = 1.7 x 10'® eV~ cm=. The
value a = 14 A was taken for the localization radius, as
in binary sulfides of group 111 elements [5]. The rela
tively high value obtained for N: suggests that the
TIFeS, samplesinvestigated are similar in their energy
structure to amorphous semiconductors. The presence
of strongly deformed, and even broken, chemical
bonds, which show the acceptor properties, is charac-
teristic of an amorphous state. The role of these defects
is particularly large in crystals with alayered or chain
structure; the high density of states near the Fermi level
is due to the presence of such defects. The pressing of
the crystal fibers during our preparation of the sample
increased the disorder in the samples, which, in turn,
resulted in a considerable concentration of localized
electronic states. In other words, the TIFeS,(Se,) sam-
ples we prepared for the electrical measurements were
composed of short-range order regions joined together
in adisorderly way. The presence of defect centerswith
a high concentration causes appreciable conduction
over the localized states in the band gap even at rela-
tively high temperatures.

Using the formula

_ 3 ot

R = éaD?D ) (©)]
we determined the hopping lengths in TIFeS, at differ-
ent temperatures: R=107 A at T=230K andR=111 A
at T = 203 K. The average hopping length is 109 A in
this temperature range, and the R/a ratio is equal to 8;
that is, the average hopping length significantly
exceeds the average distance between the localization
centers of the charge carriers.

Charge carriers hopping from one localization cen-
ter to another absorb phonons in the temperature range
200235 K considered above. The activation energy,
which decreases monotonically as the temperature
decreases, is due to the energy spread of the localized
states. A temperature decrease leads to an increase in
the probability of a charge carrier hopping to centers
that are more distant in space, but closer in energy. This
is the reason why the hopping activation energy
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decreases and the hopping length increases as the tem-
perature decreases. Finally, the moment arrives when
the conductivity is independent of the temperature; in
this case, charge carrier hopping occurs with the emis-
sion of phonons [6]. As follows from our experimental
results, the conductivity of TIFeS, does not depend on
temperatureat T < 200 K.

The conductivity that isindependent of temperature
could be due to tunnel transitions of the charge carriers
from the localized states to the conduction band in a
strong electric field. In our case, we have relatively low
electric fields, F < 107 V/cm, that are far away from the
breakdown field. Our experimental data allow us to
assert that the non-Arrhenius behavior of the conduc-
tivity in TIFeS, samplesat T < 200K isdueto thelocal-
ized charge carriers; that is, the conductivity is essen-
tially the hopping conductivity associated with charge
carrier hopping with the emission of phonons.

Analogous tendencies were experimentally discov-
ered in TIFeSe, samples. In contrast to TIFeS,, the sam-
ples of TIFeSe, had a low resistivity; for example, at
T=298 K, it was 25 Q cm, whereas the resistivity of
TIFeS, was p = 8 x 102 Q cm at the same temperature.
The curve log o versus 10°/T (Fig. 2a) for the TIFeSe,
sample had no constant activation energy, but monoton-
icaly sloped downward as the temperature decreased
(the activation energy was about 0.05 eV). However,
these experimental points fit one straight line in the
coordinates logo versus T-Y4 (Fig. 2b), with a slope of
T, = 1.4 x 10° K, well. The density of the localized
states near the Fermi level was Ng = 3.3 x 108 eV~ cmr®
in the TIFeSe, samples (the localization radius was
taken to be a = 34 A, asin gallium selenide [7]). The
average hopping length in TIFeSe, was 104 A.

By using the formula [4]
3
21mR°Ng
we estimated the spreading of the trapping states near
the Fermi level, AE = 0.13 eV, in TIFeSe, samples.

The conductivity was practically independent of
temperature in the temperature range 85 to 250 K. The
temperature-independent  conductivity observed in
TIFeSe, (aswell asin TIFeS,) is ssimply the activation-
less hopping conductivity.

AE =

(4)
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Fig. 3. The temperature dependence of the thermoel ectrical
coefficient in aTIFeSe, sample.

Thus, we have studied the charge transfer processes
in TIFeS, and TIFeSe, samples in a wide temperature
range. The experimental data obtained by us suggest
that variable-range hopping conduction takes place in
these crystals, which becomes activationless as the
temperature decreases further.

The temperature dependence of the thermoel ectrical
coefficient in the TIFeSe, sampleis presented in Fig. 3.
The thermoelectrical coefficient dlightly rises with
increasing temperature, reaches its maximum value at
T=290 K, and then decreases to zero at T = 340K;
thereafter, the sign of a isreversed. At T =400 K, we
have a = -20 pVv/K.
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Abstract—A technique involving combined photorefl ectance/photol uminescence measurements is proposed
to study the electronic properties of semiconductor surfaces. The efficiency of the techniqueisillustrated by a
study of the growth and degradation of the luminescence signal from selenium-passivated GaAs substrates
under CW laser excitation. © 2000 MAIK “ Nauka/Interperiodica” .

Miniaturization of optoelectronic semiconductor
structures makes the monitoring of electronic surface
properties an urgent problem. Efforts in this area are
presently focused primarily on reducing the density of
the semiconductor surface electronic states [1]. The
surface quality must be probed by high-precision non-
destructive measurement techniques capable of deter-
mining the nature and density of the surface states.

The standard phenomenol ogical model employed to
describe the electronic properties of afree or passivated
semiconductor surface is based on the density-of-sur-
face-states distribution function Ngg(E) in the band gap.
These states trap majority carriers from the bulk of the
semiconductor, which results in the creation of a
depleted near-surface region (space charge region) and
of asurface electric field with a strength F decaying in
the space charge region and, as a consequence, in the
semiconductor band bending e¢ [2].

Laser excitation with photon energies in excess of
the semiconductor band gap generates nonegquilibrium
carriers of both signs. The number of created carriers
depends on the distance from the surface z (the semi-
conductor surface is at z = 0) and is proportional to
loexp(—02), where a isthe absorption coefficient for the
exciting light. Recombination of excess carriers may
occur radiatively (luminescence) and in a nonradiative
manner. Nonradiative recombination at the semicon-
ductor surface, which involves surface dstates, is
described through the surface recombination velocity
Vs In the absence of nonradiative recombination, vg =
0, and in the case where recombination in the near-sur-
face region proceeds nonradiatively, vg —» oo [3].

Photoluminescence excitation spectroscopy (PES),
which is based on the measurement of the integrated
photoluminescence-signal intensity near the funda-
mental absorption edge, has recently attracted consid-
erable attention due to its extremely high sensitivity to
the state of the semiconductor surface[3-8]. Theinten-
sity of the integrated luminescence signal can be used

to determine the surface recombination velocity from
the expression [9]

oaL+vdvp

1
1—a2L28D(G)_ Trvgvy T

wheren istheinternal quantum efficiency, L is the dif-
fusion length of the minority carriers, v, is the diffu-
sion velocity of the minority carriers, and ® is a func-
tionintroducedin[9] to describe the diffusion contribu-
tion from the bulk of the semiconductor. As follows
from the Shockley—Read—Hall recombination model,
the surface recombination velocity is directly propor-
tiona to the density of recombination-active states.
Thus, by measuring the absolute value of the integrated
photoluminescence signal, one can obtain information
on the density of recombination-active surface states.
Measurement of the time dependence of the integrated
luminescence signal was used to study photostimulated
reactions on the GaAs surface [4-6].

dim 1)

Photoreflectance spectroscopy, which is a modifica-
tion of electroreflectance spectroscopy, isat present one
of the most precise methods for determining of the sur-
face electric field or the surface potential of a semicon-
ductor sample [10]. This method is based on aperiodic
electrical modulation of the reflectance signal from the
near-surface region of a semiconductor through modu-
lation of the intrinsic surface electric field, which is
achieved by illuminating the surface by laser light with
a photon energy in excess of the band gap. Because of
the very strong broadening effectsin the region of high-
energy transitions, the most useful information is con-
tained in photomodulation spectra obtained near the
fundamental absorption edge, E,.

Photoreflectance spectroscopy operates with spec-
tral structures of two types [11]. At moderate fields,

1063-7834/00/4212-2200$20.00 © 2000 MAIK “Nauka/ Interperiodica’
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where the electrooptical energy

2—-2,2_1/3

e€Fh
| @
My

(1, is the reduced effective electron-hole mass in the
direction of the electric field and e is the electronic
charge) exceeds the phenomenological spectral-broad-
ening energy I of the interband transition, the spectral
structure consists of a main peak near the transition
energy and Franz—Keldysh high-energy oscillations
(Fig. 1). Inthelow-field case, wherethe 2Q < " condi-
tion is satisfied, the spectral structure represents a reso-
nance line with two extrema of opposite sign.

As shown in the photoreflection theory, when pho-
toreflectance spectra are measured near the E, inter-
band transition for a three-dimensional critical point,
the Franz—K el dysh oscillations can be described by the
approximate asymptotic relation [12, 13]

th[

AR . 1 1 _ OJE-ErQo
—2(E) = —— = exp-+—-20
R E-Ee? "0 #Q% O

©)

ZEE _ E0|:|3/2
X COS[éDWD + @0i|

Thus, the period of the Franz—Keldysh oscillations can
be used to determine the electrooptic energy and, if
is known, the surface electric field. Knowing this and
the equilibrium carrier concentration n, one can use the
relation

€& F* _ Qés
2en 2eg,en

¢ = 4)
to determine the surface potential ¢ and the density of
charged surface states Qg [2].

Thus, by measuring a photoreflectance spectrum and
an integrated photoluminescence signal in the same
region of the semiconductor surface, one can abtain
information both on the strength of the surface eectric
field and on the surface recombination velacity, i.e., esti-
mate the density of both electrically and recombination-
active surface states. This would provide a relatively
accurate determination of the el ectronic properties of the
surface. A further advantage of the proposed combined
method consists in that these studies can be performed
on the setup already described in detail in [14].

This paper illustrates combined photoreflectance
and photoluminescence measurements in a specific
example of astudy of the stahility of apassivated GaAs
surface.

The samples studied were fabricated at the Voron-
ezh Technological Academy. They were n-GaAs(100)
substrates annealed in Se or Se + Asvapor at atemper-
ature of 660680 K for 545 min. The Se vapor pres-
sure was maintained during annealing within the
0.1-1 Pa interval. Subjecting a GaAs substrate to a
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Fig. 1. Experimental Eq photoreflectance spectra obtained

on Se-passivated GaAs sampl es. The difference between the
Franz—Keldysh oscillation periodsimplies different surface

electric fields: F; = 3.19 x 10°V/m, F, = 2.91 x 106 V/m.

chalcogen-containing medium at the above tempera-
tures initiates the reaction of heterovalent substitution
and the formation of a pseudoamorphous Ga,Se; layer
on the sample surface. It was established that the den-
sity of surface states on the Ga,Sey/GaAs interface is
lower than that of a naturally oxidized surface [1, 15,
16]. However, the stability of the effect achieved was
not studied. Becauseiit is known from the literature that
CW laser illumination of a GaAs surface stimulates the
processes of desorption, reoxidation, and defect gener-
ation [3-8], it can be suggested that PES would be an
efficient tool to probe the stability of surface passiva-
tion.

All measurements were carried out in air at room
temperature on the setup described in [14] by the fol-
lowing technique. Modulated laser light (He-Ne laser,
A =632.8 nm) isfocused ona0.1 x 0.1 mm area on the
sample surface, and the GaA s E, photoreflectance spec-
trum is measured (the pseudoamorphous Ga,Se; layer
is transparent at A = 632.8 nm). Because high laser-
excitation densities are capable of initiating photostim-
ulated reactions at the GaAs surface, the photoreflec-
tance spectra were obtained at those laser excitation
densities at which no noticeable change in the inte-
grated luminescence signal occurred during the mea-
surement time. After the measurement of the photore-
flectance spectrum, the laser power density is
increased, modulation of the laser light is removed, and
the dependence of the photoluminescence signal inten-
sity on time, IPX(t), is measured. After a certain time,
determined in each particular case by the actual pattern
of the observed integrated luminescence-signal evolu-
tion, the PL measurement is terminated, the laser exci-
tation density is reduced, and the photoreflectance
spectrum is measured again at the low laser-excitation

2000
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Fig. 2. Results of a correlated photoreflectance/photolumi-
nescence study performed at a laser excitation density L =

2500 (top) and 250 W/cm? (bottom). The electric fields F,
108 V/m: (1) 3.01, (2) 2.90, (3-5) 2.89; (1) 3.12, (2) 3.04,
(3) 2.99, (4) 2.97, and (5'-7") 2.95.

density. Having obtained the photoreflectance spec-
trum, the laser power density isbrought back to the pre-
ceding level, it is checked for breaks in the integrated
photoluminescence (IPL) intensity curve, and the mea-
surement of the IP-(t) dependence is resumed.

It was empirically found that the laser excitation
density L ~ 1 mW/cm? does not cause any noticeable
change in the IPL signal of the samples studied over
several hours. By contrast, for L > 100 W/cm?, the sig-
nal is observed to change already after a few seconds.
It is these values of L that were chosen for measure-
ments of the photoreflectance and IPL. The IP-(t) mea-
surement time was 1500 s. The time spent to take one
photoreflectance spectrum was 600 s.

Figure 2 illustrates a combined photoreflec-
tance/photoluminescence study typical of the samples
used. As seen from the upper curve of Fig. 2, at excita-
tion densities L ~ 2500 W/cm?, one observes only a
decay (degradation) of the signal, which exemplifies

PHYSICS OF THE SOLID STATE \Vol. 42
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the first type of photoluminescence intensity depen-
dence on time.

A tenfold decrease in the excitation density changes
the pattern of therelation in theinitial phase. Asisevi-
dent from the lower curve of Fig. 2, intheinitia phase,
one now observes growth of the signal, which is fol-
lowed, on reaching a maximum value, by a decay sim-
ilar to that observed in relations of the first type.

Further decrease in the laser power density stretches
the growing part of the curveintime, sothat only aslow
growth of the PES signal becomes evident at laser exci-
tation densities L ~ 1 W/cm?.

Mathematical modeling of the observed IPX(t) rela-
tions showed that curves of the first type are fitted well
by one decaying exponential, while those of the second
type are described by a superposition of one growing
and one decaying exponential:

t t
") =17t = )| C+ Aexpf §-Bew [, (9

where t; and t, are the rate constants of the processes
initiated by the laser excitation.

Our calculations show that the time constant t, of
the growing exponential is substantially smaller than
that of the decaying one, t;. Growth of the excitation
density brings about a decrease in both constants, with
the difference between the two increasing. For instance,
for a laser excitation density L = 100 W/cm?, the time
constants averaged over ten samples are t; = 420 s and
t, = 280 s; for L = 500 W/cm?, we havet; = 150 s and
t,=10s; and for L = 2500 W/cm?, t; = 30 s. These fig-
ures suggest that even an IP-(t) relation of the first type
hasits growing portion, but it is not seen because of the
relatively large instrument resolution time (0.4 s).

Quantitative analysis of photoreflectance spectra
obtained before the initiation of photostimulated reac-
tionsyieldsthe following averaged parameters. F = 3 x
106 V/m, ep = 0.3 eV, and Qg/e = 2 x 10" cm™. The
photoreflectance measurements made in the course of
the PES studies are shown graphically in Fig. 2. Asseen
from the upper curve, intheinitial part of this descend-
ing curve, the surface electric field decreases; however,
ashort timethereafter, saturation is obtained. Thelower
curve reveals that the decay in the electric field is asso-
ciated with the growing component. Thus, photoreflec-
tance measurements provide unambiguous supportive
evidencefor the presence of a growing component with
a short time constant in IPL time relations of the first
type as well.

The observed IPL relations can be interpreted in
terms of a model assuming photoinduced chemical
reactions near the semiconductor surface to proceed
simultaneously with the generation of “nonradiative”
defects in the near-surface region of the GaAs sub-
strate. The generation of nonradiative defects in the
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near-surface region of GaAs under laser irradiation was
reportedin[3, 8].

We believe that the surface of the samplesstudied is
nonuniform and possesses regions both of stable passi-
vation, where heteroval ent substitution has come to an
end, and of incompl ete passivation. A passivated region
can be associated with the lowest density of states,
while a region with incomplete passivation has an
enhanced Se-induced density of states, which is super-
imposed on the intrinsic semiconductor-surface states.
The existence of regions with different surface-state
densitiesis confirmed by measurements of photoreflec-
tance spectra obtained with a high surface resolution
(10 x 10 pm) in different surface areas of a passivated
substrate. These studies showed that the magnitude of
the surface electric field depends strongly on the actual
point of measurement. This effect is not observed on an
untreated substrate.

The laser-induced conversion of incomplete to sta-
ble passivation results in a decrease in the surface
recombination vel ocity, which brings about agrowthin
the luminescence intensity; by contrast, generation of
nonradiative defects in the near-surface region entails
signal degradation. That the generation of nonradiative
defects occurs not on the surface itself but rather in the
near-surface region of a semiconductor is supported by
the absence of any change in the surface electric field
within the degradation part of the relation, whereas the
conversion of incomplete to stable passivation is char-
acterized by a changing surface electric field. Thelatter
observation suggests that the states forming in the
course of the transition from incomplete to stable pas-
sivation should either be created within the band-gap
regions close to the band edges or destroy the midgap
states.

Thus, study of the stability of the selenium-passi-
vated GaAs surface has shown that combined photore-
flectance/photol uminescence measurements are an effi-
cient method for probing the electronic properties of a
semiconductor surface. Direct measurements have
established that the process responsible for the degra-
dation of the photoluminescence signal is the genera-
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tion of nonradiative defects in the near-surface region
of the semiconductor, while the growth of the photolu-
minescence signal can be accounted for by the photo-
stimulated reactions in the vicinity of the passivated
surface.
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Abstract—The method of two- and three-crystal x-ray diffractometry (TCD) is used for studying the disloca-
tion structure of thick GaN layers grown by chloride gaseous-phase epitaxy (CGE) on sapphire, as well ason
a thin GaN layer, which is grown by the metalloorganic synthesis (MOS) method. Five components of the
microdistortion tensor [g;;[land the sizes of the coherent scattering regions aong the sample surface and aong
the normal to it are obtained from the measurements of diffracted intensity in the Bragg and L aue geometries.
These quantities are used to analyze the type and geometry of the dislocation arrangement and to calculate the
density of the main types of dislocations. The density of the vertical screw dislocations, as well as of the edge
dislocations, decreases (by afactor of 1.5 to 3) during growth on athin GaN layer. The diffraction parameters
of the thick layer on the MOS-GaN substrate suggest that it has a monocrystalline structure with inclusions of
microcrystalline regions. © 2000 MAIK “ Nauka/lInterperiodica” .

The large difference between the lattice constants
and the temperature expansion coefficients of layers
and of sapphire substrates normally used for their
growth is a serious problem in the epitaxial growth of
GaN. As a result, the samples are bent and various
defects are generated, which deteriorates the optoel ec-
tronic characteristics of the layers. This problem could
be solved, for example, by using the homoepitaxial
growth of GaN, but crystals and layers of GaN are sel-
dom used as substrates. Another promising approach is
to obtain thick GaN layers grown by the chloride gas-
eous-phase epitaxy (CGE) [1-4], which can be used for
the subsequent growth of heterostructures. It was
proved recently that the application of MOS of GaN
thin layers (on sapphire) as substrates for the subse-
guent growth of GaN by CGE can noticeably improve
the quality of their structure [5].

Defects in GaN layers are studied by using various
methods including photo- and cathodoluminescence,
transmission electron microscopy (TEM), atomic force
microscopy, the Raman method, and x-ray diffractom-
etry [1-6]. According to the obtained data, layers are
characterized by ahigh defect density near theinterface
between the layer and the substrate, which decreasesin
the direction to the surface. The change in the size of
microblocksin the layerswith increasing distance from
the interface is also determined. Along with vertical
screw and edge dislocations, disocations of a mixed
type are also present, although the number of former
dislocations is much larger [4].

Among the methods listed above, x-ray diffractom-
etry is the only nondestructive method which provides
information about a large volume of the layer all at
once. As a rule, measurements of the symmetric dif-
fraction in Bragg's geometry are used for this purpose.
In the framework of the mosaic model, dispersion of
the ¢ axis of microcrystallites [henceforth called coher-
ent scattering regions (CSRs)] leads to broadening of
the rocking curve in the direction of the normal to the
diffraction vector due to mosaic spread (tilt), which is
the same for any reflex used, while the so-called size
effect depends on the diffraction angle in view of the
limitations on the CSR size. Such a behavior of the
symmetric diffraction curvesiswidely used for analyz-
ing the defect structure of nitrides. Metzger et al. [7]
indicated the limitations of such an analysis and pro-
posed that the results of measurement of asymmetric
Bragg reflections also be used. However, the measure-
ment of asymmetric reflections in Bragg's geometry is
ineffective in our opinion since the broadening of the
asymmetric reflection contains (in general) a complex
combination of contributions from microrotations and
microdeformations of the crystal planes parale and
normal to the surface, as well as from broadening due
to thelimited size of the CSRsalong and at right angles
to the sample surface. Additional simulation of therela-
tion between the different contributions to the half-
widths being measured, which is required in this case,
complicates the analysis of the defected structure. In
addition, the conventional mosaic model disregards
structural defects and the related lattice deformation in
the CSRs themselves.
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In this paper, we use a complex approach based on
the x-ray measurement of the microdistortion tensor for
GaN layers obtained by the CGE method, which allows
usto avoid the disadvantages mentioned above. Micro-
distortions due to displacement fields around structural
defects modify the shape of a reciprocal lattice (RL)
site causing its broadening and, hence, the broadening
of the corresponding diffraction curve [8, 9]. We
include in our analysis defect-induced microdistortions
of crystal planesin micrograins and show how to obtain
the microdistortion tensor and the CSR size along and
at right angles to the sample surface from diffraction
curves by using only two scanning modes [6 and (6—
20] and two (Bragg and L aue) geometries of symmetric
diffraction. We carry out a smple analysis of the rela-
tion between the microdistortion tensor being mea-
sured and the type and geometry of the arrangement of
disocations in GaN. The potentialities of the proposed
analysis are demonstrated by comparing the structural
quality of thick CGE layers of GaN grown on sapphire
and on thin GaN substrates by the MOS technique.

1. X-RAY DIFFRACTION AND CRY STAL
LATTICE MICRODISTORTION IN NITRIDES

The different influences of thetilt and the size effect
on the broadening of Brag's rocking curvesin the case
of amosaic structure of crystalsare usually analyzed by
using the method proposed by Williamson and Hall
[10]. Presuming alinear superposition of the contribu-
tions, we construct the dependences

wy(SNB/N) = F(SINB/A) )

and
0y _26(COSO/A) = f(SiNB/A), 2

where wy and wy_,g are the angular width at half the
reflection intensity peak for 6 and 6—-20 scanning and 6
and A are Bragg's angle and the wavelength of x-rays,
respectively. The slope given by Eq. (1) isused to deter-
mine the contribution of microdisorientations wy; to the
broadening. The slope of the dependence in Eq. (2)
gives the values of microstrain €. along the c axis. The
sizes of the CSR along the surface (1,) and along the
normal to it (1,) are estimated from intercepts cut by the
dependencesin Egs. (1) and (2) onthey axis.

Recently, we proposed [9] a new approach for char-
acterizing the structural perfection of strongly mis-
matched epitaxial layers, which is based on x-ray mea-
surement of the microdistortion tensor components [g;;[]
that are standard deviations of the average distortion
components. In view of theisotropy of the (0001) plane
in hexagonal GaN, the microdistortion tensor is com-
posed of just five independent components. However,
the broadening of the symmetric 8 and (6—20) reflec-
tions, each of which is related only to a single compo-
nent of [g;[Jis also determined by the dimensions of the
CSR aong the surface 1, and along the normal to it t,.
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In order to separate the contributions from the com-
ponents of the [g;[tensor and the CSR, we propose that
the measurements of the diffracted intensity in the Laue
symmetric (transmission) geometry be used along with
the Bragg reflection geometry. In this case, Bragg's
three-crystal 6 curve containsinformation one, and t,,
whilethe (6—20) curve carriesinformationon €, and 1,.
In the Laue geometry, €,, and T, are obtained from the 6
curve, while €,, and 1, are obtained from the (6-26)
curve. Thus, the application of two scanning modes in
the two symmetric diffraction geometries makesit pos-
sible to measure each component of the microdistortion
tensor without making additional assumptions con-
cerning their relation in the half-widths being mea
sured.

It was mentioned above that only thetilt and the size
effect are normally used for analyzing the structure of
strongly mismatched epitaxial layers in the mosaic
model. However, our measurements of the Laue dif-
fraction revealed a difference in the broadening of the
Bragg (B) and Laue (L) 6 curves of reflection (taking
into account the size effect), which means that the
mosaic model is not quite adequate. While analyzing
the measured half-widths, we must obvioudly take into
consideration the contribution from individual defects
in microblocks. Thisis also important to do in view of
advances in obtaining less defected (almost monocrys-
talline) nitride layers. Consequently, for 8 scanning we
can write

(@5™)? = (W) + (i)’ + (2™, (3)

wherethe term iy, ~ M(T,,SinB) isassociated with
the size effect along the diffracting planes. The contri-
bution of wq " is determined by the mosaic spread dis-
ordering of the CSR, does not depend on Bragg'sangle
8, and is the same in the measurements of the Bragg

and Laue diffraction (wq, = wy,). The contribution

Wy ~ [ (IS proportional to the shear component

of the microdistortion tensor and originates from
microdisorientation of the diffracting planes near
defectsin the CSR.

The broadening of the (6—26) curve is determined
by only two components:

B(L) 42 B(L)

2 2
(0 26)” = (Wrsmg) + (@), (4)
where wha oy ~ M (T, c0s) is associated with the size

effect along the normal to the diffracting planes, while
W) ~ [E 40 [tand isproportional to the diagonal ten-

sor component and is determined by microdeforma-
tions of the diffracting planes.

The contributions to the broadening of 6 and (6—26)
reflectionsin the Bragg, as well as Laue, geometry are
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summed up according to a quadratic law since the
reflection curves have a Gaussian shape (see [9]).

In order to characterize completely the structural
perfection of nitrides, the measurements of the broad-
ening of the 8 and (6-28) symmetric reflection are
insufficient since the rotation of the CSR in the plane of
the layers and the microtwists (twt) of local crystal
regions near defects around the normal to the surface
aso take place. Srikant et al. [11] demonstrated
recently that the correct value of the twist component
wy,: can be determined from the dependence of the half-
widths wqop for a series of symmetric Bragg's reflec-
tions of the (101l) type on the angle & formed by these
out-of -plane (OOP) planes with the basal (0001) plane
rather than from the conventionally used ¢ scanning [7,
12] or from the measurements of grazing Bragg diffrac-
tion (GBD) [13]. The haf-width measured in the case
of @ scanning contains both tilt and twist contributions,
and the GBD method, which is correct from the meth-
odological point of view, provides information only on
avery thin (~100 nm) surface layer. As the value of &
increases, the effect of tilt on wygp decreases with a
simultaneous increase in the twist component and,
hence, the measurement of wggp as afunction of & and
the extrapolation of the dependence wgpp = () to § =
90° gives the value of w,,. The value of w,,; measured
by the OOP method is connected with the microdistor-
tion tensor components:

(@) = Bl + B3 (5)

2. MICRODISTORTION TENSOR
AND DISLOCATIONS IN GaN

Apart from the dispersion of the ¢ axis of microb-
locks and the presence of small-angle boundaries
formed by horizontal edge dislocations in the layers,
which is associated with the dispersion, the main
defects in the layers are vertical screw and edge dislo-
cations (see, for example, [5-7, 9]). In our analysis of
the dislocation structure of the layers, we used the rela-
tion between the components of [g;;Cwith the geometry
and type of dislocationsin GaN. For example, avertical
screw dislocation with the Burgersvector parallel to the
normal to the surface makes contributions only to the
[d,00component, while a vertical edge dislocation with
the Burgers vector parallel to the surface makes contri-
butions both to [8,,[(L) and to (8, [{B). A similar form
of the dependence for the main types of dislocationsin
the geometry of their arrangement in GaN isillustrated
in Fig. 1. The recording geometry (B or L) determines
the mutual orientation of the normal n to the surface
and the diffraction vector H. The density p, of the ver-
tical screw dislocations can be estimated from 8,00
using the expression from [14] modified by us:

ps = [, [3/0.9212,, (6)

PHYSICS OF THE SOLID STATE \Vol. 42

RATNIKOV et al.

where b, is the Burgers vector of a screw dislocation
(0.5186 nm in GaN). The density of randomly distrib-
uted vertical edge dislocations p,. can also be deter-
mined using expression (6) in which [g,,[1sreplaced by
[8,y[and b, by b, = 0.3185 nm.

When vertical edge dislocations form small-angle
boundaries, their density is given by [14]

pee = [£,F/(2.1b,.1,), (7)

where 1, is the separation between these boundaries
along the surface.

3. EXPERIMENT

Thick (25 um) GaN layers investigated by us were
grown at 1090°C by the CGE method described earlier
[3]. The samples were grown on the (0001) sapphire
without a buffer (A206) and on a thin GaN layer
(U296). A thin (25 pm) MOS-GaN layer (ATX5),
which was used as a substrate, was also grown on the
(0001) sapphire. Its structural parameters were aso
studied in order to estimate the initial conditions for
growing the thick layer.

X-ray diffraction measurements of layers were
made on atwo-crystal, aswell asthree-crystal, diffrac-
tometer in the Bragg (CuK,) and Laue (MoK,;) geom-
etries. The three-crystal diffractometer was used for
measuring the 8 and (6—26) scanning curvesfor thefol-
lowing reflections of the GaN layers (Fig. 2): symmet-
ric 0002 and 0004 reflections in the Bragg geometry

and symmetric 1010 and 2020 reflections in the Laue
geometry (the layer at the x-ray exit).

Two-crystal curves were measured with a widely
open detector window for asymmetric reflectionsin the
Bragg geometry for the glancing angle of incidence

(1124) and reflection (112 4) of the x-ray (the normal
to the sample surface lies in the plane of scattering),

symmetric reflections of the 1011 type in the Bragg
geometry from planes forming angles from 17° to 75°,
respectively, with the (0001) surface (the normal to the
sampl e surface lies outside the scattering plane).

Perfect Ge(220) crystals with aresolution not worse
than 15" were used as the monochromator and the ana-
lyzer. The dispersion in the x-ray optical scheme was
taken into account while processing the diffraction
Curves.

4. DISCUSSION OF RESULTS

The half-widths of the diffraction curves of the sam-
ples are presented in Table 1. The correction for mac-
rotwist of the samples (~5" for the A206 sample having
the maximum curvature) was taken into account while
processing the experimental data according to [15]. For
all the samples, the following features of the measured
half-widths were observed: (i) wg = wy_4, Which indi-
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Fig. 1. Relation between the microdistortion tensor components [8;;[and the shape of reciprocal |attice sites for (a-€) various types

and geometries of the arrangement of dislocations and (f) crystal lattice rotationsin the plane of the layer: vs denotes vertical screw;
hs, horizontal screw; ve, vertical edge; and he, horizontal edge dislocations; twt stands for twist; b is the Burgers vector; H is the
diffraction vector; and n is the normal to the surface.

cates a strong anisotropy of diffraction scattering (the indicates that the broadening of the (6-20) curves is

shape of a site in the reciprocal shape); (ii) ngOZ > mainly determined by microdeformations of the com-
. . o 1124 1124 1124

@™ which indicates the presence of a size effect in  Pression-extension type; (iv) w™ <™ and W™ <

the measured half-widths; (iii) wy_ 5 ~ tan®, which @™, which means that a reciprocal lattice site is
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Fig. 2. (a) Bragg (B) and Laue (L) geometries of x-ray dif-
fraction measurementsin GaN and (b) mutual arrangement
and shape of reciprocal lattice sites of the reflections used
for GaN layers.

extended not along the diffraction vector, but along the
surface (or occupies an intermediate position between
them); and (V) wg > > wp .

If the layers are composed only of CSRs free of
defects and characterized by a certain tilt, we should

expect that P is equal to w®. Item (v) rules out

this assumption. If we consider that the size effect is

insignificant (™ 2201l 70 5 0.9) and the effect

of horizontal edge (mismatching) dislocations on wi’®

0oy In

can be neglected, we can assume that méom
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1010

2
0% and wp

this case, the difference between wq indi-
0002

cates that w, = aso contains a contribution from

defects, the displacements from which have a honzero
component along the diffraction vector. In the analysis
of broadening of x-ray reflections that will be carried
out here, we proceed from the assumption that the
broadening of 6 curves are determined, in addition to
the size effect associated with alimited size of CSR, by
two disorientation components. The first is determined
by the angular rotation of the CSR (so-called tilt corre-
sponding to the second term in formula (3)) and does
not depend on the chosen reflection and the recording
geometry. The reason behind the mosaic spread (tilt) in
the case of nitrides is the strong mismatching of the
parameters of the layer and substrate lattices and the
three-dimensional growth associated with it. The sec-
ond component is due to defects in the microblocks
themselves, which are mainly grown-in vertical screw
and edge dislocations (the third term in formula (3)).

The microdistortion tensor components obtained
from experimental half-widths by using formulas (1)—
(5) are presented in Table 2.

The layers under investigation are characterized by
thefollowing genera regularitiesin the behavior of [g;;0]
components: (i) 8> &,,0(i.e., the microdisorienta-
tions of the planes parallel to the surface are larger than
for planes perpendicul ar to the surface); (ii) [8,,3> @[]
which corresponds to a higher level of microdeforma-
tion of planes perpendicular to the surface in compari-
son with planes parallel to the surface.

Additionally, the components for thick GaN grown
on asapphire by the CGE technique differ significantly
from those for a thin GaN layer grown by the MOS
method.

4.1. Undoped MOS GaN (ATX5)
and a Thick Layer (U296) on It

Table 2 showsthat [8,,03> [8,,[Tor both samples. The
valuesof [8,[and [8,,[presented in Table 2 also include
the tilt of CSR, which is the same for both geometries
of diffraction, w; = wj . Consequently, the difference

between [g,,[and [8,,[1sdue only to the type and geom-
etry of the arrangement of defects (dislocations) in the

Table 1. Angular half-widths for GaN layers (in seconds of arc)

Bragg Laue
Sample | oy, | 1124/1124 9 6-20 0 6-20 0 6-20 ] 620
0002 0002 0004 0004 | 1010 | 1010 | 2020 | 2020
A206 | 1400 560/920 591 42 535 90 525 44 510 85
ATX5 | 862 257/590 414 26 390 67 184 42 180 75
U296 675 153/261 215 17 200 69 62 22 75 42
PHYSICS OF THE SOLID STATE Vol. 42 No. 12 2000
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microblocks themselves. According to Fig. 1, only ver-
tical screw disl ocations make a contribution to [g,,[Cand
do not affect [g,,[,) while vertical edge dislocations do
not affect any component of the tensor. In other words,
the differencein the componentsfor the two geometries
of diffraction makesit possible to calculate the density
of the vertical screw dislocations p, .. At the same time,
the differencein the absolute values of [8,,[nd [, ,[Tor
thin MOS GaN and athick layer on it can be due either
to a decrease in the density of the vertical screw dislo-
cationsin agrowing thick layer (because of their bend-
ing into the plane of the layer and the formation of dis-
location half-loops) or to a separation of the region of
the layer under investigation from a strongly defective
interface. Thus, the values of &° = [g,,[4 — [§,,[4 and not
of [8,0must be used for calculating p,s by using rela-
tion (6).

It follows from Table 1 that [8,,[0s determined only
by horizontal edge dislocations. Since the value of [g,,[]
is practically the same in the MOS-GaN substrate and
in the thick layer on it, the density of this type of dislo-
cation (or defects with analogous displacement fields)
does not change in the case of the CGE growth of GaN.

The value of [8,,[0depends on the presence of verti-
cal, as well as horizontal, edge (misfit) dislocations in
the layers, and adecreasein [8,,[10 almost half the ini-
tial value upon atransition to the thick layer indicates a
decrease in the density of such dislocations. Since mis-
fit dislocations are located predominantly at the inter-
face, the decrease in [g,,[1can be due to the loss of their
influence on the diffraction curve for the thick sample.
However, thefact that XyDatlso decreases by one-fourth
indicates a simultaneous decrease in the density p,, of
the vertical edge dislocations (annihilation of disloca-
tions and their bending to the basal plane). The values
of p,. caculated by formula (6) using (g, ,[lare pre-
sented in Table 2. The same table contains the value of

the density p. of vertical edge dislocations (forming

small-angle boundaries), which can be obtained from
[8,y0Jand the values of the lateral size T, of the CSR

given by Eg. (7). The value of pi,"f is three orders of

magnitude lower than p, .. The values of p,, obtained by
us from [g,,[land [8,,[](in analogy with [16]) indicate
the preferred location of vertical edge dislocations in
the grains themselves rather than on the grain bound-
aries.

The difference between the values of p,, obtained
from our measurements and by the TEM method [5] is

worth noting. Since p,. ~ wéop , the possible presence
of stacking faultsin thelayers may |ead to an additional
broadening of wggp that is not associated with the pres-
ence of didocations and, hence, to an exaggerated esti-
mate of p,.. However, this correction cannot eliminate
the difference between our data and the TEM data. The
latter data should be estimated critically from the view-
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Table 2. Microdistortion tensor components [g;;L] size T; of
CSR, and didlocation densities p in GaN layers

Components A206 ATX5 U296
8,010 229 2.36 259
8,010 12.50 9.24 471
[B,,107 757 6.74 3.75
8,107 12.20 4.32 1.90
8,10 67.40 41.25 3252
Ty (LM) 0.68 1.00 161
T, (LmM) 0.40 1.29 >1
Pys 108 cm2 0.30 2.70 0.75
Pyer 101° cm™? 4.87 1.83 113
s, 107cm2| 101 0.25 0.10

point of the improvement in the statistics of processed
images, aswell as of the completeness of elucidation of
all dislocations.

Summarizing the results obtained for these two
samples, we note a decrease in the density of disloca-
tionsin CGE GaN by afactor of 1.5-3 as compared to
the MOS-GaN substrate along with a simultaneous
increase in the size of the CSRs. The extremely low
value of the half-width of the 8-TCD reflection curvein
the Laue geometry (62"), which was not observed ear-
lier for nitrides, allows us to assume that the thick CGE
layer of GaN is monocrystalline with inclusions of an
insignificant amount of microcrystalline regions.

4.2. The Thick CGE Layer of GaN (A206) on Sapphire

For this layer, the value of [@,0is close to &[]
which complicates an analysis of the dislocation struc-
ture since the contributions cannot be separated by the
method used earlier because of thetilt and dislocations.

The fact that the half-widths of all (except 1124)
0 curves of diffraction are close indicates that the tilt
contribution is mainly responsible for the broadening
of the diffraction curve in this case. If we assume, as
before, that wy, O wg °, the calculation gives p,s =
0.25 x 108 cm™, which is smaller than for athin MOS-
GaN layer and the CGE GaN onit. At the sametime, al
angular half-widths are larger in the case when the
thick layer grows on sapphire without a buffer. This

means that the tilt contribution to wi”™® and the influ-

ence of defects on this half-width are overestimated. A
more detailed analysis of this layer requires the con-
struction of amap illustrating the distribution of the dif-
fracted intensity in the reciprocal space and a detailed
analysis of the dislocation structure on the basis of this
map, similar to that carried out in [17].
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The densities of vertical randomly distributed edge
dislocations calculated from [g, [Jin accordance with
Egs. (6) and (7) for the model of dislocations forming
small-angle boundaries are given in Table 2. Their
valuein thislayer isfour times higher (for random dis-
locations) than that for a thick CGE layer on a MOS-
GaN substrate and an order of magnitude higher for the
model of the formation of small-angle boundaries from
vertical edge dislocations.

Thus, we have carried out a complex x-ray diffrac-
tion analysis of the dislocation structure of thick CGE
layers of GaN on sapphire, as well as on athin MOS-
GaN layer used as a substrate.

We used the approach proposed by us earlier and
associated with the x-ray diffraction measurement of
the microdistortion tensor and analysis of the defective
structure of epitaxial layers, which is carried out on its
basis. Use was made of optima x-ray layouts for
detecting the diffracted intensity and the relation
between its angular distribution and the type and posi-
tion of defectsin the layers.

The disadvantages of the mosaic model applied for
analyzing the dislocation structure of nitrides are dem-
onstrated. It is proposed that apart from the contribu-
tions associated with the tilt and size effect, the compo-
nent associated with defects in the CSR (micrograins)
can be singled out and investigated in an analysis of x-
ray reflection broadening.

The asymmetric shape of the reciprocal-lattice site
is typical of al samples. The shape varies from that
extended along the normal to the diffraction vector for
the A206 sample (due to the predominance of the tilt
effect) to that extended along the sample surface (due
to anisotropy in the size of the CSRs, aswell asin the
deformation fields of defectsin them).

The defect structure of all the layers under investi-
gation is characterized by the presence of alarge num-
ber of vertical screw and edge dislocations in it (the
number of the latter dislocations is two orders of mag-
nitude larger). It was found that the density of vertical
screw dislocationsin athick CGE-GaN layer issmaller
than in a MOS-GaN substrate used for its growth by a
factor of 2.5. The density of vertical edge dislocations
in the thick layer on aGaN substrate is one-fourth of its
value in athick layer grown directly on sapphire. The
extremely low value of the half-width of the 8 TCD
reflection curve in the Laue geometry (62") alows us
to treat the thick layer as monocrystalline with inclu-
sions of an insignificant number of microcrystaline
regions.
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Abstract—The lattice heat conductivity Ky, of PrTe; 45 and LaTe, 45 has been measured within the 2- to 100-K
interval. The quantity —AK,«(T), the decrease in the heat conductivity caused by resonant phonon scattering due
to crystal-field-split paramagnetic levels of Pr, was derived from experimental data using the relation
—DKe(T) = Kph(PrTe, ) (T) = Kpnew aTe ) (T). The energy of thefirst split paramagnetic level of Pr, A; was cal-
culated from the Ak, (T) relation for T < T, It wasfound that A; depends on the nature of the nearest neighbor
environment of Pr ionsin the lattice. The temperature dependence AK,(T) has been determined to be Ak, (T)
(OKyes ~ T799) for T> T, © 2000 MAIK “ Nauka/Interperiodica” .

INTRODUCTION

A large number of publications deal with phonon
scattering due to crystal-field-split paramagnetic levels
of rare-earth (RE) ionsin solids (see, e.g., monographs
and reviews [1-5]).

The cases were considered where the RE ions were
impurities [4, 6, 7] (low RE concentration) or main
components of a compound (large RE concentration).
Situations were discussed where the RE ions were dis-
tributed over the lattice in an ordered or disordered
manner [4, 5, 8-10] or entered glass compositions [5,
11]. The latter cases related to heavily defective mate-
rials.

We were prompted to reconsider the effect of
phonon scattering due to RE paramagnetic levels by the
unusua behavior of the lattice heat conductivity (k)
of YbInCu, and YbAgCu,! We suggested that the
behavior of K, in these compounds could be related to
the above-mentioned effect. YbInCu, and YbAgCu,
belong to moderately defective materias, on which
phonon scattering due to crystal-field-split paramag-
netic levels of RE ions was not investigated within a
broad temperature range.

The model compound PrTe, 4 can also be classed
among the moderately defective materials.

In this work, we have attempted to study the effect
of phonon scattering from RE ionson K, in moderately

L The results of heat conductivity measurements on YbinCu, and
YbAgCu, and their theoretical interpretation are being prepared
for publication.

defective materials and to see whether some new spe-
cific features would appear in the effect.

Prior to considering our experimental data on the
heat conductivity of PrTe, 45, let usrecall the essence of
the effect of phonon scattering from RE ions and char-
acterize the subject of the study.

Theinner 4f shells of paramagnetic RE ionsare only
partialy filled. Their orbital (L), spin (S), and total (J)
angular momenta are nonzero. A free RE ion with an
angular momentum Jisin astatewhichis(2J + 1)-fold
degenerate with respect to the J direction. The electric
field of the crystal lattice lifts the degeneracy, so that a
system of levels appears in place of one. Lattice vibra-
tions can cause transitions of an ion from one level to
another and vary the orientation of J in the process.
This results in phonon absorption and, as a conse-
quence, in a decrease in Ky, The 4f shells lie deep
within an atom, and, therefore, the lattice crystal field
splits their levels by a small amount (~100 K or less).
The effect of adecreasein K, due to phonon scattering
from paramagnetic RE ions can be visualized by means
of the diagrams presented in Figs. 1a and 1b. Consider
a two-level system (Fig. 1a) and the thermal-phonon
energy distribution function (Planck’s function,
Fig. 1b). A scattering event occurs with the absorption
of aphonon of energy Aw = A (Fig. 1a). In this process,
phonons with energies within a narrow interval
(hatched in Fig. 1b) do not take part in heat transport,
which reduces K, by an amount labeled here by AK e
Theoretical calculations [4, 12] of the temperature
dependence of Ak, are presented in graphical formin
Fig. 1c. The temperature of the maximum of Ak, is

1063-7834/00/4212-2211$20.00 © 2000 MAIK “Nauka/ Interperiodica’
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(a)

N
(€) ®)

AK

res

Fig. 1. (a) Energy level diagram of a two-level system,
where 9§ is the temperature-induced level broadening (& ~

JT [3, 4, 11]) and A is the splitting energy; (b) thermal-
phonon energy distribution function; and (c) schematic rep-
resentation of the temperature dependence of Ak [3, 4,

11]. Seetext for explanation of the Ak, temperature depen-
dences. © isthe Debye temperature.

denoted by T, For T < T,, We have Ak, ~ €%, The
dominant contribution to Ak, is due, as arule, to the
first split-off level A, so that, when treating our exper-
imental data, we can accept A = A,.
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For T>T,and T> O (O isthe Debye temperature),
the pattern of the temperature dependence of AK, IS
determined by the concentration of the paramagnetic
ions and by their ordered or disordered arrangement in
the lattice. As long as the concentration of paramag-
netic ions is low (i.e., they can be considered as an
impurity), we have

DKo~ T2 Q)

For high concentrations of paramagnetic ions, where
they are the main components of a compound and are
positioned in an ordered or disordered manner on the
lattice (in the latter case, the phonon—phonon scattering
is assumed to be weaker than the phonon—impurity
one), one can write

DKo ~ TS5, 2

For large concentrations and disordered arrangements
of paramagnetic ions and under the assumption that the
phonon—phonon  scattering is stronger than the
phonon—impurity scattering, we have

DKo~ T7L (3)

Temperature dependences of the type in Egs. (1)—3)
were observed experimentally for a number of materi-
aswith RE ions[3-5].2

We chose PrTe, 45 to study resonant phonon scatter-
ing due to crystal-field-split paramagnetic levels of RE
ions in moderately defective materials. The composi-
tion corresponding to the formula PrTe, 45 isan “inner”
member of the Pr;_,V, Te, system, where V, are cation
vacancies. All compositions of the system have a cubic
lattice of the type y-ThgP,. The extreme compounds of
the above system are PrgTe, (PrTe ss) and PryTe;
(PrTe,5). PrTe, 333 and PrTe, 5 differ from one another
only in the concentrations of the vacancies (y varies
within therange 0 < y < 0.333) and carriers[n = ny(1 —
3y), where ny is the carrier concentration in PrTe; s34
[13, 14]. Passing from PrTe; 533 to PrTe, 45, the vacancy
concentration increases from 0 to ~10 cm™ and n
decreases from ~10% c2 to 0.3

Thus, the PrTe, 44 composition chosen by us has a
sufficiently high Pr vacancy concentration and a low
carrier concentration.

The purpose of thiswork was to isolate and analyze
AK, fOr PrTe; 4. To isolate Ak, We made use of an
experimental method presented in [3]. By this method,
—A\K,« Was determined as the difference between the
heat conductivities K, of crystals containing paramag-
netic RE ions and of those which had the same RE con-
centration but zero L or J angular momenta. We took

2|t should be pointed out that relations of the type Ak~ T were
experimentally observed to persist for T > T, to temperatures
substantially lower than ©.

3 A similar behavior is observed in the LnyXs-LnsX, systems with
a lattice of the y-ThaP, type, where Ln is a RE element and X
stands for S, Se, and Te.
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LaTe, 45 as the reference materia (for La**, we have
J=0); in such amaterial, phonons do not scatter from
paramagnetic ions. If we make the reasonable assump-
tion that the phonon—-phonon and phonon—impurity
scattering in PrTe, 4,5 and LaTe, 45 are close in strength,
the quantity Ak, for PrTe; 45 can be derived as

—NK = DKo = Kph(PrTel_%) — Kph(LaTelAG). (@]

EXPERIMENTAL

The LaTe, 4,5 and PrTe; 4, compounds were prepared
from elemental substances by the technique described
in [15]. Polycrystalline samples were obtained by RF
melting in sealed molybdenum crucibles. After melt-
ing, the ingots were annealed at a temperature of
~1200°C. The homogeneity of the samples was
checked by thermopower measurements, and the phase
composition was judged by x-ray diffraction. All sam-
ples had a distinct ThyP,-type lattice. The composition
of the samples was determined by two-component
chemical analysis[16].

The heat conductivity of LaTe, ,, and PrTe, 4,5 was
measured in the 2- to 100-K range by the absolute
method of steady-state linear heat flux.

RESULTS AND DISCUSSION

Measurements are presented in Fig. 2. Because the
electronic heat conductivity component was small, it
can be accepted that the measured K is equal to K, for
both samples. For LaTe, 4, in which phonons do not
scatter from paramagnetic ions, we have K, ~ T at
low temperatures and K, ~ T4 in the high-tempera-
ture domain. Interestingly, a similar behavior of Ky, is
also observedin LulnCu, and LUAgCu, [17, 18], which
can likewise be placed in the class of moderately defec-
tive materials and in which, as in LaTe, 44, there is no
phonon scattering from paramagnetic ions.

Figure 3 presents the quantity Ak calculated from
Eqg. (4), which may be considered equal to Ak, The
bell-shaped Ak, (T) dependence obtained by us exper-
imentally is similar to the relation predicted theoreti-
caly in [3-5] (see Fig. 1c).

Wefirst consider the region of temperatures T < T,
Asisevident from Fig. 3, this region exhibits two reso-
nant temperatures, T, and T,. At T,, there is a clearly
pronounced maximum, while at T;, only aweak shoul-
der is seen.

Figure 4 compares our earlier data on Ak(T) =
AK,(T) for PrTe, 46 (Fig. 3) and the Schottky compo-
nent of heat capacity, Cg,(T) [13], obtained for the
PrTe, ,; composition. The T, maximum in AK(T)
coincides with the first maximum in Cgy(T). The
Cs(T) curve does not exhibit any anomalies corre-
sponding to the maximum at T,.
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Fig. 2. Temperature dependence of the experimentally mea-
sured heat conductivity of PrTe; 4 and LaTey 46 K = Kppy

and —AK = Kpy(PrTe 46) —Kpn(LaTey 4¢)-
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Fig. 3. Temperature dependence of Ak for PrTe; 450 AK =
DKyes:
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Fig. 4. Temperature dependences of Cgy, for PrTe; 47 [13]
and of AK = AK,eg fOr PrTey 46 (this experiment).

ALK

40
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a b c d

PI‘TCI'333 PrTel_47 PrTel_5 PI'T€1'46

Fig. 5. Energies of thefirst split-off level A; of the Prionin
the crystal field of the PrTe, lattice derived for different x:
(a) 1.333, (b) 1.47, (c) 1.5, and (d) 1.46. Thefigures(a, b, )
were derived from experimental datafor Cgy, [13, 17], and
(d) are the results of this experiment. The dashed linein (d)
identifies the values of A, obtained in [13, 17] for PrTe; 333.

Let us turn back to the analysis of AK,(T). As

already pointed out, for T< T, wehave Ak~ € < .

We succeeded in estimating the values of A, for regions
1 and 2 (Fig. 3) from the log(Ak) = f(1000/T) relation;
they were found to be 24 and 36 K, respectively.

The crystal-field-split Pr levelsin PrTe; 333, PrTe, 47,
and PrTe, ; were derived from an analysis of the Schot-
tky component of the heat capacity Cyy, [13, 19]. The
energies for the first split level A, (obtained by a theo-
retical treatment of experimental Cg,, curves) were
found to be 27.5, 35.1, and 36.2 K, respectively. These
results are presented in Fig. 5 together with data
obtained for PrTe, 4. Note an interesting feature. The
values of A, obtained by usfor PrTe, 4 within region 2
are close to those obtained in [13] for PrTe, s and
PrTe, 47, while in region 1 they are close to the corre-
sponding figures for PrTe, 335. We are going to suggest
at least a qualitative interpretation of the above results.

All Prionsin the PrTe, 545 lattice (denoted by Prl)
have the same environment, which entails the same
splitting (A} ) of their paramagnetic levels (schemeAin
Fig. 6a). As dready pointed out, we shall be interested
only in the position of the first split-off level. For
PrTe 533, A; = 27.5 K [13]. As one passes from
PrTe, 535 to PrTe, 5, cation vacancies are created in the
lattice, so that the Pr ions may now have different envi-

ronments. Part of the Pr ions, more specifically, Prl,
have the same environment as in PrTe, 333, and, hence,

for theseions, A} ~27.5K (schemeAinFig. 6b), while

others (denoted by Pr2) are surrounded by Pr vacancies
Vp inadditionto Prlions. Inthiscase, the Pr2 ionswill

be characterized by another energy, A; (Fig. 6b,
scheme B). A fairly large number of praseodymium
ionsin PrTe, 5, the marginal and most heavily defective
compound in the Pr;_,\, Te, system, can be placed in
the Pr2 category. According to [13], for theseions, A; =

A; = 36.2 K. PrTe, 4 is an intermediate case (it lies

between PrTe, 533 and PrTe; ). It may be conjectured
that it contains small regions (“islands’) with a Pr envi-
ronment similar to that in PrTe ;3; (Figs. 6a, 6b,
scheme A) and larger regions where Pr has an environ-
ment similar to that in PrTe, 5 (schemeBin Fig. 6). Fig-
ure 6¢ suggests a possible division of PrTe, 4 into
regions A and B. Thus, the above reasoning provides a
gualitative explanation of the fact that PrTe, 45 has two
levels with energies of ~24 and 36 K. It remains
unclear, however, why this effect was not observed in
Caun [13].

Consider now the T > T, interval in the AK,«(T)
curve of Fig. 3. Theory suggests that AK,.(T) can have
different temperature dependences in this temperature
region [3-5, 12]. In defective samples (at high RE con-
centrations, the case where these ions are dominant

PHYSICS OF THE SOLID STATE Vol. 42 No. 12 2000
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Fig. 6. Schematicillustrating the effect of PrTe; 4¢ crystal-latti ce defectiveness on Ak .. Seetext for explanation of the datain (a—).
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Fig. 7. Temperature dependences of AK = AK for PrTe,.

Thedatafor x=1.333 and 1.5 wastaken from[3, 4, 11] and
for x = 1.46, from this experiment.
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components of a compound), Ak, scales with temper-
ature as either T%5 or T, depending on the actual
defect arrangement in the lattice [3-5, 12] (see Intro-
duction). Based on the data presented in Fig. 3 for
PrTe, 4., We obtained a relation Ak, ~ T™2°, which is
plotted in Fig. 7 together with the published data for
PrTe; 533 and PrTe 5 [3, 4]. As seen from the figure,
K, hasadifferent magnitude for defective and defect-
free samples.

As aresult of the presence in defective samples of
Prl and Pr2 ions having different environments in the
lattice and, hence, different splittings of the praseody-
mium paramagnetic levels, the A} and A; levels
(which form bands because of thermal broadening) can
merge to produce broad continuous resonant bands
(Fig. 6b), which may extend over a sizable part of the
phonon spectrum. As a consequence, AK, o of PrTe; 553
can be substantially smaller than its value observed in
defective compositions [4, 12] (Fig. 7).

In closing, we present the T, dependence on A; in
graphical form for a number of materials studied by us
earlier [3-5] and for PrTe, , measured in this work
(Fig. 8). The results obtained on all materiasfall close
to acommon straight line.
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60 Y, gErg,AlO), PrTe 46 "
40} \ /
.—Y2A8Dy0.2A15012
201
./Pr253 (Ga203)2
1 L I
. m 20 120 ALK

Fig. 8. TesVs. Aq plot for anumber of studied materials. The
data for Y2_8Er0_2AI5012, Y2_8Dy0'2A|5012, and PrS taken
from [4, 5]; for the ProS3(GayO3), glass, from [5]; and for
PrTe; 46, from this experiment.

CONCLUSIONS

Thus, our experimental study can be summed up as
follows:

1. We have measured K, for PrTe, 45 and LaTe, 4.
We determined Ak, (T), the decrease in the heat con-
ductivity caused by resonant scattering of phonons due
to crystal-field-split paramagnetic levels of Pr.

2. Ananalysisof the Ak, (T) relation hasyielded the
following:

(a) Thevalue of A, for thefirst crystal-field-split-off
Pr paramagnetic level for T < T, It was found that A;
in a moderately defective material has a specific fea-
ture. This quantity depends on the nature of the nearest
Pr environment. It is assumed that a sample contains
islands, where the nearest neighbors of Pr aresimilar Pr
ions, within the main bulk of material in which Pr
vacancies may occupy the place of the nearest Pr neigh-
bors.

(b) The temperature dependence Ak, (T) for the T >
Tes FEQION (AK s ~ T29).
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Abstract—The threshold parameters of defects (the mass defect and the relative change in the force constants)
are determined at which local vibrations start to occur in an fcc crystal with substitutional impurities. The char-
acteristics of local vibrations are investigated, and the influence of the defect parameters on the frequency of
local vibrations and their decay rate with distance from the impurity atom is analyzed. The frequencies and the
intensities of local vibrations are cal culated for the nearest neighboring atoms of an impurity, which, combined
with the impurity atom, form a defect cluster. © 2000 MAIK “ Nauka/Interperiodica” .

INTRODUCTION

One of the principa trends in modern solid-state
physicsis the study of the properties of so-called zero-
dimensional systems, which are virtually isolated
atoms or small atomic clusters. Such systems show a
surprising behavior; for example, an exotic phenome-
non, which is referred to as a “quenching mirage” [1],
was observed in asystem consisting of anisolated mag-
netic atom and a nonmagnetic metallic matrix. The
characteristics of individual atoms are investigated
experimentally, for example, with the help of a scan-
ning tunneling microscope [2] or by microcontact
microscopy [3], which opens the way to the controlled
synthesis of systems with desired acoustic, optical,
mechanical, and other properties (see, e.g., [4]).

For thisreason, an investigation of vibrational char-
acteristics of individual, both guest and host, atomsina
crystal latticeis also atopical and urgent problem. The
groundwork laid by Lifshitz and the papers of those
who adhere to his theories for study into the atomic
dynamics of imperfect crystals and disordered systems
[5-7] have enabled relevant predictions to be made; in
particular, the local vibrational modes with frequencies
lying either beyond [8] or within [9] aband of the con-
tinuous vibration spectrum of a perfect crystal can exist
near a defect. In the physical mechanics of crystal lat-
tices, however, an individual atom is considered as a
point oscillator, which is a source of spherical waves.
To treat its oscillations in terms of the traditional clas-
sification based on an expansion in plane waves is a
highly complicated problem. In the case of perfect
crystal structures with a simple lattice, the difficulties
can be obviated by cal culating the characteristics of the
crystal as awhole. However, for a lattice with a multi-
atomic unit cell or for a crystal with defects, the prob-

lem has to be solved by atomic-dynamics methods,
which leads, within the traditional classification of
vibrations, to highly cumbersome expressions, which
are very difficult to analyze even in the case of rela-
tively simple systems (see, e.g., [10-14]). Clearly, such
is not the case for one-dimensional systems, in which
the “plane” and “spherical” waves are the same.

For this reason, no consistent theoretical description
has yet been given of many interesting phenomena
closely related to the wavefront curvature of elastic
waves in the vicinity of a defect. In particular, the con-
ditionsfor the formation of local vibrational modes that
can be split off from the upper boundary of the contin-
uous vibration spectrum in the presence of light or
strongly bound impurity atoms in the lattice have not
been analyzed and the characteristics of these modes
have not been determined.

Determining the maximum number of such vibra-
tional modes existing in a specific | attice-plus-impurity
system and calculating the threshold values of the
defect parameters (the mass of the impurity atom and
the force constants characterizing its interaction with
the nearest neighboring atoms) and the fundamental
characteristics (the frequency and the dependence of
the vibration amplitude on the distance from the impu-
rity) for each of these modes make up an important and
pressing problem in atomic dynamics. Its solution pro-
vides a way to experimentaly determine the force
interaction of an impurity atom with the host | attice and
is also of technological interest, for example, in devel-
oping systems with given resonance properties.

In this paper, we solve this problem for the case of a
substitutional impurity in an fcc lattice in which the
forces acting between nearest neighboring atoms are
central. This model is fairly simple and characterized

1063-7834/00/4212-2217$20.00 © 2000 MAIK “Nauka/ Interperiodica’
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by a small number of parameters. At the same time, it
isfairly realistic and closely approximates some actual
structures. Therefore, this model would be expected to
describe qualitatively and, in some instances, quantita-
tively the behavior of specific systems. The effect of
static stresses and weak dilatation in the vicinity of the
defect on the results obtained is discussed in the last
section.

1. FORMULATION OF THE PROBLEM

Asin the theory of lattice dynamics, we represent a
crystal lattice asaperiodic array of point particlesinter-
acting with each other. Their interaction is described by
apotential ¢, ., wherer and r' are the position vectors
of the interacting atoms. For most crystals, this poten-
tial cannot be assumed to be pairwise, ¢, . # ¢(r —r’),
because it depends on the positions of other atoms.
However, for many close-packed crystal lattices, espe-
cialy for fcc crystals of inert gases (see, e.g., [15]) and
some metals (see, e.g., [12]), the pairwise isotropic
potential approximation isreasonable, ¢, .= ¢(|r —r').

Harmonic vibrations of a crystal lattice are
described by the Hamiltonian

PR .
z B3 Y SRRURUR), O
R#ZR'

where R and u(R) are the position vector of an atomin
equilibrium (lattice site) and the atomic displacement
vector from this equilibrium position, respectively [r =
R +u(R)]; p (R) and m(R) are the momentum operator
and the mass of an atom at the site R, respectively; and
® (R, R') is the force-constant matrix, whose elements
ae O (R, R) = 02U/0u(R)OU(R")| =0 With U =

% S . being the potential energy of the lattice
R#ZR'
In the case wherethe interatomic interaction is char-
acterized by an isotropic pairwise potential, we have
(see, eq., [16, 17])

: (Xi = X)) (X=X
OuRIR) = (B =D)AL
2
Al
+ BRR'Bik} + Ogpe z |:GRR—A_2 + BRR—A6iki|1
AZ0 A
whereA=R —R', A =|A|, and
_10¢
B BRR A= A aZR7
0’drr
Orr =0RrRr-a = ¢R2R_BRR—A!

brr = ¢RR—A(A)E¢r,r'|u:0
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It is obvious that if an atom interacts not only with its
nearest neighbors but also with other atoms of the lat-
tice, then the parameter (3, characterizing the internal
stresses in the lattice, will be nonzero. In the case of an
infinite crystal, the presence of such stressesis consis-
tent with the equilibrium condition dU/du,(R) = O.
However, the formation of afree surface, avacancy, or
some other defect in the crystal will have to be accom-
panied by a relaxation of the force constants near this
defect. If only nearest neighboring atoms interact with
each other, it is reasonable to assume that the lattice is
unstressed; that is, the equilibrium interatomic dis-
tances are determined by the pairwise potential, which
remains a central force potentia. Thus, in Eq. (2), we
have

100gR_a

Brr = A 9A =0,
9 A,
s Dy @

Here, the impurity atom is assumed to be at the origin
of the coordinates, A,/8 isthe force constant of the per-
fect lattice (A, is the sguare of the maximum frequency
of the continuous vibration spectrum), and oy =
(A/8)(1 + n). The atomic masses at lattice sites are

m(R) = m(1 + €dgo), (4)

where m is the mass of an atom in the perfect crystal.
This description is referred to as two-parametric,
because the impurity atom differsfrom the host atomin
mass and single force constant (parameters € and n).

This model adequately describes, for example, per-
fect crystalsof inert gasesAr, Kr, and Xe[15, 18]. If the
impurity is not isotopic, the condition B = O corre-
sponds to the case where the equilibrium interatomic
distances for the host—host and impurity—host interac-
tion potentials are equal, which is a very restrictive
assumption. However, the unstressed-lattice model
with nearest neighbor interaction, in which the force
constant characterizing the interaction of the impurity
withits nearest neighborsis considered as an adjustable
parameter, is proven adequate in many cases [18, 19].

Harmonic vibrations of the crystal |attice are conve-
niently described by introducing an operator & defined
by the expression

Di(r, 1)
~m(rym(r)

Let 5@0 (r, r") be the operator corresponding to the per-

fect latticeand &L (r,r',e,n) = Lo (r, r) + A(r,r', &, n)
be the operator characterizing the lattice with a two-
parametric  substitutional  impurity.  Combining
Egs. (3)—(5), we find that the perturbation operator rep-

Lolr,r) = 5)
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resenting the effect of theimpurity on the phonon spec-
trum of the unstressed fcc lattice has the form

' —&+ A
At e n) = 8,8, g 1 T
(6)
A 0l+n il
+ Em(ar,r'—A + 6r—A,r')|:| 1+s - 1DF

In the model under discussion, the operator repre-
senting the perturbation of the phonon spectrum caused
by the impurity can be written as a sum of independent
degenerate perturbation operators whose rank is not
higher than two [5, 18]. The perturbed spectrum and the
additive thermodynamic characteristics of such a sys-
tem have already been calculated very accurately, the
accuracy being limited only by the accuracy of deter-
mining the spectrum of the unperturbed system [18,
20]. These caculations were performed in the frame-
work of Lifshitz' theory of regular degenerate perturba-
tion operators by using the Jacobian matrix ($-matrix)
method developed by Peresada [20, 21]. The lattice
periodicity, broken down by the defect, is not involved
explicitly in this method; therefore, it is applicable to
both perfect structures and structures with defects.
Moreover, the operators ($ matrices), interms of which
vibrations of a system are described in this method,
have a nondegenerate spectrum, which alows one to
avoid many computational difficulties.

The $-matrix method is described in detail in [20—
22] (see also [23, 24]). However, there is no detailed
description of its current application to phonon sys-
tems. For this reason, Appendix 1 presents the funda-
mentals of this method, which is necessary in under-
standing the nomenclature used in this paper.

2. LOCAL VIBRATIONAL MODES
OF AN UNSTRESSED FCC CRY STAL
WITH A SUBSTITUTIONAL IMPURITY

In the system under discussion, the operator given
by Eq. (6) is degenerate not only in the site representa-
tion, but also in the displacement space H, in which the
vectors h 0 H are linear combinations of quantities
Ir Ju, i.e., the displacements u, of an atom at site sfrom
itsequilibrium position r . The five eigenvectors of this
operator that correspond to nonzero eigenvalues (see,
e.g., [18, 19]) belong to five different irreducible repre-
sentations, respectively, of the point symmetry group
Oy T°, Ty, To, T4, and T°(in the notation of [25]).
These wavevectors are presented in Appendix 2 and
depicted in Fig. 1.

Using these eigenvectors, which are displacements
of the atoms of the “defect cluster” comprising the

impurity and its nearest host neighbors, one can
(see Appendix 1) separate five subspaces of space H,

which are invariant under both operators 5@0 (r,r") and
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A(r,r', g, n) (cyclic subspaces). The perturbation
introduced into the lattice vibration spectrum by the
two-parametric substitutional impurity involves only
these mutually orthogonal subspaces. In each of these

subspaces H" (I H, the operators 5@0, A, and SAB induce

operators 5", A™, and ", respectively, which
have a simple spectrum and which are represented [in
terms of the basis set obtained by the orthonormaliza-
tion defined by Eq. (A1.1)] by tridiagonal J matrices.
The impurity atom itself is displaced only in the

H™ subspace, and its perturbation of the phonon

spectrum depends on the mass defect €. The operator

5
A(T') is a degenerate operator of the second rank and is

represented by the matrix

A 4—1€:€ﬂ ZEIH] -1

) l+¢

N =g !
o0L+n 40

n
Ofze U

In the other four cyclic subspaces, theimpurity isat rest
at the origin of the coordinates. The operators induced
in these four subspaces by the operator defined in
Eqg. (6) do not depend on the mass defect € and are per-
turbation operators of the first rank:

() 3 ()

4 A
Nik” = Nk = Nig ) = o

=Nk =n 3 Oiodko-  (8)

Because the spectra of the operators if(h) are simple
and the zeros of the polynomials ?,(A\) and 2, 1(A) in
Eqg. (A1.3) alternate with one another (see, e.g., [26]),
only one local mode can occur in each of thefive cyclic
subspaces. Therefore, the two-parametric impurity can
giverise to at most five local vibrational modes in the
nonstressed fcc lattice. Let us determine the threshold
values of the defect parameters € and n for the occur-
rence of the local modes. Asin the case of exactly sol-
uble models (see, e.g., [27-30]), we can calculate the
corresponding Green's functions from Egs. (Al.2-
Al7), using the $-matrix elements of the operators

AL EBE)h) + A" and find the poles of these func-
tions, which determine the frequencies of the local
modes and, hence, the conditions for their occurrence.
(Note that, formally, the degeneracy of the perturbation
operator is not essential in this method.) However, in
the case under study, the analytic approximation to
these functions is not an exact solution (thisis always
the case for systems in dimensions higher than unity
because of the presence of van Hove singularitiesin the
phonon density of states). For this reason, the method
involving the degeneracy of the perturbation operators

A" ismore appropriate.
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Fig. 1. Eigenvectors of the operator A in the displacement space.

If the spectrum of the operator corresponding to the
perfect lattice has no discrete frequencies, the change
produced by the degenerate perturbation operator in an
additive vibrational characteristic % can be written in
the form [31]

AF = Tr{F(Lo+A) = F(Lo)}

9
ZEI TRE 0+ [FO) -0 5 0 ©
h o

where F(A) is afunction of the frequency, the form of
which depends on the characteristic being calculated

PHYSICS OF THE SOLID STATE \Vol. 42

and, asarule, isknown with certainty [if %(\) =1, then
% is the number of independent vibrational modes in
the continuous spectrum], and EM()) is a spectral-shift
function in the cyclic subspace HM. This function is
continuous in the interval [0, A,], and its derivative
dEM)/dA = A(L/T)IMSpY™ characterizes the change
produced by the degenerate operator A"
uous spectrum of the operator 5881) . It should be noted
that Eq. (9) isvalid only if £M(0) = 0. If the spectrum
of the perturbed operator has no local modes (A, is the
square of the local frequency), then al termswhich are

inthe contin-
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not integrals are also absent in Eq. (9). Owing to the

fact that the spectrum of the operators F" iss mple,

the $-matrix method gives the following fairly simple
equation for the spectral-shift function [20]:

TICOtTIE (A) = S()\,&plt))\; PR,

where p(A) isthe spectral density for the perfect crystal,
the quantity

(10)

= Py, =
LIJ()\) = fmdu = —Re@oo()\)

is adso a function of the defect parameters, and the
quantity S(A, €, 1) can be written in the form

1+ z M\, €,n)2(N)
S\ gn) = g ,

r

S Toh e MPO)

rUO\’ & r]) = /\0,0—1(8! n)@)o—l()\, €, n)
+ Ao, of& MPo(M, €. 1)
+ /\O',O'+l(£! n)@c+1()\, £, n).

Here, r isthe rank of the degenerate operator A, thatis,
the number of eigenfunctions corresponding to nonzero

eigenvalues, and (), 2,(N), and Ps (A, €, n) are the
polynomials given by Eq. (A1.3), constructed using the
Jmatrices of the nonperturbed and perturbed operators,
respectively.

For each of the cyclic subspaces, the change caused
by the degenerate perturbation operator in the number
of states of the continuous spectrum [equal to EM(A,,) if
F(N) =1, as seen from Eq. (9)] is zero if local modes
do not occur but isequal to—1 if onelocal modeis split
off. In a three-dimensiona crystal, we have p¥(0) =
pO(A,) = 0 for al cyclic subspaces. Therefore, when
EM(N,) =—1, we obtain from Eq. (10) the inequality

F(Am e n)+ WAy <0, (12)

from which one can derive the conditions for the occur-
rence of local vibrational modes in each of the cyclic
subspaces. In the case under study, the quantity F(A, €,

(11)

L) in the subspace H(T’) has the form
© _ 2nA(1+&)+A(1+n)
TN = Sord T —en @
In the other subspaces, where the impurity atom is at

rest, the rank of the perturbation operator is equal to
unity and its single nonzero matrix element is the same

(13)
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for the four cyclic subspaces,

_ A _ A
=N’ = 5N

() ) ()

No =Nw = Nw (14)

and is naturally independent of €. A local mode occurs

in the subspace H'™ when

)
) 1—-eW (A
n>n,” = ( ”‘frs) (15)
-3-2e—(2+)¥ (A,
and in the other subspaces when
(h _ 8
r] > r]* - _LIJ(h)()\m) (16)

Astherank of the $ matrix increases, the quantities
WO\, rapidly approach their limiting values in all
subspaces (see Table 1):

@ _1+4e @) _ NG _
x “E1 e =2094; n, =3.347,

=272, n'=3653.

(17

Then S’) (€) dependenceisplotted in Figs. 2aand 2b

(curve 1; loca modes exist above this curve). This
curve approaches the line n = 2 (dashed line 1) as
€ — oo; therefore, at n > 2, the local mode exists for
any (aslarge as one likes) mass of the impurity atom.
The threshold magnitudes n” of the interatomic
interaction above which alocal mode exists in the cor-
responding subspace are indicated in Fig. 2a by hori-

Table 1. Evolution of the values of WM(\,) with increasing
rank of the J-matrix WO(A)

n TE TJlr Ti Ti Tf
1 4.0000 | 45714 | 2.4615 | 3.2000 | 2.2857
2 4.6667 | 4.0585 | 2.7574 | 3.3542 | 2.3416
3 3.8048 | 3.9078 | 2.4235 | 3.0339 | 2.2180
4 4.0904 | 3.8729 | 24258 | 2.9558 | 2.2011
5 42304 | 3.8578 | 24222 | 3.0032 | 2.1946
6 4.0845 | 3.8460 | 2.4139 | 2.9691 | 2.1933
8 42074 | 3.8331 | 24157 | 2.9580 | 2.1914
10 4.1457 | 3.8284 | 2.3968 | 2.9440 | 2.1905
12 40471 | 3.8253 | 2.3968 | 2.9453 | 2.1904
16 40736 | 3.8232 | 2.3940 | 2.9417 | 2.1902
20 4.1425 | 3.8224 | 2.3947 | 2.9424 | 2.1902
24 40903 | 3.8220 | 2.3938 | 2.9416 | 2.1902
30 40868 | 3.8216 | 2.3934 | 2.9411 | 2.1902
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Fig. 2. (a) Threshold values of the defect parameters for the occurrence of local vibrational modes in the various cyclic subspaces
of an fcc crystal with a two-parametric substitutional impurity, and (b) the local-vibration mode intensity distribution among the

impurity and its first coordination shell in the cyclic subspace TE generated by the displacements of the impurity atom.

zontal lines. At n < nf‘) (€), there are no local vibra-

tional modes. When n [ [r]S‘) e, nf*)], there is one
local mode in the system. The number of local modes

(G @@ @

istwoatn O[n, ,r]f:*)],threeatr]D[r]* N, 1

four at n O [r]f:*), r]f:‘)], and five at n > nf‘). The
impurity atom itself isinvolved in local vibrations only

in one loca mode, namely, at the frequency oofT‘)

)\fr‘). In the other local modes, only the impurity’s

neighbors oscillate, whereas the impurity atom itself is
at rest.

In the cyclic subspace H™ , the perturbation oper-

ator A is a degenerate operator of the second rank;
therefore, the intensity of local vibrations with the fre-

quency wa‘) of the impurity’s nearest neighbors may
be higher than that of the impurity itself. Such a situa-
tionwas analyzed in[32] for the case of atwo-paramet-
ric impurity in a linear chain. The results of similar
analysis of the model considered in this paper are pre-

sented in Fig. 2b. Curve 2 corresponds to QPi()\,) =1,
while curve 3 corresponds to [y = 1/2. Therefore, the
intensity of local-mode oscillations of the impurity
atom ishigher than that of all host atoms taken together
in the defect parameter range to the left of curve 3 and
is higher than that of the host atoms in the first coordi-
nation shell (i.e., of the other atoms of the defect clus-
ter) in the range to the left of curve 2. The vertical
dashed lines 2" and 3" correspond to the points of inter-
section of curves 2 and 3, respectively, with curve 1. To

PHYSICS OF THE SOLID STATE \Vol. 42

the left of these dashed lines (at € < —0.41 and —0.89,
respectively), the inequalities %5 (\)) < 1 and po > 1/2
are true for any value of the parameter ). The vertical
dashed line 2' is the common asymptote (¢ = 3) of
curves 2 and 3 asn — . Therefore, at € > 3, the
intensity of local-mode oscillations of the nearest host
neighbors of the impurity is higher than that of the
impurity itself for any value of n.

The fact that curves 2 and 3 are close to each other
and have a common asymptote as n — oo suggests
that the local vibrational mode in the cyclic subspace

H™ involves only the defect cluster comprising the
impurity and its nearest neighbors.

In the other cyclic subspaces, the operator A is a
degenerate operator of the first rank and the quantities
%P2 (\,) decay exponentially with increasing n from n =
1. However, theintensity of thelocal vibrational modes
in these subspaces can aso depend nonmonotonically
on the coordination shell, because the projections of
atomic displacements onto the vectors h,, in different
shells of neighbors can be different, especially for
small values of n (i.e., inthe vicinity of the defect clus-
ter). Table 2 liststhe intensities of the local-mode oscil-
lations for the first four shells of the neighbors in the
caseof e=1/2andn =4.

It isworth noting that the intensity of oscillations of
atoms in the second shell is very low. The reason for
this is that the displacements of these atoms have no
components along the vectors h, (nor along h, in the

H™ and H™ subspaces) and their contribution to the
local vibrations is exponentially small, even though
they are close to the defect.
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Table 2. Intensities of local-mode oscillations of the impurity’s neighbors in the first four coordination shells for the defect

parameterse =0.5andn = 4.0

w% Ho H(0) () (i) H(ii) u(v) z‘; _oM(2)
° 1.5617 0.63249 | 0.63249 | 036100 | 75x10° | 000187 | 0.001608 | 0.9993
o 1.0909 0.88948 - 0.88951 | 8.6x10° | 0.00598 | 0.003703 | 0.9863
e 1.0240 0.69019 - 0.69101 | 0.00809 | 0.10803 | 0.17340 0.9805
o 1.0510 0.77309 - 0.83912 | 0.0057 | 0.07338 | 0.07048 0.9836
™ 1.0149 0.73106 - 0.73192 - 0.05072 - 0.7826

The frequencies and intensities of local vibrations
can be determined as the poles and residues at these
poles, respectively, of the Green’sfunction (A1.2). Fig-
ures 3 and 4 show the dependences of the squared local -
mode frequency A, (curve 1), local-mode frequency

W= ﬁ (dashed curve 2), and local-mode intensity
(curve 3) on the impurity parameters. Figure 3 presents

these characteristics for the subspace H ) , Where they
depend on both the impurity mass and the changein the
interatomic interaction. Three cases are covered: an
isotopic impurity (n = 0), an impurity whose mass is
equal to that of a host atom (¢ = 0), and an impurity
whose Einstein frequency isequal to that for the perfect
lattice (n = ¢€).

}\l/)\m
3F (*)l/wm

For a light isotopic impurity, the local-mode fre-
guency and intensity increase rapidly with decreasing
impurity mass and, when the impurity atom isten times
lighter than a host atom, the parameter |, becomes
close to unity; that is, the amplitude of local-mode
oscillations of all atoms of the lattice, excluding the
impurity, is negligible.

At e =0, thelocal vibrational mode occurs when the
interaction of the impurity atom with its nearest neigh-
borsisstrengthened. Clearly, these vibrations cannot be
localized entirely on the impurity; the first shell of its
neighbors is certain to be involved. Therefore, the
intensity of thelocal mode cannot be equal to unity. The
local-mode frequency increases indefinitely with n,

(b) ©)
)\lﬁ\m

3+ (*)I/wm

iy 1.0

10.5

Fig. 3. Dependences on the defect parameters of (1) squared frequencies and (2) frequencies of local vibrational modes, as well as

of theintensities of local-maode oscillations of (3) theimpurity atom and (4) its nearest neighboring atomsin the cyclic subspace r?

generated by displacements of the impurity atom: (&) n = 0 (isotopic impurity), (b) € = 0 (only force constants are changed), and
(c¢) n = € (the Einstein frequency of the impurity remains unchanged and equal to that of the host atom).
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20 (b)

N/N,
U)[/(A)m

0
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Fig. 4. Dependence on a change in the force constants of (1) squared frequencies, (2) frequencies, and (3) intensities of local vibra-
tional modes in the cyclic subspaces generated by displacements of the impurity’s nearest neighboring atoms (the impurity atom

itself isat rest): (a) cyclic subspace 1+, (b) T°, (¢) T°, and (d) T+

while 1, tends to its value i for very large n (in the
casein question, | <0.8).

Finally, at € = n, the local-mode frequency also
increases indefinitely with increasing defect parame-
ters, but the increase is slower than in the above two
cases;, the intensity reaches its maximum [y o =
0.2585 at € = n = 2.3 and then slowly decreasesto zero.

Thus, in this case, the local modein the H(T’) subspace

isaso not localized on the impurity.
Figure 4 shows the )\,(i)(n), oofi)(n), and ufi)(r])
() ()

dependences for the cyclic subspaces H *, H

H™ and H™.

Sincethe symmetry transformations of the displace-
ments of each of the impurity’s nearest neighbors
involve al the irreducible representations indicated

PHYSICS OF THE SOLID STATE \Vol. 42

above, its oscillation spectrum can have as many asfive
local-mode frequencies. Figure 5 shows the effect of
the parameter n on the functions vi(w) = 2wp (M),
where pO)(X) isthe spectral density given by Eq. (A1.8)
and is associated with the displacements of an atom of
the first coordination shell (at r = A) along three mutu-
aly perpendicular directions for the case of a heavy
impurity (€ = 1/2).

Atn =1/2, asseenfrom Eq. (17), alocal vibrational

mode appears in the H™ cyclic space. This is accom-
panied by the emergence of a square-root-type singular-
ity in the spectral density associated with adisplacement
of thegiven atominthedirection A (Fig. 5, curve 1). The
spectral densities associated with the displacements of
the given atom along directions perpendicular to the
vector A (Fig. 5, curves 2, 3) are little more than the
densities of states of the perfect fcc lattice, represented
in all eighteen panels of Fig. 5 by dashed curves.

No. 12 2000
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Fig. 5. Effect of strengthening interatomic interaction on spectral densities associated with displacements of a nearest neighboring
atom of the heavy impurity (€ = 1/2) along different crystallographic directions.

Curves 46 in Fig. 5 correspond to the case of n ingly,atn = r]f:*) , there aretwo local-mode frequencies

1 s 5 . ) (t3)
N > 0", where the local-mode frequency «~ = in the spectrum: @y~ = 1.3656, and w =~ =

1.26060, already existsin the vibration spectrum. Fur- 1 goggey At 1 = 1 Sf)’ there are three frequencies:
ther, curves 7-9 correspond to n = nf*) ; curves 10-12, u),(f) ~ 14639, (ofrb ~ 10575, and (o,(ﬂ) ~
ton = r]f*); and curves 13-15,ton = nf‘) .Accord- 1.0221w,.Andatn = nf‘) , there are four frequencies:
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5
T

) ~15108w,, 0’ =1.0731w,, o~ =1.0353w,,

3

and @ = 1.00080,,
Curves 16-18 correspond to the case of n = 4 >

ne? ={nM1, ., whereal possible (five) local-mode
(1))

frequencies are present in the spectrum: w, = =

h ) )

15617w,, w =~ = 1.0909wW,, w, * = 1.05100y, w
~ 1.023803, and @~ = 1.0146c),,

Thereisno oscillation direction for which the oscil-
lation spectrum of a nearest neighbor of the impurity
does not contain |ocal-mode frequency wfu . However,
the intensities of oscillations along the vector A and
along a direction perpendicular to it are significantly
different (the local-mode intensity is given by the dif-
ference of the areas under the corresponding solid and
dashed curves in Fig. 5). The local-mode frequency

)

w, " ispresent only in oscillations along the vector A,
the reason for which is easily seen from the form of the

®

generating vector hg*) given by Eq. (A2.1). It should
be noted that the local modes existing at a given value
of n are observed only in oscillations along the A direc-
tion (curves4, 7, 10, 13, 16).

The local-mode frequencies « "~ and w'~ (when
present in the spectrum) are also observed (curves 14,
17) in oscillations of ther = A atom along the direction
of the vector product A x n (n isanormal to either of
the two close-packed planes of the fcc lattice in which
the vector A does not lie), while the local-mode fre-

)

guency wy * isalso observed in oscillations along the
A x (A xn) direction (curves 12, 15, 18).

At the edges of the continuous spectral band in the
cyclic subspaces H™, H'™
pO() ~ A — N2 while p'™ (A) ~ Ay = M
[19, 20], which hampers the calculation of the thresh-
old values of the defect parameters using Eq. (AL1.2).

4
Cand H™, we have

Only inthe cyclic subspace H™ (wherethe generating
vector is a one-atomic displacement) is the spectral
density proportional to ./A(A,,—A) near the end points
of the interval [0, A,]. Because the function Re9y(A)
isapolynomial with simplereal roots, it is proportional
to A, — A, When A, — A. Therefore, as seen from
Eq. (A1.2), root-type singularities appear in the spec-

tral densities p™ (A), ™ (A), p™ (M), and p'™ (A) at
the threshold defect parameter values for the occur-

PHYSICS OF THE SOLID STATE \Vol. 42
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rence of alocal mode. In the invariant subspace H(T’),
no root-type singularity appears in the spectral densi-
ties associated with the displacements of the impurity’s
nearest neighbor (at r = A) along the A direction at the

threshold values of the parameter n: n = r]f:’) (Fig. 5,
curvel); n = nf*) (curve 4); n = nf:*) (curve 7); and

n= nf*) (curve 10). Also, asingularity does not occur
in the spectral densities associated with the displace-
()

*

ments of a nearest impurity neighbor at n = n
(curves 13-15).

3. DISCUSSION OF RESULTS

The model of an unstressed close-packed lattice
with a two-parametric substitutional impurity consid-
ered in this paper isintermediate between exactly solu-
ble one-dimensional models of systems with defects
(see, e.g., [10, 11] and also [27-30]) and red crystals.
In contrast to one-dimensional models, the model at
hand is fairly redistic and can adequately describe
actual systems. At the sametime, it can be analyzed rel-
atively correctly; even analytical dependences can be
derived in anumber of cases.

It should be noted that, in the framework of the tra-
ditional classification of vibrations, one cannot make
good use of computational methods and present-day
computers for solving atomic-dynamics problems,
because the natural frequencies have infinitely high
degeneracies. Therefore, in order to carry the solution
of a problem to its conclusion when studying three-
dimensional crystals with defects, most investigators
are forced either to use direct computational methods
that do not involve any classification of vibrations (e.g.,
amolecular-dynamicstechnique) or to oversimplify the
model at hand, frequently at the cost of its stability. Itis
self-evident that only very general features can be
described on the basis of oversimplified models of a
crystal lattice. Using such a model, quasi-local vibra-
tions were predicted in the low-frequency region of the
phonon spectrum and their contribution to low-temper-
ature lattice thermodynamics was determined [9, 33],
the qualitative features of the dependence of the
phonon spectrum on the concentration of the impurity
atoms were elucidated [34], etc. However, a more
detailed analysis of the vibrational properties of crys-
tals with defects is impossible to make within such
models.

Analyzing the Green’sfunction of an fcc lattice with
a two-parametric substitutional impurity, we arrived at
the following conclusions.

(1) A two-parametric substitutional impurity in an
fcc lattice with nearest neighboring atoms interacting
with one another via central forcesis a degenerate reg-
ular perturbation. It can cause the occurrence of no
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more than five local vibrational modes. The spectrum
of oscillations of the impurity itself can have only one
local-mode frequency; the characteristics of this local
mode alone depend on the mass of the impurity atom.

Thethreshold values of the defect parametersfor the
occurrence of each of the five local vibrational modes
are determined. For these values of the parameters, the
corresponding spectral densities associated with the
displacements of a nearest neighbor of the impurity
along different directions are analyzed.

(2) Beyond the defect cluster, the amplitude of a
local vibrational mode decays exponentially with
increasing index n of the basis vector h, in the classifi-

cation of vibrations in terms of $ matrices (see
Eqg. (A1.9)). Because the projections of the displace-
ments of atoms in different coordination shells onto
these vectors depend nonmonotonically on the coordi-
nation shell, the dependence of the local-mode oscilla
tion amplitude of an atom on its distance from the
impurity is also nonmonotonic, especially in the vicin-
ity of the defect cluster. Asarule, theintensity of local-
mode oscillations beyond the first four shells of the
impurity’s neighborsis negligible.

The distribution of the amplitudes of a given local
vibration mode within the defect cluster composed of
the impurity and its nearest neighbors is calculated
numerically as afunction of both the mass defect of the
impurity and the change in the force constants. It is
shown that the amplitude of each of the local vibra-
tiona modes (and even the occurrence of the local
mode) depends on the relationship between the direc-
tion of the oscillations of a given atom and its position
with respect to the impurity.

When studying the local vibrationsin actua fcc lat-
tices with substitutional impurities, one should take
into consideration that, as a rule, an impurity causes
elastic stresses. Therefore, even if the interatomic inter-
action in the host lattice can be assumed to be purely
central, the parameter 3 in Eqg. (2) for the matrix of the
force constants characterizing the interaction of the
impurity with its nearest neighbors will be nonzero. In

this case, the operator A (r, r") given by Eq. (6) and rep-
resenting (in the coordinate representation) the pertur-
bation due to the impurity becomes

1 m—5+
Ay(r,r) = 6rr'6ik|:g\§—1—+—grl + B%ro

* g\_Smn + B%M} + (6rr'—A + 6r—Ar') (18)

x[[ﬁ“ 1+n _1DAiAk+ Béik}-

U8 ive Ua®

Its eigenvalues are abtained by adding 3 to the eigen-
values of the operator in Eg. (6). Therefore, al opera-

tors A" induced by operator (18) in the cyclic sub-
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spaces H™ generated by displacements of the atomsiin
thefirst coordination shell are nonzero. In this case, the
eigenvalues of operator (18) depend on the change in
the central-force constants of the interatomic interac-
tion near the impurity (parameter ) only in the sub-
spaces generated by the vectors given by Eq. (A2.1)
and on the impurity mass (parameter €) only in the sub-

space H'™ defined in Eq. (A2.1).

Only in the subspaces generated by the vectors h
which transform according to one-dimensional irreduc-

ible representations of the O, group, namely, T, T,

and t*, and by the two-dimensional representation 10

realized in the first coordination shell of the fcc lattice
by only one basis, does operator (18) induce degenerate
operators which are of the first rank. (A group-theoret-
ical analysis of displacements of the impurity’s nearest
neighboring atoms in the fcc lattice was performed in
[19, 20].)

The operators induced by operator (18) are nonde-
generate in the other cyclic subspaces. It should be
noted that, since the matrix elements a,, and by, of the ¢
matrices tend to the limiting values in Eq. (A1.6) with
increasing index n, in the classification of vibrationsin
terms of Eq. (A1.9) thereis no fundamental difference
between degenerate and nondegenerate perturbation
operators that correspond to a defect that does not
change the point symmetry group of the crystal. In par-
ticular, only one local vibrational mode can occur in
each of the cyclic subspaceswhich transform according
to the irreducibl e representations of group Oy,

In cyclic subspaces generated by vectors other than
those presented in Eq. (A2.1), local vibrational modes
can occur only for 3 > 0. However, it can be shown (see,
e.g., [17]) that, when the equilibrium distance for the
interaction potential between the impurity atom and a
host atom T, is smaller than that for the interaction
potential between host atomsr, theimpurity isweakly
bound to the host lattice. In this case, there can occur
only one local vibrational mode, namely, that corre-

sponding to the cyclic subspace H™ generated by the
displacement of the fairly light impurity and presented
in Eg. (A2.1). For this mode, the spectral density

p(T‘) (A) [17] islocalized near the squared Einstein fre-
guency A, of theimpurity atom, so that the threshold for
the occurrence of the local mode corresponds to A, =
Am, Which agreeswith Eq. (17) and Fig. 2 for alight and
weakly bound impurity. Note that the range of applica-
bility of the approximation linear in the impurity con-
centration for calculating vibrational characteristics of
such systems is significantly wider in this case (see,
e.g., [35, 36]).

The exception to this may be the case where the
potential well for the impurity interacting with the host

2000
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atomsis many times deeper than that for the host atoms
interacting with each other. In this case, additional local
vibrational modes can occur. However, such combina-
tions of the host lattice and impurity are seldom
encountered. Furthermore, it is unlikely that the impu-
rity concentration will below in this case; therefore, the
impurity atoms, rather than being isolated defects, will
form amore complicated structure in combination with
the host | attice (an exampleis the Pd—H system).

If Ty >roand B <0, local vibrational modes can

occur only in the cyclic subspaces presented in
Eqg. (A2.1); that is, as in the case of a two-parametric
impurity, no more than five local vibrational modes can
occur in the system. Direct calculations of the matrix
elements of the force interaction using specific (Len-
nard-Jones, Buckingham, and other) potentials show
that in this case, we have a > 3 and threshold values of
the defect parameters, as well as dependence of the
local-mode characteristics on these parameters, which
are adequately described by the relations derived for a
two-parametric impurity.

The dilatation that may very likely be produced by
the impurity atom in this case will not change the
results qualitatively if the point symmetry group of the
crystal remains unchanged. Naturally, the range of
applicability of the approximation linear in the impu-
rity concentration becomes much smaller in this case
and is less than one percent.

Thus, we may expect that the basic results obtained
in this paper in the two-parametric-impurity approxi-
mation will adequately describe the characteristics and
the conditions for the occurrence of local vibrational
modes in real crystalline systems with impurities. In
closing, it is worth remarking that local vibrational
modes reveal themselvesin optical characteristics. For

example, the local modes in the cyclic subspaces H™

)

and H ~ should be observed in infrared spectra, while

a0

the local modes in cyclic subspaces H ™, H 7, and

H™ should be observed in Raman spectra[37].

APPENDIX 1
FUNDAMENTALS OF THE $-MATRIX METHOD

Let H be the linear space of the atomic displace-
ments of the crystal lattice. Harmonic vibrations of the
system can be described with the help of the operator

& defined for this spacein Eq. (5).
For any vector h O H, one can construct a cyclic

subspace HM [0 H invariant under the operator &£ . This
subspace isalinear hull spanned by the vectors

{(F"hyn-0=h,%h,E°h, ... &"h... (ALI)
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In the basis { ;%nhn} :: o Obtained by orthonormalizing
thevectorsin Eq. (A1.1), the operator Q(h) induced by

the operator & inthe subspace HM has the form of a
Jacobian (tridiagonal) matrix ($ matrix). We denote the

diagonal elements of this operator by aﬁh) and the off-

diagonal elements by bff‘) ,wheren=1,2,3,....The
index (h) will be dropped when thereisno need to indi-

cate the subspace. The operators fB(h) have a smple
spectrum; their eigenvalues (squared frequencies of
free vibrations) are denoted by A.

The matrix elements of the Green's operator G =
(A $-% )_1 (where $ istheunit operator) correspond-

ing to the $ matrix of the operator % can be repre-
sented in the form of a continued fraction, and the
Green's function G,(A\) can be written as

GuA) = by 160 1N H(A)
PoA) = by 1 P s Ha(N)

Here, 2 ,(x) and %, (x) are polynomials generated by the

GooN) =

(AL2)

$ matrix of the operator £ ; they obey the same recur-
rence relation

b P, G} msa(¥) = (X—ap){P, G} n(x)
=0 1 { P, G} m_1(¥),
but are subject to different initial conditions:
P4 =0, Py(x) =1,

(A1.3)

G =0, Gyx)= bi

The polynomial []725 by coincides with the determi-
nant of the $-matrix A$ — &£, (except for the factor
P.A), where Fn is the $ matrix whose elements
coincide with those of the operator & (from the first

elements to a,_, and b,,_, inclusive), while G, (A) is
the minor of the first diagonal element of this matrix.
K+ 1(A) isthe continued fraction corresponding to the
$-matrix £ - &,..

From the definition of the basis { h}, -, and from
the recurrence relation (A1.3), it follows that
h, =P (£ )h,. (A1.4)

Hence, for al eigenvalues A (lying in the continuous
band, as well as the discrete), we have

Gim(A) = PrW)P(A) Goo(M), (ALY5)
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where Yyo(A) is given by Eg. (A1.2). The function
H,(A) involvedin Eq. (A1.2) can be defined in different
ways (see, e.qg., [20, 22, 29, 38]). Let usconsider asim-
ple crystal lattice whose continuous vibration spectrum
occupies the interval [0, A,] and has no gap. It is well
known (see, eg., [20, 21, 23]) that the elements of
$ matrices of operators with a spectrum of this type
satisfy the limiting relations

A

lima, = a, a=2b-= 7’“ (A1.6)

n - o

limb, = b,

n- o

The continued fraction corresponding to the $ matrix
composed of the elements a and b reduces to the
expression
Ho(N) = 4)\;2{ 2N =An+2Z(N) JAN =AY, (ALT)
where
ZA\) =iOAN)OMA,—A) —OA =,
with ©(X) being the Heaviside theta function. Substitut-

2229

Sincetheelementsof $ matricestend to certainlim-
iting valueswith increasing n[see, e.g., EQ. (A1.6)], the
structure of the vibration spectrum will be controlled
by their first elements and the singularities of the func-
tionin Eqg. (A1.9) will be determined fundamentally by
its first several terms. Therefore, the distortions of the
phonon spectrum caused by a local defect are associ-
ated predominantly with the cyclic subspaces gener-
ated by the displacements of the impurity atom and its
nearest neighbors (more specifically, with the first ele-
ments of the corresponding $ matrices). This, along
with the nondegeneracy of the spectrum, is the reason
why the classification based on the eigenfunctions in
Eqg. (A1.9) isfavored over the traditional classification
in terms of plane waves in considering vibrations of
systems with defects and complex crystal structures.

APPENDIX 2

EIGENVECTORS CORRESPONDING
TO NONZERO EIGENVALUES

ing function (A1.7) for %,(A) in Eq. (A1.2), we obtain OF THE OPERATOR A(r, 1", € 1)
%Yw(N), which is an analytic approximation to the (T) 0/10
Green'sfunction Gy,(A) (that is, thisfunction is approx- = 0]
imated by an analytic function).
The function given by Eg. (A1.7) has a nonzero g) Z | >
imaginary part in the continuous spectral band, A O [0, «/_
Anl- Therefore, the spectral density p(A), defined as
(see, eg., [10]) p(\) = (1/n)|im0|m<goo()\ + iy), can be a/l2(1 01101
Y -
written in the form [22] a/l2(1 0-1) 1 0-1
1 a/2(-1 0 1)]-1 0 1
A) = ZImGy(A _ 1= -
P(A) = ~ImGeo(A) hﬁ,” %wz(l 0-1)-1 0 1>, (A2.1)
1 Im¥..(\) (AL8) a/2(0 1 1) 0-1-1
TP Q) =By 1P s W) 21’2( g i‘i) 8—1 —i
The function p(A) characterizes the frequency distribu- (0- ) B
tion of the vibrational modes in the continuous spectral a/l2(0-1-1) 0 1 1
band. Thetotal density of states (the squared-frequency
distribution function) is equal to the arithmetic mean of al2(0 11011
the spectral densitiesin the subspaces generated by lin- h(ri) _ 1 la/2(0 1-1) 0-1 1
early independent displacements h® O H. If al ele- o T o5 ’
ments b, are nonzero (and, therefore, the J matrix does 2“/2 a/2(0-1 1)} 0 1-1
not reduce to a block-diagonal form), the function al2( 0-1-1) 0-1-1
%Goo(M) will have no poles in the continuous spectral
band, as seen from Egs. (A1.7) and (A1.8). If there a/l2(1 10110
exist poles at A, O [0, A,], they correspond to the a/2(1-1 0)| 1-1 0
squared frequencies of local vibrational modes, while /2
the residues at these poles determine the intensity (i.e., (<110 1-10
the relative amplitudes) of the vibrational modes. h(r) la/2(-1-1 0)| 1 1 0>
A~ 0 2 ’
The eigenfunction of the operator & corresponding 4a/2(1 0 1)|-1 0-1
to itseigenvalue A can be written in the form al2(1 0-1)-1 0 1
. a/2(-1 0-1)-1 0-1
PHYSICS OF THE SOLID STATE  Vol. 42 No. 12 2000
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KCI Crystalswith a Silver Impurity:
From Point Defectsto Oriented AgCl Microcrystals
in a Crystalline Host
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Abstract—This paper presents the first unambiguous optically detected magnetic-resonance (ODMR) evi-
dencethat AgCl crystals embedded in the KCI |attice and retaining the host orientation are formed in KCl crys-
tals grown with a2—-3 mol % silver impurity. ODMR spectrawere obtained of self-trapped holes, shallow elec-
tronic centers, and self-trapped excitons, which are typical of AgCl, and a number of substantially different
ODMR spectra were aso obtained. The differences between the ODMR spectra observed in samples cleaved
from different parts of aKCl : AgCl crystal are probably accounted for by embedded AgCl crystals varying in
size from large micro- to nanocrystals. © 2000 MAIK “ Nauka/Interperiodica” .

Low-dimensional solid-state systems have recently
been attracting considerable attention. The fabrication
of single and periodically repeating potential wells by
combining materials having different band gaps and
dimensions providing spatial confinement of electrons
and holes permitted the devel opment of new solid-state
structures with unique optical and electronic properties.
Of particular importance for the physics of low-dimen-
sional structures and the development of new materias
are semiconductor nanocrystals embedded in solid-
state matrices (usually glasses or organic materials). A
number of such systems have been developed in recent
years by using a variety of materials and technologies
(see, e.0., [1] and references therein).

Recent publicationsreport on the formation of silver
halide nanocrystals in alkali halide host crystals[2, 3],
in particular, of AgCl in KCl, by growing alkali halide
crystals with a large (about 1-3 mol %) concentration
of the silver impurity. The band gap of AgCl, which is
3.237 eV [4], is much smaller than that of KCI
(=8.7 eV), and, therefore, AgCl nanocrystals may be
considered as a quantum-dot system. Silver halides
occupy an intermediate position between ionic and
semiconductor crystals and exhibit unique properties
favoring their wide use in photography [4].

The structure and processes of the formation and
recombination of point defectsin alkali halide crystals
with asilver impurity were extensively studied by opti-
cal spectroscopy and magnetic resonance and are pres-
ently well known. Theintroduction of silver invery low
concentrations is known to produce in them both single
Ag* impurity ionsand pairs of theseions. Irradiation of
such crystals with UV or x-ray radiation initiates the
formation in the crystals of a number of silver-associ-
ated defects, namely, neutral silver atoms in the cation

and anion lattice sites, Ag-ionsin anion positions, Ag?*
ions, silver atoms with a closely located anion vacancy
(laser-active A centers), and Ag, pair defects [5, 6].
Therefore, an investigation of the properties of silver

clusters forming in KCl with an increasing impurity
concentration is of particular interest.

Another important point is the availability of a
wealth of information on bulk AgCl crystals. When
irradiated by UV light, electrons are excited from the
valence to the conduction band. The hole remaining in
the valence band may become self-trapped to form
Ag?*, a self-trapped hole (STH). Free electrons can be
trapped to produce shallow electron (SE) centers. The
capture of an electron by a self-trapped hole gives rise
to the formation of a self-trapped exciton (STE), in
which the electron occupies a very delocalized 1s
orbital. The structures of the STH, STE, and shallow
electron centers were studied in considerable detail by
optical methods and pulsed EPR and ENDOR [7-9].
The STE was shown to consist of astronglK delocalized
electron (with aBohr radiusof 15.1 + 0.6 A) trapped by
astrongly localized STH [8]. The spatial distribution of
the wave function of the shallow electron center, which
isbelieved to play an important part in the formation of
latent images, was determined. The proposed model of
the center assumes the electron to be weakly coupled to
two neighboring silver ions occupying a cation site of
the AgCl lattice (the so-caled split-interstitial silver
pair). The wave function of this center is very diffuse
[9]. As a result of the Jahn-Teller effect, the STHs
(Ag?* centers) have atetragonal symmetry with the axis
aligned with one of the [100CLrystallographic axes. The
existence in the bulk AgCI of both strongly localized
(STH) and strongly delocalized (STE, SE) centerswith
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Fig. 1. Spectraof (a) luminescence and (b) ODMR of four samples (1-4) cleaved from different parts of aKCl : Ag crystal (2 mol
% in the melt) grown with asilver concentration gradient. The ODMR spectrawere recorded by monitoring the luminescence inten-
sity under the following conditions: T=1.6 K, v = 35.2 GHz, P = 100 mW, f,,,o4 = 80 Hz, and B || [001] Figure 1b (bottom) specifies
the positions of the ODMR lines corresponding to self-trapped holes (STH), shallow electron centers (SE), and self-trapped excitons
(STE) inbulk AgCl crystals. Thesignalsassigned in [3] to STEsin AgCl nanocrystals are shown in ODMR spectrum 3. The symbols
|| and O refer to the centers whose axes are parallel and perpendicular to the magnetic field B, respectively.

known spatial distributions of the wave functions, as
well asthe Jahn—Teller effect, makes an investigation of
the size quantization phenomena in AgCl-based nano-
structures very promising.

This paper reports on an optically detected mag-
netic-resonance (ODMR) study of self-trapped holes,
shallow electron centers, and self-trapped excitons in
micro- and nanocrystals of AgCl in KCl : Agwithasil-
ver concentration gradient.

The KCI : AgClI crystals were grown by the Stock-
barger method. The silver concentration in the melt was
1-3 mol %. The ODMR at 35 GHz was detected at a
temperature of 1.6 K from the luminescence excited by
UV light of a deuterium or mercury arc lamp, which
was provided by the corresponding filters. The lumi-
nescence was analyzed with a monochromator or a set
of color filters. The microwave power entering the cav-
ity of the ODMR spectrometer was modulated at afre-
guency of 80—10000 Hz, and the changes in the lumi-
nescence intensity caused by the microwave field were
measured with alock-in amplifier. Samples measuring
2 x 2 x 4 mm were cleaved from different parts of the
grown crystal. In contrast to the silver halides, the
NaCl-type alkali halide crystals cleave easily along the

PHYSICS OF THE SOLID STATE \Vol. 42

{100} planes, which facilitates the sample orientation.
For comparison, ODMR spectra were also obtained on
bulk AgCl crystals. EPR spectra were studied at tem-
peratures from 4 to 300 K in the X range (9.3 GHZz) on
a JEOL spectrometer.

Figure 1a shows spectra of the luminescence and
Fig. 1b ODMR spectra derived from this luminescence
for four samples (1-4) cleaved from different parts of a
KCI : AgCl crystal (2 mol % AgCl in the melt). The
luminescence was excited by the light of a deuterium
lamp passed through a UFS-1 color filter (250—
400 nm). The ODMR spectra were derived from the
variation of the luminescence intensity in the 440- to
600-nm interval, with the [001] crystal axis aligned
with the magnetic field B and the microwave power
(100 mwW) modulated at 80 Hz. One readily sees that
different samples exhibit substantial changes in the
spectra of both the luminescence (a broadening and a
red shift of the luminescence band) and the ODMR.

Figure 2 presents for comparison ODMR spectra
recorded on a bulk AgCl crystal under the same condi-
tions (spectrum 1) and at a lower microwave power
(spectrum 2). The higher microwave power was used to
increase the sensitivity when detecting ODMR in
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KCl :AgCl. The ODMR signals belonging to the
STHs, SE centers, and STEs are marked by the lines.
Because the tetragona axis of the STH and STE is
directed along one of the [100Ccrystallographic axes,
there are three types of centers. The symbols || and [
denote the ODMR lines of the centers with the Jahn—
Teller distortion axes parallel and perpendicular to the
magnetic field B, respectively. The parameters of these
ODMR spectra coincide with those well known from
numerous publications (see, e.g., [7] and references
therein).

The ODMR spectrum of sample 1 in Fig. 1b agrees
completely with that observed in bulk AgCl crystals
(curve 1in Fig. 2). It has the same angular dependence
and the same parameters, namely, g, = 2.14, g; = 2.04
for the STH; g = 1.88 for the SE center, and D =
—730 MHz for the STE. Curve 1 in Fig. 1b shows the
ODMR lines associated with the STEs, STHs, and SE
centers. This sample, similar to bulk AgCl, also exhib-
ited the so-called nonresonant background due to
microwave-heated free carriers, which corresponds to
the increase of the luminescence intensity and depends
only weakly on the magnetic field. Thus, one can main-
tain with confidence that fairly large AgCl microcrys-
tals, retaining the properties of the bulk material and
oriented in the same direction as the host, form in the
KCl crystals.

The ODMR spectrum of sample 3 has lines corre-
sponding to the ODMR signalsassigned in [3] to triplet
STEsinAgCl nanocrystals. Theselinesareidentifiedin
Fig. 1b for two orientations of the centers tetragonal
axis. The angular dependences of the ODMR signa
obtained by rotating the sample in the (100) and (110)
planes indicate the existence of an axial symmetry with
a [100=type axis and can be described by atriplet spin
Hamiltonian with parameters (g, = 1.99, g; = 1.96,
|ID| = 335 MHz) differing substantially from those of
the STEs in bulk AgCl. We have succeeded in observ-
ing Am = =2 forbidden transitions in this sample under
the [111] || B orientation, which supports the triplet
nature of the spectra. The nonresonant background was
practically absent in this crystal. The ODMR spectrum
of sample 2 cleaved from an intermediate region of the
starting crystal is a superposition of spectra 1 and 3
(curve 2 in Fig. 1b). When studying the luminescence
spectra, sample 3 reveded, besides the above-men-
tioned ODMR lines, additional anisotropic ODMR
signals in the 540- to 600-nm wavelength interval,
which were similar to the ODMR spectrum of sample 4
(curve 4 in Fig. 1b). This ODMR spectrum exhibits an
axial symmetry with a [1000axis, and its maximum is
at 540 nm.

Figure 3 displays the ODMR spectra obtained with
spectral resolution on sample 2. The inset shows the
luminescence spectrum specifying the wavelengths at
which the ODMR signal was observed. As the mea-
sured luminescence wavelength increases from 490 to
540 nm, the STE, STH, and SE signals typical of bulk
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Fig. 2. (1) ODMR spectrum of abulk AgCl crystal obtained
from the luminescence intensity under the same conditions
as the KCl : AgCl ODMR spectra displayed in Fig. 1, and
(2) ODMR spectrum obtained at a lower microwave power
(=10 dB). The ODMR signals corresponding to the STH,
SE, and STE areidentified. The symbols||and Orefer to the
centers whose axes are parallel and perpendicular to the
magnetic field B, respectively. T = 1.6 K, v = 35.2 GHz,
frmod = 80 Hz, and B || [001].

AgCI disappear, which indicates a complex structure of
the emission band. The luminescence and ODMR spec-
traof KCI : AgCl change when the samples are kept in
the dark at room temperature or subjected to heat treat-
ment. For instance, the ODMR spectrum of sample 3
recorded two months after spectrum 3 (Fig. 1b) issim-
ilar to spectrum 4 in Fig. 1b. After quenching this sam-
ple from 550°C to room temperature, its ODMR spec-
trum contained only a broad structurel ess band.

Because the STE is formed by a strongly delocal-
ized electron captured by a strongly localized STH, the
exchange splitting between the lowest triplet and the
upper singlet STE states is small. The singlet—triplet
splitting can be a measure of the spatial extent of the
electron wave function and, hence, can provide infor-
mation on size-quantization effectsin nanocrystals. We
have succeeded in observing multiple-quantum transi-
tions involving absorption of up to seven microwave
guanta (the effective frequency of 7 x 35=245 GHz) in
ODMR spectra of bulk AgCl crystals, which permitted
highly accurate determination of the STE singlet—trip-
let splitting, J = —161.0 + 0.1 GHz [10]. Multiquantum
transitionsin ODMR spectra of KCI : AgCl (sample 1)
were detected only for the triplet state of the STE, with
no singlet—triplet transitions observed. Thisis possibly
associated with an increase in the exchange splitting in
microcrystals.

The conclusion that the AgCl phase is formed in
KCI crystals with a high (2-3 mol %) impurity-silver
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Fig. 3. Luminescence spectrum (inset) and ODMR spectra of KCI : AgCl (sample 2) measured with the spectral resolution at three
wavelengths specified by arrows (1, 2, 3) in the inset. The conditions of recording are the same as those for the spectrain Fig. 1.

concentration was drawn [2, 3] from a study of optical-
absorption and luminescence spectra, as well as from
atomic-force microscopy data, which do not provide
such direct information on the nature of this phase as
EPR is capable of yielding. In the KCI : AgCl samples
(2 mal %) studied in [3], the average size of the inclu-
sions visible in photomicrographs and identified with
AgCl nanocrystals was about 5-10 nm. The ODMR
spectra obtained in that work and attributed to nanoc-
rystals differ substantially from those of bulk AgCl
crystals. Whilethis observation is of considerableinter-
est, it cannot serve asadirect proof of the ODMR spec-
trabeing produced by AgCl crystals. It cannot be ruled
out that the ODMR spectra of KCI : AgCl may contain
signals due to point defects associated with the silver.
We have succeeded in observing, for the first time in
KCI : AgClI crystals, the ODMR spectra of STHs, SE
centers, and STEs, which may be considered as signa-
tures of AgCl crystals; thus, the formation of the AgCl
crystals embedded in the KCI lattice may be indeed
considered as unambiguously proven, which provides
supportive evidence for the brilliant idea of the authors
of [2, 3]. The differences between the ODMR spectra
observed in samples cleaved from different parts of a
grown KCI : AgCl crystal are probably due to the vari-
ation in the sizes of the embedded AgCl crystals, which
range from fairly large microcrystals to nanocrystals.
Additional investigation, which is being conducted
presently, is necessary to learn the relations governing
these changes and their dependence onthe AgCl crystal
size and external factors. Note the absence of a smooth
transition from ODMR spectrum 1 to spectra 3 and 4

PHYSICS OF THE SOLID STATE \Vol. 42

(Fig. 1), which may imply the existence of some thresh-
old effect.

Thus, the investigation of the ODMR of KCl : AgCl
crystals grown with a silver concentration gradient has
revealed the presence of silver impurity clusters vary-
ing in size from point defects (in the form of single sil-
ver ionsand pairsof them) to microcrystals; these silver
impurity clusters retain the main properties of bulk
AgCIl and have the arientation of the host crystal. Inthe
intermediate concentration region, AgCl nanocrystals
are apparently observed, which may be considered as
self-organized quantum dots. The KCI : AgCl system
provides a unique possibility for studying oriented
micro- and nanocrystals in a transparent crystalline
matrix. It isimportant that the properties of bulk AgCl
and KCI : Ag materials are well known, thus making
possible the application of such an efficient method as
the ODMR. Bulk AgCl contains both fairly diffuse
objects (STEs and SE centers) and strongly localized
Jahn-Teller centers (STHs). This makes an investiga-
tion of the size-quantization effectsin AgCl micro- and
nanocrystals particularly promising.
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Abstract—The effect of interstitial hydrogen atoms on the evolution of plastic deformation in a crystal at the
tip of atensile crack is estimated taking into account gas exchange at the crack banks. It is found that, for an
initial concentration of not less than 107#, the plasticizing effect of dissolved hydrogen causing a dislocation
expulsion is significant and can be responsible (at least, partialy) for plasticization. As regards the evolution of
the distribution of hydrogen atoms, amonotonic drain of dissolved hydrogen atomsinto the hollow of the crack
is observed for concentrations below 5 x 107, while at higher concentrations the impurity concentration at the
banks of the crack varies periodically: complete drain is replaced by the accumulation of hydrogen corres-
ponding to a“blocking” of the drain by the gas pressure. Numerical calculations are made for an a-Fe crystal.

© 2000 MAIK * Nauka/Interperiodica” .

Plasticization of materials in the hydrogen medium
has been established experimentally in recent years
(see, for example, [1-6]). In this connection, it would
be interesting to explain this effect from the viewpoint
of energy advantage in the interaction of interstitial
hydrogen atoms with a dislocation [7]. It is known [1—
6] that plasticization processes have the highest inten-
sity inthevicinity of the crack tip. It was pointed out in
[7], however, that the main reason behind this effect is
not completely clear at present: either the main contri-
bution comes from the mechanism of dislocation
expulsion by interstitial hydrogen atoms or the effect of
molecular pressure in the hollow of the crack is domi-
nant. Theinclusion of this mechanism in an analysis of
the evolution of plastic deformation at the crack tip in
[8] proved that an insignificant increase in the initial
hydrogen concentration in a crystal with a crack leads
to a change in the deformation regime from the “pas-
sive” mode (migration of point defects weakly affects
the deformation conditions) to the “active” mode, for
which the gas pressure in the hollow of the crack causes
unlimited loading in the model calculations, which cor-
responds to the growth of the crack in the experiments.

This communication is aimed at analyzing the evo-
lution of plastic deformation at the tip of a crack in a
non-hydride-forming crystal under the action of a
mechanical tensile stress taking into account the plasti-
cizing effect of hydrogen atoms dissolved in the crystal
and gas exchange at the banks of the crack.

The migration of point defects in a loaded sample
with cracks and pores has attracted the attention of
researchers for along time (see, for example, the liter-
ature cited in [9, 10]). The evolution of the concentra-

tion c(r, t) of interstitial impurity atoms and the relative
contributions from dislocation mechanisms to the
transport of interstitial impurity atoms were investi-
gated by us earlier in [8], where a crack of length 2|
located in the cleavage plane (010) (along the negative
semiaxis Ox) was studied in an infinitely long crystal
with abody-centered cubic (bcc) lattice. A uniform ten-
sile stress a,,(t) = o, (t) (mode 1), which increased
monotonically to acertain value o, sufficient for plastic
deformation of the crystal but insufficient for the
growth of the crack, was applied to the planesy = o
of the crystal. Prior to loading, interstitial hydrogen
atoms were uniformly distributed in the crystal with a
concentration ¢,

Analogous to [8-11], we assume that plastic defor-

mation of the bcc crystal is executed through the dis-
placement of perfect dislocations with the Burgers vec-

torb= % (111[BElong easy dlip planes{100}. The{ 110}

planes intersecting the Oxy plane form two families of
dip lines on it with uniformly distributed sources of
dislocations, emitting rectangular loopswhich lieinthe
easy-dip planes. An analysis of the evolution of plastic
deformation in the absence of point defects was carried

outin[11], inwhich the plastic shear rate € at the crack
tip was calculated by the formula

. i 1/
del(r,ty _ . O Ug{1-[alr, t)tg" 30
ot SoSPL kT (r, 1) 2w
x sgnal(r, ),
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where T isthe temperature; kg is Boltzmann's constant;

€0, T, and U, are constants (U, is the activation energy
for didlocation dlip); and

Gj(r,t)—cs(r,t)sgnoj(r,t)
oy(r,t) =2 for |a'(r, 1) >|og(r, t)] 2
0 for |a'(r, t) <oy(r, 1)
is the effective shear stress in the easy-dip planes. In
this expression,
a'(r,t) = of(r,t) +o'(r, ) ©)

is the shear stress characterizing the elastic field in the
easy-dip planes near the crack tip and

oy, 1) = Op+0¢(r, 1) (4)

is the stress hindering the plastic shear due to lattice
friction o, and local strain hardening o; of the material,
which can be calculated by the formula

oi(r.1) = ol[zls"(r,t)l}
j=1

where g; and m are constants. In Eq. (3), oj? isdefined

by the Westergaard formulas for the elastic field com-
ponent at the crack tip; the quantity

m
’

©)

2

a'(r,t) = zJ'ok(r,r‘)Apk(r', t)dr' (6)

k:le

isthe stressfield created at the crack tip by dislocations
dlipping over two easy-dip planes;, D, is the plastic
region corresponding to each type of dip (k = 1, 2);
oX(r, ') is the shear stress in the easy-dlip planesin an
unbounded elastic medium with a semi-infinite cut,
which contains an edge dislocation separated from the
tip of the cut by the distance r'; and the density Ap, of
effective didocations at the point r' is defined by the
formula

Ap (' 1) = —%a%ksk(r', ). @)

Let us now supplement Egs. (1)—7) by modifying
Eq. (4) to take into account the plasticizing effect of the
dissolved hydrogen on the evolution of dislocation dis-
tribution at the crack tip. We replace o, in Eq. (4) by

0y = 0y + 0%, where[7]
T ZHBZCO
3./3r bkgT’

In these expressions, 1 is the radius of the dislocation
core, U isthe shear modulus, v is the Poisson ratio, and
ov isthe changein the crystal volume dueto mismatch-

_ Bb(1+v)
B= v ©®
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ing between the size of the tetrahedral pores and the
radius of the hydrogen atom.

Inour earlier publications|[9, 10], we analyzed three
mechanisms of transport of interstitial hydrogen atoms
at the crack tip: (1) lattice diffusion, (2) dislocation-
induced “sweeping out” of point defects, and (3) the
transport of impurity atoms in the cores of dislocations
moving in the plastic zone. The results of calculations
[9, 10] proved that the first mechanism of transport of
interstitial atoms (lattice diffusion) makes the main
contribution to the flow of impurity atoms. Henceforth,
we will take into account only the first transport mech-
anism, which isassociated with hydrostatic stressin the
vicinity of the crack tip, which is created by the crack
together with dislocationsin the plastic zone. The effect
of this transport process on the evolution of plastic
deformation at the crack tip will be taken into account
by substituting c(r, t) for ¢, in Eqg. (8).

L et us now consider the basic equations of mechan-
ical diffusion (see, for example, [12]):

Jc Dc

i 0J, J kBTDu’ 9
where D is the diffusion coefficient; for a dilute solu-
tion of impurities in the elastic field of stresses, the
chemical potential p = kgTIn(c/cy) — V(r, t). Here, V(r,
t) = Avo;,;, where Av is the change in the volume of a
unit cell in the crystal lattice due to an interstitial atom
contained in it and o;; isthe spherical component of the

stress tensor. Considering that [J?V = 0, we obtain from
Ea. (9)
Jc _

ot

Theinitial conditions are chosen in the form ¢ = ¢, for
t =0, and the boundary conditionsfor y = 0[13] are

—‘E =0 for x>0;
ay

D

DDZC(r,t)+ch(r,t)DV(r,t). (10)

3 (11)
D5—§ = k(2= (") *P(t)) for x<O,
where k,,, is the mass-exchange constant at the interface
between the gaseous and solid phases, P(t) is the gas
pressure in the hollow of the crack, "' is the modified
Henry constant [14]

r(m) = Tavy20 0 e g/ T),

20

mis the mass of the molecule, # is Planck’s constant,
Yy isthe energy of dissolution spent for dividing amol-
ecule into two atoms and the subsequent implantation
of these atoms into the solid solution, and ¢ = ¢, for
I =x2+y? —> co.

L et us now consider the choice of the boundary con-
ditionsfor y =0, x < 0in greater detail. We assume that

(12)
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the gas is idedl; in this case, its pressure P(t) in the
crack isgiven by [6]

L + 4k TN(t) 2

P(t) = (Ug(t)/Z)[Dﬂ(l —V)|20"2(t)D

- 1}. (13)

In contrast to [8], we will assume that the gas dissolved
in the bulk of the crystal mainly flows into the hollow
of the crack through its banks. In this case, the number
of hydrogen molecules in the hollow of the crack is

N(t) = ﬁ) JtYdt', where J(t) = K, I‘;[c2(x, 0, 1) —

(F")7*P(t)]dx is the flux of gas atoms through the banks
of the crack.

The method for solving Egs. (1)—<13) involved suc-
cessive solution of the system of equations (1)—8) and
(10)—(13) at each time step. The method of solution of
Egs. (1)—(8) issimilar to that in [11], while the method
of solution of Egs. (10)—(13) isdescribed in [8].

Analysis of the evolution of plastic deformation
enabled us to estimate the evolution of the stress inten-
sity factor (SIF) in aloaded crystal. We assumed that
the SIF for a crack can be presented in the form [11]

(14)

K(t) = K<(t) + KP(D),

T
S =N W B N
T

¥, im
1O =~ N W A L

Fig. 1. Distributions of the plastic strain £(r) (in %) at the
crack tip [without taking into account the plasticizing effect
of hydrogen (a, c) and taking this effect into consideration
(b, d)] after completion of stress relaxation at instants of
time(a) t =5.15, (b) 9.18, (c) 5, and (d) 3.94 sfor theinitial
concentration of interstitial hydrogen impurity atoms ¢y =

107 (a, b) and cq = 5 x 107 (c, d).

PHYSICS OF THE SOLID STATE \Vol. 42

KARPINSKII, SANNIKOV

where K<(t) = (0, (t) + P(t)) /Tl isthe SIF term for the
crack, which does not take into account the effect of

plastic deformation on it, whereas KP(t) is determined
exclusively by this effect [11]:

2

KM =y [ KP(Z)Dp(Z, t)dz,

k= le

(15

where Z is the coordinate in the complex plane.
In the case under investigation, we are using thefol-

lowing formulafor KP = KP —iKP [11]:

K,"(z,K) = iK} (2, k) = AT, +i3,(-1)"], (16)
where
—M[1/JZ +312./Z - 212(2)*],
—M[1/JZ + 1207 + 212(2)*7].

The calculationsfor acrystal of a-Fe were made for
the following values of constants: 2| = 10° m, g, =
10" s?, T, =300 K, b =248 x 10* um, D = 4.88 x
102 m?s?, P, =48.8kJmol, Eg=0.6 eV, k,,= 4.88 x
10°ms?t[8],r,=2b, u=83GPa, v =0.28, and v =
3x 103 m3[7].

Therate of crystal loading was chosen such that the

maximum strain ratein the plastic zonewas 0.1 s . The
stresses created by a crack in the crystal are due to the

joint action of the external stress o, (t) and the gas pres-
sure P(t) in the hollow of the crack. After the stress
o, (t) + P(t) attained its upper limit o, = 5 MPa, the

value of g (t) remained unchanged and the load on the
crystal with a crack increased only as a result of an
increase in the gas pressure P(t) caused by the gas flow
to the hollow of the crack. The computational process

was terminated when the effective stress al(r, t) in
Eq. (2) dropped to zero. The cal culations made on the
basis of this model proved that, for the initial concen-
tration ¢, < 1073, the pressure P(t) of gaseous hydrogen
in the hollow of the crack does not exceed 0.05 MPaby

the instant when oi,(r, t) relaxes completely. For ¢, =

1073, the pressure P(t) is so high that the stress relax-
ation due to the multiplication and displacement of dis-
locationsin the plastic zone has no time to suppress the
increase in oy (r, t) via its components o (r, t) in
Eqg. (3) before the plastic zone becomes larger than the
computational mesh. In contrast to [9, 10], this model
takes into account the “feedback” which ensures the
action of plastic deformation on the crack through the
filling of its hollow by the gas under the conditions con-
trolled by the same evolution of plastic deformation. A

Ji
J2
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ANALYSIS OF THE PLASTICIZING EFFECT OF HYDROGEN DISSOLVED

similar feedback was used in [8], but here it is refined
by the correction given by Eq. (8).

Let us now consider the features of the plasticizing
effect of dissolved hydrogen on the evolution of plastic
deformation at the crack tip for ¢, < 1073, It isimportant
to note that the effect of dissolved hydrogen on the evo-
lution of plastic deformation at the crack tip is deter-
mined by the combined operation of two mechanisms:
(1) anincrease in the mobility of dislocations dueto the
plasticizing effect of dissolved hydrogen, which
enhances the evolution of plastic deformation and leads
to additional relaxation of stresses at the tip, and (2) a
decrease in hydrogen drain to the hollow of the crack
due to lattice diffusion, which is caused by a decrease
in the hydrostatic component of effective stresses under
the influence of the additional relaxation mentioned in
item (1).

Figure 1 shows the distribution of plastic deforma-
tion at the crack tip for two values of initial concentra-
tion ¢, of interstitial hydrogen atoms at the instants of
time corresponding to the termination of evolution of
plastic deformation. It can be seen from the figures that
the size of the plastic zone increases when the correc-
tionin Eq. (8) istaken into account (Figs. 1b, 1d) com-
pared to the case when it is disregarded (Figs. 1a, 1c).
It is important to note that in both cases the drain of
hydrogen to the hollow of the crack is taken into con-
sideration. In other words, the calculations proved that
the plasticizing effect of dissolved hydrogen due to
expulsion of adislocation [7] is significant and can be
responsible (at least partialy) for plasticization [1-6].
It should also be mentioned that the maximum strainin
the plastic zone is the same whether or not the hydro-
gen-induced plasticization is taken into account.

Let us now compare the evolutions of the SIF in a
crystal with dissolved gas. Figure 2 shows the time
dependences of the SIF in calculations (i) for a brittle
crack in acrystal, K¢(t), whose hollow is filled with a
gas which is in equilibrium with the dissolved hydro-
gen; (ii) for a gas-illed crack taking into account the
plastic zone, K*(t), and without taking into account the
plasticizing effect of dissolved hydrogen; and (iii) the
sameasin (ii), but taking into account the plasticization
correction given by Eqg. (8), K(t). Thetermination of the
curvesin Fig. 2 indicatesthat the stress relaxation at the
crack tip is completed. It can be seen from the figure
that the time dependence of the SIF for the brittle crack,
K¢(t), changes only insignificantly after the external
stressattainsthe value 0, at theinstant t = 0.78 sin spite
of the continuous drain of hydrogen to the hollow of the
crack. The same figure shows that, due to the action of
the plasticization correction given by Eq. (8), the value
of K(t) is smaller than K*(t) by almost 10%.

In conclusion, let us briefly mention the results of
the analysis of the evolution of concentration of dis-
solved hydrogen at thetip of the crack. The calculations
made for ¢, < 5 x 10~ demonstrated a monotonic drain
of hydrogen to the hollow of the crack, while calcula-
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(K¢, K), 100 N m—/2
1 -
0 5 t,s

Fig. 2. Time dependence of the stress intensity factors (in

(N m~32) (for atensilecrack inabcc crystal: KS(t) for abrit-
tlecrack inthe crystal with the crack hollow filled with agas
in equilibrium with the dissolved hydrogen; K*(t) for agas-
filled crack taking into account the plastic zone and disre-
garding the plasticizing effect of dissolved hydrogen
(dashed curve); and K(t), which is the same as K*(t), but
takes into account the plasticization correction given by

Eq. (8).

tions made for higher concentrations revealed aregime
of periodic change in the impurity concentration at
the banks of the crack: complete drain is replaced by
the accumulation of hydrogen, which corresponds to
the blocking of the drain by the gas pressure. It should
be noted in connection with this result that Gol’ dshtein
et al. [15] assumed in their calculations that the hydro-
gen concentration at the banks of the crack was con-
stant and equal to zero, but this choice for the boundary
condition is not confirmed in the present work.
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Abstract—The crystal structure and the magnetic state of polycrystalline LaMn; _,V,05 (0.1 < x < 0.9) com-
pounds have been studied by x-ray and neutron diffraction methods, as well as by magnetization and ac suscep-
tibility measurements. It is shown that substitution of vanadium for manganese ions leaves the orthorhombic
crystal structure of the compounds (space group Pnma) unchanged. The magnetic structure is observed to
change from a canted antiferromagnetic ordering (wavevector k =[0, 0, 0], with the antiferromagnetic moments
aligned with the a axis and the ferromagnetic component of the magnetic moment parallel to the b axis) at vana-
dium concentrations x < 0.4 to a collinear antiferromagnetic ordering (with the magnetic moments parallel
tothe b axis) at x > 0.8; at this transition occurs through an intermediate state exhibiting spin-glass properties.

© 2000 MAIK “ Nauka/lnterperiodica” .

1. INTRODUCTION

The discovery of the effect of giant magnetoresis-
tance in Lay,;Cay;sMn0O; [1] stimulated renewed inter-
est in studies of the physical properties of manganites
with a perovskite structure. Manganites of the type
(R, AAMNnO;, 5 (R=La, Pr,and Nd; A=Ca, Sr, and Ba)
have become a subject of intensive investigation [2-4].
In these compounds, the oxygen nonstoichiometry and
the partial substitution of an akaline- for a rare-earth
metal bring about a decrease in the amount of Mn3*
ions and an increase in the amount of Mn* ions. The
main regularities governing the changes in the crystal
structure and the magnetic state of these manganites
upon variationsin the Mn* concentration have already
been established.

For instance, the La,_,Mn,O5 . 5 nonstoichiometric
manganite is characterized by the presence of vacancies
in the cation sublattice [2]. Their concentration and the
content of the Mn3* and Mn** ions are determined by the
synthesis conditions and can be estimated from the
magnitude of & by using the relation 1 -y = 3/(3 + J).
The structure obtained at a Mn* content of less than
10% is orthorhombic with a collinear antiferromag-
netic order. In this case, the nearest magnetic moments
are ferromagnetically ordered in the (010) planes and
the planes are aligned antiferromagnetically. Within the
concentration range 10-14%, canted antiferromag-
netism prevails. Manganites with Mn* concentrations
above 14% can have an orthorhombic, rhombohedral,

T Deceased.

or cubic lattice with ferromagnetically aligned spins of
manganese ions.

However, a complete understanding of the mecha-
nisms responsiblefor the structural and magnetic phase
transitions in manganites also requires knowledge of
their behavior under variations in the Mn3* concentra-
tion but with afixed Mn** content. This can be achieved
by a partial replacement of Mn ions in RMnO;., 5 by
ions of another trivalent metal. There are only a few
publications which report on the investigation of these
systems [5, 6].

This paper reportsthefirst investigation of the struc-
tura and magnetic states of compounds in the
LaMn, _,V,0;. 5 system by x-ray and neutron diffrac-
tion methods, as well as by magnetic measurements.
Only extreme compositions have thus far been studied
in this system. Unlike lanthanum manganite, the effects
associated with oxygen nonstoichiometry of lanthanum
orthovanadite are too small to affect the unit cell
parameters and volume. According to [7], the orthor-
hombic perovskite structure is retained at aV4* concen-
tration of no more than 10%. At low temperatures, lan-
thanum orthovanadite is an antiferromagnet [8-10] in
which the nearest-neighbor magnetic moments of the
V3* jons are antiferromagnetically aligned in the (010)
planes and ferromagnetically ordered in the (100)
planes.

Thus, the moments in the extreme compositions of
LaMn, _,V,0;, 5 (a small d) are antiferromagnetically
ordered in opposite directions. This means that an
increase in concentration x should bring about a rota-
tion of the antiferromagnetic axis from one direction to

1063-7834/00/4212-2241$20.00 © 2000 MAIK “Nauka/ Interperiodica’
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the other. Moreover, substitution should change the
relation between the ferromagnetic and antiferromag-
netic exchange couplings, which can give rise to the
features presented in the magnetic phase diagram.

2. SAMPLES AND EXPERIMENTAL TECHNIQUE

The starting substances for the synthesis were the
oxides La,0; (99.9%), MnO, (analytical grade), and
V,0s (high-purity grade). The lanthanum oxide was
preliminarily calcined in air at 1173 K. The manganese
oxide was reduced to MnO, by calcination in air at
873 K for 8 h, and V,05 was reduced to V,0; by calcin-
ing in a hydrogen flow at 1173 K. The LaMn, _,V, 0,
solid solutions with x = 0.1, 0.2, 0.3, 0.4, 0.5, 0.6, 0.7,
0.8, and 0.9 were synthesized in a vacuum furnace at
1473 K and at aresidual pressure of 1.3 x 103 Pa. The
total annealing time was 72 h. After every 24 h of
annealing, the samples were ground thoroughly.

X-ray diffraction measurements were carried out on
aDRON-2 diffractometer (CuK, radiation).

The neutron diffraction experiment was performed
on a diffractometer mounted in the horizontal channel
of an 1VV-2M reactor. A monochromatic neutron beam
with wavelength A = 1.805 x 10~ nm was obtained by
successive reflection from a strained Ge(111) single
crystal and (004) pyrolytic graphite. Measurements
were made at temperatures ranging from 4.2 to 293 K.
The x-ray and neutron diffraction patterns were pro-
cessed using the FULL PROPF program [11].

The magnetic properties of the compounds were
studied on a vibrating-sample magnetometer in fields
of up to 19 kOe in the temperature range from 4.2 to
293 K. Therelative error of the magnetization measure-
ments did not exceed 2%. The temperature depen-
dences of the ac susceptibility were measured at a fre-
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guency of 1 kHz and a magnetic-field amplitude of
=10 Oe.

3. RESULTS AND DISCUSSION

The x-ray diffraction patterns of all samples were
recorded at 293 K in the angular range 10° < 20 < 70°.
The calculations of the diffraction patterns showed that
the samples studied have an orthorhombic structure.
The unit cell parameters (space group Pnma) for all
compositions x are given in Table 1. It is readily seen
that as the vanadium concentration increases, the a
parameter, on the whole, decreases; the b parameter
first increases, reaches a maximum of 7.877 A at x =
0.5, and then decreases; and the cell length along the ¢
axis does not change substantially. A comparison of the
unit cell parameters in LaMn, _,V,05, 5 and in pure
LaMnQO;, 5 shows that doping with vanadium brings
about a noticeable increase in the b parameter.

The lattice parameters obtained in this work for
samplesof theLaMn, _,V, 05, 5 System (see Table 1 for
the x-ray data obtained at 293 K and Table 2 for the
neutron diffraction data taken at 4.2 K) agree satisfac-
torily with the data available in the literature for
extreme compositions [2-5, 10]. However, it should be
pointed out that, for all the compounds studied by us,

the b/(a/2) ratio varies within the range 0.978-0.998,
which lies closer to the corresponding value (1.0008)
for LavO; [9, 10], but somewhat differs from

b/(a/2) = 0.95 for stoichiometric LaMnO; [2]. It is
known that deviation of this ratio from unity is due to
orthorhombic distortions in LaMnO,. Hence, substitu-
tion of vanadium for manganese resultsin adecreasein
the lattice distortions. This is apparently associated
with the fact that such a substitution should reduce the
static Jahn-Teller effect characteristic of LaMnO;,

Table 1. Parametersof theLaMn; _,V,05; orthorhombic lattice, derived from the profile analysis of x-ray diffraction patterns

measured at 293 K
Composition, x a A b, A c, A bl (a./2) V, A3 R, %

0.0[12] 5.669(1) 7.671(1) 5.523(1) 0.9568 240.188 34
0.1 5.661(1) 7.830(1) 5.551(1) 0.9780 246.051 12.8
0.2 5.642(1) 7.859(1) 5.548(1) 0.9849 246.000 6.09
0.3 5.620(1) 7.870(1) 5.559(1) 0.9902 245871 9.43
04 5.617(1) 7.876(1) 5.557(1) 0.9914 245.849 6.71
0.5 5.611(1) 7.877(1) 5.562(1) 0.9927 245.828 5.12
0.6 5.605(1) 7.872(1) 5.562(1) 0.9931 245410 6.12
0.7 5.589(1) 7.863(1) 5.559(1) 0.9948 244.297 4.61
0.8 5.577(1) 7.857(2) 5.556(1) 0.9962 243.456 5.02
0.9 5.560(1) 7.853(1) 5.553(1) 0.9980 242.598 8.72
1.0[10Q] 5.547(4) 7.851(6) 5.553(1) 1.0007 241.830 -

Note: The lattice parameters for the extreme compositions are taken from the literature.

PHYSICS OF THE SOLID STATE Vol. 42 No. 12 2000



CRYSTAL STRUCTURE AND MAGNETIC STATE

2243

g 8-
30+ 1 2
o
£l
25¢ = ®
| i Vmose
g 1 1 1
S 20r i 8 0 50 100 150
= i T,K
g o) o @
™ Po 39
= ' 5o 9%
g ~ P
]
E ".:, c-,‘..
AR 2
e s e
Lo TR RN T T T TR R
oF | T N R R T N R R T T TR T
1 1 1 1 1 1 1 1
10 20 30 40 50 60 70 80 90
20, deg

Fig. 1. Neutron diffraction patterns of the orthorhombic phase of the LaMn, _, VO3 perovskitesat 4.2 K for the compositions with
x=0.1, 0.5, and 0.9. Solid lines represent the calculated total intensities (nuclear and magnetic by the proposed models), and open
circles are experimental points. Dashes under the diffraction curves specify the angular positions of the nuclear (top) and magnetic
(bottom) reflections. The inset displays the temperature dependence of the peak intensity of the (010),, antiferromagnetic reflection

(20 = 13.2°) for the composition with x = 0.1.

because the number of Jahn-Teller Mn3* ions

decreases.

The coordinate parameters and the site occupancies
wererefined from neutron diffraction measurements. In
the orthorhombic lattice (space group Pnma), the lan-
thanum (La) and oxygen (O1) atoms, oxygen (O2), and
Mn/V atoms occupy the 4c(x, 1/4, 2), 8d(x, v, 2), and
4a(0, 0, 0) positions, respectively. The structural
parameters derived from the neutron diffraction pat-
terns are listed in Table 2. These values are close to
those obtained in [12] for LaMnO;, 5. No data on the
coordinate parameters and site occupancies for the
other extreme composition of theLaMn; _,V, O3, 5 Sys
tem are available in the literature.

As can be seen from Tabl e 2, the oxygen nonstoichi-
ometry in LaMn, _,V,05, 5 compounds with x < 0.3 is
0= 0.06, which corresponds to aMn** content of about
12%. This concentration of Mn*" ions is observed in
lanthanum manganite, whose magnetic moment at low
temperatures, in addition to the antiferromagnetic com-
ponent, has a noticeable ferromagnetic component

PHYSICS OF THE SOLID STATE Vol. 42 No. 12

[12]. Therefore, it can be assumed that magnetic order-
ing of this type is redlized in the compounds under
study at low vanadium concentrations.

In order to elucidate the magnetic structure and the
magnetic moments on the Mn and V atoms and to con-
struct the magnetic phase diagram, we carried out neu-
tron diffraction studies and magnetic measurements at
temperatures ranging from 4.2 to 293 K.

According to the neutron diffraction patterns
obtained at 4.2 K, the samples studied can be divided
conventionally into three groups. The neutron diffrac-
tion patterns characteristic of each group are displayed
in Fig. 1. One group combines compositions with x =
0.1, 0.2, and 0.3. The neutron diffraction patterns of
these compositions contain an antiferromagnetic reflec-
tion at the angle 20 = 13.2°. We did not find coherent
magnetic scattering in samples of the second group
with 0.4 < x < 0.9. The composition with x = 0.9 makes
up the third group of samples. The neutron diffraction
pattern of this sample exhibits an antiferromagnetic
reflection at the angle 20 = 18.5°. Figure 2 shows frag-
ments of neutron diffraction patterns containing reflec-
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Table 2. Structural parameters at 293 K for an isotropic integrated thermal factor of 0.5 A=

X 0.1 0.2 03 0.4 05 0.6 0.7 0.8 0.9
x, La 0.5471(14) 0.5446(04) | 0.5418(05) | 0.5402(06) | 0.5364(04) | 0.5365(05) | 0.5333(06) | 0.5302(08) 0.5301(12)
z La 0.008(27) 0.0082(08) |  0.0060(11) | 0.0087(11) | 0.0081(08) | 0.0056(10) | 0.0058(12) | 0.0056(15) 0.0041(30)
n La 0.98(1) 0.99(1) 0.98(1) 1.00(1) 1.00(1) 1.00(1) 0.99(1) 0.99(1) 0.99(1)
x, O1 —0.0148(20) | —0.0168(06) | —0.0163(08) | —0.0162(09) | —0.0157(06) | —0.0172(08) | —0.0169(09) | —0.0170(12) | —0.0157(18)
z,01 —0.0854(28) | —0.0848(09) | —0.0805(11) | —0.0776(14) | —0.0745(10) | —0.0749(14) | —0.0710(15) | —0.0629(18) | —0.0615(35)
n, O1 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00
x, 02 0.3017(16) 0.2971(04) | 0.2950(06) | 0.2938(06) | 0.2918(04) | 0.2934(06) | 0.2926(06) | 0.2913(08) 0.2874(24)
y, 02 0.0403(13) 0.0409(04) | 0.0402(05) | 0.0408(06) | 0.0416(04) | 0.0413(06) | 0.0422(06) | 0.0432(07) 0.0434(13)
z,02 0.2137(18) 0.2170(05) | 0.2187(6) | 0.2151(08) | 0.2148(05) | 0.2165(06) | 0.2176(09) | 0.2188(11) 0.2196(13)
n, 02 2.00 2.00 2.00 2.00 2.00 2.00 2.00 2.00 2.00
n, Mn/V 0.98(2) 0.99(1) 0.98(2) 1.00(1) 1.00(1) 1.00(1) 0.99(1) 0.99(1) 0.99(1)
5 0.067 0.061 0.055 0.00 0.00 0.00 0.027 0.006 0.015
a A (42K) 5.656(1) 5.644(1) 5.629(1) 5.621(1) 5.607(1) 5.597(1) 5.985(1) 5.581(1) 5.579(1)
b, A (4.2K) 7.827(1) 7.842(1) 7.862(1) 7.870(1) 7.859(1) 7.858(1) 7.855(1) 7.846(1) 7.825(1)
¢, A (42K) 5.544(1) 5.548(1) 5.550(1) 5.554(1) 5.555(1) 5.547(1) 5.550(1) 5.551(1) 5.548(1)
M, (AF), Hg 1.7(1) 0.9(1) 0.4(2) - - - - - 1.1(2)
M, (F), Ug 1.3(1) 1.4(1) 0.6(2) - - - - -
MO pg 2.2(1) 1.6(1) 0.7(2) - - - - - 1.1(2)
Ty 100(5) <78 <78 =120
Ry, % 7.7 44 42 5.2 36 3.8 55 5.8 6.1
Ry, % 146 21.0 30.0 - - - - - 305

Note: The & values are given for the experimental values of the site occupancy without regard for error. The magnetic moment projections and the lattice parameters are derived for
LaMn, _,V,03a 4.2K (B=0.1A?). M, and My are anti- and ferromagnetic projections of the Mn and V magnetic moments, respectively. The parenthetic figures are the standard
deviations for the last significant digits.
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CRYSTAL STRUCTURE AND MAGNETIC STATE

tionsat 20 = 13.2° and 18.5°. It isreadily seen that the
main antiferromagnetic reflection changes in angular
position and intensity with an increase in the vanadium
concentration.

Asfollows from the calculations of the neutron dif-
fraction patterns, the magnetic- and crystal-cell param-
eters for the compositions with x = 0.1-0.3 and 0.9
coincide, which corresponds to the wavevector of the
magnetic structure k = [0, 0, 0]. Magnetic symmetry
analysis yielded possible magnetic ordering patterns
with k =10, 0, Q] for the LaMn, _,V, O3, 5 compounds.
The magnetic ions in these compounds occupy only
one position, 4a. For this position, the magnetic repre-
sentation with k = [0, 0, O] has the form [13]

dy = 31, + 315+ 315 + 314,

where 14, ..., T; are irreducible representations of the
Pnma space group. The basis functions of the irreduc-
ible representations belonging to the magnetic repre-
sentation of the Pnma space group are given in Table 1
of our earlier paper [12]. By properly mixing several
irreducible representations, one can obtain all lattice-
symmetry-allowed magnetic structures.

Neutron diffraction patterns were calculated for var-
ious mixing versions. Comparison of the calculated
neutron diffraction patterns with those experimentally
measured for the compositions with x =0.1-0.3 and 0.9
revealed that the minimum value of the convergence
factor Ry is reached under the following conditions.
The magnetic structure of the compounds with x =
0.1-0.3 isdescribed by a superposition of the recurring

representations T, + T;. The T; representation corre-

sponds to antiferromagnetic alignment with the a axis,
and the 15, to ferromagnetic alignment with the b axis.
The ferro- and antiferromagnetic components of the
magnetic moment of anion are given in Table 2. These
valuesrelate to a“grey” 3d ion occupying the 4a posi-
tion. We readily see that substitution of vanadium for
manganese in compositionswith 0.1 < x< 0.3 resultsin
afairly drastic decrease in the magnetic moment.

A further increase in the vanadium concentration
(up to x = 0.9) brings about the disappearance of the
ordered magnetic moment. As already pointed out,
there is no long-range magnetic order in compounds
with0.4<x<0.8for T=4.2K.

For the sample with x = 0.9, the R, factor was
found to be the smallest when the magnetic structure

was described by the 1. irreducible representation.
This representation relates to antiferromagnetic order-
ing along the b axis. The magnitude of the moment is
givenin Table 2. Note that, in the composition with x =
0.9, not only the orientation of moments with respect to
the crystall ographic axes but their mutual orientation as
well are different from those observed in compositions
with 0.1 < x < 0.3. In the sample with x = 0.9, the
moments of the nearest neighboring ions are coupled
ferromagnetically in the (001)-type planes, and antifer-
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Table 3. Characteristics of the LaMn;_,V,0; magnetic
state, derived from magnetic measurements

X |og,emu/g| WLHg | Tp, K T, K T, K
0.1 19.6(5) | 0.9(1) 110 33 100(5)
0.2 16.7(5) | 0.7(2) 85 32 65(5)
0.3 9.5(5) | 0.4(1) 80 26 30(10)
04 - - 75 25 -
0.5 - - 65 26 -
0.6 - - 60 26 -
0.7 - - 40 28 -
0.8 - - 0 30 -
0.9 - - -125 32 -

romagnetically, between these planes, whereas in com-
positions with 0.1 < x < 0.3, we have the reverse situa-
tion.

In order to determine the Néel temperature Ty, of the
sample with x = 0.1, we carried out measurements of
the peak intensity | g0, Of the (010) magnetic reflection
(seeinset to Fig. 1). It is seen that the reflection disap-

Intensity, 10 imp/200 s

3

1 1 1 1 1 1
11 12 13 14 15 16 17
20, deg

1 1
18 19 20

Fig. 2. Fragments of neutron diffraction patternsat 4.2 K for
the compositions with x = 0.1, 0.2, 0.3, 0.4, 0.8, and 0.9.
Opencirclesare experimental points, and the solid linesrep-
resent the cal culations within the proposed models.
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1
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=)

X%, arb. units

1 1
120 140 160

Fig. 3. Temperature dependences of the reversible ogc (filled circles) and irreversible ozgc (open circles) magnetizations of
LaMng 4V 603 in magnetic fields (kOe): (1) 0.3, (2) 1.2, and (3) 3.0. The arrow identifies the freezing temperature T; derived from
ac susceptibility data. (4) Temperature dependence of the inverse susceptibility measured at 16 kOe. The straight line representsthe
linear extrapolation of the inverse susceptibility to the temperature axis drawn to determine the paramagnetic Curie temperature Tp.

pears at Ty = (100 £ 5) K. We have not succeeded in
measuring the Nédl temperature for the compositions
with x = 0.2 and 0.3 dueto the low intensity of the anti-
ferromagnetic reflection. The Néel temperature of
=120 K for the composition with x = 0.9 was estimated
from the intensities of the antiferromagnetic reflection
measured at 4.2 and 78 K.

To obtain information on the magnetic state of
LaMn,_,V,0; compounds and to construct the mag-
netic phase diagram, detailed temperature dependences
of the magnetization o (susceptibility X) were studied
on field-cooled (FC) and zero-field-cooled (ZFC) sam-
ples. Figure 3 presents temperature dependences of the
magnetization and the static susceptibility for the com-
position with x = 0.6. Asis seen, this sampleis charac-
terized by an irreversible behavior of the magnetiza-
tion. Below some temperature T;, which decreases with
increasing field strength, the 0, and o magnetiza-
tion curves do not coincide. The freezing temperatures
T; derived in the magnetization measurements coincide
in the low-field limit with the peak on the temperature
dependence of the ac susceptibility. Figure 3 aso
shows the temperature dependence of the inverse sus-

PHYSICS OF THE SOLID STATE \Vol. 42

ceptibility measured in a magnetic field of 16 kOe,
whose extrapolation to zero yields the paramagnetic
Curie temperature Tp. As follows from the Curie—
Weiss law for the temperature dependence of paramag-
netic susceptibility, T, is a parameter determining the
dominant role of exchange coupling between magneti-
cally active atoms. Positive paramagnetic Curie points
are characteristic of ferromagnetic exchange coupling
between spins or magnetic clusters. Zero or negative
values of the paramagnetic Curie temperature are typi-
cal of systemswith no ferromagnetic interactions. Sim-
ilar temperature dependences of magnetization and
susceptibility are observed for al the compounds stud-
ied, and Table 3 lists the T; and T, temperatures
obtained for the compositions investigated. Asis seen
from the values of Tp, antiferromagnetic interaction in
compositions with x > 0.8 is dominant.

Figure 4 displays the field dependences of the spe-
cific magnetization measured at 4.2 K on ZFC samples
of the compounds studied. It is seen that the field
dependences of al the compositions, except those with
x = 0.1 and 0.9, resemble the Langevin-type curves,
which are characteristic either of systems with alarge
anisotropy or of superparamagnets. For x = 0.1, the
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dependence is closer to the ferromagnetic type, but
with a higher susceptibility of the paraprocess. For x =
0.9, the magnetization depends linearly on the applied
field. Determination of the spontaneous magnetization
0, at 4.2 K by linear extrapolation of the magnetization
curves to zero field is made difficult because of the
absence of aclearly pronounced linear portion in o(H),
except for the case of the composition with x = 0.1. For
this reason, o, was found using a technique similar to
the Belov—Arrott thermodynamic coefficient method.
To accomplish this, the curves for 02 = f(H/o) at 4.2 K
were plotted for all the compounds studied. Extrapola-
tion to zero field permitted the determination of the
spontaneous magnetization o, and the subsequent cal-
culation of the average ferromagnetic moment per
“grey” atom occupying a manganese site (Table 3).
This approach also makes it possible to determine the
critical concentration of disappearance of the ferro-
magnetic order parameter in the series of the com-
pounds investigated. This concentration can be found
by setting the a parameter in the Belov—Arrott equation
a + bo? = H/o to zero. It was found that for x < 0.4, the
magnetic ground state of the compounds is character-
ized by the existence of aferromagnetic order parame-
ter. The temperature at which the ferromagnetic com-
ponent transfers to the paramagnetic state, T, (see
Table 3), was determined by the thermodynamic coef-
ficient method, because the temperature dependences
of magnetization of these compounds measured in
weak fields do not have a step characteristic of the kink
method.

As follows from Tables 2 and 3, the compounds
with x < 0.4 exhibit spontaneous magnetization and the
ferromagnetic component of the magnetic moment is
comparable in magnitude to the antiferromagnetic
component. Because the ferro- and antiferromagnetic
alignments for these compositions are described by the
same irreducible representation, they are identified by
one exchange multiplet. Then, a structure with
moments having both ferromagnetic t; and antiferro-

magnetic T; componentswill correspond to the ground

state of a magnet. Therefore, the magnetic structure of
the compositions with x < 0.3 should be noncollinear,
which corresponds to a canted antiferromagnet. It
seems all the more probable that the Nédl temperature
derived from the neutron diffraction data for the com-
position with x = 0.1 coincides, to within the experi-
mental error, with the Curie temperature determined by
the magnetic method. It isfor this state that the absolute
values of the moment [[iJare given in Table 2. The fer-
romagnetic moments extracted from magnetic mea-
surements (see Table 3) appear to be somewhat under-
evaluated, possibly because true saturation cannot be
achieved in a field of 19 kOe. Recalling that [Ofor
LaMnO; varies from 3.5 to 3.8, the data of Tables 2
and 3 suggest that substitution of V for Mnions results
in a substantially stronger decrease in the moment on
the 3d ion than should be expected to result from the

PHYSICS OF THE SOLID STATE Vol. 42 No. 12
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0, emu/g
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H, kOe

Fig. 4. Magnetization curves for zero-field-cooled samples
of the LaMn, _,V,03 compounds with different composi-

tionsx at 4.2 K.

dilution of the manganese sublattice alone. The reasons
for thismay be as follows. Aswas shown, for instance,
in[14], local spin distortions can arise in a canted-spin
system. They form clusters around ions, which break
the periodicity of the ion distribution over lattice sites.
In the case of the LaMn, _,V,O; compounds, vanadium
substitutes for manganese in a random manner, which
frustrates the Mn ions. The breakdown of the relation
between the Mn*-Mn* ferromagnetic and Mn3—
Mn3* antiferromagnetic interactions givesriseto alocal
distortion of the spin structure around theV ion. More-
over, the V3 ion has a magnetic moment whose prefer-
ential orientation differsfrom that of the Mn3* moment,
so that the exchange coupling between Mn and V may
have opposite signs, depending on the electronic con-
figuration of the ions. This can induce random mag-
netic fields, which destroy the long-range magnetic
order in the matrix more strongly than doping with non-
magnetic ions.

Such systems exhibit properties typical of spin
glasses, in particular, the irreversible behavior of the
magnetization below the T; temperature. The magnetic
state of compounds with 0.1 < x < 0.3 is probably two-
phase. One phase supports long-range magnetic order
(canted antiferromagnetism), whereas in the other
phase, the spin-glass state is realized. We can estimate
the sample volume occupied by the former phase by
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Fig. 5. Magnetic phase diagram of the LaMn, _,V,03 sys-
tem. Designations: P—paramagnet, CAF—canted antifer-
romagnet, AF—antiferromagnet, SGL—spin-glass state.

assuming that the moment of the Mnionis4yg and that
the mixing law holds. Then, at 4.2 K, the region with
the long-range magnetic order in the sample x = 0.1
occupies only about 60% of the sample volume.

Phase segregation, the manner of coexistence of
various magnetic phases in perovskites, has recently
become a subject of much debate [15]. The basic idea
is that manganese ions in different orbital states segre-
gate at different distances. Thisgivesriseto anintrinsic
inhomogeneous magnetic ground state in the perovs-
kites, which is strongly affected by an external mag-
netic field. This description assumes the existence of
three magnetic phases, namely, the antiferromagnetic,
ferromagnetic, and spin-glass phases, which differ in
their lattice parameters and temperature-induced
changes. However, the magnitudes of these changeslie
beyond the accuracy of our measurements.

The absence of coherent magnetic reflections and
magnetic measurements suggest zero spontaneous
magnetization in compounds with 0.4 < x < 0.8 a
4.2 K. Here, only the short-range order, both antiferro-
magnetic and ferromagnetic, can exist. The presence of
short-range magnetic order regions, which become
blocked below T;, givesrise to a magnetic ground state
in the form of acluster spin glass (see, e.g., [16]).

A further increasein the concentration to x = 0.9 ini-
tiates long-range magnetic order with an antiferromag-
netic alignment similar to that observed earlier in
LavO; [8, 9]. This is indicated by the linear field
dependence of the magnetization and by the magnitude
of the paramagnetic Curie temperature. In
LaMng V403, the magnetic moment of the V ion is
1.2y (if the Mnions are assumed nonmagnetic), which
is close to the value of 1.3pg found for LavO; [8]. At
the same time, the expected spin moment of theV3* ion
is 2ug. Thisdifference can be explained by the fact that
compositionswith x = 0.9 and 1.0 exhibit regions with-
out long-range magnetic order, which manifest them-
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selves in the irreversibility of magnetization below T;.
One aso cannot rule out the possibility that antiferro-
magnetic ordering in these compositions is accompa-
nied by an electronic transition resulting in a noticeable
decrease in the localized magnetic moment on the V
ions.

Unlike the above case, where the 15 and T3 repre-

sentations corresponded to one exchange multiplet, the
T3 and T5 irreducible representations describing the
magnetic structures of the extreme compositions with
x= 0.1 and 0.9 give rise to two discrete multiplets of
states degenerate in exchange energy. Therefore, the
mixing of these representations will produce not asin-
gle-phase state with a noncollinear magnetic structure
but rather a state with two phases which have different
magnetic structures. In our case, the boundaries sepa-
rating these phases do not cross; therefore, a magnetic
phase transition from one type of the magnetic struc-
tureto another occurs not through spin reorientation but
via a state with no long-range magnetic order.

In conclusion, we present amagnetic phase diagram
(Fig. 5) of the LaMn,_,V,0; orthorhombic perovs-
kites, in which the Néel temperature and the freezing
point of the spin-glass state are specified. The T tem-
perature was derived from the data on neutron diffrac-
tion and magnetic measurements. The diagram identi-
fiesthe regions of existence of the long-range magnetic
and spin-glass orders, as well as the regions where the
magnetic phases coexist.

Thus, we have reported the first investigation of the
crystal structure and magnetic ordering in the
LaMn, _,V,0;. 5 compounds. Oxygen nonstoichiome-
try isthelargest in compoundswith 0.1<x<0.3andis
approximately 0.06. At T < 300 K, all compounds have
an orthorhombic structure with similar parameters

b/ /2 and c, which suggests that the doping of the lan-
thanum manganite by vanadium reduces orthorhombic
distortions. Long-range magnetic order is observed
only in compositionswith x < 0.3 and x = 0.9. The mag-
netic structure of the compositions with x < 0.3 is
described by the sum of the irreducible representations

T, + Tz, which corresponds to a canted antiferromag-

netic structure (wavevector k =[O0, 0, 0]) with antiferro-
magnetic moments aligned with the a axis and aferro-
magnetic component of the magnetic moment parallel
to the b axis. The best description for the composition

withx = 0.9 isprovided by the T, representation, which
corresponds to antiferromagnetic ordering with mag-
netic moments parallel to the b axis. The compoundsin
the intermediate composition region with 0.4 < x < 0.9
reveal an absence of long-range magnetic order at
4.2 K. In this case, the magnetic ground state exhibits
properties characteristic of cluster spin glasses.
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AND FERROELECTRICITY

The Initial Stagein the Nonlinear Motion
of a Domain Wall in Garnet Films
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Abstract—A study of the domain-wall motionin single-crystal garnet films of theY BiFeGa system with a per-
pendicular magnetic anisotropy, activated by a constant in-plane bias field H, parallel to the wall plane and a
pulsed drive field Hy of an amplitude corresponding to the nonlinear region of the domain-wall velocity vs. the
H, relation is reported. The earlier data suggesting the existence of an initial phase of motion, where the wall
is accelerated to a high instantaneous vel ocity, have been confirmed. The wall behavior in the initial phase has
been shown to be affected by the field H, and the drive-field pulse risetime. A possible mechanism of the wall
structure transformation after the application of the Hy pulse is considered. It has been established that the
dependence of the wall velocity on H, in the saturation region disagrees with theory. © 2000 MAIK

“ Nauka/Interperiodica” .

It is known that a domain wall in films with alarge
perpendicular magnetic anisotropy under drive fields
H, in excess of a certain critical level Hy moves with
the so-called saturation velocity, which does not
depend on H,. It was also established that, at the initial
instants of timeimmediately after afield pulse applica
tion, the domain wall moves with a velocity exceeding
the saturation velocity. It was conjectured that in this
stage a wall does not contain spin structures such as
horizontal Bloch lines (HBL), so its motion can be
described in terms of the one-dimensional Walker’'s
model (see, eg., [1-5]). It was necessary, however, to
assume that the wall displacement occurs with losses
exceeding those typical of ferromagnetic resonance
(FMR) afew times over. At the sametime, it wasmain-
tained [6, 7] that, on application of a drive field pulse
with an amplitudein excess of thefield at which steady-
state motion breaks down, the domain wall accelerates
initially to ahigh instantaneous velocity. In [ 7], thewall
acceleration was described by the well-known equation
of motion with aninertial term. The wall effective mass
thus obtained was substantially larger than the Déring
mass, which was assigned to a buildup of HBLs in the
wall. This approach did not need any assumptions con-
cerning the damping parameter. The measurements in
[7] were carried out on one sample at afixed drive-field
pulse rise time, so that the data obtained did not permit
any generalizations.

In order to investigate the initial stage of the domain
wall motion within the nonlinear region of the drive
fields in excess of the critical level Hg and to establish
the mechanism responsible for the transformation of
the wall spin structure, we studied the effect of the H,

pulse rise time on the domain-wall motion. The mea-
surements were performed on two Y BiFeGa films with
the following characteristics. sample 1 had a thickness
of h= 5.3 um, a magnetization 4riM = 138 G, the
anisotropy field Hy, = 2570 Oe, the Bloch wall-thick-
ness parameter A = 0.28 x 10~° cm, the effective gyro-
magnetic ratio y = 1.8 x 10’ Oe™ s, and the Gilbert
damping parameter a = 0.0025 (from FMR data); and
sample 2 had h = 4.6 ym, 41tM = 156 G, H, = 6200 Oe,
A=02x10%cm,y=167 x 10" Oe's? and a =
0.002. The measurements were done on a planar
domain wall stabilized by a pulsed gradient field gener-
ated by two parallel planar conductors through which a
current pulse was passed. The pulse amplitude was
large enough to transform theinitial labyrinth structure
between the conductors into two domains separated by
a domain wall paralel to the conductors. One micro-
second after the application of the gradient field pulse,
when the planar wall has already formed, a pulse of the
drive field Hy causing wall motion was applied. The
measurements were performed at different field-pulse
rise-time constants T, more specifically at 1, 20, and 35
ns. Anin-plane dc bias field H, was applied parallel to
the planar wall. The relations q(t) connecting the wall
displacement with time were found for severa values
of Hp, from 240 to 480 Oe for film 1 and from 400 to
1300 Oe for film 2, and for different amplitudes of H,,.
Visudization was obtained by a high-speed image-
recording method, and the ~5-ns pulsed illumination
was provided by a Rhodamine 6G dye laser pumped by
a pulsed nitrogen laser. A TV camera with a high-sen-
sitivity vidicon served as a receiver, and the images
recorded were stored and could be displayed on the

1063-7834/00/4212-2250$20.00 © 2000 MAIK “Nauka/ Interperiodica’
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1 1
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Fig. 1. Domain wall displacement vs. the time reckoned
from theinstant of the application of the Hy pulse. Sample 1,
T1=1ns, Hy=45Og, and H, = 360 Oe. The points are exper-
imental; (1% approximation by the q(t) function, (2) calcula-
tion for them=mp case, and (3) velocity saturation region.

monitor screen for treatment. The wall displacement
was determined by averaging the data obtained in sev-
eral dozen measurements.

Figures 1 and 2 exemplify the typical g(t) depen-
dences obtained for film 1 with the time constants t of
1 and 25 ns and an amplitude Hy = 45 Oe. One clearly
sees an initial delay t' in the wall displacement with
respect to the instant of the field pulse application. The
length of this delay increases from ~10 nsfor T = 1 ns
to~30nsfor 1 = 35ns. Theinitial delay isfollowed by
the stage of wall acceleration to a velocity V,, after
which the velocity dropsto its saturation value V< V.
Qualitatively the same results were obtained for sample
2. The acceleration phase lasts ~15 nsfor T = 1 ns, and
its duration increases to ~30 nswith the time constant t
increasing to 35 ns.

Asin[7], when describing the wall motion in accel-
eration, we limit ourselves to the equation of motion
containing an inertia term. Taking into account the ini-
tial delay, this equation can be written in the form

dzy _1dy
m<Y + 2mp Y+ 2MOHy ()

dt t ey
= 2MHy[1-e "1,

where m is the effective wall mass, [ is the mobility,
and [JH isthe stabilizing gradient. We do not write out
thefunction y(t) here, which isthe solution to this equa-
tion, because its explicit form is too cumbersome. We
shall approximate the experimental data by the function

[0, for t<t

t) =
ac) E]y(t), fort' <t<t".
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Fig. 2. Domain wall displacement vs. the time reckoned
from the Hy pulse application moment. Sample 1, T=20ns,

Hg =45 Oe, and H, = 390 Oe. The points are experimental;

(1) approximation by the q(t) function and (2) calculation
for thea = 0.2 case.

Here, t" is the time at which the wall reaches its maxi-
mum velocity. The quantities m and t' were used as fit-
ting parameters, and i was derived from the FMR mea-
surements. It was shown earlier [8] that, in filmswith a
very narrow FMR line, the mobility found from wall
dynamics experiments turns out to be a few times
smaller than that extracted from the FMR data. In our
case, these mobilities differ by a factor two to four;
however, one can readily verify that thisdifference does
not affect noticeably the calculated q(t) relation, and,
therefore, 1 was determined from the FMR data.

In Figs. 1 and 2, the experimental data are fitted by
curves 1. The values of the effective mass found in the
H, interval studied, m> 10-° g/cm?, exceed the Déring
mass my,. For instance, for sample 1, mp = (2mAy?)* =
1.7 x 101° g/cm?, and in the fields H,, employed here,
this mass should be less than 1071° g/cm? (see Eq. (16)
in [9]). Curve 2 in Fig. 1 shows how the time depen-
dence of the wall displacement would look in the case
of m=mp and for the values of t' and p corresponding
to curve 1. According to the present notions, the wall
mass can be written as[10]

_ Ly dv
M= SMav; 2

where V; is the instantaneous wall velocity. A domain
wall will possess an anomalously large effective mass
if the increase in velocity in the course of its accelera
tion will be accompanied by a substantial increase in
the film-thickness-averaged angle W that the magneti-
zation makes with the wall plane. Thus, the data

obtained by us in this work and in [7] for films with
very low losses permit the conclusion that, when a film
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startsto move under adrive field substantially in excess
of the breakdown field, HBLs will build up in it at the
first instants of time. This is what accounts for the

growth of the ¥ angle.

The dependence of the duration of the acceleration
phase on the field-pulse rise time constant can be
explained in the following way. A wall stabilized by a
gradient field O0H and driven by an Hy pulse is acted
upon by an effective field

H = Hg[1-e "~ OHy(1). (3)

This field brings about an increase in the W angle,
which is described for low losses by the expression

av _ ..

iR 4)

It is possible that the wall accelerates until the angle W

reaches acertain critical value W' . After this, one of the
HBL s punches through upon reaching the surface and a
state of chaos corresponding to the velocity saturation
regime setsin. Obvioudy enough, the time interval dur-
ingwhich ¥ attainsthe critical valueisgiven by Eq. (4).
If the Hy pulse is step-shaped, the amplitude H' = Hy at
theinstant of the application of thefield, after which, by
Eq. (3), H' fallsoff. At finite values of T, we always have
H' <H,. If oneplotsH'(t) relationsfor different T, it will
become evident that, as the pulse rise constant
increases, the time required to twist the spinsin thewall

through the angle W' should also increase. If the T
times are large enough, the wall can reach its new equi-
librium position where H' = 0, while not attaining
motion with the saturation velocity.

The wall acceleration stage can apparently be
observed only in filmswith avery low damping param-
eter a. For comparatively large a, the viscosity effect
will prevail. For instance, if sample 1 had a sufficiently
large damping parameter, for example, a = 0.2, then for
thevalues of mand t' corresponding to curve 1inFig. 2
the solution of Eq. (1) would be represented by curve 2.
Note that the initial portions of the time dependence of

the wall translation obtained with drive fields H, > Hj
in[1-6] and in other studies wherefilmswith largea ~
0.1 were used had the same pattern.

A possible explanation of the initial delay in the
wall displacement can be proposed on the basis of the
results quoted in [11]. According to the calculationsin
[11], the first to nucleate in the wall under a high drive
field is a single HBL and it appears not near the film
surface but rather in the middle (see also [12, 13]).
When the Bloch line moves across the film thickness,
the wall velocity is given by the relation

=Y
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where o is the wall energy density. If the HBL is dis-
placed near the film center, o changes primarily due to
the change in the HBL spin energy under the stray field
created by charges on the film surface. Asis shown by
the calculations, thisenergy and, hence, o increase very
little near the film centra plane for a noticeable

increase of the W angle. Therefore, the wall velocity
also grows very little for some time, which is perceived
as adelay in the trandation. The increase in the delay
time t' observed to occur with an increasing time con-
stant T can be explained as due to the fact that, because
of the specific character of the dependence of the effec-

tive field H' on 1, the twist angle W will reach (with
increasing 1) the values at which the wall velocity dif-
fers noticeably from zero only at later times. Note that
an initia delay in the wall displacement was also
observed earlier [14, 15] in the translational motion of
magnetic bubble domains, but in weak drive fields, of
the order of the coercive field, and it was attributed to
magnetic aftereffects.

A dc in-plane magnetic field is known to affect sub-
stantially the saturation velocity of a domain wall. This
effect isdealt with in anumber of papers, but their results
differ noticeably. For instance, by a simple model [10],
in the nonlinear field region, H, > 8M, one has

1
4

Thewall dynamicswas considered theoretically for the
case of in-plane transverse fields H, > 4miM, and the
conclusion was drawn that the velocity saturation
reached by awall in the presence of atransversefieldis
caused by a change in the relaxation mechanisms with
an increasing drive field [16]. The saturation velocity
was abtained as

V =V = ZAVH,. (6)

Tt
Vg = éApr. (7

According to experimenta data [17], relation (6) holds
in comparatively low drive fields (Hy < 4M), while at
higher H, the saturation velocity increases 2ttimes more
rapidly with an increasing field H,. Such a strong
increaseinthewall velocity was also observed in [ 18] for
H, > 121M; there, the measurements were performed
in the drive fields Hy > 25M. These results are at odds
with the data quoted in [7, 19]. In particular, the
V4(H,) relations obtained in [7] with different drive
fields (Hy, = 0.5M and 6M) were found to be substan-
tially nonlinear and disagreed with expressions (6) and
(7). In view of these contradictions, it appeared reason-
able to reconsider the wall motion in the saturation
velocity region in the presence of atransverse field and
infilmswith different parameters. In thiswork, asin[7],
the saturation velocity was determined for the linear por-
tion in the q(t) curve, which immediately follows the
wall acceleration phase. Figure 3 presents experimental
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Vg, m/s
100
90
80
70 ;
60
50
40
30 °°
20 od
10

T T T T T T T 1
\S)
[e]
o
o
o

H,/8M

Fig. 3. Saturation velocity vs. dc bias field Hy, for film 2:
(a) experimental points, (b) the value of Vg calculated from
an expression in [20]; (1) calculation using Eq. (6) and (2)
calculation from expression (7).

data obtained on sample 2 for 4 < H,/8M < 13 and
H, = 60-85 Oe. Also shown are the relations calculated
from Egs. (6) and (7). The value of V, calculated using
an empirical relation from [20], V, = MAy(1 + 6.90),
is identified with a cross on the vertical axis. One
readily sees that the experimental dependence is not
described by expressions (6) and (7), in particular, in
the region of the H, values (H, > 8M) where, by [16-
18], thelinear relation (7) should hold. The datain Fig. 3
qualitatively resemble the relation obtained by us earlier
[7]. Our resultslikewise do not argue for the vel ocity sat-
uration mechanism proposed in [16].

Thus, we have obtai ned new data supporting the ear-
lier model of the spin structure transformation of a
domain wall in the initial interval of its motion within
the velocity saturation region. It has also been shown
that the available theory does not provide a correct
explanation for the domain wall motion in the velocity
saturation region in the presence of a transverse mag-
netic field.
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Abstract—The properties of PbsGe;0;; : Cu?* crystals near the temperature of the ferroelectric phase transi-
tion are discussed in terms of a phenomenological approach. Assuming a quadratic interaction with the order
parameter, the effect of Cu®* is considered aresult of static distortions, which result from the off-center position
of the copper impurity ions in the lead germanate structure. In this approximation, Cu* jumps between off-
center positionsdo not affect the dynamic properties of the crystal matrix near Te. © 2000 MAIK “ Nauka/Inter-

periodica” .

1. INTRODUCTION

In recent years, extensive studies have been devoted
to phasetransitionsin real crystal structures containing
defects of various types. At the same time, many exper-
imental workswhose results are explained as being due
to structural imperfections were performed on nomi-
nally defect-free crystals. The lack of direct data on the
nature and concentration of defect centers makes the
proposed interpretation seem unreliable.

The aim of this work was to investigate the dielec-
tric properties and to elucidate the specific features of
the phase transition in lead germanate crystals doped
with copper ions. The transition in Pb;Ge;0,; crystals
from the high-temperature paraelectric phase (space

group Cj,,) to the ferroelectric phase (space group C3)

isobserved at T = 451 K and is accompanied by spon-
taneous pol arization al ong thetrigona polar axisc[1-3].
Analysis of the EPR spectra of Cu?* ions showed that
impurity ions replace Pb?* ionsin the trigonal positions
of the Pb;Ge;0;; structure and occupy three off-center
sites in the (ab) plane perpendicular to the polar axis
[4, 5]. The investigation of the EPR averaging effects
and the relaxation maxima in the temperature depen-
dence of the dielectric losses allowed the authors of [5]
to infer that thermally activated Cu?* jumps occur
between the off-center positions and to determine the
activation energy and the natural frequency of the
impurity dynamics involved.

Obviously, Pb:Ge;0;; : Cu?* is a promising subject
in discussing the role of specific defects, such as off-
center impurity ions in crystals with phase transitions.
Thisis supported by the following arguments. First, the
results obtained in [4, 5] provide deep insight into the
microscopic properties of the Cu?* impurity centersin
the crystal structure. Second, lead germanate isauniax-
ial ferroelectric, which justifies the applicability of the

mean field approximation within abroad vicinity of T.
Therefore, we can attempt to reveal the main features of
the phase transition in PbsGe;0,; : Cu?* at a phenome-
nological level [6, 7]. Third, we had at our disposa
Pb;Ge;0,, single crystals (hominally pure) with differ-
ent contents of the Cu?* impurity, namely, 0.1, 0.2, and
0.5 wt %.

2. PERMITTIVITY OF Pb.Ge,0,; : Cu?*
CRYSTALS NEAR THE PHASE TRANSITION

In order to obtain information on the effect of off-
center copper ions on the properties of lead germanate
near the phase transition, we measured the permittivity
of the crystals. The results of these measurements are
presented in Fig. 1. It is seen that the introduction of a
copper impurity leads to a shift of the transition point
toward lower temperatures and to a broadening of the €
anomaly. The concentration-induced lowering of T.
indicates that the copper ions are “rigid” defects which
stabilize their symmetric environment when cooled
below the transition temperature of the ideal structure
[8]. The broadening of the thermodynamic anomalies
upon the introduction of different impuritiesis afairly
general phenomenon, which can be associated with a
nonuniform distribution of defects over the crysta
matrix [7]. To quantify the concentration dependence
of the dielectric properties, the experimental data were
fitted within the range from T + 5K to T + 40 K by

the Curie-Weiss relation e = Co-, (T — To). Figure 2
shows the dependence of the displacement of the
phase transition temperature, ATe = T (N=0) — T (N),
on the dopant content N. The Curie-Weiss constant is
practically independent of the copper content and, for
al the crystals studied, follows the relation C._y, =

(1.21 £ 0.02) x 10* K.

1063-7834/00/4212-2254%$20.00 © 2000 MAIK “Nauka/Interperiodica’
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3. PHENOMENOLOGICAL DESCRIPTION
OF THE PHASE TRANSITION
IN Pb:Ge;O; : Cu?*

Let us consider the interval around the transition
point for which the approximation of noninteracting
defectsisvalid. In order to relate the state of the system
to the microscopic characteristics of Cu?*, we represent

the density of the thermodynamic potential ¢ for a
crystal with defects as the sum of the contribution @(n)
from cells with a perfect structure, the contribution @,
from defect cells, and the binding energy ¢ for the
order parameter n and defects.

In the crystals under study, the Curie-Weiss relation
is satisfied and the introduction of Cu?* ions does not
result in noticeable changes in the e*(T) dependence
(Fig. 1). Therefore, we can neglect the spatial inhomo-
geneity of the order parameter and represent the @(n)
potential of undistorted cellsin the form of the conven-
tional Landau expansion

1,2, 1
®(n) = @+ 5An"+3Bn", @)

where A= A(T-Te), A, B>0.

Writing the contribution @, of defect cells in the
exact form would require knowledge of the micro-
scopic reasons for the off-center behavior. However,
recalling that Cu?* occupies three off-center positions
in the plane perpendicular to the polar axis ¢, we
attempt to model the potential relief ¢, by going over
in the (ab) plane to polar coordinates with the origin at
the trigonal site of the substituted ion, X = ucosy, y =
usiny.. Taking into account the above notation, the con-
tribution of one defect cell to the thermodynamic
potential can be written as

(U, ) = —%a u’cos3y + %Bu“, 2

where a, 3 > 0. The function ¢, has a maximum at the
trigonal lattice site (u=0). At theangles ;o = 2(i — 1)173
(i=1,2, 3), theq, potentia hasthree minima, which cor-
respond to the equilibrium value of the off-center dis-
placement u, = (0/B)Y2. Information on the rel ative mag-
nitude of the coefficientsin expansion (2) can be obtained
from [5], according to which the height of the barrier sep-
arating the off-center positionsis W= a?/(4f) ~ 0.24 eV.
In thevicinity of the phase transition, the frequency of
the Cu?* jumps between the off-center positions,
TY(Te) ~ 10°-10° Hz [5], considerably exceeds the
measuring frequency (1 kHz, Fig. 1). The inclusion of
the local dynamics of defect ions results in the time
dependence of the polar angle ) in expansion (2).

Now, we determine the type of interaction between
the order parameter n and the coordinates (u, P) of the
impurity defects. We recall that the off-center position
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Fig. 1. Temperature dependence of the reciprocal permittiv-
ity € in the range of the phase transition in PbsGesOqq
crystals: (1) undoped samplesand samplesdoped by (2) 0.1,
(3) 0.2, and (4) 0.5 wt % Cu?*. The measurements are made
aong the polar axis c at the frequency f = 1 kHz.

of Cu?* in the (ab) plane does not violate the mirror
plane, which maps (+n) into (—n). It is obvious that
the symmetry of the order parameter contains the axis
C; || c, which mapstheimpurity ion from one off-center
position into another. Hence, the interaction energy @
should be an even function of n and u. According to the
symmetry of the lead germanate paraphase and the
arrangement of the off-center positions, the lowest
order interaction invariant hasthe form n2u?. It isessen-
tial that this interaction not contain the polar angle Y
and, hence, not depend on the local dynamics of the
copper centers.

Taking into account Egs. (1) and (2) and the type of
interaction involved, the density of the thermodynamic
potential of a crystal with defects can be written as

@(N, Up) = @(N) + N@p(Ug, P) + Nec(n, o)

~ ~ 3
= (po+%Ar]2+%Bn4. @

The last formulation (3) singles out the dependence of
@ on n and introduces the notation ¢ + @, + N¢, and
A=A+ Ng ug , Where g > 0 isthe coupling parameter.
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4. DISCUSSION OF THE RESULTS
AND CONCLUSIONS

Consider the effect of the coupling with the order
parameter on the state of an impurity ion. As follows
from Eq. (3), below T, the magnitude of the off-center
displacement and the height of the potential barrier sep-
arating the Cu?* positions become temperature-depen-
dent:

U = Ao(Tc T),

a

B
a @
W O35~ 5 A(Te=T).

a

Expressions (4) show that the state of animpurity ionis
sensitiveto the static component of the order parameter.
Taking into account that the frequency of hopping
(10°-10% Hz) between off-center positions near T is
three orders of magnitude less than the Debye fre-
quency Q ~ 4 x 10'?2 Hz [9], we can assume the effect
of higher harmonics of n on the defect time scale to be
averaged out to zero. Despite the temperature depen-
dence W(T) predicted by relationships (4), no notice-
able changes in the activation energy within the range
100400 K were observed [5]. Apparently, the error
with which the activation energy was derived from the
EPR and dielectric spectra in [5] is not exceeded in
magnitude by the second term in expressions (4). Note

that the binding energy ¢ = (]J2)gn2u§ in Eq. (3) does
not depend on the polar angle Y and is determined by
the static coordinate u,. In the approximation we are

using, the relaxation dynamics of the impurity ionsis
unaffected by the coordinate of the order parameter n

20+

AT, K

1 1
0 0.5
N, wt %

Fig. 2. Dependence of the displacement of the phase transi-
tion temperature on the Cu®* content in PbsGe;0;; (derived
from dielectric measurements).
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and all three minima of the potential of a defect cell
remain egquivalent.

Anaysis of the properties of the crystal matrix
makes it evident that the inclusion of the interaction
with defects in Eq. (3) results in a renormalization of
the expansion coefficient of n? The quadratic interac-
tion with the order parameter gives grounds to classify
the off-center Cu?* impurity ions in lead germanate
among defects of the random local transition tempera-
turetype|[6, 7]. The displacement of the average phase-

transition temperature T in a crystal containing
defects with respect to the T point of an impurity-free
crystal is proportional to the impurity concentration

~TE = NAU (5)
The influence of copper ions on the dynamic properties
of the crystal matrix islimited to an increase in the soft-
mode frequency. Defects of the type discussed here do
not affect the soft mode damping, and local hopping
cannot give rise to a dynamic central-peak component
in scattering spectra [10, 11].

The concentration-induced displacement of the
transition point AT (Fig. 2) exhibits a somewhat
weaker dependence than predicted by Eq. (5). It should
be stressed that the effect of Cu?* ions on the phase
transition in lead germanate is discussed here in terms
of the copper-center model, which was proposed on the
basis of radio spectroscopy data[4, 5]. The anisotropy
in the EPR spectra of Cu?* ions does not reveal any dis-
tortions along the polar axis which could produce com-
ponents of a defect of the random-local-field type [6,
7]. Thus, there are no grounds to assume linear interac-
tion between Cu?* defect ions and the order parameter
which would result in the features of the dynamic prop-

ertiesand anonlinear dependence of Tg on the concen-
tration N [7, 10-12]. The behavior of the experimental
dependence AT(N) should be assigned to the scatter in
the transition temperatures of the samples prepared
from different lead germanate single crystals, which is
seenin Fig. 2.

AT = T¢
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Abstract—This paper reports on an EPR study of aferroelectric, 1.8/65/35, and an antiferroelectric, 2/95/5, of
optically transparent Pb, _,LaZr, _,Ti,O3 (PLZT) ceramics within a broad temperature range (20-300 K) after
illumination at a wavelength of 365—725 nm. Illumination with ultraviolet light, whose photon energy corre-
sponds to the band gap of these materials, at T < 50 K creates anumber of photoinduced centers: Ti%*, Pb*, and
Pb3*. It is shown that these centers are generated near alanthanum impurity, which substitutes for both the Pb?*
and, partially, Ti** ions through carrier trapping from the conduction or valence band into lattice sites. The tem-
perature ranges of the stability of these centers are measured, and the position of their local energy levelsinthe
band gap is determined. The most shallow center is Ti%*, with its energy level lying 47 meV below the conduc-
tion band bottom. The Pb®" and Pb* centers produce deeper local levels and remain stable in the 2/95/5 PLZT
ceramics up to room temperature. The migration of localized carriersis studied for both ceramic compositions.
It isdemonstrated that, under exposure to increased temperature or red light, the electronsionized into the con-
duction band from Ti®* are retrapped by the deeper Pb* centers, thus hampering the carrier drift in the band and
the onset of photoconduction. The part played by localized charges in the electrooptic phenomena occurring in

the PLZT ceramicsis discussed. © 2000 MAIK “ Nauka/Interperiodica” .

1. INTRODUCTION

The optically transparent ceramic PLZT belongs to
solid solutions of the PbTiO; ferroelectric and PbZrO4
antiferroelectric doped lightly by La. The introduction
of lanthanum into PbZr, _,Ti,O; not only increases the
density of the hot-pressed ceramic to 99.5%, thus mak-
ing it optically homogeneous and transparent, but also
substantially changes its electrical properties. For
instance, at lanthanum concentrations above 8% the
permittivity of the 65/35 composition exhibits a notice-
able frequency dispersion characteristic of the relaxor
systems|[1, 2]. A decreasein the grain size and the frag-
mentation of polar domains upon introduction of La
result in a decrease in the coercive field. On the other
hand, the fraction of regions adjacent to the domain
walls increases and the strength of the nonuniform
internal electric fieldsinduced by different-type crystal
lattice imperfections, as well as by carriers trapped in
defects, also increases substantially. As aresult, such a
medium becomes extremely sensitive even to weak
external factors capable of changing the local electric
polarization.

One of these important external factors, which can
effectively influence the electric polarization, is optical
irradiation. It is the effect of optically induced change
in the polar state that underlies many promising appli-
cations of the PLZT ceramics. Itisintuitively clear that
this phenomenon can be associated, in particular, with
photocarrier localization at local levels, which entails

the creation of regions with a locally uncompensated
space charge. Thislocalized carrier usually produces a
paramagnetic center, and EPR is the most appropriate
method of probing these centers.

Despite the obvious importance of studying photo-
induced intrinsic defects, relevant information is
scarce. In particular, only two centers, namely, Pb®* and
Ti%*, in PLZT of the 7/65/35 and 8/65/35 compositions
have been identified to date (see [3-5]). The tempera
ture stability of these centers was studied in our earlier
work [5]. However, many issues related to these and to
anumber of other centers remain unclear.

In this work, we continued the study of light-
induced defectsin the PLZT ceramics of two different
compositions (1.8/65/35 and 2/95/5). In particular, an
analysis of the spectrum near the g-factor of 2.0 permit-
ted the isolation of EPR lines belonging to a new elec-
tron-type Pb* center. It was shown that at an elevated
temperature or upon exposure to red light, the electrons
ionized from Ti%*, rather than annihilating with the
holes, are retrapped by the deeper-lying Pb* centers.
The positions of the Pb*, Pb®*, and Ti®* energy levels
were determined by deriving the temperature depen-
dence of the probability of localized-carrier thermal
ionization from the EPR spectra. A mechanism of pho-
tocarrier localization in the PLZT ceramics is pro-
posed, and the role of the localized carriersin the elec-
trooptic phenomena characteristic of this type of the
ferroelectric ceramicsis discussed.

1063-7834/00/4212-2258%20.00 © 2000 MAIK “Nauka/Interperiodica’
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Fig. 1. EPR spectrum of the 2/95/5 PLZT ceramicsat T = 20 K (a) before and (b) after UV irradiation (365 nm).

2. EXPERIMENTAL TECHNIQUE

The studies were performed on samples of optically
transparent Pb, _ L aZr; _,Ti, O3 ceramics (y/1 —x/x) of
two compositions, 1.8/65/35 and 2/95/5, which were
prepared by the standard two-stage hot-pressing
method [6]. The samples were obtained in the form of
platelets (4 x 2 x 0.5 mm in size) with carefully pol-
ished surfaces. The EPR spectra were recorded on an
X-band spectrometer with an ESR-9 Oxford tempera-
ture-control attachment in the temperature range from
20 to 300 K. The samples were irradiated directly in a
spectrometer cavity with a high-pressure mercury lamp
at T =20 or 290 K through narrow-passband color fil-
ters at wavelengths of 365, 405, 436, 579, 675, and
725 nm. When studying the effect of |ow-temperature
annealing (100 < T < 155 K) on EPR spectra, the sam-
ple heated to a fixed temperature after irradiation at
T =20 K was alowed to stand for a preset time (usu-
ally, 1-40 min) and was cooled rapidly to the tempera-
ture T = 20 K at which the EPR spectrum was mea-
sured.

PHYSICS OF THE SOLID STATE Vol. 42 No. 12

3. EXPERIMENTAL DATA

3.1. EPR spectra. Low-temperature (T = 20 K)
EPR spectra of the 2/95/5 PLZT ceramics before opti-
cal irradiation revealed a very weak line with a g-factor
close to that of a free electron (g = 2), whereas the
1.8/65/35 sample did not exhibit an EPR spectrum at all
(Figs. 1a, 24). At room temperature, no EPR spectra
were observed for any of the samples studied.

After theirradiation has carried out at T = 20 K with
UV light, whose energy is approximately equal to the
band gap (3.4 eV), both samples exhibited photoin-
duced EPR spectra, which are displayed in Figs. 1b and
2b for the 2/95/5 and 1.8/65/35 compositions, respec-
tively. The spectra were resolved into individual lines
belonging to different paramagnetic centers by using
the Peak Fit program. The curves thus obtained are
indicated by dotted linesin Figs. 1b and 2b. Thisdecon-
volution of the spectrainto its components was accom-
plished with the use of their temperature dependences,
because different centers were stable within different
temperature ranges. Computer processing Yyielded
exact values of the g-factors of the individual lines.
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Fig. 2. EPR spectrum of the 1.8/65/35 PLZT ceramicsat T =
20K (a) before and (b) after UV irradiation (365 nm).
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Fig. 3. Temperature dependence of photoinduced EPR spec-
traof the 2/95/5 PLZT ceramics.

As follows from the analysis, the spectra of both
ceramic compositions consist of two groups of lines
with approximately equal g-factors, g=2and 1.94. The
EPR line with an average g-factor of 1.934 was
observed earlier in both the PLZT and PZT ceramics
and assigned to the titanium ion Ti%* (3dY) [3, 4]. The
spectrum with an average g-factor of 1.94 can aso be
attributed to the titanium ion, and its complex shapeis
due to the g-factor anisotropy. Besides the titanium
spectrum, the 1.8/65/35 PLZT ceramics exhibited an
EPR line with a g-factor of 2.015. This line was
assigned to an F-center [5]. For both ceramic composi-
tions, our analysis also revealed aline with asimilar g-
factor of 2.012, but its intensity in the 1.8/65/35 ferro-
electric ceramics is about ten times higher than that in
the 2/95/5 antiferroelectric sample. In this study, we
identified it as belonging to the Ni%* ion (3d7).

We believe the spectral lineslying close to g = 2.00
to be of the greatest interest. One of them can be
assigned to the Pb®* center with g = 1.995 described in
[3, 4], and the dlight difference in the magnitudes of the
g-factor can be accounted for by a more precise calcu-
lation resulting from line separation. The second line
(g=1.992) isolated by the EPR spectrum deconvolu-
tion is observed for thefirst timeinthe PLZT ceramics
and can be attributed to the thermally more stable Pb*
center, because it was observed up to room tempera-
ture.

Asis seen from Figs. 1 and 2, the intensities of the
spectral lines with the same g-factors observed in dif-
ferent ceramic compositions differ substantially. For
the 1.8/65/35 sample, the strongest lines are those with
g = 2.012 and 1.992. The Ti* line (g = 1.94) is the
weakest for this ceramics. For the 2/95/5 sample, the
strongest lines are the Ti* spectrum and the line with
g=1.992.

3.2. Effect of the annealing temperature on the
photoinduced spectra. The effect of the annealing
temperature on the light-induced EPR spectra were
studied in the temperature range from 20 to 280 K. The
results obtained are presented in Figs. 3 and 4 for the
2/95/5 and 1.8/65/35 ceramic compositions, respec-
tively. Itisseen that the Tis* spectral intensity (g = 1.94)
is maximum at low temperatures (2070 K) for both
ceramics. As the temperature increases, the intensity
decreases, and the spectrum becomes practically unob-
servable above T = 180 K.

Thelinewithg=2.012isobservedupto T~ 190 K
for both ceramics. However, as can be seen from the
temperature dependence (Fig. 4), its intensity first
increases with an increase in temperature, reaches a
maximum a T = 130 K, and then decreases very
strongly as the temperature increases. For instance,
even an increase in the temperature to 160 K resultsin
a decrease in the intensity of this line to about one-
fourthitslevel at T =130 K.
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The photoinduced centers belonging to lead ions,
g = 1.999 and 1.992, whose spectra were observed up
to room temperature, T ~ 290 K, are the most thermally
stable centers. However, keeping the samples for afew
days at 300 K brings about the “erasure” of al EPR
spectrainduced by UV light.

3.3. Effect of incident photon ener gy. The effect of
the incident photon energy on the behavior of the EPR
spectra was studied in two ways. In the first case, the
samples were irradiated directly in the spectrometer
cavity at T = 20 or 290 K with color filters transmitting
at different wavelengths. In the second case, the sam-
ples were irradiated successively at T = 20 or 290 K by
UV light (365 nm) and light of a preset wavelength. At
both temperatures, an increase in the light wavelength
resulted in a decrease in the intensity of all photoin-
duced spectra. Irradiation with red light at awavelength
of 546-579 nm after UV exposure completely elimi-
nated all the spectrainduced by the UV light.

Figures5and 6 illustrate the results obtained by suc-
cessively illuminating (at T = 20 K by UV light and
light at a wavelength of 405-725 nm) the 2/95/5 and
1.8/65/35 ceramic compositions, respectively. Itisseen
that an increase in the wavelength to 405 nm reduces
the intensity of all EPR lines for both ceramics. A fur-
ther increase in the wavelength to 546 nm brings about
the total disappearance of the photoinduced spectra to
leave only aweak single line with g = 2. However, illu-
mination with UV and light with A = 675 nm induces
new intense EPR spectrain both samples. Asthe wave-
length increases still more to 725 nm, the intensity of
these EPR lines increases. The spectrainduced in both
ceramic samples closely resemble one another. They
consist of two strong lines with similar g-factors of
=1.99, two hyperfine lines, about four times weaker,
and a high-field line (546 mT, g = 1.23). One should
also point out that the separation between the hyperfine
linesin the 1.8/65/35 PLZT sample is larger than that
between the same lines in the 2/95/5 PLZT composi-
tion, which can be due to the difference in the crystal
structure of the different-type ceramics. These lines
are also present in the complex spectra displayed in
Figs. 1 and 2. As was already mentioned, one of them
(g = 1.999) most likely belongs to the Pb* center.
Indeed, the observation of a hyperfine transition in the
207pp isotope in high fields (B = 546 mT) confirms the
nature of this center. We believe that the second spec-
trum (g = 1.992) and the two satellite lines should be
assigned to the Pb* (6p') center. A good resolution of
the hyperfine lines permits afairly accurate calculation
of their relative integrated intensity, which amounts to
22% of the total spectral intensity and, thus, confirms
that they belong to the 2°"Pb isotope (I = 1/2; natural
abundance, 22.8%). The observed negative deviation of
the g-factor (g — g < 0) isin agreement with the crystal-
field theory prediction for the 6p* configuration. In this
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Fig. 4. Temperature dependence of the photoinduced EPR
spectra of the 1.8/65/35 PLZT ceramics.
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Fig. 5. Effect of the incident photon energy on the EPR
spectra of the 2/95/5 PLZT ceramics.
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spectra of the 1.8/65/35 PLZT ceramics.
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Fig. 7. Photoinduced EPR spectra of the 2/95/5 PLZT
ceramics at room temperature.

approximation, the components of the g-factor can be
written as[7]

9= % Oo=0e—2\9,

where A is the spin—orbit coupling constant, & is the
crystal-field splitting of energy levels of theion, and g,
isthe g-factor of afree electron. Hence, for a polycrys-
tal, one can expect g < g.. The average hyperfine split-
ting (A = 0.018 cm™) likewise lies within the range
characteristic of the Pb* ionin other materials (see, e.g.,
[8]).

3.4. Optical illumination at T = 290 K. Before
illumination at room temperature, no EPR spectra
were observed on either of the samples. After UV irra-
diation at room temperature, the samples were held at
thistemperature for approximately 10—15 min, cooled
to T = 20 K, and the EPR spectra were then measured.
It was found that UV irradiation at T = 290 K induces
an EPR spectrum only in the 2/95/5 PLZT sample
(Fig. 7). Itisreadily seen that this spectrum isidentical
to that obtained under successive illumination by UV
and red light at T = 20 K. Subsequent illumination by
red light with A = 579 nm at room temperature com-
pletely eliminates the EPR spectrum (Fig. 7).

4. IONIZATION ENERGY
OF PHOTOINDUCED CENTERS IN PLZT

In order to determine the thermal ionization ener-
gies of the centers, we studied the effects of tempera-
ture and annealing time on the EPR spectra of the
1.8/65/35 ceramics. The measurements were carried
out within the temperature range 96-155 K; the spec-
tral intensities therein varied the most strongly. After
illumination at T = 20 K, the sample was heated to a
fixed temperature (T;), allowed to stand at this temper-
ature for 1-50 min, and cooled rapidly to T = 20 K, at
which the EPR signal intensity (I) was measured.
Within the temperature range in which thermal ioniza-
tion of the centers started, the EPR signal intensity var-
ied approximately exponentially:

I(Ti, 1) = loexp(-P(T)Y), D

where t is the heating time and P(T) is the center ion-
ization probability.

Relation (1) isvalid for asimple ionization event of
a local level, where carrier retrapping from the band
can be neglected [9]. Such abehavior was characteristic
of the Ti®* center throughout the temperature range
covered. The intensity of the other spectral lines varied
nonmonotonically with an increase in the temperature
and heating time. For instance, the signal intensity of
the center with g = 2.012 first increased upon heating to
T =130 K and began to fall off exponentially with an
increase in the heating time and temperature for T >
130 K. This behavior suggests that the electrons ion-
ized from Ti%*, rather than annihilating with holes, are
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retrapped by deeper electron-type centers, namely, Pb*
and the center with g = 2.012, thusincreasing their con-
centration.

The numerical values of the ionization energies
were derived from the expression relating the trap ion-
ization probability to temperature [9]:

P(T) = NeSvexp(—E./KT), @)

where E, is the ionization energy; N, is the effective
density of statesin the conduction or valence band; and
V and S are the carrier thermal velocity and trapping
cross-section, respectively. Neglecting the temperature
dependence of S the NSV product can be approxi-
mately estimated as being proportional to T2. There-
fore, the temperature dependence of the ionization
probability P(T) is primarily governed by the exponent
in EQ. (2); hence, E, can be readily determined from the
dope of theInP vs. /T plat.

The ionization energies calculated in this way for
the 1.8/65/35 PLZT ceramics are given in the table. No
similar measurements of the center ionization energies
were performed for the 2/95/5 PLZT ceramics. How-
ever, it should be noted that, since the latter ceramic
composition has a larger band gap (Ey = 4 V), the E,
values should be, accordingly, larger. In fact, the lead
centers (Pb3* and Pb*) in the 2/95/5 PLZT ceramics are
thermally stable at room temperature as well.

5. DISCUSSION

Irradiation of the PLZT ceramics with light whose
photon energy is approximately equal to the band gap
creates, in the conduction and valence bands, a large
number of electrons and holes, part of which can be
trapped into local levels formed by various defects and
impurities. Among these | attice defects can be included
centers located near the La** impurity. A positively
charged La®* impurity (La®* substitutes for Pb?*) can be
considered exclusively as a source of lattice strain
rather than as a donor, because there is no indication
that the electronic level of thision can be localized in
the band gap. Nevertheless, by displacing the neighbor-
ing ions in the lattice, such a defect acts as a local
potential well for free electrons, which transfer to one
of the free 3d* orbitals of the nearest Ti®* or to 6p! Pb*;
this process is energetically favorable because of the
possible Jahn-Teller pseudoeffect [10, 11]. This mech-
anism of electron localization is realized also in La**-
and Y3*-doped PoWQ, crystals, where the WL a**
and W5*-Y 3* centers were convincingly identified from
the observation of hyperfine lines due to the **La and
89Y isotopes[11].

The second electron-type center identified by us,
Pb*, is deeper and more thermally stable than Ti®*. It is
this defect that should play an important part in photo-
induced phenomena in the PLZT ceramics close to

PHYSICS OF THE SOLID STATE Vol. 42 No. 12

2263

EPR parameters and ionization energies of photoinduced
defectsin the 1.8/65/35 PLZT ceramics

Center g-factor E, eV

Tis* 1.934 0.047(9)
Pb3* 1.999 0.117(6)
Pb* 1.992 0.262(9)
Ni%*(?) 2.011 0.078(9)

room temperatures. The mechanism of electron local-
ization on the Pb3* ion is apparently similar to that con-
sidered above for the Ti** site. It iswell known [12] that
the 6p lead states in lead-containing oxides, together
with the nd states of a B-type ion, form the conduction
band bottom; therefore, in such lattice-defect sites, a
photoelectron can become localized aso on the 6p!
lead-ion orbital to form the Pb* paramagnetic center.

In contrast to the Pb* and Ti3* centers, Pb®* (6s) isan
acceptor center. Itslocal eectronic level lies above the
valence band top by approximately 0.12 eV. The local-
ization of holes at lead ions can be associated with La3*
ions occupying the Ti** sites. This La®* substitution
appears fully probable aready at impurity concentra-
tions above 1%, so that the |ead vacancies alone would
not be able to compensate the excess positive charge
introduced by atrivalent ion into the lattice.

Obviously, the Pb** and Pb* pair of centers plays a
considerably larger part in the PLZT ceramics than
could be expected from the Pb* and Ti®* centers.
Remaining thermally stable up to room temperature,
both lead centers should appreciably affect the forma:
tion of alocally uncompensated space charge created in
the ceramic under UV irradiation. The observed effect
of optical annihilation of the Pb* and Pb3* centers under
illumination with red light that we discovered favors the
disappearance of the space charge. The same effect is
observed in samples heated above room temperature
when thermal ionization of carriers from the Pb** and
Pb* centers becomes intense.

Thus, the conditionsin which lead centers form and
are destroyed are similar in many respects to those
under which, in particular, the recording and erasure of
optical (holographic) information in PLZT take place.
We hope that the photoinduced phenomena, observed
and studied by us, will provide new insight into the
complex physical processes underlying practical appli-
cation of the optically transparent PLZT ceramics.
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Abstract—A Brillouin scattering study of the behavior of hypersonic longitudinal acoustic phononsin crystalline
pentacesium trihydrogen tetrasulfate CssH5(SO,)4 - XH,0 (PCHS) and its deuterated analog CssD3(SO,),4 - XD,O
(DPCHYS) at temperatures ranging from 420 to 120 K isreported. The effect of deuteration on the crystal lattice
dynamics is investigated. The differences in the behavior of hypersonic acoustic phonons in the PCHS and
DPCHS crystals suggest the existence of a hydrogen isotope effect in both the high- and low-temperature
phases. A possible model of the isotopic effect in the high-temperature phaseis discussed. An analysisis made
of the acoustic response of the PCHS and DPCHS crystalsin the region of the transition to the glasslike phase.

© 2000 MAIK * Nauka/Interperiodica” .

1. INTRODUCTION

CssH5(SO,), - XH,O (PCHS) crystals belong to a
new class of compounds of the general formula
MeH,(AO,) ¢+ - H,0, where Me = Cs, Rb, and NH,
and A = S and Se [1]. The high-temperature phase of
these crystals is characterized by a dynamically disor-
dered hydrogen-bond network, which provides a high
protonic conductivity called superprotonic conductiv-
ity [2, 3]. Experiments have demonstrated that protons
play a dominant role in the crystal lattice dynamics of
these compounds. The strong hydrogen isotope effect
observed in anumber of compounds of the MeHAQO, or
Me;H(AO,), type manifests itself in the form of addi-
tional phases and structural phase transitions and has
been studied extensively using various methods (see,
e.g., [4-6]).

The effect of deuteration on the lattice dynamics of
PCHS crystals above room temperature was discussed
in [7]. These studies were later extended to the low-
temperature range by using elastic and inelastic neutron
scattering techniques [8]. At room temperature, the
PCHS crystals have a hexagonal structure with the
space symmetry P6,/mmc (a=6.2455 A, c=29.690 A,
V = 1003 A3, and Z = 2) [9]. Extremely interesting
structural changes occur in the vicinity of T, = 414 K
and T, = 360 K. At T, asuperprotonic phasetransition
involving a change in symmetry, P6/mmm ~—-
P6s/mmc, takes place[9-11], and at T,, an isostructural
phase transition associated with a change in the local
symmetry of the SO, tetrahedral complexesis observed
[10, 12]. A decreasein temperature resultsin the hydro-
gen-bond network transferring from a dynamic to a

static disorder (both orientational and positional), and
in the vicinity of T, =260 K, atransition to the proton-
glass phase is redlized [13]. The crysta symmetry
remains unchanged down to liquid-helium tempera-
tures [9]. Neutron diffraction measurements showed
that the hexagonal-cell parameters of the deuterated
compound CsD4(SO,), - xD,O (DPCHS) differ
dlightly from those of the protonated species (a, =
6.2412(9) A, ¢, =29.6561(8) A, V=1000.5A3 and Z =
2[7]). Investigations of compounds differing in isotope
composition, such as the diamond crystals *?C and 3C
[14], have revealed a sensitivity of the elastic properties
to these substitutions and the efficiency of using, in
these cases, the Brillouin light scattering (BS).

This paper reports an BS study of the effect of deu-
teration on lattice dynamics of the PCHS crystal.

2. EXPERIMENTAL TECHNIQUE

Colorless PCHS and DPCHS single crystals were
grown by slow evaporation from a supersaturated aque-
ous solution at room temperature. The DPCHS crystals
underwent double recrystalization in heavy water. This
resulted in a ~60% deuteration of the samples used in
our experiments. The samplesthus obtained were plate-
shaped crystal swith their face coinciding with the basal
plane and with characteristic hexagonal faceting. A
number of rectangular parallelepipeds with one face
perpendicular to the hexagonal axis ¢, were cut from
the plates belonging to the same growth lot. The nor-
mal s to the other two faces were arbitrarily oriented in
the basal plane. The parallel epipeds polished to optical
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guality measured 5 x 5 x 3.5 mm. The crystalswere ori-
ented with a polarizing microscope.

We studied the temperature behavior of longitudinal
hypersonic (LA) phonons in PCHS and DPCHS crys-
tals with gy, || ¢, and gy, O ¢, (0 is the wavevector of
the acoustic phonon). The scattering spectra were
excited by a Spectra Physics single-mode argon laser
operating at wavelength A = 488 nm. The radiation
power did not exceed 50 mW. Check experiments car-
ried out at alower power showed that laser-beam heat-
ing of the crystal can be neglected. Scattering was stud-
ied in a 180° geometry. The scattered light was ana-
lyzed by a three-pass piezoscanning Fabry—Perot
interferometer with a Burleigh DAS-1 system provid-
ing automatic signal accumulation and adjustment of
the interferometer plane-mirror parallelism, thus per-
mitting one to maintain the instrument finesse at the
level C =50. To improve the accuracy of measuring the
shift of the BS components (v) and their half-width
(0 isthe half-width at half-maximum), theinterferome-
ter free spectral range was varied from 11 to 14 GHz.
This made it possible to observe the BS componentsin
PCHS and DPCHS in the second order with respect to
the undisplaced Rayleigh line, which substantially
reduced the experimental error. In order to decrease the
noticeable contribution of light scattering at the
unshifted frequency to the BS spectra, the Rayleigh line
was cut out for the time of scanning by a system of
color filters. Conversely, in order to increase the inten-
sity of the signal with the DAS-1 system, the period of
scanning the channels corresponding to the BS compo-
nents was increased by 99 times.

It should be noted that the study of the temperature
behavior of hypersound in the PCHS crystal has an
upper limit at T, = 360 K, because the acoustic phonon
attenuation drastically increased as this temperature
was approached. At the same time, the background due
to theincreasing contribution of quasi-elastic light scat-
tering to the BS spectrum substantially increased in
intensity, which was observed in [10, 11]. In this con-
nection, in order to improve the accuracy of measure-
ments on the PCHS crystal, studies above room tem-
perature were performed on a Burleigh five-pass
piezoscanning Fabry—Perot interferometer. This per-
mitted us to closely approach the T, temperature.

The starting point in al the temperature measure-
ments was room temperature (T, = 294 K). Each tem-
perature cycle was run on a new crystal sample, thus
ensuring an identical prehistory for all the single crys-
tals used in our experiments.

Measurements in the low-temperature range (294—
120 K) were performed with an optical cryostat in
which the sample was cooled by anitrogen vapor flow.
The temperature decreased slowly and continuously.
Between the measurements, the cooling rate was
0.5 K min™. In the course of measurement, its value
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did not exceed 0.05 K min-t. The sample temperature
was monitored to within £0.1 K by two copper—con-
stantan thermocouples attached to the sample. Thus,
the error in the determination of the measurement
temperature was no more than 0.5 K. An optical fur-
nace fabricated at the laboratory was used in the mea-
surements performed at 294-420 K. The temperature
control system employed provided slow and uninter-
rupted sample heating. Between the measurements,
the heating rate was 0.5 K min=L. During the measure-
ments, its value was 0.05 K min—* and decreased near
the phase transitions to 0.02 K min—. The temperature
was monitored to within £0.1 K by a chromel—coppel
thermocoupl e attached to the sample. The error in the
determination of the measurement temperature did
not exceed 0.5 K.

The velocity (V) and attenuation (a) of the longitu-
dinal hypersonic phononsina180° scattering geometry
were determined from the expressions

V = VA/(2n), (1)
o = 4Tmd/(VA), (2

where n isthe refractive index of the crystal. The value
used in all calculationswasn = 1.51 [15].

The experimental BS spectra were treated by the
least-sgquares procedure. The Rayleigh component was
approximated in the calculations by a Gaussian func-
tion, and the BS component, by a Voigt function. The
Voigt function is actually a convolution of the Gaussian
and Lorentz functions, which alows instrumental
broadening to be adequately taken into account. In this
way, one could bring the error in determination of the
shift and of the spectral width of the BS component pro-
file to a minimum. The results of the calculations exem-
plified in Fig. 1 demonstrate good agreement with the
experiment throughout the temperature range covered.

Intheanalysisof our data, we found it convenient to
use relative changes in the hypersound velocity. From
Eq. (1), we obtain

AVIV, = (U(T) —Vo)Vo = (V(T) —Vo)/Vo, ©)

whereV, and v, are the velocity and frequency shifts of
the hypersonic phonon at T, = 294 K, respectively. This
temperature was chosen as the reference for matching
the data, because, first, it wasthe starting point in all the
measurements and, second, it is appropriately equally
distant from both the low-temperature glasslike transi-
tion and the high-temperature phase transitions at T, =
360 K and T, = 414 K. The sign of the approximate
equality in relationship (3) means that we did not
include the possible temperature dependence of the
refractive index in our calculations. In this case, the
error in the measurements is fully determined by the
experimental error in measuring the frequency shift of
the BS components. In our experiments, it did not
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Fig. 1. BSfrom LA phonons with g,y || (001) in a PCHS crystal. Interferometer free spectral range, 12.375 GHz, T = 299 K. Ris
the Rayleigh component of the spectrum and AS and S are the anti-Stokes and Stokes scattering components, respectively. Open
circles identify the experimental points, dotted lines display deconvolution of the experimental spectrum using the extrapolation
functions discussed in the text, and the solid line is the result of fitting.

exceed 0.5%. The true half-width of the BS compo-
nents (&) was calculated as the difference between the
experimentally observed half-widths of the BS compo-
nents (&) and the Rayleigh line (dy): &y, — &. In this
case, the error in determining the attenuation o in
Eq. (2) is primarily governed by the error in determin-
ing &y, which, in our experiments, did not exceed 10%.
The magnitude of this quantity is ~0.04 GHz at room
temperature and increasesto 0.13 GHz in thevicinity of
the high-temperature phase transitions as the hyper-
sound attenuation increases.
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3. RESULTS AND DISCUSSION

The velocity of longitudinal acoustic phonons prop-
agating along a sixfold axis in a crystal of hexagonal
symmetry (measured in a 180° scattering geometry) is
given by the relationship pV?2 = Cs,. In the basal plane,
al directions of the propagation of the longitudinal
acoustic phonons are equivalent and the velocity is
determined by the expression pV? = C,; [16]. In these
expressions, C;; and Cs; are the components of the

elastic modulus and p = 3.51 x 10° kg m—3 isthe density
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Fig. 2. Temperature evolution of the elastic moduli (1) Csz and (2) Cy; and (3) the corresponding change in the attenuation of the

hypersonic LA phonon with gy, [ (100).

of the crystal taken from [9]. Thus, the temperature
dependences of the shift of the BS components
obtained in the experiment are directly and unambigu-
ously correlated with those of the corresponding elastic
moduli of the crystals under study (Fig. 2). The values
of C;; and Cg; for the DPCHS and PCHS crystals are
different, which implies the existence of an isotopic
effect. However, our magjor goal was to elucidate how
deuteration affects the PCHS lattice dynamics, rather
than to determine the magnitude of the elastic moduli
in the deuterated and protonated compounds. There-
fore, our attention was focused primarily ontherelative
variations in the velocity and the attenuation of hyper-
sonic acoustic phonons.

Figures 3a and 4a present relative changes in the
velocity of the hypersonic LA phonons with gy, O ¢,
and qy, || ¢, It is readily seen that while matching at
room temperature, these quantities diverge in both the
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high- and low-temperature phases. This prompted usto
study these portions of the temperature dependence of
the hypersound vel ocity in greater detail.

3.1. Acoustic Anomaliesin the Vicinity
of the Isostructural Phase Transition

As is evident from Fig. 2, within the temperature
range from 294 to 330 K, the temperature dependences
of C;; and Cg; exhibit the same behavior, which can be
satisfactorily fitted by alinear function. As the temper-
ature increases, the elastic moduli follow different
courses. In fact, C,; abruptly decreases (“softens’) and
deviates from the linear dependence, whereas Cg,
departsfrom its previousdirection of variation insignif-
icantly (and likewise decreases). The“ softening” of Cy;
isobserved upto T = 355 K, where C;; = Cg;. From the
standpoint of crystal acoustics, the decreasein C;; toa
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Fig. 3. (a) Temperature dependence of the relative variation in the velocity of the hypersonic LA phonon with gy, || (100) in the
DPCHS and PCHS crystals. Straight lines show thefit of experimental datato alinear function. (b) Temperature dependences of the
relative variation in the attenuation of the hypersonic LA phonon with g, || (100) in the DPCHS and PCHS crystals. Note the con-

siderable increase in the error of attenuation measurement in the protonated sampl e as the temperature approaches 360 K, which
corresponds to an increase in the quasi-elastic scattering contribution to the BS spectra and a decrease in the accuracy of measure-

ments (the same asin Fig. 4b).

value of Cy; implies achange in the acoustic symmetry
from hexagonal to “pseudocubic” [16]. This behavior
of the elastic modulus C;; near T, is connected with a
sharp increase in the attenuation of the hypersonic
acoustic phonon propagating in the basal plane. The
magnitude of this attenuation changes by afactor 2.5 at
355 K relative to its room-temperature value (Fig. 2)
[17]. A comprehensive analysis of our results and the
available data was performed in [12]. This analysis
showsthat anisostructural phasetransition takes placein
the PCHS crystal at T, within the P6;/mmc symmetry.

Similar BS experiments performed on a DPCHS
crystal revealed no softening of the elastic modulus Cy;
in the vicinity of T,. Thisis clearly seen from Fig. 3a,
where the relative changes in the velocity of the hyper-
sonic phonons propagating in the basal plane differ for
deuterated and protonated crystals in the high-temper-
ature region. Note that longitudinal hypersonic
phonons in the DPCHS crystal were clearly observed
down to the superprotonic phase transition. The tem-
perature behavior of the attenuation of the correspond-
ing phonons near 360 K is likewise different (Fig. 3b).
Unlike the PCHS crystals, the increase in the attenua-
tion of the hypersonic LA phononsin the DPCHS crys-
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tals is not accompanied by anomalies near 360 K.
These results indicate that deuteration of the PCHS
crystals leads to either suppression of the isostructural
transition at T, or its shift to higher temperatures, i.e.,
to asubstantial hydrogen isotope effect.

A possible explanation for the observed isotopic
effect can be provided by the following model of the
interaction of the transverse acoustic phonon with the
pseudospin mode. Experiments on inelastic neutron
scattering in the DPCHS crystal reveal ed a softening of
the transverse acoustic (TA) phonon at the Brillouin
zone edge with an increase in the temperature from 200
to 325 K [18]. The existence of a pseudospin mode in
systems with hydrogen bonds is widely used in con-
structing different models of phasetransitions[19]. Itis
possibly this mode that we observed in the neutron
inelastic scattering experiments in DPCHS crystals on
a triaxial spectrometer installed on the reactor at the
Institute of Solid-State Physics in Budapest, Academy
of Sciences of Hungary. Unfortunately, the resolution
of the spectrometer employed was not sufficiently high
and the dispersionless excitation at 0.8 meV was
recorded without confidence. An excitation with simi-
lar parameters (and likewise not sufficiently reliable)
was observed on a PRISMA inelastic scattering spec-
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relative variation in the attenuation of the hypersonic LA phonon with g, || (001) in the DPCHS and PCHS crystals.

trometer at the RAL (England). Nevertheless, we will
assume a pseudospin mode exists (we are going to con-
tinue experimental studies in this direction). Thus, the
pseudospin mode of the proton subsystem of the PCHS
crystal at room temperature lies at a frequency of
approximately 1.12 meV and does not interact with the
TA phonon at the Brillouin zone edge whose frequency
is 0.9 meV [18]. In these conditions, the PCHS crystal
at approximately 360 K undergoes a phase transition
induced by a softening of the TA phonon at the Bril-
louin zone edge. The situation changes in the case of
the deuterated crystal: the pseudospin mode frequency
decreases to 0.8 meV, and this turns out to be enough
for the TA phonon to interact with the pseudospin mode
at the Brillouin zone edge. As aresult, no phase transi-
tion takes place at 360 K in the deuterated crystal
DPCHS. This model should only be considered one of
many possible explanations and it requires additional

study.

3. 2. Transition to the Proton Glass Phase

A discussion of the behavior of hypersonic LA
phonons in the PCHS and DPCHS crystals near the
transition to the proton glass phase should be started
from above room temperature. As is evident from
Figs. 3a and 4a, within the range 330-290 K, the tem-
perature behavior of the hypersound velocity in the
crystals under study can be fitted by a linear function.

PHYSICS OF THE SOLID STATE \Vol. 42

The temperature dependence starts to deviate from a
straight line below 280 K, and aweak dispersion anom-
aly in the velocity appears near the transition to the
glasslike state (T, = 260 K). This anomaly is character-
istic of phasetransitionsto aglasslike phase[20] and is
more pronounced in the DPCHS crystal. Asthe temper-
ature decreases still more, the experimental data can
again be described by alinear temperature dependence,
but with a smaller lope. It should be pointed out that
the hypersound velocity recovers its linear behavior in
PCHS at T= 235K and in DPCHS at 215 K (Fig. 3a).
Thus, the temperature range within which the velocity
of the LA phonon propagating in the basal plane of the
deuterated crystal exhibits an anomaly is 20 K greater
than that of a pure protonated sample. A similar pattern
is observed for the LA phonon with gy, || ¢, (Fig. 43).
Below 240 K, there is a difference between the corre-
sponding relative changes in the hypersound velocity
which is outside the limits of experimental error
(Figs. 3a, 4a). Thus, in low-temperature measure-
ments, at T < T,, the BS spectra of the PCHS and
DPCHS crystals also exhibit the isotopic effect.

As was already mentioned, the relative changes in
the hypersound velocity can be approximated by alin-
ear function, but different portions of the linear temper-
ature dependence will have different slopes. If we
extrapolate the linear approximation in the high- and
low-temperature phases to the range of the transition to
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the proton glass state, these conjectured temperature
dependences of the hypersound velocity will intersect
at T~ 260K (Figs. 3a, 44). Note that this temperature
point is the same for the protonated and the deuterated
samples. It is quite possible that, upon thermal cycling,
abroad anomaly in the hypersound velocity transforms
into a kink in the linear temperature dependence. It is
this effect that was observed in x-ray diffraction exper-
iments: as aresult of thermal cycling, the plateau in the
temperature dependence of the cell parameters degen-
erated into a kink near the transition to the glasslike
phase of the PCHS crystal [21]. The part played by the
structural water should be mentioned. Baranov et al.
[22, 23] particularly emphasized that its role in lattice
dynamics should be taken into account. Thermal
cycling apparently brings about the “evaporation” of
the structural water and the formation of an orthorhom-
bic phase below 220 K [21]. However, crystalline
PCHS samples subjected to one thermal cycle revealed
no noticeable changes in the phase composition either
in x-ray diffraction measurements [21] or in neutron
scattering experiments [8].

In studies of phase transitions to the structural glass
phase, the maximum in attenuation is usually identified
with the phase transition temperature (in doing this, one
should not forget the strong frequency dependence of
Tg). Inour case, no substantial anomaliesin the attenu-
ation of the longitudinal hypersonic phonons under
study were observed at T < T, (Figs. 3b, 4b). Thisis at
variance with the results of ultrasonic measurementson
PCHS, which revealed a broad anomaly in the attenua-
tion with amaximum at T = 240 K [23-25]. Analysis of
ultrasonic and dielectric data revedled a correlation
between the attenuation anomaly and the high-frequency
B relaxation at frequencies of the order of 10 MHz [23].
According to our calculationsfor the relaxation mech-
anism of acoustic phonon attenuation at hypersonic
frequencies, the maximum shifts to a temperature of
~600 K. This is the reason why the maximum in the
attenuation was not observed in our measurements.

Note that the acoustic anomalies exhibited a relax-
ation character in transitions to the superionic phase of
some crystals, for instance, fluorites (PbF,, SrF,, etc.)
[26], superionic glasses of the (Agl),H(AG,O—
2B,03), _, type[27], at glass transition temperaturesin
anumber of polymers[28], and in transitionsto the ori-
entational glass state in the K,Na, _,CN crystals [20].
The nature of these anomalies is the subject of consid-
erable discussion in the literature: whether it stems
from the distribution of the relaxation times or the dis-
tribution of the activation energiesis of topical interest.
We will return to this problem in greater detail in our
next work dealing with the frequency dependence of
the observed acoustic anomalies in crystals.

Thus, our studies of the Brillouin scattering in
CssH4(S0,), - XH,0 and in its deuterated analog have
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shown that the behavior of the velocity of longitudinal
hypersonic acoustic phonons depends substantially on
deuteration.

The hydrogen isotope effect manifests itself in the
high-temperature phase upon displacement or suppres-
sion of the isostructural phase transition near 360 K, as
well asin the low-temperature range in the form of dif-
ferent temperature dependences of the hypersonic
acoustic phonon velocity. The latter is apparently con-
nected with the formation of a new phase of the
Cs;H4(S0O,), - xH,0 crystal at low temperatures, as
reported in the paper dealing with neutron scattering in
the above compounds [8].
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Abstract—An expression for the phase volume fraction in a system with a nonuniform nucleation rate is
derived by using the geometrical—probabilistic approach. Examples of such systems considered here are (1) a
plane layer (with nucleation in the midplane) and random planes in space, (2) an infinitely long cylinder (with
nucleation on the axis) and random linesin space, and (3) asphere (with nucleation at the center) and nucleation
at random points. In each case, an expression for the phase volume fraction is derived for the time-dependent
rates of nucleation and growth. The equivalence of homogeneous nucleation and nucleation at pointsis estab-

lished. © 2000 MAIK “ Nauka/Interperiodica” .

The kinetics of a phase transformation in an
unbounded medium for the coordinate-independent
nucleation rate I(t) is described by the Kolmogorov
expression [1] or the Johnson—-Mehl-Avrami (JMA)
formula[2, 3]

t

X(t) = 1— exp[—J'I (t)V(L, t)dt}, )

where V(t', t) = 4173R3(t', t), R(t', t) = J':,u(I)dr, ut) is

the nucleus growth rate, R(t', t) istheradius at instant t
of anucleus appearing at theinstant t', and V(t', t) isits
volume.

In this paper, expression (1) is generalized to the
case when the nuclesation rate depends on the position
variable. For this purpose, the critical-region method
used earlier by the author for calculating the volume
fraction of competing phases [4] isemployed. It should
be noted that the concept of a critical region was intro-
duced by Kolmogorov in [1], although no special term
was used for this region [V(t', t) is the volume of this
region]. The result obtained by using Kolmogorov's
approach can be formulated as follows: the probability
that arandom point O' of the system at instant t isin the
untransformed volumeis

t

Q(t) = exp[-Y(1)], Y(t) = Il(t')V(t', ndt. (2)

In other words, this is the probability that no center of
the new phase appearsin the critical region for point O'.
For the sake of simplicity, we assume that nuclei have
a spherical shape. Accordingly, the critical region is a
sphere of radius R(t', t) with the center at point O'. A
generalization to other region shapes admissiblein Kol-

mogorov’s model presents no difficulty. Inthe case of a
coordinate-dependent nucleation rate, expression (2)
must be replaced by

Q(ro. 1) = exp[-Y(ro 1)], ©)

wherer isthe radius vector of point O'.

The functions Y(t) and Y(r, t), when calculated by
the algorithm proposed in [1], can generaly be
expressed in terms of an integral over the critical
region. For example, in the problem considered here,
the function Y(r,, t) must have the form

t

Y(ro t) =Idt' I I, (r, t)dr. 4
t, V(1)

In the case of several competing phases [4], for the kth
phase we have

t Re(t, 1)

Y () = J’dt' f L) g* P, r)y(amr?)dr,  (5)
0 0

where g-3(t'", r) is the untransformed part of the criti-
cal region of the k phase [4].

In this sense, the form (2) of the function Y(t) can be
regarded as the simplest. Thus, Kolmogorov's method
isa“differential” method with respect to the time vari-
able, but an “integral” method with respect to the space
coordinate. It is during the derivation of Egs. (1)—(3)
that a finite quantity, viz., the volume V(t', t), is used
from the very beginning.

The proposed method differs from the Kolmogorov
approachinthat itisa"“differential” method in both the
time and the space variables: the volume fraction is
obtained by using the differential of the volume V(' t).
Asaresult, the solution can be presented in the form of
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For the derivation of an expression for the volume fraction
in the case of a coordinate-dependent nucleation rate.

an integral with respect to the time variables only,
which is convenient for analysis of the dependences
obtained [4]. Consequently, this approach is more
effective in some cases. In particular, this advantage is
manifested in the problem under consideration: in the
case of anonuniform nucleation rate, we must naturally
operate with dV rather than with V.

In problems for which the difference between the
two approaches is insignificant and the probabilistic
analysisis similar to that in [1], the application of the
result (3) obtained by using Kolmogorov’s approach
immediately leads to the solution (see Section 2).

The following two special cases of systems with a
nonuniform nucleation rate are important for applica-
tions: (1) nucleation at various i-dimensional objects
(i < 3), such as surfaces, lines, and points (the nucle-
ation rate can be presented as a & function of the coor-
dinates), and (2) nucleation in a bounded volume G.
The nucleation rate at a point A(r) of the space has the
form of astep function:

(r.1) = Oo(re,t), A(r)OG
VT B, amoe,

the problem being simpler when | is independent of .

The second case will be considered in a separate
publication. In this paper, we analyze nucleation at the
simplest i-dimensional objects, viz., planes, straight
lines, and points. The article has the following struc-
ture. In Section 1, a general expression for the volume
fraction is derived for a nonuniform nucleation rate.
Expressions for the volume fractions of an infinitely
large plane layer with nucleation at the midplane, of an
infinite cylinder with nucleation at its axis, and of a
sphere with nucleation at its center are derived in Sec-
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tion 2. In Section 3, the problem of the calculation of
the volume fraction is considered for nucleation at ran-
dom planes, straight lines, and points distributed in an
unbounded medium. The results obtained are discussed
in Section 4.

1. THE VOLUME FRACTION
OF A TRANSFORMED SUBSTANCE
IN THE CASE OF A NONUNIFORM
NUCLEATION RATE

We introduce a reference frame with the origin at
point O (see figure). Let us determine the probability
dX(t) of apoint O'(ry) (randomly chosen in the system)
being absorbed by the growing phase in the time inter-
val (t, t + dt). For thisevent to occur, it is necessary and
sufficient that the following two conditions be met: (i)
point O' must not be absorbed before the instant t and
(i) a center of the new phase that can absorb point O'
during the time (t, t + dt) (the critical center) appears at
aninstantt',0<t'<t. Let Q(ro, t) and dY(r, t) denote
the probabilities of the first and second events, respec-
tively. We consider the space-time diagram of the real-
ization of the process in which both events occur.

We specify the spherical region of radius R(t', t)
with the center at point O' (the critical region). At the
instant t', the boundary of the region movesto its center
at avelocity u(t") such that itsradius decreases from the
maximum value R(0, t) = R(t) to R(t, t) = 0. Thefulfill-
ment of condition (i) indicates that the emergence of
centers of the new phase in the critical region is ruled
outintheentiretimeinterval 0<t'<t. In Kolmogorov’'s
approach, the function Q(t) is calculated directly from
this condition. In the approach proposed here, condi-
tion (ii) isused for calculating this function.

Thecritical center emerging at the instant t' must be
withinthe layer of thicknessdR(t', t) = (OR(t', t)/ot)dt at
the distance R(t', t) from the point O'. Let us suppose
that it appearsin the volume element dV(r) inthevicin-
ity of acertain point O"(r) (seefigure). This nucleation
processis not of the Poisson type with respect to both t
and r since the nucleation rate is a function of these
variables; i.e., the steady-state condition is not satisfied
[5]. However, we assume that the remaining two condi-
tions of the Poisson process are satisfied: (a) the proba
bility of the emergence of one center in a four-dimen-
sona volume element dt'dV(r) is equa to
I(r, t"Ydt'dV(r), while the probability of the emergence
of more than one center is an infinitely small quantity
as compared to the former probability, and (b) the num-
bers of centers emerging in two nonintersecting vol-
umes are independent random quantities. So, the prob-
ability of the emergence of a center in the neighbor-
hood of point O" is I(r, t)dt'dV(r), and in order to
obtain the probability dP(t', t) of the emergence of a
critical center at instant t', we must integrate this
expression over the boundary of the critical region. For
this purpose, we introduce a spherical reference frame
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with the origin at point O'. In this frame, point O" has
the coordinates R(t', t), 6, @, where R(t', t) = |[r —ry)).
The volume element dV(r) is equal to dv(t', t)dQ/4m,
where dV/(t', t) = 41R2(t', t)dR(t', t) and dQ = sin6dbdg
isasolid angle element. The nucleation rate in thisref-
erence framehastheformI(r, t) =1, (R,t) =1, (R(t',
t), 6, @; t") (the dependence of quantities on rg isindi-
cated by the corresponding subscript). We introduce the
following notation:

360 = GH[dOI(RE0,6.¢:0), (O
Q

where the integral is taken over the solid angle of the
entire space. In this case, we obtain the following
expression for the sought probability dP(t', t):

dP, (1) = J, (t, ydrdv(t, 1). @)

The probability dY, (t) of the emergence of a critical
center intheinterval 0 <t'<tistheintegral of expres-
sion (7) with respect to t":
t
dv, (1) = gfdtd, (¢, t)"V(t 00 o @
0

Thus, the simultaneous fulfillment of conditions (i) and
(i) leadsto the following relation for d X, (t):

dX (1) = Q, (t)dY, (1). 9)
Since X, (1) =1-Q, (1), expression (9) can be treated
asadifferentia equation for X; (t). Itssolution for the
initial condition X; (to) = 0 hasthe form

X (1) = l—eXIO[—Y 01,

(10)
Y, (1) = J’dTIdtJ v, et

OV(t T)

Thefunction X; (t) isthe probability that point O" will

be absorbed by the growing phase by the instant t pro-
vided that it is located in the volume element dr. The
probability of the latter event is dr o/V,, where V, isthe
volume of the system. The probability X(t) that point O'
at instant t is in the transformed part of the system is
given by

X(t) =

1
v J’ X, (t)dro, (11)

where theintegral istaken over the system volume.
Expression (11) is the required volume fraction of
the transformed substance in accordance with the geo-
metrical definition of probability [5]. If the system is
unbounded, expression (11) is treated as the limit for
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V, — co. However, it is significant that bounded sys-
tems are naturally covered by the definition (11) of the
phase volume fraction. Thus, the expressions derived
above can also be regarded as a generalization of for-
mula (1) for the case of bounded systems. Even if the
nucleation ratein such asystemisindependent of r, the

function X, (t) isneverthelessafunctionof ro. Therea-

son for thisis that only a part of the critical region for
point O' liesin the system in the general case. The size
of this part dependsonr,.

2. NUCLEATION ON A PLANE, STRAIGHT LINE,
AND AT A POINT

We will usetheindicess, |, and ¢ for a plane, line,
and point, respectively. Let the plane under investiga-
tion be the yz plane of the Cartesian system of coordi-
nates, the straight line be the z axis, and the point be the
origin (point O). The volume nucleation rate in each
case can be presented in the form

I((t)o(x), i =5
1(r, 1) = { L(1)8(x)8(y), i =1 (12)
1.(0)3(x)3(y)3(2), i = c,

where I;(t) (i = s, |, ¢) are the specific nucleation rates;
I and |, are the numbers of centers emerging per unit
time per unit area and per unit length, respectively; and
. is the probability of the emergence of a nucleating
center at the point per unit time.

If the planeis at the middle of alayer of width €, =
2L, the straight line is the axis of a cylinder with the
base area g, = .2 = s, and the point is the center of a
sphere of volume €, = (4173)L3 = v, then the average
volume nucleation rateis

1P = ¢ J’IS)(r,t)dai

or

TP = alt), 19 = ML),
+~(c)

V(1) = nlg(t),

where g = (2L) is the average area in a unit volume,
A =stistheaveragelengthin aunit volume, andn=v
is the average number of pointsin aunit volume.
Without loss of generality, we take point O' on the
x axis at a distance r, from the origin. For the angle 6
in the spherical system of coordinates with the origin
at point O', we take the angle formed by the vector R
with the negative direction of the x axis. The angle ¢
liesin the yz plane. The components of the radius vec-
tor r inthissystem are asfollows: x=ry—R(t', t) coss,
y = R(t', t)sinBsing, and z = R(t', t)sinBcosg. Substi-
tuting these valuesinto Eq. (12) and following the com-
putational algorithm described in Section 1, we obtain

(13)
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the required result (see Appendix). However, we can
obtain the result much more easily in this case by
applying the critical-region method directly.

The critical region for point O' at instant t' is a
sphere of radius R(t', t). This sphere contains a part of

theplaneof area S (t', t) = T R2(t', t) — rg], or apart of

the straight line of length I, (t', t) = 2[R¥(t", t) — rg]¥2,
or the point. We define the instant t,.(t, ro) through the
equation
R(t,, t) =ro. (19)
For t' > t,,,, the object under investigation is outside the
critical region.
The necessary and sufficient condition for point O'

to bein the untransformed region at instant t is that the
center of the new phase does not appear in the time

interval 0<t'<t,(t, ro) ontheareaelement S (t',t), or
on the segment of length |, (t', t), or at point O. The
probability Q{ (t) of this event can be calculated by the
method developed in [1]; the result is obvious:

m(t’ rO)

”m—m[jlmwawqrwmm
0
S, (tt), i=s
) =41, (), 0= (15)
1, i =c,
Q) =1, ro>Ry(t), (16)

since the object is not in the critical region for any time
t"in this case (Eq. (14) has no solution).
Expression (3) has such a form in the given case.

ALEKSEECHKIN

remains outside the critical region. Naturally, the quan-
tities depend in this case on all the coordinates of point
O', which is signified by the subscript r .

In order to obtain the fraction of the transformed sub-

stancein thelayer, weintegrate thefunction X' (t) =1 -
QE? (t) with respect to r, in accordance with Eq. (11):

drO

XO(t) = 2 J’X(S)(t) (18)

We denote by t* the instant of time at which a nucleus
emerging at instant t' = O reaches the boundary of the
layer R(t*) = L. Fort<t* [i.e,, Ry(t) <L], thisintegral,
in accordance with Eq. (16), can be reduced to

Ry(t) 1

x9(t) = 20 .[ XO(t)dr, = 20R, (1) Ix?(t)da,
0 0

& = ro/R,. (19

Fort>t*, weuse EqQ. (18) itself for the volumefraction,
which can be written in the form
1

XP(t) = IX(KS)(t)dK, K = ro/L. (20)
Finally, we obtain
XO(t) = n(t* —)XP () +ne-t)XP (), (21)

where n(X) isasymmetric unit function [6].

A similar expression also holdsfor volume fractions
of acylinder and a sphere. In the case of acylinder, we
have

Rin(t)

mm—;wm

21 odr

The advantage of this version of the critical-region L (22)
method is manifested even more clearly in the case of ) 0
nucleation on the surface (or a curve) of an arbitrary = 21\ Rm(t)J.XE (t)&dE,
shape. The result is obviously analogous to Eq. (15):
[P 0 ()
%-Ik@%&%ﬁizs XE(1) = 2fX Ok, (23)
L 0
(')(t) = B tm(f, 0) while for a sphere we obtain
(t)
exp|— [ 1], (t, Hdt'|, 17) Fi arrsd
p_ ‘([ ()1 (1 1) } Xty = J, (1) AT TrrO o
i =1, p<Ry(), ) (24)
QU() =1, p>Ry(t), = 4TR(t) Ix§C>(t)§2dE,
where S (t', t) isthe areaof apart of the surface (I, (t', )
is the length of a segment of the curve) confined in the © ! )y 2
critical region at instant t' and p is the shortest distance X5 (t) = SJ’XK (t)K“dk. (25)
from point O' to the object. For t' > t.(t, p), the object 5
PHYSICS OF THE SOLID STATE  Vol. 42 No. 12 2000
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For constant nucleation and growth rates, the inte-
grasin the latter case can be evaluated, so the explicit
dependence on time has the form

6 (It (I

10
Xt = +lt-1+e "G (26)
1 (lct*)3|:| 6 2 c 0O
I (t—t*) 2
c | t* s
xO = 1-88— _HIL) g gl
(It)° 0 2 0
t* = L/u, 27)

3. NUCLEATION AT RANDOM PLANES,
STRAIGHT LINES, AND POINTS: ANOTHER
DERIVATION OF KOLMOGOROV’'S FORMULA

In view of the generality of the approach used here,
we will consider the three cases simultaneously.

Let us suppose that planes, straight lines, or points
are distributed at random in an unbounded medium. In
order to obtain the volume fraction for nucleation at
these objects, we will again use the critical-region
method. We choose point O' at random and find the
probability QO(t) (i = s, I, ¢) that this point lies in the
untransformed region at instant t. The critical region for
point O at instant t' = 0 is a sphere of radius R,(t). Let
thisregion be intersected by N planes (or straight lines)
or contain N points. We denote by r, the distance
between point O' and the kth object, k=1, ..., N. The
probability qE\'l) ({rg, 1) of point O' being in the untrans-
formed region at instant t for a given N and for areal-
ization of theset {r,} ={rq, 5, ..., r\} isthe product of
the probabilitiesin Eq. (15):

av({rd. b = [
o (29

= Hexp[— f Ii(t')Zfik)(t',t)dt}, i =5l c.
k=1 0

The sought function Q®(t) will be obtained by averag-
()

ing qy ({r,t) over all thevalues of r, and over N:
Q) = § PUUN)
NZO
Ra()  Ry(t) (29)
x J' I aV{rd, 0 Fry, ..., rdry, ..., dry,
0 0
where f0O({r,}) is the distribution function for the set

{r} and PO(N) isthe probability of having the value N.

In order to obtain the function fO({r}), we first
choose a parametric space for each class of objects. In
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the case of points, the parametric space coincides with
the coordinate space itself: a point is defined by the
coordinates (r, 8, @), and a volume element is dv =
r’sinBdr dodg. We will assume that the points are dis-
tributed according to Poisson’s law: the probability of a
point being in the volume element dv is equal to a,dv

and does not depend on the shape of this element or its
position in space. We divide the volume V. (t) =

(4173) Ri (t) of the critical region into layers of thick-
ness dr, dv(r) = 4rr?dr, and use the following property
of Poisson’s process[5]: the probability of the kth point
being in the volume element dv, [provided that N points
are in the entire volume V,(t)] is dv,/V,, (the distribu-
tion over the volumeis uniform). Going over from v, to
r., we find that the probability that the kth point isin the

interval [ry, r+ dr] is4mr; dr/V,, In addition, the dis-
tances r, are independent random quantities. Conse-
guently, we can write

N

f9(rd) = 11900,

k=1

(30)

where fO(r) = 3rZ /R,

The plane is defined unambiguously by two angles
8 and ¢ and by the length of r,, viz., the perpendicular
toit dropped from the point O'. The element of the mea-
surefor planesin the parametric space(r, 6, @) isdE® =
sinBdrdedg[7]. For planes, we also assume that Pois-
son’s distribution takes place; the probability that the
planeisin the “volume” element dE® is a,dE®. Sim-
ilarly, for the distribution of the set {r,}, we obtain
expression (30) with fO(r) = UR,.

We define the straight line by its direction 6, ¢ and
by the polar coordinatesr, 3 of the point of itsintersec-
tion with the plane perpendicular to it and passing
through the point O'. Thus, the measure element is
dE® =rdrdBdQ, and, for the Poisson distribution (with
the parameter a,), the probability of the kth straight
line being in the interval of distances|ry, r, + dr,] from

point O' isfO(r)dr, = 2r,dr /R’
Returning now to formula (29), we see that the
N-dimensional integral is equal to WiN('[) , Where

Rn(t)
wi(t) = f QV(t) f(r)dr. (31)
0
Averaging with PO(N) = o exp(-a;)/N! gives
o N
Q) = 3 Thefw! = & Y (3p)
N=O0
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Let us determine the Poisson parameter a; for each

class of objects. In the case of points, a.= N =V, (t)n.
In the case of planes, we express o, in terms of a. The
area S of the part of the plane confined inside the criti-

cal region isequal to T R?, —r?). Its mean valueis
Ru(t)

_sznJ'(R,Zn—err

_ 2 2
)Rm - 3T[Rm

The average area in a unit volumeiso = S N/V,, =
S a4V, = 0J/2R,, which gives

0= 20R,, (33
Similarly, for the straight lines we can easily find
o, =R, (34)

Substituting the expressions obtained for a; into
Eqg. (32), we obtain the fraction of the transformed sub-
stance in each case:

X0 =1 —exp(=X{ (1)), (35)

where X! (t) are given by formulas (19), (22), and (24).

Let us consider in greater detail the nucleation at
points. Expression (35) in this case has the form

X9t =1
Rn(t) t(t 1)

O ~d .. o(3e
—exp[1—4nnJ' 1—exp[-)—J’ I (t)dt'O|rodrg
0 5 H 0 0

We introduce a function I, (t) through the equality
t

1y(t) = nlc(t)expEI—IIC(t')dt'E (37)
04 0

Theintegral of thisfunction hasthe form

t

] 0 0! N
no(t) = Ilv(t')dt' = n[ﬂ—expEl—J'IC(t‘)dt'DD (38)
s 0 02 00

It can easily be seen that expression (36) can be pre-
sented interms of 1, (t) in the form
Ro()  to(t1)

Xty = 1—exp%—4n I r’dr J' iv(t')dtH (39)
o 4 . O

Reversing the order of integration, we arrive at Kol-
mogorov’s formula

t

Xty = l—expEi—J'I'V(t')V(t', t)dt'% (40)
04 O
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which shows that the function I, (t) has the meaning of
the average volume nucleation rate.

Indeed, in the case of nucleation at points, the vol-
ume nucleation rate can be presented in the form

N (t)

[(r,t) = 1.(t) ) o(r—ry), (41)
2

wherer isthe radius vector of the kth point in acertain
reference frame and N(t) is the number of “non-acti-
vated” pointsin the system (i.e., the points at which no
nucleation took place by the instant t). We assume that
the volume V, of the system is large enough, but finite,
and contains N, points. The number N;(t) is a random
quantity distributed according to the binomial law

P(N;) = Cyo®) 1 —-a(t)] ™,

where @(t) = exp(- OIc(t')dt') is the probability of a
point being “non-activated” by the instant t. This leads
to Ny (t) = Ny@(t). Thus, the averaging of 1,(r, t) in
Eq. (41) over N; and over the volume for V, — o
gives | v (t) = 1()n@(t), i.e., expression (37).

Inthelimiting case of large values of 1(t), thefunction
1(t) is 3-shaped, 1 (t) = nd,(t), so that expression (40)
describes the situation in this case when al the centers
appear att' =0, i.e,

X(t) = 1-exp[-nVy(1)]. (42)

Let us aso consider the limiting cases for planes. If the
exponentin Q'¥(t) in Eq. (15) issmall (Ilow nuclestion and
growth rates and small values of time), expression (19) is
transformed to

Ru(t)  ti(t.ro)

xP(t) = 2no J’ dr, I dt'l (t)[RE(t, t) —r5].(43)

Reversing the order of integration, we obtain

t

xP(t) = Idt'l'\,(t‘)V(t',t), L(t) = al(t). (44)
0

In the case of alarge exponent, we obtain

XP(t) = 20R(1). (45)
The corresponding limiting cases for a system of
planes can be obtain by substituting Egs. (44) and (45)
into Eq. (35). In this case, the expression XO(t) = 1 -
exp(—20R,(t)) can be interpreted as the volume frac-
tion of infinite planar “nuclei” formed at t' = 0.
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4. DISCUSSION OF RESULTS

It can be seen from the above considerations that the
geometrical—probabilistic approach in the form of the
critical-region method is quite efficient for solving var-
ious problems associated with the computation of vol-
ume fractions. In addition, the apparent advantage of
this approach is its mathematical rigor. By way of an
example of the inhomogeneity, we consider here the
nucleation at various i-dimensional objects. The
expressionsfor volume fractions of aplanelayer, cylin-
der, and sphere are derived. Several remarks should be
made concerning expressions (26) and (27) for the last
guantities.

First, expression (21) combined with Egs. (26) and
(27) isthe average volumefraction of asphere at instant
t. The true volume fraction X! (t) = V(t', t)/v is aran-

dom quantity since the instant t' of the emergence of a
nucleating center is random. The volume fraction in

Eq. (21) can be obtained by averaging Xﬁf) (t) with the
function | .exp(—I "), which is the distribution function

for the time of the emergence of a nucleating center.
Thus, we can write

t

x©t) = IV(t', 1, (1) (dt), t<t*,
t—t* ° t (46)
XO) = [ vl )dt + [ V(T HI,E)dr, t>t,
J J

t—t*

where 1,(t") = nl.exp(-t"). We can easily find that
these expressions lead to Egs. (26) and (27).

Second, the transformation timet; isinfinitely longin
this simple bounded system. Thisfact is an obvious con-
sequence of the random nature of theinstant of the emer-
gence of anucleating center. The average transformation

timeisfs = I;' + t*. Inthe limiting case |, —» o, the
timet; isfinite and equal to t*.

In connection with the expression for the volume
fraction in the case of nucleation on a plane, attention
should be paid to the fact associated with the one-
dimensional asymptotic form in Eqg. (45), which takes
place in the case of competing nucleation of two (or
more) different phases on the plane. Let us suppose that
two phases with the nucleation and growth rates | ,(t)
and u(t), k=1, 2, uy(t) > uy(t) areformed. It was proved
earlier [4] that, in order to calcul ate the volume fraction
of each phase, the independent-phase approximation
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can be used in this case. Thus, we obtain

QP(1) = exp(=Y,, 1(t) =Yy, 2(1)),
mk(t o)

'S (e e
Vo = ] 080D o< Redd

D o> Ry ) (47)

The total fraction of the transformed substance X®/(t)
can be obtained by integrating the expression 1 —

Qﬁj)(t) with respect to r;

1
X(S)(t) = 20R;4(t) E]'[ 1- e_YE'l(t) _Yz,z(t)] de
)
(48)

Rm, 2/Rm,1 |:|
J‘ [1 _ e_YE,Z(t)] dE E

1
where & =ry/R,, ; and t < t*, with t* being determined
by the equation R, 5(t*) = L.
In the limiting case of large values of Y; ,(t), we
have

X(t) = 20R,, ,(1). (49)

Thus, the process of phase transformation is deter-
mined by the second (rapidly growing) phase. The
grains of the first phase turn out to be “immured” in the
layer of the second phase and make no contribution to
the increase in the transformed volume.

The expressions obtained from an analysis of nucle-
ation at unit i-dimensional objectsare used for calcul at-
ing the volume fractions in unbounded systems in
which these objects are distributed at random. Nucle-
ation at pointlike objects was first considered by
Avrami [3], who believed that the phase transformation
in general follows such a scenario. Nucleation at ran-
dom planes and straight lines was considered by Cahn
[8] as applied to an analysis of the nucleation processes
at the boundaries and edges of the grains. The analysis
was carried out by using the IMA approach and led to
expressions for volume fractions at constant nucleation
and growth rates.

However, the IMA approach, which is also referred
to as the mean-field approximation, is intuitive rather
than a mathematically rigorous method. It may lead to
an exact or approximate result. Kolmogorov's formula,
which can also be obtained by using the IMA approach,
is an example of the former result. An example of the
latter result isthe volume fractions of competing phases
[4]: the IMA approach gives approximate expressions
for them. These considerations inspire the revision of
these expressions [8]. The derivation of these expres-
sions carried out in this paper confirms the results
obtained by Cahn [8]; expressions (35) for constant
nucleation and growth rates are transformed into those
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derived by Cahn. The fact that the mean field approxi-
mation leads to the exact result in the given problem,
which follows from the theory presented in Section 3,
is a consequence of the Poisson law of the distribution
of objects. This form of distribution is the most wide-
spread in physical systems. However, cases of the non-
uniform distribution of objects are aso possible. For
example, pointlike objects (impurity particles at which
nucleation takes place) can be distributed nonuniformly
over volume for some reason. Such cases can also be
analyzed in the framework of the theory developed in
Sections 1 and 3 with appropriate modifications. For
example, the function QU)(t), which can be evaluated
with the help of the algorithm described in Section 3,
will now be a function of the radius vector r, of point
O, and hence formula (11) should be used for evaluat-
ing the volume fraction. A detailed analysis of these
cases is beyond the scope of this article.

In conclusion, let us analyze Eq. (40) in greater
detail. It shows that the nucleation at points can be
regarded as a process of homogeneous nucleation with
the corresponding rate given by Eq. (37). The converse
statement is also valid: the process of homogeneous
nucleation at arate I,(t) can be presented as nucleation
at points. The corresponding specific nucleation rate
I(t) can be determined easily from Eq. (37):

_ Lo _ L
I C(t) - t - n— no(t) .
n~ [l

(50)

The parameter n remains arbitrary except for the condi-
tion n > ny(t). Thus, the inverse representation isambig-
uous: expression (50) describes afamily of curves cor-
responding to various values of n. In this case, two dif-
ferent situations are possible: ny(t) is finite or infinite
fort —» oo,

Let us consider the latter situation by using the sim-
ple example when |, = const = a. In this case, we have

a

() = ——.

The number of centers emerging by the instant t,
ny(t) = at increases indefinitely with time. Consequently,
the parameter n must also be infinitely large. However,
there is no contradiction here. The number ny(t) can be

presented as the sum ny(t) = ng) ®+ ngf) (1), where

(51)

ns)(t) = [rOQdr, ny(t) = [luOX @), (52)
0 0

nY’ (t) is the number of real centers, i.e., those emerg-

ing in the untransformed volume, and nE,f)(t) is the

number of centers emerging in thetransformed volume.
The latter are just fictitious centers, or “phantoms” in

ALEKSEECHKIN

the IMA approach. In the case of a constant nucleation
rate, their number increases indefinitely with time

(ng) (t) is always finite). The divergence is associated
with the fact that the transformation time t; is formally
infinite. In fact, it can aways be chosen as finite and
defined by the condition Q(t;) = Q,,i,, Where Q,;, isthe
minimum experimentally observed value of the volume
fraction. In this case, the process is considered on the
interval 0 <t <t;, and for nin Eq. (51) we can take any

value n > at;.

The established equivalence of homogeneous nucle-
ation and nucleation at points indicates that the Avrami
and Johnson—Mehl approaches are not alternatives [9],
but can be reduced to each other through relations (37)
and (50), respectively.

APPENDIX

In the case of nucleation on a plane, expression (6)
has the form

2n m

1 .
IO, t) = — [de(dosindI |t
(1) 4,1{ cp{ (t) A1)

x O(r,— R(t', t) cosB).

In order to integrate over 6, we make use of the follow-
ing property of the d-function:

3XE) = g | 3660,

0 =6,

where 6, is the root of the equation

ro—R(t', t)cosd = 0. (A.2)

This equation is valid only for R(t', t) = r,. Hence, the
maximum value of t' denoted by t.(t, ry) is determined
by Eq. (14). For t,, <t'<t, we have J, (t',t) = 0. We
shall take into account this fact with the help of the
asymmetric unit function n_(x) [6].

Theintegration of Eq. (A.1) gives

I(E)N_(R(t', ©) —ro)

Ofp 1y =
‘]I’O (t 1 t) 2R(tl, t)

(A.3)

For nucleation on a straight line or at a point, we
have, respectively,

2n T
O gy = 1 : : Rt
J (1) = 4n‘|’dcpj'desmel|(t)6(r0 R(t', t) cosb)
0o o (A.4)
I(t R(t', t) —
x 3(RsinBsing) = |(t)r]-2( (t't_) rO),
21IR(t', t)sinB,
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2n 1

39,9 = 4%1 [ dofdesinel (t)3(ro— Rt ) cos6)
0 0

x 3(RsinBsing)3(RsinB cose) (A.5)

o 21N (R, 1) — o) 3(RSINB,)
ATIRA(t', t) SinB, '

Substituting sinf, = R —r2/R into Eq. (A.5), we
obtain

20(RsinB,) _
Sno, = 28(R-rgn_(R-ry)dR

= 3,(R-rg)dR = dn,(R—ry).
The substitution of J% into Eq. (7) gives
dPy(t,t) = 1,(t)n — (R, ) —ro)dtdZ(t, 1), (A.6)

where Zﬁio) (t', ) isgiven by formulas (15); in the case of
points, we put

(1, 1) = nu(R(t, ) = 1),
Thus, we obtain the following equation for Y, (t):

tm(u) i
o oz, 1)

Y = IdT I 'l (1) 5 (A.7)
to 0
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Reversing the order of integration, we finally get

m(t To)

0 y7 Opp
v = o FOWED IR

0
[0, ry>Ry(1).
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Abstract—The pressure-temperature phase diagram for a[N(CHs) 4] ,CuCl 4, crystal has been theoretically con-
structed using the phenomenological approach developed earlier. The relationships for the thermodynamic
potentials of different phases and the boundaries between these phases are derived. The theoretical and exper-
imental diagrams are in reasonable agreement. The approximations and assumptions made in the construction

of the diagrams are discussed. © 2000 MAIK “ Nauka/Interperiodica” .

1. INTRODUCTION

The [N(CH,3),],CuCl, (TMATC-Cu) crystal belongs
to alarge family of well-investigated tetramethylammo-
nium tetrahalogenmeta  compounds [N(CHs),.MX,
(where M isabivalent metal and X is a halogen) [1-3].
The theoretical approach to the construction of the
pressure-temperature (P-T) phase diagram for the
TMATC-M crystals, specifically for the TMATC-Zn
crystal, was proposed in [4]. This approach was based
on the assumption that the phase diagram involves atri-
ple point that was termed the Lifshitz-type point
(LT point). This point was theoretically introduced by
Asdlanyan and Levanyuk [5] and is somewhat similar to
the Lifshitz point (L point) [6]. Three lines of the tran-
sitions between the incommensurate (1C) phase, initial
(C) phase, and commensurate (C,,;,) phase (equitransa-
tional with the C phase) converge to the LT point, asto
the L point (the classification and features of the triple
points were described in [7]). The presence of the LT
point in the phase diagram is associated with the char-
acteristic feature in the dispersion of a soft optica
branch in the normal vibration spectrum of the crystal,
which is responsible for the phase transition. In a cer-
tain range of parameters, this branch exhibits two min-
ima: one minimum is observed in the center of the Bril-
louin zone, and the other minimum, at an arbitrary
point of this zone.

The soft branch of the TMATC-Cu crystal differsin
symmetry from that of the related TMATC-M (where
M =Zn, Fe, and Mn) crystals. The LT point is not
observed in the P-T diagram, because it lies at negative
pressures. However, the technique proposed in [4] is
also applicable to this crystal. Figure 1 schematically
represents the experimental P-T phase diagram
obtained using x-ray diffraction analysis [8]. Figure 2
schematically shows the P—T phase diagram derived by
dielectric measurements in other ranges of tempera
tures and pressures [9]. These diagrams are combined

in Fig. 3, which also shows the boundary between the
Cy1 and Cy 5 phases [10] (see also the experimental P—
T phase diagrams obtained from measurements of opti-
cal birefringence and elastic propertiesin [11]).

The aim of thiswork was to construct the theoretical
P—T phase diagram for the TMATC-Cu crystal with the
use of the technique proposed in [4]. First, we will con-
struct the phase diagram on a plane of the dimensionless
variables D, and A, which are combinations of the ther-
modynamic potential coefficients (see below). Then,
under the assumption that D, and A linearly depend on P
and T, wewill construct the P-T diagram and compare it
with the experimental diagrams (Figs. 1-3).

2. PHASE SYMMETRY
Theinitial C phase of the crystal hasthe space group
Déﬁ in the standard bca—Pmcen setting. The wavevector

15

0 100 P, MPa

Fig. 1. Experimental P-T phase diagram for TMATC-Cu
[8]. Phase designations are the same as in the text.
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of the incommensurate phase IC is k, = qc*. The space
groups of the commensurate phases C,,, are P112,/n
(Cy1 phase) and P12,/cl (Cy;5 phase) (see [8-10] and
references therein).

It is reasonable to assume that all the phases
observed in the P-T diagrams are associated with the
same soft optical branch in the normal vibration spec-
trum of the initial phase in the crystal (the terminology
of crystal lattice dynamics is convenient to use irre-
spective of whether we consider phase transitions of the
displacement type or the order—disorder type). This
assumption is consistent with the space groups of the
Cy phases (table). The symmetry of the soft branch is

uniquely determined by the space group P112;/n (Cgh)
of the Cy, phase in the chosen setting of the group

Pmen (Dj,) of the C phase and the direction of the
wavevector of the |C phase along the z axis.

The space groups of all the possible C,,, phases that
correspond to this branch are given in the table, which
is cited from the tables presented in [12]. The first col-
umn of this table contains the representation of the
point group mmm (D), according to which the transi-
tion from the C phase to the C, phase occurs, the low-
est-rank tensor component (that transformsviathisrep-
resentation) in parentheses, and the space group of the
Co1 phase. The next three columnslist the space groups
of three possible phasesc,, ¢,, and c; for each C,,, phase
for al g,y = m/l (m,, m_areeven numbersand m_, |_are
odd numbers) and also the lowest-rank tensor compo-
nents that have spontaneous values in the c; and c,
phases (for more detail, see [12]).

3. THERMODYNAMIC POTENTIALS:
THE SOFT BRANCH

Let us use the relationships derived in [4] for the
thermodynamic potentials of phases and add the term
proportional to p® (which is necessary, as will be seen
from further consideration). The potentia of the C
phases with ¢, = mVl (except for gy, = 0/1) has the
form

Oy = A(Gm)p” + Bp* +yp° —ayp? cos2l, (1)

where p and ¢ are the amplitude and the phase of the
two-component order parameter [the soft branch is
doubly degenerate; i.e., a(q) = a(—q)], respectively. Itis
assumed that B > 0 and y > 0. The potential of the IC
incommensurate phase is given by

®c = a(q)p’+pp*+yp’. )

Note that the anisotropic term with the a5, coefficient

in formula (1) for arbitrary incommensurate g does not
satisfy the trandational symmetry of the crystal and,
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330+ C

IC

T,K

300 '
100 500
P, MPa

Fig. 2. Experimental P-T phase diagram for TMATC-Cu
[9]. Phase designations are the same as in the text.

Con

P

Fig. 3. Experimental P-T phase diagram for TMATC-Cu
(constructed from Figs. 1, 2 and the data taken from [10]),
reduced to the same scale.

hence, is not an invariant. The potential of the C initial
and Cy; commensurate phases is defined as

2 2
gy = al’+ 5L+ 2y 3
The soft optica branch or, more exactly, the dependence
of the coefficient of elasticity a(q) [see formulas (1) and
(2)] on the wave number q is described by the expres-
sion [5]

a(q) = a-3q°—kq" +1¢’, 4)
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ace groups of al possible commensurate phases corresponding to the soft branch with the wavevector k, = gqc* in the normal
Spacegroup p p esp g =1

SANNIKOV

vibration spectrum of theinitial phase Pmcn (Déﬁ) in TMATC-Cu crystal

m 0 m_ m, m_
T 1 T [N IR
c; P2,cn CH, X P112,/n Conxy Pc2;n CoY
B1g(xy) P1121/n Cgh C P121/C]. Cgh X P212121 DngZ P21/C11 Cghyz
c; Plcl c? P112, cs Pcll c?
where k and T are assumed to be more than 0. The last relationship for @, is obtained providing that
Relationship (4) can be rewritten as the anisotropic (i.e., dependent on the phase ¢) invari-
ant in formula (1) is small compared to the isotropic
a(q) = a+A(q), invariant [4]
Al) = 1(b2— o 2 2 2 2 ' 2
(q) _T(b _q ) [2(b _qL)+q ]1 |G2||p |G2||D—Gm/|[|
i o (5) T = 53053 O <1 (20)
a=a-0, A= A0) = 2tb (b2 —cf), 2Bp P-2p

5 = 1b°(3b°—-4q’), o = Kk/21.

Here, we introduced the quantities a, b, and g, which
will be used in subsequent descriptions. Their physical
meaning isasfollows; aand b are the coefficients of the
minimum in the soft branch at an arbitrary point of the
Brillouin zone

g=b, a(b)=a. (6)

This minimum is observed at & > 23t or b? > 2q’ /3.
The minimum in the center of the Brillouin zone

q=0, a(0)=a (7
canbeobservedat d<0or b?< 4qf /3. Therefore, inthe

range 23t < 3 < 0 or 2q° < b? < 4q’ /3, the soft
branch exhibits two minima. The LT point is deter-
mined from the condition that these minima are equal
to each other and simultaneously become zero. The
coordinates of the LT point, depending on the plane in
which they are determined, take the form

It should be emphasized that the neglect of the yp® term
in the thermodynamic potentials (9) (see[4]) isnot jus-
tified for ®,5. Actualy, at y = 0, the minimum of the
d,,; potential described by formula (1) at finite values
of p? disappears rather rapidly with an increase in
a(qgys) even at small values of |ag| . In order to avoid
thissituation, it is necessary to include the yp® term and
tosety=> |ag| . Itisclear that the yp? term should be also
included in al the potentias (rather than only in @,;5).
By minimizing relationships (1)—3) with respect to their
variables, we obtain the expressions for the thermody-
namic potentials [more complex than formulas (9)]

2 3ya®? 9ya1t
D¢ = B LZ} —[1—%}[1
27y? B 2p
_ 502p° _g?ﬂT’Z_[l 9 9ya} g
T 27720 10 g2 102p%)

a=0, =q?, d=-1q/, D=0 ® o - 2p° ﬁl 3(y—|a'6|)a1,3}3/2
3 = ——— O 1-——F
Consequently, the g, quantity corresponds to one of the 27(y - |ay))’ B’
coordinates of the LT point. . (11)
Expressions (1)—3) for the potentials can be simpli- _ [1 _ w} E
fied by varying them with respect to the variables. Asa BZ 0
result, at y = 0, we have [4]
®. =0, P¢= _a2/4B @y = —302/8[3, b, = — 2[3 3Vam/l 32 1= 9yam/l 0
" avn 28 10
O, = m/I [1 |0(2|| D‘O(mnD } )
O =0(At), Byt = A(Gu) - B L3y B 8
PHYSICS OF THE SOLID STATE  Vol. 422 No.12 2000
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The last relationship for @, is derived under the con-
dition of a weak anisotropy. Now, this condition takes
the form

|G'2||p2| B 3yam/|:|1/2_1i||_2 < 1 (12)

2B [5\—/[ 2
which coincides with condition (10) at 3y(—0y)/B? < 1.

4. INTERPHASE BOUNDARIES

Thefollowing variables and parameters will be used
below:

A A
A = —Ta61 Do = T_QOB, Dwi = TE/!;,
_ b a. Qi o
B = a, Q. 6 Qmi = 6 D TE;' (13)
1Q° E|°‘ | 1/(1-1) Q y 02
€ = 2B D[QGD & = 2B D[Q o -

For convenience (see the DgA phase diagram in
Fig. 4), the sign of A istaken opposite to the sign of a.
Each C,, phase is characterized by only one dimen-

sionless parameter €, which is determined by the a5,

coefficient. There is also the parameter e, that is com-
mon for all the phases. Since the a, 9, K, and T coeffi-
cients themselves are dimensionless quantities, Q isthe
number and isintroduced into relationships (13) for the
convenience of choosing numerical values of different
guantities in the construction of the phase diagrams.

The phase diagram should be constructed on the
plane of two thermodynamic potential coefficients
which are small and, therefore, considerably depend on
P and T. The remaining coefficients are assumed to be
independent of P and T. Thisisjustified, because these
coefficients, in general, are not small. The coefficients
0 (and, hence, D) and a (and, hence, A) aresmall. Thus,
the phase diagram in [4] was constructed on the D-A
plane. However, analysis shows that it is more conve-
nient to construct the phase diagram on the Dy—A plane
under the assumption that these variables linearly
depend on P and T and the remaining quantities Q,, e,

and e, are constant. Therefore, the k, T, B, y, and ay,
coefficients of the potential are also constant.

By equating the potentials described by relation-
ships (11), we obtain the expressions for the boundaries
between the corresponding phases. We will restrict our
consideration to the boundaries that are observed in the
experimental phase diagrams. The CHC and C-Cg;
boundaries with the initial phase C are given respec-
tively by

A=0, A=D, (14)
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01lk Ic Ic
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Ciss
Cis
Con
A P

Fig. 4. Dg—A phase diagram with the LT point.

The IC-Cy;, IC—C,3, and Cy,—C;;; boundaries are
represented respectively as follows:

[1+12¢2A]7*~[1+ 18€2A]

50 9 3/2
= 220 1+ 1512€,(A- DO)}

9.,,2 O
- [1 + 1018ev(A— DO)} %

L+ 12¢2A1 ~[1+18EA]) = —L

2 2,2
€y (ey_eﬁ)

x{[1+ 12(e2—€2)(A—Dy5)] ™
—[1+18(e2 —€5)(A—Dy3)1},

501 9
= 4ﬁu 12e§(A—DO)}

g 1
o=

O (5\2, - 62)2

(15

3/2

[1 + %l8ey(A— DO)]
x{[1+12(e2—€2)(A=Dya)]*’
—[1+18(e; —€5)(A—Dy3)]}-

Three boundaries C-C and C-C,; [relationships
(14)] and IC—Cy, [relationship (15)] converge to one
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Cis

Con

P

Fig. 5. Theoreticadl P-T phase diagram for TMATC-Cu,
obtained from Fig. 4.

point, namely, the LT paint. Its coordinates on the D,—A
and D—A planes are respectively asfollows:

D,=0, A=0; D=-Q;, A=0 (16)

[in this point, B2 = Q7 , see relationships (8)].

Asfollowsfrom expression (12), the | C-C,,; bound-
ary hasthe form
A= Zouirsg o an
€2 €2
Thisexpressionisobtained under the condition D, << A,

which virtually coincides with condition (12) of weak
anisotropy that in designations (13) takes the form

-2

ez|[e—2'2([1 +12¢2A] "% - 1)} <1. (18)
6e,

The C,;,—C,5 boundary only dightly differs from the

|C—C,;; boundary, and this difference most frequently

can be ignored, which isdonein Fig. 4.

The D,y;, Dy, and D quantities in relationships (13)

are expressed in terms of B? according to formulas (5)
in the following way:

D = (BZ—ann)Z[Z(BZ—Qﬁ) "‘Qﬁqu],

D. = 2B%(B? 2 _ 2 2 2 (19)
0= (B°-Qi), D = B(3B"-4Q)).
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Setting the value of B?, we determine the value of A
from relationships (14)—<(17) and the value of D, from
expressions (19), which alows us to construct the
boundariesin the DA diagram.

The minimum in the branch of the spectrum at the
arbitrary point of the Brillouin zone disappears below

B?=(2/3)Q’ . Inthis case, thea and b (A and B) quanti-
ties lose their meaning. Consequently, the plot in the

Dy—A or D—A plane has meaning only at D, > (—8/27)Q}
or D= (-4/3)Q; .

5. THEORETICAL PHASE DIAGRAMS

In order to construct the Dg—A phase diagram for the
TMATC-Cu crystal, it is necessary to choose the values
of the Q,, €,, and e, parameters for each C,, phase, in
our case, at m/l = 1/3 and 3/8. The choice is based on
the best fitting of the theoretical P-T phase diagram
obtained from the Dy—A diagram to the experimental P—
T phase diagram depicted in Figs. 1-3. The parameters
chosen are asfollows:

Qf =02, €,=¢=06, €x=15 Q=05 (20)

These parameters are taken to be virtually accurate to
thefirst decimal place. The simplifying assumption that
€, = €gisused. Figure4 displaysthe Dy—A phase diagram
obtained from relationships (14)—<20). TheLT point with
coordinates (16) is designated by the lettersLT.

The P-T phase diagram is constructed from the Dg—A
diagram (Fig. 4) by assuming the simplest linear depen-
dencesof Dpand AonP and T. Then, the P and T axesin
Fig. 4 are straight lines. Their location, orientation, and
scale are determined from the best fit to the experimental

P-T diagram (Figs. 1-3). Let cotT®, = 0.4 and

COH%O = 0.8. These values are obtained with due
regard for the scale on the D, and A axes. Note that the
values of these cotangentsin Fig. 4 (without regard for
the scale) are larger by afactor of two (0.8 and 1.6).

It should be remarked that A and D, are related by
the expression a/t1Q® = —A + D [see relationships (5)
and (13)]. It is usually assumed that the coefficients a
of the potential linearly depend on P and T. From the
assumption that A linearly depends on P and T, it
directly follows that Dy aso linearly depends on P and
T. This mutual correspondence does not occur for the A
and D variables, and they cannot simultaneously depend
inalinear manner on P and T [see relationships (5) and
(13)].

Figure 5 depicts the theoretical P-T phase diagram
constructed from Fig. 4 with the P and T axes shown in
the latter figure. A comparison of Figs. 5 and 3 shows
that the theoretical and experimental diagrams are in
reasonable agreement. This agreement can be some-
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what improved by amore adequate choice of the Q, €,
and e, parameters and the orientation of the P and T
axes in the Dy—A diagram. A strong nonlinear depen-
dence of g,,, on P and T isseen in Figs. 1-3. The non-
linearity of the Cy5 commensurate phasein Figs. 2 and
3 is so strong, especialy in the region close to the Cyj5
phase, that the boundary between these phases is not
observed. At the same time, no such features are
revealed in the theoretical phase diagram (Fig. 5).

In summary, let us list the approximations and
assumptions that were made in the construction of the
theoreticd Dy-A and P-T phase diagrams. It was
assumed that the triple LT point theoretically introduced
in [5] resides in the phase diagram (and the L point is
absent [6]). Note that the LT point in the P-T diagram
liesin the range of negative pressures (approximately at
P =-100 MPa).

The one-harmonic approximation was applied to the
|C phase. Thisleadsto errors (even though not large) in
the determination of the boundaries between the IC
phase and the C,,;; phases. The weak anisotropy condi-
tion was used for the C,,, phases (mv/l # 1/3), which
made it possible to derive the explicit relationships for
the potentials of the C,, phases and, hence, for the
boundaries with these phases. This condition is suffi-
ciently well met over the entire region of the D—A and
P-T phase diagrams (Figs. 4, 5).

It was assumed that only two small quantities D,
and A depend on P and T. The remaining quantities Q,,

€, and ey (Or K, T, 3, y, and a;| ) were taken to be con-

stant, i.e., independent of P and T. The assumption that
Dy and Alinearly depend on P and T isasimplification,
which obviously is not quite in agreement with the
experimental data (cf. Figs. 5 and 3). The diagram was
constructed using the numerical parameters taken to be
accurate to the first decimal place. The approximation
that e, = e was employed. The dispersion (i.e., the

dependence on q) of the 3, y, and 0('2| coefficients was
ignored.

The above approximations and assumptions did not
interfere in reaching a satisfactory agreement between
the theoretical and experimental P—T phase diagrams
for the TMATC-Cu crystal. This was achieved in spite
of the fact that the phenomenol ogical model under con-
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sideration contains a small number of parameters. the
Q. parameter that determines the coordinate of the LT
point, ,, and €, (one parameter for each C, phase)
that determines the g range (around g,,) occupied by
the C,,,, phase (at a specified value of A).

Thus, the results obtained demonstrated that the
phenomenological approach to the structural phase
transitions, which usually works well, adequately
describes the experimental data in the special case of
the complex phase diagram which involves the specific
triple point, the incommensurate phase, and a large
number of commensurate phases.
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Abstract—A new method in the microscopic theory of anharmonic crystal lattice dynamics—the independent
anharmonic oscillator (IAO) approximation—is discussed. The method is compared with traditional
approaches (such as the mean-field and renormalized self-consistent phonon methods) from the standpoint of
the analysis of the main approximations. Different methods are applied to the description of the structural phase
transition in a monoatomic anharmonic crystal, the results obtained are analyzed, and the numerical accuracy
of different approximationsis estimated. It is demonstrated that, for this model in the displacement-type insta-
bility range, the new method, unlike the self-consistent phonon method, adequately describes the phase transi-
tion as a second-order transition. The phase transition temperature calculated in the displacement limit mono-
tonically tendsto the exact value in contrast with the temperature obtai ned within the mean field approximation.

© 2000 MAIK “ Nauka/lnterperiodica” .

1. INTRODUCTION

A correct physical theory should, on the one hand,
take into account the main factors that affect the phe-
nomenon under consideration and, on the other hand,
be simple enough to ensure quantitatively significant
resultsfor real objects. In most cases, the simultaneous
fulfillment of these requirementsisacomplicated prob-
lem. Such is indeed the case in the microscopic theory
of structural phase transitions in crystals. Crystals that
undergo structural phase transitions are of considerable
interest owing to the attendant anomaliesin their differ-
ent physical characteristics. As a rule, these crystals
have complex structures with a low symmetry and a
large number of atomsin the unit cell. The dynamics of
their crystal lattices at low temperatures is rather sim-
ply described within the quasi-harmonic approxima-
tion (QHA). However, this approximation is inapplica-
blein the range of structural phase transitions when the
role of anharmonic contributions increases and some
modes become harmonically unstable. The available
theoretical methods for the microscopic description of
the dynamics of strongly anharmonic crystals are too
complicated to be applied to complex polyatomic crys-
tals. The development of new methods in the theory of
anharmonic crystal lattice dynamics, which should be
sufficiently precise and applicable to the study of com-
plex low-symmetry structures, remains a topical prob-
lem of solid state physics.

Boyer and Hardy [1] considered the lattice dynamics
and structural phase transitions in a RbCaF; crystal and
proposed a method for providing the applicability of the

guasi-harmonic approximation (without loss of its con-
ceptual simplicity) even in the range of thermodynamic
conditions at which normal lattice vibrations become
harmonically unstable, i.e., when they are characterized
by imaginary frequencies. To accomplish this, it was suf-
ficient to include anharmonic corrections for each oscil-
lator (under conditions of their independence) in the cal-
culations of their contributions to the entropy. Hence,
this approach can be referred to as the independent
anharmonic oscillator (IAQ) approximation. In a recent
work [2], this method was applied to the study of struc-
tural phase transitions in quartz, which made it possible
to describe an anomalous thermal expansion in this
material. Moreover, the theoretical estimates obtained in
[1, 2] for the structural phase transition temperatures
turned out to be very close to temperatures observed in
the experiment. However, neither the rigorous justifica-
tion of the assumptions underlying the IAO approxima-
tion nor its comparison with other (traditional) methods
has been made up to now. The purpose of the present
work wasto fill this gap.

2. THEORETICAL JUSTIFICATION:
ANALY SIS OF THE MAIN APPROXIMATIONS

Cdculation of the free energy in the classica
approximation involves the computation of the statisti-
cal integra

“U(Xqg, .-y Xy)

Z:x”;[e T dx,...dx,, (1)
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INDEPENDENT ANHARMONIC OSCILLATOR APPROXIMATION

where T is the temperature, x,, are the atomic coordi-
nates, and U is the potential energy. The integration
over all atomic coordinates in an infinite crystal is a
complex mathematical problem, which cannot be
solved without simplifying approximations. As a rule,
the potentia function is represented as the sum of sin-
gle-particle functions

U0 %) = 3 QX). @

In this case, the statistical integral is split into the prod-
uct of the simple integrals

-¢(x)
Z = J’e T dx. )

The most universally used method that |eads to expan-
sion (2) is based on the mean field concept. In this con-
cept, the variation in the potential function along a par-
ticular coordinate is analyzed under the assumption that
the instantaneous values of the other coordinates are
equal to their thermodynamic means. The mean field
concept is realized in the independent-site approximar
tion (ISA) [3], according to which it is assumed that
each atom in the lattice independently moves in a spe-
cific mean field defined by the single-particle potential

O(X) = U(Ry, ovry X, oovy ). (4)

Within this approximation, no constraints are imposed
on aspecific form of the potential function. Thisuniver-
sality of the ISA method leads to considerable difficul-
ties in the calculation of the corresponding statistical
integrals (3). The calculations are substantially simpli-
fied in the case when the mean field approach is applied
not to the potential function itself, but to its expansion
into a power seriesin the vicinity of the point x = X. If,
then, we change over to the normd lattice coordinates
g(k), the quadratic part of the expansion takes a diagonal
form. In the smplest variant of the quasi-harmonic
approximation, this expansion is truncated at quadratic
terms. In this case, the coordinates are immediately sep-
arated, the single-mode potentias have the simple form

9(a(k) = Zh k)’ )

and integrals (3) are easily calculated on the condition
that all the eigenvalues of the dynamic matrix A(k) are
positive. This condition isnot met in the range of struc-
tural phase transitions in which the higher-order terms
of the expansion should be taken into account. To
accomplish this and, in doing so, to retain the separa-
tion of the contributions from different modes, the
products q;(k)q;(—k) are separated out, and the expres-
sions for the coefficients of these terms are replaced by
their mean values. This operation results in the single-
mode potentials

9(a(k) = 30K +AMDGKE.  ©
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The quantities A;(k) depend on the anharmonic coeffi-
cients of the expansion and also on the mean values
[g (k)q(—K)LI The stabilizing anharmonic correction
A (k) increases with arise in the temperature, and the
sum A + A remains positive even in the range of struc-
tural phasetransitions. In[3], this approach was termed
the independent-mode approximation (IMA). It should
be noted that this approximation is more frequently
referred to as the renormalized (or self-consistent)
phonon approximation. The formalism of this method
in the general form was described, for example, in the
review [4]. In the next section, this approach will be
considered in more detail as applied to the case of asin-
gle-mode crystal.

The independent anharmonic oscillator approxima-
tion under consideration uses the same mean field con-
cept as the independent-site approach. By using the
technique of determining single-particle potentials (4)
for the expansion of the potential function in the space
of normal coordinates and taking into account that the
mean value of (k) is equal to zero, we obtain the
expansion in which the cross terms (that correspond to
the interaction between different modes) are absent but
the single-mode potential s contain the anharmonic con-
tributions

(k) = MK ()2 + (k) (] + .. .

Similarly to the independent-site approximation, the
IAO approximation remains physically meaningful in
the case when certain A < 0, because it accounts for the
stabilizing effect of anharmonic contributions. The
appropriate integrals (3) can easily be calculated with
the special function G(p) (see [2] and Appendix).

3. PHASE TRANSITION
IN THE 24 MODEL SYSTEM

Itishardly probablethat the question of the applica-
bility or advantages of aparticular approximationin the
theory of structural phase transitions can be conclu-
sively solved reasoning only from general consider-
ations by anayzing and comparing the assumptions
underlying these approaches. It is of special interest to
compare the numerical results obtained within different
approximations for a model system in which the
character of the structural phase transitions can vary
from the displacement type to the order—disorder type.
A relatively simple, well-studied model, namely, the
2—4 model, can serve as this system. The 2—4 model
system represents a monoatomic cubic lattice in which
each atom residesin alocal double-well potential of the

type v(X) = —% ax? + %1[3x4 and interacts with the six

nearest neighbors through harmonic forces whose
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Fig. 1. () Dependences 1,(x) obtained by the Monte Carlo
method [5] (circles), by extrapolation with the heuristic for-
mula [6] (dashed line), and within the independent-site
approximation (solid line). (b) Dependences T(X), Tq(X),
and tp(x) calculated by the IMA method. The dashed line
repreﬁents the dependence 14(X) calculated within the
quasi-harmonic approximation.

potential has the form %y(xi —X)2 In order to simplify

our analysis, aone-dimensional motion istreated under
the assumption that the harmonic forces between the
neighboring atoms are isotropic. This system serves as
the simplest model of the sublattice, which is active
upon the phase transition and whoseinteraction with all
the other sublatticesis replaced by the potential field of
an inert medium.

Now, we change over to dimensionless quantities by
taking (0/B)Y? and a?B as the unit length and the unit
energy, respectively. Then, the potential function has
the form

g g
U = YD+ HY )T @
i ]
Y

wherev(x)-—%x2+ x*and K = —|sthesoleparam-

eter of themodel. In what follows, we will usethe more
convenient quantity x = 6. Moreover, the atomic mass
istaken equal to unity.
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At any x parameter, the system under consideration
is statically stable at x = £1. This corresponds to the
low-temperature low-symmetry a-phase. As the tem-
perature increases, the statically unstable high-symme-
try B-phase that corresponds to x = 0 becomes thermo-
dynamically preferable. At acertain temperature T, the
system undergoes a second-order phase transition. The
character of this transition depends on the value of x: it
is the displacement-type phase transition at x > 1 and
the order—disorder transition at x << 1 [3]. The T, tem-
perature turns out to be almost proportional to the x
parameter, and, hence, theratiot, = T./X, rather than T,
will be used in the subsequent discussion of the numer-
ica results.

Rubtsov et al. [5] performed the Monte Carlo cal cu-
lations for the X values at different temperatures and
different x parameters. The results obtained were used
to determine the dependence of 1, on x (Fig. 1a). Here-
after, this dependence will be treated as the exact solu-
tion of the problem. Hlinkaet al. [6] proposed the sim-
ple approximation of this dependence

1. = 0.76 — 0.49tanhy, 9)

which isalso depicted in Fig. 1a. Now, we analyze how
this dependence is reproduced in each of the above
approximations.

3.1. Independent-site approximation. According to
definition (4), the single-particle potential can be deter-

mined as b(x, X) :—%(x—l)x2+ %‘rx“'—xxx ¥ %xxz.

The value of X (T), which determines the crystal struc-
ture at a specified temperature, can be found from the
minimum condition for the free energy F =—TInZ. Itis
known that, in this model, the ISA method correctly
describes the structural phase transition as a second-
order transition [3]. Then, the T, temperature can be
obtained from the condition d?F/dx?|,- , = 0, which, in
our case, leads to the equation

rx exp(—¢ (X, O)ITC)dx

J'exp(—q)(x 0)/T, )dx

The integrals that enter into relationship (10) can be
expressed in terms of the G(p) function and its deriva-
tive (this function and the computational detailsare dis-
cussed in the Appendix). The curve 1.(X) calculated by
the ISA method is also displayed in Fig. 1a.

In order to analyze the other approximations, it is
necessary to change over to the normal lattice coordi-
nates, which are related to the atomic coordinates by
the formula

(10)

Xy = %+ ze'k“q(k) (11)

Here, n is the vector with integer-valued components
which numbersthe cellsand k = (k;, ks, k3) isthe wave
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vector, each component of which varies in the range
from —rtto 1t The substitution of expression (11) into
relationship (8) with due regard for the normalization
of the harmonic functions

1 ikn _
Nz e = A(k)
n
gives the expression for the energy density

U(%, ) = T = V(%) +V(9a(0)

+

NI

> (v(®) + fk))ak)a(k)
k

Vméx) Z (k) q(K,)q(ks)A(k, + K, + ky) (12
ki Ko kg

+

un

\Y
+ —

5 2 dkoakakaaks)

Ky Ko, K3, Ky
XAk, + K, +Kkg+Ky).

The coefficient f(k) accounts for the dispersion rela-
tionship for the harmonic interaction between the near-
est neighborsin a monoatomic cubic lattice and hasthe
simple form

f(k) = )(%L—%(coskl + cosk, + cosk?,)Er (13)

In what follows, we will ignore the contributions from
the normal coordinate g(0) to expansion (12), because
the integration over this coordinate is not required in
the calculation of the partial free energy and, in
essence, this coordinate and X describe the same
degrees of freedom.

3.2. Quasi-harmonic approximation. Prior to ana-
lyzing the results obtained by the IMA and |AO meth-
ods, it is expedient to discuss the benefits of applying
the quasi-harmonic approximation to our problem. If
the third- and fourth-order terms are neglected in
expansion (12), the potential function correspondsto a
system of independent harmonic oscillators whose fre-
guencies squared are defined by the dispersion relation-
ship

A(k) = Ao(x) + f(k),

where A, = V"' = —1 + 3%2 The dispersion branches
along the directions that connect the singular pointsin
the Brillouin zone are displayed in Fig. 2a. The corre-
sponding density of states g(A) isshown in Fig. 2b.

Within the quasi-harmonic approximation, the free
energy is expressed by the simple relationship

F(X) = v(X) + %%z InA(K).
k

(14)

(15
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Fig. 2. (a) Dispersion of the square of the phonon frequency
between singular points in the Brillouin zone and (b) the
density of states for the 2—4 model system.

Note that the dependence of A on X in the model under
consideration is determined only by thefirst termin the
dispersion relationship (14) and, hence,

dA(K) _ . w _ Ao
Tl v" = BX. (16)

With this formula, we obtain the equilibrium condition

0 (17)

F'(X) = V(X)) + NZ = 0.
The solution of this equation gives X (T, x). By gradu-

aly increasing the temperature, we find the tempera-
ture T, above which Eq. (16) does not possess solu-

tions, except for the trivial solution X = 0. The corre-
sponding dependence 1,(X) is shown by the dashed line
in Fig. 1b. The T, temperatures thus determined corre-
spond to the temperature bel ow which the low-symme-
try phase exhibits a local minimum (i.e., this phase is
metastable). Recall that the quasi-harmonic approxi-
mation, in principle, isinapplicable to the high-symme-
try phase for which Ay < 0. Consequently, the T, value
determined within this approach gives only an upper
estimate of the phase transition temperature. Asfollows
from Fig. 1b, thistemperatureis strongly overestimated
a x <1andunderestimated at x >1. At large X, thelim-
iting value of T, within the quasi-harmonic approxima
tion is equal to 2/3 of the exact value.

3.3. Independent-mode approximation. If only the
terms containing the q(k)q(—k) products are retained
in expansion (12) and the linear terms are retained in
the expansion into a power series of the deviations
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approximations. Circles represent the results obtained by
the Monte Carlo method [5]. Dependences 14(X) and 1g(X)
are calculated in the independent-mode approximation.

q(k)g(—k) — g(k)g(—k)L) we obtain the representation
of the potential function at the IMA level

u(%, ) = V(=) + 3 (\K)+3Dla)P -2, (18)

k
where

_ _ T 1
| = Zﬂl(k)Q(—k)D— Ngm (19

Then, we can write the expression for the free
energy

F= V(x)+%gln(h(k)+3|)—§|2 (20)

and the equilibrium condition
F'=v'(x)+3x1=0. (21

It should be noted that the relationship for the derivative
F' can be obtained either by treating | as afunction of x
and differentiating expression (20) with respect to x
(with due regard for this dependence) or by treating F
as afunction of two independent parametersx and I. In
the latter case, the partial derivative with respect to x
gives Eq. (21), and the condition for the minimum of F
with respect to | leads to relationship (19). The possi-
bility of treating | as an independent parameter of the
free energy provides the basis for the variation
approach to the formulation of the self-consistent
phonon method [4].

By solving Egs. (19) and (21), we obtain x (T, X)
and, then, the critical temperatures T, and Ty, which are
defined in the following way: the local minimum of
F(X) inthe low-symmetry phase takes placeat 0 < T <
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Fig. 4. Dependences t.(X) calculated within the 1AO

approximation for the cut-off of the coefficients p =

Vdexp(-r4g?) at A >0: (1) g=oo, (2) g=1,(3) g=0.5, and

(4) g = 0.25. Circles represent the results obtained by the

Monte Carlo method [5].

T, and thelocal minimum in the high-symmetry phase
exists at T > Tg. Upon the second-order phase transi-
tion, T, = T = T.. Upon thefirst-order phase transition,
Ty > Tp. Inthe latter case, the phase transition tempera-
ture T lies in the range between T, and T and can be
determined from the equality of the free energies for
two local minima. In the independent-mode approxi-
mation, the temperatures T, and T appear to be differ-
ent, and, hence, this method erroneously describes the
structural phase transition as afirst-order transition [3].
Figure 1b displays the dependences of T, Tg, and T on
X, Which were cal cul ated within the independent-mode
approximation. At large , Tz = T, = T, = 0.22, which
corresponds to the exact limit at X — oo, At small ¥,
the values of 1, and 1. calculated by the IMA method
substantially exceed the exact values of 1. and turn out
to be even larger than T, calculated within the quasi-
harmonic approximation.

3.4. Independent anhar monic oscillator approxima-
tion. Expansion (10) for our model involves two terms

(q(k) = AP+ gl (@)

It is evident that the anharmonic corrections in our
model are identical for al modes in the phonon spec-
trum. The calculation of integral (3) with this potential
is discussed in the Appendix. By using the functions
G(p) and H(p), which are determined in the Appendix,
we obtain the relationship for the free energy

[l [l
F = v(x)-1 5 Ing LD (23)

< DByend
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and the equilibrium equation

=

> 0 O
L X(3T) AK) O _
Fr=v(R)+ oy EHE 5=0. (24
K [pim)?

By solving Eq. (24), we obtain the temperatures T, and
Tg. Itturnsout that the equality Tg =T, isrigorously ful-
filled in the range of the displacement-type structural
phase transition (at X = X, = 0.5). Thisimplies that the
IAO approximation, unlike the IMA method, ade-
guately describes the phase transition as a second-order
transition in the model under consideration. Figure 3
shows the dependence of 1, on X, which was calculated
within the IAO approximation. It should be that, in the
displacement limit, i.e., at X — o, the T, value calcu-
lated in the |AO approximation monotonically tends to
the exact limit 1, = 0.22, unlike the limiting value 1, =

% obtained by the ISA method [3].

In theinstability range of the order—disorder type (at
X < 0.5), the IAO approximation results in the substan-
tially overestimated temperature T.. Note that, in this
range, the T, and T, temperatures cal culated within the
IAO approximation differ insignificantly. Thus, it can
be concluded that, similar to the IMA method, the |AO
approximation is inapplicable to the systems undergo-
ing a structural phase transition of the order—disorder
type.

The application of the IAO approximation to the
investigation of the lattice dynamics in complex poly-
atomic crystals requires the determination of the quasi-
harmonic frequencies A,(k) = «’ (k) and the fourth-
order parameters p;(k) for each geometry studied. The
guasi-harmonic frequencies are determined by the stan-
dard methods for the construction and diagonalization
of the dynamic matrix, whereas the determination of
the numerical parameters (k) demands certain efforts.
In [1, 2], these parameters were numerically deter-
mined from the dependence ¢(q) for specific harmoni-
cally unstable modes. It was found that the (k) values
are amost identical for all modes A;(k) < 0. Earlier [2],
we proposed to use the same p value for al modes of
the phonon spectrum (this case is realized in the above
mode!). Boyer and Hardy [1] employed the conventional
quasi-harmonic approximation for all the harmonically
stable modes; i.e., they assumed that p(k) = 0. It is of
interest to analyze variations in the calcul ated val ues of
T. under this assumption. In order to exclude numerical
instabilities and to ensure the continuity of all the func-
tions, we introduce the following “cut-off” of the p
coefficients into the aforementioned model: p = 3/4 at

A<Oandp= gexp(—)\zlgz) at A > 0. The dependences
1.(X) calculated for different parameters g are displayed
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Fig. 5. Functions G(p) and H(p) (solid lines) and their
asymptotics (dashed lines).

in Fig. 4. Theseresults allow usto reach the conclusion
that the elimination of anharmonic corrections for all
the harmonically stable modes brings about a certain
decrease in 1, but changes neither the type of the struc-
tural phase transition nor the value of 1. in the displace-
ment limit. Moreover, this correction of the u parame-
tersleadsto numerical resultswhich arein better agree-
ment with the exact solution.

4. DISCUSSION

The concepts underlying the |AO approximation are
similar to the initial assumptions of the ISA and IMA
methods. In the strict sense, the IAO approximation is
the approximation obtained in the case when the mean
field approach (the replacement of the instantaneous
coordinate values by their means) isformally applied to
the expansion of the potential function of the lattice
into aseriesin terms of its normal coordinates.

The numerical calculations in the framework of the
IAO approximation are only dlightly complicated as
compared to those within the quasi-harmonic approxi-
mation. A certain complication of the calculations due
to the inclusion of the fourth-order term in the statisti-
cal integral can be readily overcome using the table of
the special functions G(p) and H(p).

For the 2-4 model system in the displacement-type
instability range, the |AO approximation permits a cor-
rect description of the structural phase transition as a
second-order transition. The T, temperature calculated
within this approximation tends to the exact solutionin
the displacement limit, even if somewhat exceeds its
exact value. The elimination of anharmonic corrections
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for harmonically stable modes|eadsto adecreasein the
T, temperature and improves the numerical accuracy of
the approximation.

5. CONCLUSION

The results presented in this work and the data
obtained earlier by the |AO method, as applied to inves-
tigations of structural transformationsin complex crys-
tals[1, 2], give grounds to treat this approximation as
an efficient and promising method in the microscopic
theory of structural phase transitions.

APPENDIX

The statistical integral (3) with the potential ¢(x) =
A2x2 + p/4x* can be represented as

2 = foo 40 = o] o e

where

G(p) = € (p) and f(p) = J'e><|0[—(><2 +p) dx.

The integral f(p) can be calculated by the Gauss-
Christoffel method (see, for example, [7]). The proper-
ties and the plot of this function are presented in [2].

The problem of minimizing the free energy involves

the calculation of the function H = —% . The functions

G(p) and H(p) are shown in Fig. 5. Let us consider their
specific properties.

At A > 0, the G(p) function gives the value of inte-
gra (A.1) for the oscillator with the quartic anharmonic

correction. Note that, at A > |, we have the limiting
case of aharmonic oscillator and

1
G(p) = —F,

2./p
At A <0, the G(p) function allows oneto calculate inte-
gral (A.1) for the 24 system with the double-well
potential. In this case, p? = €/T (where € is the potential
well depth) and

2
ep

J-2p’
At A = 0, we have a quartic oscillator and G(0) =

(1/2./2m)r (1/4).

- ~_2p+-- -
G(p) = H(p)=—2p+55 P~
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It should be also noted that the functions G(p) and
H(p) are the solutions of the following differential
equations:

G"'=G+2pG,
H'=H2+ 2pH -1,
which enable one to obtain easily the formulas for the
higher derivatives.

In particular, the H(p) function makes it possible to
calculate the T, temperature within the ISA method.
Relationship (12) can be rewritten as

1/2
T

c  _ X_l
——HZ,
X (2)

2TV

Z =

From these expressions, we obtain

__ 1 T._ _H(@®
XST27M()° X ~ 1-2zH(2)

which determines the dependence 1.(X) in the paramet-
ric form.
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Abstract—An interpretation of the available experimental dataonthelinear electrooptical effect in two-dimen-
sional (2D) electronic systemsin quantized magnetic fields has been proposed. The self-consi stent treatment of
the data obtained for the Corbino and Hall samplesin both equilibrium and transport-current-carrying statesis
performed with due regard for the contact phenomena observed during sample preparation. The limiting cases
of small and large contact-potential differences as compared to the cyclotron energy are analyzed. © 2000

MAIK “ Nauka/Interperiodica” .

1. INTRODUCTION

Earlier [1], we discussed the possibility of measur-
ing “incompressible”’ regions in inhomogeneous two-
dimensional (2D) electronic systems with integer fill-
ing factors with the use of capacitance methods. It was
assumed that the inhomogeneities stem from contact
phenomena occurring, with a high probability, in the
systems under consideration. In the present work, we
treated the local characteristics of different 2D systems
in a magnetic field, which can be measured using the
linear electrooptical effect (see [2-4]). Analysis of the
dataobtained in[3, 4] revea ed that the spatial homoge-
neity of the electron density is disturbed in electroopti-
cal experiments. This disturbanceis most likely caused
by contact phenomena.

2. EQUILIBRIUM CONDITIONS

2.1. Figure 1 demonstrates the characteristic distri-
butions of the electric potential ¢(x) over the cross-sec-
tion of the rectangular and Corbino geometry samples
in the normal and integer states in the absence of a
transport current. The normal part of thisdistributionis
depicted schematically (Fig. 1, line A). Line B (Fig. 1),
which is conventionally termed anomalous, represents
the data obtained by Knott et al. [3, Fig. 9] for one of
the cross-sections of aHall sample. A qualitatively sim-
ilar distribution was aso observed in the Corbino
geometry [4, Fig. 2].

The difference between the normal and anomalous
behavior of ¢(x) can easily be explained for the Corb-
ino geometry samples. Actualy, since the filling factor
isinteger, the 2D electronic system acquires the dielec-
tric properties. Hence, the electric potential ¢(x) should
monotonically decrease from afixed value equal to the
contact-potential difference across the exterior elec-

trodesto its minimum valuein the center of the 2D sys-
tem, asisthe case in the experiment.

For arectangular geometry, a similar interpretation
isinapplicable. Indeed, atwo-dimensional sample (21 x
2w, | > w) has ohmic contacts along its short sides of
length 2w and has no contacts al ong the other two sides
of length 2I. In these conditions, when the 2D system
acquiresthe dielectric properties, the expected inhomo-
geneities of ¢(y) can be realized only along the direc-
tion between the short sides of the rectangular sample
with the characteristic dependence ¢(y) Ly/l but not in

®/Dy,

400 pm

Cross-current direction ——

Fig. 1. Norma and anomalous behavior of the electric
potential over the cross-section of the Hall sample. Line A
corresponds (schematically) to the normal behavior of ¢(x)
whentheoverall 2D systemisin the high-conductivity state.
The smooth behavior of ¢(x) at the edges of the 2D system
is associated with the finiteness of the laser beam radius.
Line B and the experimental points along thisline represent
the data taken from [3] for the Hall sample.
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the“Hall” cross-sections of the rectangle —w < x < +w.
Thiscontradictsthe dataobtained in[3] (seeFig. 1, line
B), for which the ¢(x) inhomogeneity similar to that
observed in the Corbino configuration [4] is clearly
seenintheHall cross-sections(i.e., ¢(x) 0 x/w). There-
fore, the assumption about the homogeneity of the
dielectric 2D state in experiments performed on a rect-
angular configuration [3] seems untenable.

L et usassumethat the 2D system isinhomogeneous
along the x direction. In this case, if the central part of
the rectangle acquires the diglectric properties, its
perimeter (including the free sides) remainsin the well-
conducting state. The situation becomes similar to that
realized in the Corbino geometry sample, and the x/w-
type inhomogeneity of ¢(x) is easily explained. It
remains to demonstrate that the contact-potential dif-
ference at the short sides of the rectangular sample
gives rise to an inhomogeneity of the electron density
in the section —w < x < +w.

The electrostatic part of the problem is formulated
asfollows:

+|

_2€ o on(s, a)
ep(x,y) = TIdGIdS - =
Y =9t (y-0) (g
= const = W,
—WwsX<+w, —l<y<+H;
d(xy) =0, —-wsxs+w, @
—o<y<—| o +H <y<+oo,

Here, dn(x, v, t) isthe deviation of the electron density
from the equilibrium value in the absence of the contact
energy W and K is the dielectric constant. For simplic-
ity, the potentials of the metallic contacts are assumed
to beidentical (and equal to zero).

In expressions (1) and (2), we change over to the
Fourier components with respect to the variable y and

obtain
on(x,y) 0 dn(x, q)exp(iqy), 3
(% y) Uo(x g)exp(iay),

+w

_ _2e ~
¢(x,q) = const = = :[vfm(S. a)Ko(alx—9)ds, @)

0<|q <21l

Here, Ky(X) isthe modified Bessel function.

In the range of small arguments, the Ky(x) function
hasalogarithmic singularity. Hence, in the central part of
the 2D rectangle, the solution of the integral equation (4)
for dn(x, ) hasaform similar to the solution of the prob-
lem for an infinite charged strip of width 2w, that is,

+w

_ 2¢° _
ed(x) = TJ’én(s)Inlx—slds = const. (5)
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The solution of problem (5) for dn(x) yields the rela
tionship

const

on(x) O . (6)
W — %
Therefore, in our case,
const
ONn(X, d)q . oL (7)

The limit g — 0 implies that the inequality w < | is
met and the cross-section of the 2D rectangleis chosen
in the vicinity of its middle. Near the short sides of the
sample, the el ectron density distribution should deviate
from asymptotics (7).

Thus, the electron density inhomogeneity is
observed in all the Hall cross-sections of the rectangu-
lar 2D samples, which are in ohmic contact with metal-
lic control electrodes only at certain portions of their
perimeter. Evidently, the specific details of the depen-
dence dn(x) for the Corbino and rectangular configura-
tions are different. Recall that, in the presence of con-
tact phenomena in the Corbino disk, the dependence
on(x) isrepresented as

const

(W =x)
which is vaid in the quasi-one-dimensional case at
(Ri—R)/(R, + R)) < 1, where R, and R, are the outer
and inner radii of the 2D Corbino disk. A qualitative
similarity between the disturbances defined by expres-
sions (7) and (8) is obvious. It is also clear that, in a
magnetic field, the sample with the density inhomoge-
neity described by relationship (7) or (8) cannot havean
integer filling factor throughout its surface. Thisis con-
firmed by the dataobtained in [3, 4], which are qualita-
tively represented in Fig. 1 (line B).

2.2. Now, we turn to the discussion of the inhomo-
geneity scale in the 2D samples. Unfortunately, the
available equilibrium electrooptical data [2—4] and, in
particular, the results presented in Fig. 1 (line B) give
no absolute values of the potential ¢(x). Thisis essen-
tial for the solution of the problem as awhole and also
for a detailed description of this potential, which
depends on the ratio between the energies Aw, and W
(where w, isthe cyclotron frequency). For i, < W, the
central part of the 2D channel is predominantly occupied
by one incompressible strip of width 2a < 2w with a par-
ticular distribution ¢(x). In the case when 2w, < W, the
2D channd isfilled by a large number of incompress-
ible strips, so that the averaged distribution ¢(X)
appears to be different. In the absence of absolute data
on the potential ¢(x), the probable difference in its
behavior can be useful in analyzing 2D systems.

The solution of the problem of an isolated symmet-
rical incompressible channel, which, in the general
form, was considered by Chklovskii et al. [5] (for more

on(x) O : (8)
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details of this problem in the presence of contact phe-
nomena, see also [1]), resultsin the following relation-
ship for ¢(x):

o(x) 0 (a2=x)*% —as<x<+a, (9)

where 2a < 2w is the width of the incompressible strip.
The maximum width at the electron density described
by expression (8) is determined by the formula

3 _ 3Thw,

et (10)

(Amax/ W)

Note that the strip width is rather sensitive to a mag-
netic field. As the magnetic field strength increases, the
width of the strip varies from zero at the instant of its
formation to the critical size [formula (10)] when the
maximum value of potential (9) in the center of the
channel reaches the value of Ay, after which the strip
studied breaksinto two strips (for more details, see[9]).

In the case when %, < W, the formation of alarge
number of incompressible strips becomes possible and
expressions (9) and (10) lose their meaning. Hence, it
is necessary to use a formalism accounting for alarge
number of strips and their interaction with each other.
One way to accomplish thisis to take into account the
potential difference 7w, across the edges of each strip.
Then, the local electric potential in the problem with a
large number of strips can be written as

ed(x) = AwV(X), V(X) = man(x), (11)

where v(x) istheloca filling factor.

According to relationships (11), inthelimit zw, < W,
the electric potential, on the average, reproduces the
local behavior of the electron density.

2.3. Let us treat the available experimental data
[3, 4] on the equilibrium distribution of ¢(x) in the
Corbino and rectangular samples according to rela-
tionships (7)—(11).

The most interesting qualitative results obtained in
[3] aredisplayed in Fig. 1 (line B), according to which
the electron density distribution in the Hall sample is
inhomogeneous. Unfortunately, a number of uncertain-
ties in these data make their interpretation more diffi-
cult. In particular, a pronounced asymmetry can be due
to the effect of adjacent channels. Moreover, the cross-
section position chosen by the authors for the conve-
nience of measurementsis close to the short side of the
2D system and is poorly determined, which compli-
cates the detailed description of ¢(Xx).

The results obtained for the Corbino disk are more
readily interpreted. The experimental data obtained in
[4] are compared with the multichannel [relationship
(11)] and single-channel [relationship (9)] distributions
of ¢(xX) in Figs. 2 and 3, respectively. The calculated
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Fig. 2. (a) Coordinate dependences of the potentials defined
by relationships (12), (11), and (8). The solid line corre-
spondsto the parameters R=50 um and w = 250 um. Points
are the experimental data taken from [4]. (b) Evolution of
the potentials [relationships (12), (11), and (8)] with avari-
ation in radius R (um): 75 (points), 50 (solid ling), and 5

(dashed line).

Electric potential, arb. units

5

1 1
50 100 150
X, Um

Fig. 3. Dependences ¢(x) defined by relationships (12) and
(9) at R=50 um and different parametersa (um): 230 (solid
line) and 250 (dashed line).



2298

curves @(x) were constructed with the use of the expres-
sion
x+R

o) = == [ (s)as (12)

Here, Ristheradius of alaser beam used in the exper-
iments[3, 4]. The curveswere |ocated with referenceto
the minimum ¢(0) and were then fitted to the experi-
mental points by varying R and the geometric parame-
ters that enter into relationships (11) and (9). The solid
linein Fig. 2acorrespondsto R =50 pm and w = 250 um.
Figure 2b illustrates how the radius of the laser beam
affects the behavior of @(x). The ¢(X) dependence cal-
culated from relationship (9) with two different a val-
ues and R = 50 pm is fitted to the same experimental
pointsin Fig. 3.

It should be noted that the experimental points dis-
played in Figs. 2 and 3 were obtained by scanning
Figs. 1 and 2, taken from [4]. Then, using Fig. 9 from
[3], whichisidentical to Fig. 1in[4], the data obtained
by scanning Fig. 2 taken from [4] were recalculated in
terms of @(X).

Summing up, we can state that the best agreement
between the data obtained in [4] and the calculated
dependence ¢(x) is achieved with relationship (11)
(Fig. 2). However, more reliable inferences regarding
variants of the ¢ (X) distributions regquire aknowledge of
the anomaly scale, which hitherto has not been deter-
mined in experiments performed under equilibrium
conditions.

3. MEASUREMENTS IN A TRANSPORT REGIME

The anomaly scale we are interested in (for exam-
ple, the magnitude of the electrostatic “dip” in Fig. 1)
can be estimated from experiments with atransport cur-
rent. In this case, the problem includes an additional
energy parameter—the driving voltage V. This offers
new possibilities for further analysis, specifically for
the Corbino disk.

The electrical part of the problem in the presence of
a transport current needs special comments. There are
several approximate schemes of these calculations.

For a,, # 0, the calculations are based on the condi-
tion divj = 0, which, according to the Ohm law, can be
reduced to the equation for ¢(x, y) with boundary con-
ditions that allow joining the potentials in normal and
integer ranges. In thisformulation, the problemisasyet
unsolved.

If o,, = 0, which is quite reasonabl e for the quantum
Hall effect, the condition divj = O degenerates. In this
case, it is necessary to search for other relationships
between ¢(x, y) and dn(x), which, together with the
Poisson equation, would provide closure of the electro-
static problem. An example of this solution indepen-
dent of o isgivenin [6]. In the present work, the for-
mulated problem is solved within the contact approxi-
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mation, which is a ssmple extension of the approach
proposedin[1]. The casein point isthe electron density
distribution over the cross section of the 2D system in
contact with supplying electrodes, which accounts for
the effect of the contact-potential difference and the
driving voltage. With this distribution, we can readily
obtain the distribution of ¢(Xx) with the use of relation-
ship (11), providing that eV > #w, . By definition,

O
0 (13)
O

0, —o<xXx<—-w
uix,2)|, o, =1W,
eV,

—W< X< +wW (24)

+WS XS 400,

Using the known solution of the Dirichlet problem (14),
we calculate the required derivatives [formula (13)] and
obtain the relationship for dn(x), that is,

w(2W —eV) — eVx
2 (W —x%)

In the limit V — 0, expression (15) transforms into
relationship (8).

The distribution described by formula (15) exhibits
a characteristic maximum at the point x,,

|i<_m_|:D|]2__V__V_1D_ W _ EF_]_D
w  [Mev] 0O \Oev 0O O

The maximum in the ¢(x) distribution is observed in the
experiment. According to [3], X,/w = 0.8at eV = 0.3 eV.
In this case, from relationship (16), we have W= 0.73 V.
The value of %, is of the order of 100 K; i.e., the con-
dition W> ., which allows usto use expression (11)
relating the density (15) to the observed electrostatic
potential, is rigorously fulfilled.

on(x) =

(15

(16)

4. CONCLUSION

Inthiswork, we proposed aschemefor describing the
inhomogeneous 2D electronic systems, which contain a
large number of integer channelsin amagneticfield. The
average description of the channel system leads to the
conclusion that the observed electrostatic potential is
proportional to the inhomogeneous electron density of
the sample [see relationship (11)]. For a transport cur-
rent, the model explains the observed location of the
electrostatic maximum within the 2D sample.
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Changein the Shape of a Symmetric Light Pulse
Passing through a Quantum Well

L.I.Korovin, I. G. Lang!, D. A. Contreras-Solorio?, and S. T. Pavlov? 3

1 | offe Physicotechnical Institute, Russian Academy of Sciences, ul. Politekhnicheskaya 26, S. Petersburg, 194021 Russia

e-mail: ilang@dor.ioffe.rssi.ru
2 Escuela de Fisica dela UAZ, Apartado Postal ¢-580, Zacatecas, 98060 México
e-mail: pavlov@ahobon.reduaz.mx
3 Lebedev Institute of Physics, Russian Academy of Sciences, Leninskii pr. 53, Moscow, 117924 Russia
Received April 14, 2000

Abstract—A theory for the response of a2D two-level systemtoirradiation by asymmetric light pulseisdevel-
oped. Under certain conditions, such an electron system approximates an ideal solitary quantum well in a zero
field or astrong magnetic field H perpendicular to the plane of the well. One of the energy levelsisthe ground
state of the system, while the other is a discrete excited state with energy Ay, which may be an exciton level
for H = 0 or any level in a strong magnetic field. It is assumed that the effect of other energy levels and the
interaction of light with the lattice can be ignored. General formulas are derived for the time dependence of the
dimensionless*“ coefficients’ of thereflection %i(t), absorption s (t), and transmission 7 (t) for asymmetric light
pulse. It is shown that the R (t), s(t), and I (t) time dependences have singular points of three types. At points
to of thefirst type, sd(tg) = T (ty) = 0 and total reflection takes place. It is shown that for y, > y, wherey, and y
are the radiative and nonradiative reciprocal lifetimes, respectively, for the upper energy level of the two-level
system, the amplitude and shape of the transmitted pulse can change significantly under the resonance wy = wy,.
In the case of along pulse, wheny; <V,, the pulseisreflected almost completely. (The quantity y; characterizes
the duration of the exciting pulse.) In the case of an intermediate pulse duration y; = v;, the reflection, absorp-
tion, and transmission are comparabl e in value and the shape of the transmitted pulse differs considerably from
the shape of the exciting pulse: the transmitted pul se has two peaks due to the existence of the point t, of total
reflection, at which the transmission is zero. If the carrier frequency wy of light differs from the resonance fre-
quency wy, the oscillating R(t), s(t), and J (t) time dependences are observed at the frequency Aw = oy — wy,.
Oscillations can be observed most conveniently for Aw = ;. The position of the singular points of total absorp-
tion, reflection, and transparency is studied for the case when wy differs from the resonance frequency. © 2000
MAIK “ Nauka/Interperiodica” .

A strong changein the shape of astrongly asymmet-
ric light pulse with a steep front passing through a
guantum well and alargeintensity of the reflected pulse
were predicted by Lang and Belitsky [1]. They assumed
that the carrier frequency y of the exciting pulse is
close to the electron excitation energy w, measured
from the ground-state energy. These phenomena can
take place under the condition

Y >y, (1

wherey, and y are the reciprocal radiative and nonradi-
ative lifetimes of the electron excitation, respectively. It
iswell known that in the opposite case, when

Yr <Y, 2

the shape of the pulse transmitted through the well
changes insignificantly and the reflected and absorbed
pulses are weaker than the exciting pulse.

The radiative broadening of energy levels takes
place for quasi-two-dimensional systems as a result of
breaking of the trandational symmetry in a direction
perpendicular to the plane of the well [2, 3]. For high-
quality wells, the radiative broadening y, can be compa-
rable with the contributions from other relaxation
mechanisms and can even exceed them. This new phys-
ical situation requires an adequate theoretical descrip-
tion in which higher order terms in the interaction
between electrons and the electromagnetic field must
be taken into account [1-14]. The reciprocal radiative
lifetime y, for the exciton energy level in a quantum
well was calculated in [2] for zero magnetic field, in
[11, 12] for a strong magnetic field, and in [12] for a
magnetic polaron in a quantum well.

Here, we consider a two-level system having the
ground state and an excited state. We assume that the
influence of other energy levels can be ignored. The
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role of the electron excitation can be played by an exci-
ton in a quantum well in a zero or a strong magnetic
field. Sinceit isdifficult to obtain alight pulse with one
steep front, we consider, in contrast to [1], a symmetric
pulse.

1. ELECTRIC FIELDS TO THE RIGHT
AND LEFT OF A QUANTUM WELL
UNDER PULSED IRRADIATION

L et us suppose that an exciting light pulsefallson a
solitary quantum well from the left (where z < 0) and
that the electric field corresponding to it has the form

Eo(z 1) = Eqeexp(—iw p){ ©(p)exp(-yi1p/2)
+[1-0O(p)]exp(-yi1p/2)} +c.c.,
where E, isthe real-valued amplitude, g isthe polariza-
tion vector; p =t — zn/c, n is the refractive index of the

medium outside the well; ©(p) is a step function; and
Vi1 and vy, define the attenuation and build-up of the

symmetric pulse, respectively. The pulsein Eg. (3) cor-
responds to the Poynting vector

S(p) = SeP(p),
S, = e,cE/(2mn),
P(p) = O(p)exp(-Yi1p/2)
+[1-0O(p)] exp(-y2p/2),

where e, isaunit vector along the z axis.

We carry out the Fourier transformation of expres-
sion (3) written in the form

©)

(4)

©)

00

Eo(z 1) = Eg J’dwe‘i“”@o(w) +c.c., (6)

where

i
Do(w) = 7t @

x[(w=0y +iy/2) " = (w—w —iy/2) 7]

In[1, 10, 11], astrongly asymmetric pulse with a steep
front was used, for whichy,, — co and the second term
in Eq. (5), aswell as the second term in the bracketsin
Eq. (7), vanishes. For

Yii = Y2 =Y, 8

the pulsein Eq. (3) issymmetric. For y; — O, the sym-
metric pulseistransformed into amonochromatic wave
of frequency wy and the function % y(w) is transformed
into &(w — wy). The pulse of the form of Eq. (3) iscon-
venient for computations. Its drawback is the disconti-
nuity of the derivative at the point t — zn/c [see Eq. (5)],
but all the qualitative conclusions that will be drawn
below remain valid after a transition to pulses with a
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smoothed shape. Some results for a symmetric pulse
proportional to [ cosh(y,p)]™ aregivenin [1].

Let us consider quantum wells whose width d is
much smaller than the wavelength ¢/(nw) of a light
wave. Inthiscase, the electric fields E,y(z, t) on the left
(right) of the quantum well are given by [1]

El(r)(za t) = EO(Zv t) + AEl(r)(zv t), (9)

AE(z 1) = Eoe,_l'dwe_im(tizmc)gb(w) +cc., (10)

—00

where the upper (lower) sign corresponds to the sub-
script | (r). Inaccordancewith Eq. (10), the polarization
of theinduced electric field coincides with the polariza-
tion of the exciting field. Result (10) presumes that the
incident waves have a circular polarization
e = 2% (e tie), (12)
where g, and g, are unit vectors along the x and y axes,
respectively. It is also assumed that each of the two cir-
cular polarizations corresponds to the excitation (from
the ground state) of one of the two types of electron—
hole pairs (EHP) with the same energy (see[12, 15]).

The frequency dependence of %(w) has the form

ey = AXODoe)

1+4my(w) ’ (12)

= (i/4 12
X(w) = (i ")%(vp ) 13

x[(W—wy, +iy,2) ™+ (w+ w, +iy,/2) 7,

where p is the index of the excited state; #w, is the
energy of the excited state measured from the ground
state; and y;, and y, are the radiative and nonradiative
reciprocal lifetimes of the excited state with the index p,
respectively. The second term in the bracketsin Eqg. (13)
is a nonresonant term, which will henceforth be disre-
garded. We assume that the reflection and absorption of
light by the quantum well are due only to electron tran-
sitions from the valence band to the conduction band.
The interaction of light with the lattice and deep elec-
tron levelsis disregarded.

It was mentioned above that in the sum in Eq. (13)
wetakeinto account the only excited level; i.e., we con-
sider atwo-level system in which the first level corre-
sponds to the ground state, and the second, to the
excited state. The index p assumes only one value, and
hence the following notation will be used:

Yo =Y Yo=Y, T =y +y. (14

Using formulas (7)—(13), we obtain the following
result for the field induced on the | eft of the well under

W, = Wy,
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irradiation by a symmetric pulse:
AE(z, t) = —iEe(Y,/2)
(1-0(9)exp(—iwys—Ts/2) 0

+ C.C.
Ao+i(T +y)/2 e

x 60(9) +
O

exp(—iws—y,s/2)

€= Sorir e

—eXp(—iwys—Ts/2)

1 1
X[Aw+i(F—y|)/2_Aoo+i(F+y|)/2}’ (19

wheres=t + zn/c and Aw = wy — ty,. The expression for
AE,(z t) differsfrom Eq. (15) only in the substitution of
the variable p = t — zn/c for s. Since expression (15) is
valid for |z| > d, we will henceforth ignore the width of
the quantum well, assuming that it liesin the planez=0.

2. CALCULATION OF TRANSMITTED,
REFLECTED, AND ABSORBED
ENERGY FLUXES

For the sake of brevity, we will refer to the Poynting
vector as the energy flux. The transmitted flux, i.e., the
flux on the right of the well, is given by

S(z 1) = (efam)(c/n)(E(p))*, (16)
while the flux on the left of thewell is
S(z 1) = S(p) + Sel9), (17)

where S, is the flux of the exciting light pulse defined
by Eq. (4) and S«(s) isthereflected flux, whichisgiven
by

S(9) = ~(e/4m)(c/n)(AE((9))”. (18)
The absorbed energy flux is defined as
Sad(t) = S(z=0,1)-S(z=0,1) (19)
and isequal to
Sadt) = —(e,/2m)(c/n)E (z= 0, t)AE(t), (20)
where
AE(t) = AE((z=0,t) = AE,(z=0,1). (21)

We introduce the dimensionless “coefficients’ of the
transmission J(x), reflection R(x), and absorption
A(x), defining them as

Sr(Z, t) = Sog(p)1 Sref(z! t) = _SO%(S)a

(22)
Salt) = SeA(t)
It follows from Eq. (19) that the equality
T +R(X) + (x) = P(x) (23)

always holds. The quantities P(x), I (x), and R(x) are
always positive, while absorption can be positive or
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negative. Negative absorption at acertaininstant t indi-
catesthat the electron system of the quantum well gives
away the energy accumulated during previous time
intervals. Instead of the notation x for the variable, we
will henceforth use the notation t, bearing in mind the
definitions in Eq. (22). The variable t corresponds to
real timefor z=0.

3. TIME POINTS OF ZERO ABSORPTION, TOTAL
REFLECTION, AND COMPLETE TRANSMISSION

This section is based on an analysis of the formulas
from Section 2, which is carried out without specifying
the expression for the induced field AE(z, t). For this
reason, the results obtained below are valid for any
number of excited energy levels in the quantum well
(see, for example, [10-14]) rather than only in the case
of asingle energy level for which formula (15) is appli-
cable.

In the figures presenting the s(t), I (t), and R(t)
curves, we can see the points of zero absorption sd(t) =
0, total reflection R (t) = P(t), and complete transmis-
sion J(t) = P(t). We will refer to these time points as
singular points. It follows from formulas (16), (18), and
(20) that these points can be of three types. For thefirst
two types, they correspond to the disappearance of the
electric fields or their combinations. For singular points
of thefirst type, thefieldsE,(z=0, t) or AE,(x=0, t) are
equal to zero. For the case of E,(z=0, ty) = 0, we have

Ate) =0, T(tg) =0, Rto) = P(to), (24
and the point t, is referred to as the point of total reflec-

tion of the first type. For the case of AE,(z=0, t,) =0,
we have

Al) =0, R(t)=0, IT(t)=P(t), (25)
and the point t, is referred to as the point of complete
transmission of the first type. Thus, the absorption
A(t) = 0 at singular points of total reflection and com-
plete transmission of the first type.

The equality P(t) — %R(t) = 0 can be written in the
form

(Eo)’—(AE)> = 0, (E,+AE)(E,—AE) =0
E,(E,—AE) = 0,

while the equality P(t) — 7 (t) = 0 can be written as

(Eo)’~(AE)* = 0, (Eq—E)(Eo+E,) =0
AE(E,+E,) = 0.

Consequently, the condition E, — AE = 0 corresponds
to the point of total reflection, while the condition
E, + E, = 0 corresponds to the point of compl ete trans-
mission. At these points, the absorption <4 (t) generally
differs from zero. We will refer to these points as the
points of total reflection and complete transmission of
the second type. Finally, expressions (20), (26), and

' (26)

" (27)
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(27) indicate that the specia points ¢ =0, R = P, and
J =P can appear when the vector E, is perpendicular
to AE, E, is perpendicular to Ey — AE, and AE is per-
pendicular to E, + E,, respectively. These singular
points will be referred to as singular points of the third
type.

In experiments, the singular points can be observed
asfollows. We will measure the transmission as afunc-
tion of timet in the plane z = z,, while the reflection will
be measured in the plane z = —z,, i.e., on the |eft of the
quantum well. Let t, be the point of total reflection of
the first type. Taking into account expression (22), we
find that at the instant t = t; + zyn/c, the transmission is
equal to zero, while the reflection is total. The absorp-
tion &4 cannot be measured directly, but, having defined
itassd =P-R - T at theinstant t = t, + zyn/c, we find
that «d = 0 for a singular point of the first type. This
means that, in such an experiment, the absorption is
measured with adelay by the timeinterval At = zyn/c.

4. ENERGY FLUXES IN THE CASE OF EXACT
RESONANCE FOR ARBITRARY RELATIONS
BETWEEN RECIPROCAL LIFETIMES

Using the results obtained in Section 2 and expres-
sions (3), (8), (9), and (15) for eectric fields, we can
determine the transmitted, reflected, and absorbed
energy fluxes for any values of the parameters wy and y;
characterizing the exciting pulse and of the parameters
Wy, Yy, and y characterizing the energy level inthe quan-
tum well.

For y; = 0, which corresponds to monochromatic
irradiation, we obtain the expressions

V214

o - (Bw)’+yia _
(Aw)? +T2/4

(Aw)*+ %4

yy./2 9
 (Aw)?+T /4
which were derived earlier in [2-5, 8].
In the case of exact resonance
0 = Wy, (29)

we obtain the following results for the quantities char-
acterizing the energy fluxes:

T(p) = o(P)[F+(p)]*+[1-0O(p)]
x exp(y,p)(y + V1) (T +y,)?,

2303
Fe(d = (exp(~y,5/2) — exp(-T s/2))/(T —y;) (31)
+exp(-T's/2)/(T +y),
A®M) = 2y,{ OO F 1)

+[1-0®]exp(y ) (y + y)/(T +y)°},

Fat) = exp(—yit) ry‘y' _—y,Gexp(—Tt)
o (32)

V Y|

+Gexp(—(I +y)t/2) L
|
Informulas (30) and (32), we have introduced the nota-
tionG= (I —y)?*— (I +vy)™? Expressions (9) and (15)
for wy = wy, imply that the position of the point t, of total
reflection of the first type is determined by the condi-
tiont > 0 and the equation

exp(—v.t/2>—yf
33
- I
Solving this equation, we obtain
2 2yryl
t, = n , >y, 34
I el v T B

so that the point of total reflection always exists for a
short pulse. This means that, for larger values of time,
the absorption of energy by the quantum well is
replaced by energy generation since s(t,) = 0 and is
negative for t > t,.

The position of the point t; of complete transmission
of the second type, at which E, + E; = 0, is determined
by the conditions

t>0,
exp(—yﬂ/Z)%————— VrV| =0,
I
(3%9)
which lead to
t - 2 n 2yryl
t -y, (C+y)(2y,—-T -y)’ (36)
Yi>yty. /2

(30) it follows from Eq. (36) that the point t; exists for short
— . t
Fr(p) = exp(-yip2)(y —y)/(F —vi) pulses. Note that the condition y; > y + V,/2 is more strin-
+exp(-T'p/l2)y,G gent than the requirement v, > y from Eq. (34).
5 ) In the case of only one excited level in question,
R(S) = v {O(S)[Fr(S)] under the condition of exact resonance w = wy, the con-
. ditions AE = 0 and E, — AE = 0 cannot be met and,
+[1-0(s)]exp(yis)(I +vyi) "}, hence, the points of complete transmission of the first
PHYSICS OF THE SOLID STATE  Vol. 42 No. 12 2000
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Aw=0

-2

Fig. 1. Dimensionless “ coefficients’ of the reflection R (t), absorption < (t), and transmission J (t) for a symmetric light pulse and
atwo-level system in the case of exact resonance Aw = wy — Wy = 0 and a short pulse. Here, t; is atotal-reflection point of the first
type; t; is a complete-transmission point of the second type; y, and y are the radiative and nonradiative reciprocal lifetimes of the
excited level, respectively; y; determines the duration of the chosen symmetric pulse; oy is the carrier frequency; and wy is the res-

onance transition frequency.

type and of total reflection of the second type do not
exist, whichisreflected in Figs. 1-3.

Singular temporal pointsof thethird typein the case
of exact resonance do not exist either. Indeed, the vec-
tors Eq, E,;, and AE are parallel at all instants. This can
easily be verified with the help of Egs. (3), (9), and (15)
for Aw = 0. For thevectorsEy(z=0, t), E,(z=0, t), and
AE(z=0, 1), aswell asfor their combinations E, — AE
and E, + E,, we obtain expressions of the type

Ei(z=0,1) = EF(H)e (1), (37)

where

& () = eexp(-iwt) + e exp(iot) 38)
= J2(e,cosmt + e sinwt),

the signs + (-) correspond to the right (left) circular
polarization, and F;(t) are dimensionless real-valued
functions. Equation (37) just indicates that all three vec-
tors are paralel. The singular points of the second and
third types correspond to the equalities F;(t) = 0 for t > 0.

For short pulses, fory, > andp > v; ", the follow-
ing situation takes place. The exciting field containing
the factor exp(-y,p/2) becomes negligibly small and,
hence,

E.(z 1) = AE(z 1). (39)
Inthis case, for t > y;*, we find that
R(t) = T(t), ) = —29R(0). (40)
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This means that only the induced fields AE,;, symmet-
ric relative to the plane of the well persist. The electron
system of the well gives away the energy accumulated
init, emitting this energy symmetrically in the form of
two flows propagating to the right and to the left. The
fulfillment of relations (40) for yit > 1isillustrated in
Fig. 1.

5. ENERGY FLUXES FOR EXACT RESONANCE
UNDER THE CONDITION vy, > y

In the case when y, <<y, the perturbation theory is
applicable and it is sufficient to take into account only
the lowest order terms in the interaction of electrons
with the electromagnetic field, which is equivalent to
discarding the term 411} (w) in the denominator of for-
mula (12). For y, <y, the fields AE,,, induced on the
left (right) of the well are smaller than the exciting field
in Eq. (3) for p=0; i.e, the dimensionless reflection R
and absorption s are smaller than unity. The shape of
the transmitted pul se differsinsignificantly from that of
the exciting pulse. Interesting results are aso obtained
inthiscase: “pulling” of ashort pulseisobserved in the
transmitted light for times of the order of y?, while
sinusoidal beats are observed in the case of two closely
spaced energy levels at afrequency AE/A, where AE is

LIn the case of pulsed irradiation of a quantum well, the lowest
order approximation in the perturbation theory for y, << yisappli-

cable only for timest < yr_1 since the intensity of the transmitted

and reflected light for t > yr_1 attenuates according to the law
exp(-yrt).
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Fig. 3. Thesame asin Fig. 1 for an intermediate pulse.

the energy spacing between the levels (see, for exam-
ple, [16]).

In the opposite case y, > v, the induced fields are
comparable to the exciting fields in magnitude and the
shape of the transmitted pulse might change signifi-
cantly. Lang and Belitsky [1] proved thisfor a strongly
asymmetric pulse and presented the results of numeri-
cal caculations for a symmetric pulse proportional to

[ cosh(y, p)]_l. Theanalytical expressionsfor thedimen-

sionless quantities 7, R, and A for the symmetric pulse
in Eq. (3) were presented above [see Egs. (30)<32)].

L et usconsider the casewheny = 0, in which the con-
dition y, > y dways holds. Figures 1-3 show the curves
caculated by using formulas (30)—(32) (in which we
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have put y = 0) for short (y; > v;), long (y; < V,), and inter-

mediate (y; = V;) pulses. In these figures, we can see the

point t, of total reflection of the first type, which aways

existsfor y= 0 and is defined by the expression
2,2

Yo=Y Yoty

For this reason, the curve J (t) has two peaks, which
can be seen especiadly clearly in Fig. 3. Figures1 and 3
also show the point of complete transmission t, of the
second type, which existsfor y; > y,/2 in the case when
y=0andisgiven by

Ye=Yi (Ve + Y)Y —Y:)

tg =

(41)

t, = (42)
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This point is not observed in Fig. 2 since the condition
Vi > V./2 isviolated for long pulses.

It can be seen from formulas (30)—(32) and from
Fig. 1 that in the case of a short pulse, the transmitted
pulse differs from the exciting pulse insignificantly.
The reflected pulse is very weak since formula (31)
contains asmall factor ~(y,/y;)2. The absorbed power is
also small as compared to that of the exciting pulse, but
is greater than the reflected power since it contains the
factor ~(y,/yp).

In the case of a long pulse, the situation is com-
pletely different, which is illustrated in Fig. 2. The
pulse is reflected almost completely; i.e., the reflected
pulse amost coincides with the exciting pulse. The
transmitted pulse is very weak and contains the factor
~(y;/y))%. The absorption is larger than the transmission
since it contains the factor ~(y,/y;).

Figure 3 corresponds to the case when v, = y,. Sub-
gtituting v, =y, and y = 0 into Egs. (30)—(32), we find
that

T(t) = [Ot)e "(1-yt) + (1-0(t)e")/4,
R(M) = [O@)exp(-yit)(1 +y;t)°
+(1-0O(t)) exp(yt)1/4,

At = [O@)exp(-yit) (1—(y1)?)
+(1-0O(t)) exp(yt)]/2.

(43)

Obviously, the points t, of total reflection of the first
type and t; of complete transmission of the second type
are given by

b=V, t =3y (44)

The exciting, transmitted, and reflected pulses are of
the same order of magnitude, but the transmitted pulse
differs significantly in shape from the excited pulse,
whichisillustrated in Fig. 3. The transmitted pulse has

aminimum at the point t,= y;* and then asecond peak;
i.e., it hastwo humps.

6. INTEGRATED ENERGY FLUXESIN THE CASE
OF EXACT RESONANCE oy = wy

The total amount of the energy absorbed per unit
areain the case of pulsed irradiation is given by

€y = 2[SHlyi, (45)

where we have introduced the dimensionless quantity

(<)

Ha = (Wi2) [ AWt (46)

Thetotal amount of exciting, transmitted, and reflected

KOROVIN et al.

energy per unit areais given, respectively, by

€p = 2| THely, €g = 2|8 THly, @)
%g]{ = 2|a)|f.7{gt/y|,
where
Vi Vg
He = 2J’P(t)dt, Hq > T (t)dt,
-~ - ~ (48)
Sl
Hg = 2J’QY{('[)dt,
so that
Hag+Hg+Hy = Hp. (49
Using Egs. (30)—32), we abtain
2 2
%, =V (" +2y)) +2v| r (50)
r(r+y)
2
?{% — yr(r + 2y|2), (51)
r(r+y)
f]{&g = ?J_rY_(_r_i_z_\ﬁ) (52)

r(r+y)’

Similar expressions for an asymmetric pulse with a
steep front were given in [1]. It follows from Eq. (52)
that the total amount of absorbed energy isequal to zero
for y = 0. This is obvious from the physical point of
view since electron excitationsin aquantum well trans-
mit their energy to other excitations (e.g., phonons)
only for y# 0. If y=0, the entire energy of the electron
excitations is ultimately transformed into the luminous
energy and the total absorption is zero. For y = 0 and
V. = V;, formulas (50) and (51) show that three-fourths
of the energy of the exciting pulseis reflected and one-
fourth is transmitted through the well.

7. REFLECTION AND ABSORPTION OF A LIGHT
PULSE FOR A CARRIER FREQUENCY
DEVIATING FROM THE RESONANCE VALUE

Expressions for the dimensionless absorption s4(t),
reflection 2R (t), and transmission J (t) for a departure
from resonance have the form

() = ———l)
(Aw)"+ (v, —)"/4

exp(-Tyey;
2[(Aw)® + (y, +T)*/4]

X %exp(—vlt)vr(v—vl) -

Aw) + (y, + Y, —y)°/4
vy, (Aw) 2(v| y \2/) (53)
(Aw)"+(y, +T)/4
PHYSICS OF THE SOLID STATE Vol. 42 No. 12 2000
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x exp(—(y; + 1)t/2) cos(Awt +X)
O

exp(y,t)y.(y +y)

_e ,
*[1-00)] (Bo)” + (y, +T)%/4

. o)

v
R(t) = &
©=3 (Aw)* + (y,—T)’/4

x [@2,(t) + bZ,(t) + 2a4,(t) by, (t) cos(Awt — )]

. [1-001epv O

7 7 (54)
(Aw)™+ (v, +T)/40
O(t)[a> + b’ + 2a; b, cos(Awt + K)]
T = 2 7
(D)™ + (M ~y))74 (55)

, (1=0M)exp(Y)[(Aw)” + (v +v,)/4]
(Bw)” + (I +y)°/4

where the following notation has been introduced:

ag = exp(-yt/2),
b, = Y exp(-T't/2) (56)
J(Bw)? + (v, -y)*/4
a; = J(Aw) + (v, —y) I4exp(=yt/2), -

by = VY/[2J(8w)? + (T +y,)?/4] exp(-T t/2),

and the angles x, ¢, and k are defined through the rela-
tions

cosy
_ (Aw)’ + (Vi + D) (v + Y, —Y)/4
JLAw) + (y, + T4 [(Bw)> + (v, + Y, —Y)*/4]

siny
— Awy
LAY + (y, + D)4 [(Bw) + (v, +Y, —y) /4]
(59)
cos{ = Z' ull —,
2. /[(Aw)? + (y, +T)?4] )
. _ Aw
sin¢ = 2 2,
JI(Bw)? + (y, +T)%4]
PHYSICS OF THE SOLID STATE Vol. 42 No. 12
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COSK
_ (Aw)* + (v =y)(y, + )4
JLAw)? + (y, + D)4 [(Bw) + (y, - Y)*/4]
sinkK (60)
Aw(lr +y)/2

I+ (v, + TYHAI[(Bw) + (v, —y)a]

In all three dependences, oscillations are observed at
the frequency Aw with different phase shifts.

8. SINGULAR POINTS FOR A CARRIER
FREQUENCY DEVIATING
FROM THE RESONANCE VALUE

Let usprovethat singular temporal points of thefirst
and second types generally do not exist for Aw # 0.
Indeed, expressions (9), (10), and (15) imply that the
fields AE(z=0, t) and E,(z= 0, t) can be written in the
form

E(z=0,1) = Ee{ OM)[Aexp(-yt/2-i(wt +¢))
+Bexp(—Mt/2—i(0opt + 9))]

+[1-0()]Cexp(yt/2-i(wt+{))} +c.c,
(61)

where A, B, and C are real-valued coefficients indepen-
dent of time and &, ¢, and ¢ are phase shifts. Using the
circular polarization defined in Eq. (11), we transform
Eg. (61) to

E(z=0,1)
= Eof O()[ Av2exp(-yt/2)(e,cos(wit + )
te,sn(wt+&))] +B./2exp(-Tt/2)
x (ecos(wpt +¢) + e sin(wet + ¢))
+[1-6(1)]Cy2exp(yt/2)
x (ejcos(wpt + () e sin(wet +{))},

(62)

where the + (-) sign corresponds to the right (left) cir-
cular polarization of the exciting light. Thus, inthe case
of the deviation from resonance for t > 0, the transmit-
ted, as well as reflected, pulse contains two circularly
polarized waves with different carrier frequencies w
and wy, and different phase shiftsrelativeto Eo(z= 0, t).
Inthiscase, theresultant vector E(z=0, t) doesnot van-
ish in the general case. Setting the vector E(z = 0, t)
equal to zero, we obtain two equations for the same
unknown t, which have no solutions. The same applies
to the combinations of vectors E, — AE and E, + E,.
Thus, the singular points of the first and second type are
absent in the case of adeviation from resonance. On the
other hand, singular points of thethird type are possible
and do exist since some of the vectorsAE, E,, E,—AE,
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Fig. 4. (a) R(t) and (b) s(t) curves for avery short pulse for various values of deviation Aw of the carrier frequency of the pulse

from resonance.

and E, + E, can be perpendicular to each other at cer-
tain instants.

It is more convenient to analyze the conditions for
the existence of a point of zero absorption, total reflec-
tion, or complete transmission of the third type by
using expressions (53)—55). We will confine our sub-
sequent analysis to the most interesting case of y, > v,

setting y = 0. In this case, the condition J‘; A, -o(t)dt =
0 holds and at least one point of zero absorption must
obvioudly exist. An anaysis of expression (53) for y=0
shows that a finite odd number of zero-absorption
pointsexistsfor y; # y,. Thismeansthat for large values
of time, the quantity s, - o(t) becomes negative. The
number of points for which o, - o(t) = 0 depends on the
ratio g =Awly,, i.e., on the deviation from resonance. In

PHYSICS OF THE SOLID STATE \Vol. 42

the case of ashort pulse, wheny, > vy;, there exists only
one zero-absorption point for q < 1, while severa
points of thiskind exist for g > 1t In the case of along
pulse, when y; <€ v, there is one zero-absorption point
for q < ny,/y, and many such points exist for g > my, /y;.

For v, = V;, the number of zero-absorption pointsis
infinitely large. However, the number of total-reflection
pointsis determined by the parameter g. The number of
total-reflection pointsisinfinitely largefor g< g, andis
equal to zero for q > q,. The value of g, is determined

by the equation (2q, — 1) /1 +qZ —1 =0 and is equal
to 0.876. It should aso be noted that the number of
complete-transmission points for y, = vy, is infinitely
large for any g.
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Fig. 5. (@) R(t), (b) SA(t), and (c) T (t) curvesfor avery long pulse for various values of Aw.
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Fig. 6. R(t), «(t), and I (t) curves for an intermediate pulse for various values of Aw: () R(t); (b) R(t)exp(yit) curvesfor g < g,
g =0y, and q> qy,; (c) A(t); (d) T(t); and () R(t)exp(yit), A(t) exp(yit), and T (t) exp(yit) curvesfor q=0.7.
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Fig. 6. (Contd.)

9. DISCUSSION OF RESULTS FOR THE CASE
OF A FREQUENCY DIFFERING
FROM ITS RESONANCE VALUE

Figures 4-6 depict the functions R (t), S(t), and
J(t) for y = 0 and for various relations between the
parametersy;, v, and Acw. Figure 4 corresponds to short
pulses for which y; > v,, while Fig. 5 corresponds to
long pulses (y; << V;). Figure 6 corresponds to interme-
diate pulses for which y/y, = 1.

Figure 4 depicts the dependences of reflection R (t)
and absorption (t) on the dimensionless quantity vt
for y/y, = 10 and for various values of the parameter
g = Awly; characterizing the departure from resonance.
The transmission J (t) curves for short pulses are not
presented since they are close to P(t) for values of q
varying from 1 to 10; i.e, the transmission is always

PHYSICS OF THE SOLID STATE Vol. 42 No. 12

significant. It can be seen from Fig. 4 that the values of
R and s are much smaller than unity for Aw = 0 and
attenuate rapidly with an increasing deviation from res-
onance. The oscillating contribution to %R and «{ atten-
uates according to the law exp[—(y; + V;)t/2]. The atten-
uation parameter isdefined as =2/(1 +v,/y) (M =1.9
inFig. 4). The period of oscillationsis T = 217q. On the
R(t) and A (t) curves, oscillations cannot be seen since
T > I for g = 0.2. However, oscillations can be seen
clearly on the curvesfor g = 1 and 10. With an increas-
ing deviation from resonance, the period of oscilla
tions, aswell astheir amplitude, becomes smaller. Fig-
ure 4a contains total -reflection points of the third type,
while Fig. 4b contains zero-absorption points of the
third type (see Section 8).

Figure 5 showsthe R, o, and T curves for y/y, =
0.1. The oscillations cannot be seen on the R curvesin

2000
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Fig. 5afor any value of g since their amplitudeis much
smaller than the nonoscillating contribution. For q = 0,
the R (t) curveis close to the P(t) curve; i.e., the pulse
is reflected almost compl etely, while with increasing q
the reflection decreases, attaining small values for g =
100. It can be seen from Fig. 5b that absorption also
decreases rapidly when parameter g increases. Oscilla-
tions on the 4(t) curves can be clearly seen for g = 20
and 100. The number of zero-absorption points differs
from unity only for g = 100, which agrees with the
results obtained in Section 8. The transmission J
(Fig. 5¢) is small for g = 0; it increases with g and
approaches P(t) for g > 10. Oscillations cannot be seen.
For g = 0, there exists a point of total reflection of the
first type (Fig. 5a), which corresponds to the zero-
absorption point in Fig. 5b and the zero-transmission
point in Fig. 5¢c. With increasing g, the zero-transmis-
sion point is transformed into a minimal-transmission
point, while the total-reflection point is transformed
into the maximal-reflection point.

Finally, Fig. 6 showsthe R (t), SA(t), and T (t) curves
for an intermediate pulse for y, = vy, . Figure 6a depicts
the R(t) curvesfor q=0, 1, 10, and 30. While the reflec-
tion is comparable with P(t) for g = 0, it becomes
extremely small as compared to unity already for q = 10.
Oscillations can be observed on the curvesfor g= 10 and
30. A total-reflection point of the first type can be seen
on the curve for g = 0, while on the remaining curves
such points are absent. Thisisin accord with the results
obtained in Section 8 for q > q, . Figure 6b shows the
R exp(yit) curvesfor which attenuation isruled out, and
hence an infinitely large number of oscillations is
observed. In accordance with Section 8, there exists an
infinitely large number of total-reflection points of the
third type for q < q,, while no point of this type is
observed for q > q,. For q = g, the R exp(yt) curve
touches the P(t)exp(yt) straight line corresponding to

an excited pulse. Figure 6¢ depicts the s(t) curves for
an intermediate pulse. When the parameter g increases,
the absorption decreases, and we can clearly see oscil-
lations and alarge number of zero-absorption pointsfor
g=10. It should berecalled that, for y; = V., the number
of zero-absorption points is infinitely large. Figure 6d
shows the J(t) curves for an intermediate pulse. The
transmission increases with g and becomes close to the
P(t) curve even for q = 2. The number of complete-
transmission points must be infinitely large for any
value of g = 0. However, only one such point can be
seen for g = 0.5 and two pointsfor g = 2 in view of the
rapid attenuation of the curves. In order to demonstrate
the large number of complete-transmission, total-
reflection, and zero-absorption points, Fig. 6e depicts
the R exp(yt), A (t)exp(yt), and T exp(yt) curves cor-
responding to q = 0.7 as well as the Pexp(yit) straight
line for t > 0. It can be seen that al three oscillating
curves are different in phase. It should be emphasized
that the 2R (t) curve in Figs. 6b and 6e does not assume
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the zero value, as it might appear, but assumes very
small positive values at the points of the minima.

Thus, we can draw the following qualitative conclu-
sions obtained under the condition y < ;. (For the sake
of simplicity, we assume that y = 0.) For exact reso-
nance, when wy = wy, in the case of a very short pulse
for which y; > v;, the pulse passes through the well
almost without changing its shape. The reflection and
absorption are small, the reflection being much smaller
than the absorption. In the case of a long pulse for
whichy, < y;, the pulseis reflected almost completely
and the transmission is much smaller than the absorp-
tion. Since the integrated absorption is zero for y = 0,
for any relation between y; and y, there exists a zero-
absorption point at which the luminous-energy absorp-
tion is replaced by emission. At the point of zero
absorption, total reflection takes place and the trans-
mission is equa to zero (a singular point of the first
type).

The case when wy = wy and v = ¥, in which the
reflection, absorption, and transmission have compara-
ble values, is of special interest. The shape of the trans-
mitted pulse differs significantly from the shape of the
exciting pulse. The transmitted pulse has two peaks,
i.e., atwo-humped shape due to the presence of a sin-
gular point of the first type.

When the frequency deviates from the resonance
value, i.e., when Aw = wy — wy, # 0, the reflection and
absorption decrease with an increasing deviation Aw,
while the intensity and shape of the transmitted pulse
become similar to those of the exciting pulse. For Aw >
Vi, the pulse passes through the well, remaining almost
unchanged. All the R (t), (), and T (t) curves display
oscillations at the frequency Acw. However, these oscilla-
tions cannot be observed on al the curves in Figs. 46
which correspond to the departure from resonance. For
Aw <y, the period of oscillations is much longer than
thetime period over which thevalues of R (t), sd(t), and
I (t) attenuate. For Aw > vy, the period of oscillations
issmall, but their amplitude is also small. For this rea-
son, oscillations can be seen best of all for Aw = ;.

In the case of adeviation from resonance, the points
of total reflection, complete transmission, and zero
absorption do not coincide. Such singular points were
called the points of the third type. For a more detailed
analysis of these points in the most interesting case
wheny, = y;, we use Figs. 6b and 6e in which attenua-
tion of the curvesis ruled out since the quantities R (t),
A(t), and T (t) multiplied by exp(yit) are laid on the
ordinate axis. It is shown that, in the case of the exact
equality y, = Vi, the number of zero-absorption and
complete-transmission points is aways infinitely large
for Aw # 0, while the number of total-reflection points
isinfinitely large for Awly, < g, where g, = 0.876. The
infinitely large number of zero-absorption points indi-
cates that the energy is transferred from the electron
system to light waves and back an infinite number of
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times, but it should be borne in mind that these oscilla-
tions attenuate according to the law exp(—y;t). When the
exact equality y, =y isviolated, the number of singular
points of thethird typeisawaysfinite. In particul ar, the
number of zero-absorption points is odd since absorp-
tion is always negative for large values of time; i.e., the
system emits the luminous energy accumulated earlier.
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Abstract—A new mechanism of nanopore formation in carbon materials produced by the interaction of car-
bides with chlorine is proposed. In essence, this method is the following. A series of nonlinear chemical reac-
tions proceed in the course of achemical interaction between chlorine and acarbide. If the external parameters,
the component fluxes, and the diffusion rates satisfy certain relations, the self-organization process can occur.
This process resultsin the creation of a periodic hanoporous structure in the carbon material formed. A mathe-
matical model is proposed, the main characteristics of the process are calculated, and the restrictions on the
parameters at which the formation of the porous structure becomes possible are found. © 2000 MAIK

“ Nauka/Interperiodica” .

1. INTRODUCTION

Earlier [1-4], it was shown that carbon materials
with unique properties can be obtained by chlorine
treatment of carbon-containing compounds (B,C, SiC,
TiC, Mo,C, etc.). In particular, it was established [2—6]
that nanopores 0.8-2 nm in size are formed in carbides
treated with chlorine [2, 3, 5, 6]. The action of chlorine
on carbides leads to a substantial transformation of the
carbon sublattice of the carbides, and the carbon atoms
are displaced by adistance of 1-2 A.

Fedorov et al. [2, 3] revealed that the poresizein the
carbon material prepared from SIC is equal to 0.8 nm.
It turned out that al the pores have aimost the same
size, with adistribution haf-width of 0.02 nm.

At present, the theory of pore formation in solidsis
quite well developed [7]. According to the concepts
developed in these models, the main reasons for pore
formation are as follows:

(i) The pores are formed from a supersaturated solu-
tion of vacancies, which arise either upon heat genera-
tion or under exposure of the solid to ionizing radiation
with a sufficient energy (the so-called vacancy porosity).

(i) The pores arise under mechanical action on sol-
ids (deformation pores).

(iii) The pores can also be formed during the growth
of crystals and films upon the sorption of gases,
microshrinkage, nonuniform deposition, etc. [7].

In al the above cases, the pore formation is due to
physical transformations in the structure and is not
accompanied by achemical transformation of the mate-
rial. In the case under study, the reason for the pore for-

mation is quite different. It concerns the chemical reac-
tion proceeding in the course of the chlorine treatment
of carbides, that is,

v

MeCM+2

Cl, —= MeCl, + pC. 1)

Here, Me is the general designation of the carbide-
forming element and u and v are the stoichiometric
coefficients. In the process of the chemica reaction,
chlorine “eats away” atoms of the carbide-forming
metal and leaves behind the carbon atoms and voids.

Asarule, this process is accompanied by the forma-
tion of a homogeneous-in-size spatially periodic porous
structure in which the positions of carbon atoms are dis-
placed with respect to their initia positions[2, 3]. To our
knowledge, this phenomenon has not been explained in
the literature thus far. In this connection, the objective
of thiswork wasto develop amodel of the formation of
the nanoporous structure in carbon materials obtained
by the chlorination of carbides.

Such amodel isimportant both for understanding the
processes occurring in the course of the preparation of
nanoporous materials according to reaction (1) and for
controlling the structure of the materias produced [8].

2. PHYSICAL PRINCIPLES AND THE MODEL
OF NANOPORE FORMATION

In this work, we investigated the formation of nan-
opores in silicon carbide. Let us dwell on this specific
example.

1063-7834/00/4212-2314%$20.00 © 2000 MAIK “Nauka/Interperiodica’
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The chemical reaction in this case proceeds accord-
ing to scheme (1), where Me=Si, u =1, andv = 4
Apparently, this reaction involves several stages.
Indeed, the chlorine molecules should first dissociate
into atoms, which then diffuse into the bulk of the sili-
con carbide and combine with silicon. It is evident that
the active radicals are thus generated and can catalyze
this reaction until the stable gas SiCl, is formed, which
is then removed from the sample.

The generation of intermediate radicals leads to the
emergence of a nonlinear feedback; i.e., the reaction
product SiCl, (radicals) will itself activate its appear-
ance and, correspondingly, the formation of carbon. At
alow flux of chlorine, the substanceis virtually homo-
geneously distributed in the system, because the diffu-
sion has had time to compensate for the existing heter-
ogeneities. However, in the case when the chlorine flux
density is high enough, the system is in principle
unable to receive and process such a quantity of the
substance in auniform way. It will be forced to reorga-
nize itself for the nonlinear chemical reaction to pro-
ceed more rapidly.

One possible reorganization is the formation of a
periodic spatial distribution of the substance. For the
system under study, this means that the sample should
consist of periodically arranged pores (the SiCl, gasis
removed) and carbon atoms. Such a processis referred
to as self-organization [9, 10]. Let us consider it in a
guantitative manner.

We designate the concentrations of chloride
[MeClI] = A, chlorine [CI] = B, carbon [C] = C, and car-
bide [MeC] =D.

In order to describe the kinetics of the chemical
reaction, we use the following reactions:

0A _ A
a = FAAA+kA B D—_I_—0
o8 _ FeAB+J+kA"B"D,
o0t
oD @)
— = kA™B" D,
o0t
9C _ | A"B"D,
o0t

where A = 3%/0X? isthe Laplacian; X isthe spatia coor-
dinate; T isthetime; F, and Fg are the diffusion coeffi-
cients of the substances A and B, respectively; T, isthe
characteristic time of the outflow of the reaction prod-
uct (chloride A) from the system; J is the rate of the
chlorine inflow into the system; and k is a constant.

The derivatives 0A/0T, 0B/0T, and the others in the
left-hand sides of the equations of set (2) are the rates
of change in the concentrations of the corresponding
substances. The summands F,AA and FgAB in the
righthand sides of these equations account for the dif-
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fusion processes of chloride and chlorine, respectively.
The summand kA™B"D corresponds to the chemical
equation, but, as mentioned above, m > 1 owing to the
catalytic role of the A chloride. The chloride outflow
from the system is allowed for by the term —A/T, in the
first equation, and theinflow of chlorineinto the system
istaken into account by the term +J in the second equa-
tion.

Let us study the possibility of forming a periodic
structure of the distribution of the reaction product, i.e.,
of the C quantity. In the case of a steady time-indepen-
dent flux J # 0 no stationary periodic structures are
formed, since it follows from the set of Egs. (2) that
A™B"D — 0. According to the second equation of set
(2), the latter result leadsto B —» oo,

In the case when the flux J vanishes at a certain
instant of time 1, the B quantity can decrease with time
according to the second equation of set (2) and the A
quantity can decrease according to the first equation of
this set. Hence, it can be assumed that A"B"D — 0O
and, as a consequence of the fourth equation, the result-
ing structure of the reaction product C is stabilized.

In order to investigate the formation of quasi-sta-
tionary periodic structures under the assumption of a
slow change in d, it is sufficient to consider the self-
organization in the case described by only the first two
equations of set (2).

We introduce the dimensionless variables and con-
stants which are convenient for the mathematical anal-
ysis of the behavior of the system, that is,

tz%), Z:J%To' j = IToPkT, o —E—i,
a = APkT,, b = BPkT, d = DPkT,,
c=CokTy, x=a—j, y=-b—(dj™H™"

©)

wherep=m+n.

Linearizing the first two equations of set (2) with
respect to x and y, we obtain

ox
ot

1/n.(m+n-1)/n

= Ax+(m-=-1)x+nd™"j Y,
4)

g)t/ _ (XAy MX — ndl/nj(m+n—1)/ny.

This set of equations has a homogeneous solution x =0,
y = 0. However, it might become unstable at certain
parametersj, a, and d; i.e., any arbitrarily small devia-
tions from this solution will increase with time. The
expansion of the possible deviations into a Fourier
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The dependence c(t, 2) for a =10,d(0,2) =24,j =0.25att<45,andj=0at t > 45.

series with respect to the spatial coordinate z (the 1Dy < . /m—1 under the condition

case) gives m>1, n>0. )
X(z 1) = Z X, (1) cosw,z, Thus, the substance A, which isthe product of the reac-
n 5 tion, should serve as a catalyst for this reaction in con-
®) formity with m> 1, as was assumed above.
y(zt) = Zyn(t) COSW,Z. Otherwise, in the case when
n JAm+1
The factors x,(t) and y,,(t) must satisfy the set of equa- o Jm-1'
tions 9
2 n
. -1 1 e(/m-1"g_ 1
OG0 Gr(H)0 T O <4< e
5"Y8 = ageMp e Oon Hymeemtem ol Hymens
n(H)0 Dyn(H)U theincrease in perturbationsis selective with respect to
with the matrix w (i.e., acertain type of self-organization occurs). Only

those perturbations increase for which w satisfies the

men_1)/n inequality
_ Em—l—wﬁ ndl/nj( 1/ O

A ()
0 1n.(m+n-1)/n » U m-1 | 2 40
O -m -nd j —aw, 0 W%_l_ (a-1) —m—_1D<w
The condition for anincreasein x,(t) and y,(t) with time
is equivalent to the condition that the A matrix has the < Jm— 1%] 1+ ’(0( —1)%— 4a
eigenvalues with positive real parts. This takes place at 2a m-1
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The initial set of Egs. (2) is nonlinear. As a result, the
increase in perturbations can cease. Thus, if conditions
(8) and (9) are met, the self-organization in the set of
Egs. (2) and the formation of a stationary periodic
structure with the period IN = 217w, where w obeysine-
quality (10), become possible.

The plot for the numerical solution c(t, 2) of the set
of Egs. (2) aam=2,n=1, and a = 10 isshown in the
figure.

It can be seen from the figure that a periodic porous
structure (alternating valleys) is formed in the carbon
distribution. Upon termination of the inflow of chlorine
into the system, the growth of the pores ceases and the
resulting structure is stabilized. In the case when the
inflow of chlorine moleculesinto the system continues,
further growth of the pores is observed.

3. DISCUSSION

By applying the results obtained to the characteristic
case when at least one intermediate stage of the chem-
ical reaction exists (i.e., m=2, n=1), weobtain thefol-
lowing necessary conditions for the formation of the
porous structure:

Fo,f2+1 1
Fa ﬁ—l’ J?

Thus, if relation (11) is valid, self-organization in the
system is possible, i.e., as the emergence of periodi-
cally aternating voids and carbon.

If one takes the ratio of the diffusion coefficients,
F,> Fg, to be equal to ten because of the different
molecular masses of the reaction products and the ini-
tial substance (chlorine) and T, = 10 s, then it follows
from inequality (10) that the size of the pores falls
within the range from 0.7 to 1.7 nm. This agrees with
the experimental data.

When the ratio of the diffusion coefficients does not
meet condition (11), self-organization is impossible.

Fel

<KToD <(-2-1) g2
A

(11)
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Hence, heterogeneous chemical reactions occur, and no
ordered porous structures arise.

On the contrary, if the experimental situation allows
achoice of different initial conditions, the self-organi-
zation is possible. Generally speaking, this is true for
arbitrary fluxes, but the parameters must satisfy condi-
tion (11).
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ERRATA

Erratum: “Effect of Electric Field on NMR Spectra
in Centroantisymmetric Antiferromagnets’
[Phys. Solid State 42 (5), 903 (2000)]

V.V. Leskovetsand E. A. Turov

On page 906, Eqg. (17) should have the form
Qi4 = ALy[(ALy —2My) + 2(-Ap3 £ Aqg5) Ly E ],
Q5 3= AL,[(AL, + 2M,) + 2(Aps £ Ayg) L EJ].
In the next paragraph, A ;-3 should be replaced by A4

(17)
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