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We study the induced photon bremsstrahlung from a fast quark produced in AA collisions due to multiple scat-
tering in quark–gluon plasma. For RHIC and LHC conditions, the induced photon spectrum is sharply peaked
at a photon energy close to the initial quark energy. In this region, the contribution of the induced radiation to
the photon fragmentation function exceeds the ordinary vacuum radiation. Contrary to previous analyses [4–7],
our results show that, at RHIC and LHC energies, the final-state interaction effects in quark–gluon plasma do
not suppress the direct photon production and may even enhance it at pT ~ 5–15 GeV. © 2004 MAIK
“Nauka/Interperiodica”.

PACS numbers: 25.75.Nq; 24.85.+p
1. In recent years, much attention has been attracted
to the direct photon production in AA collisions at
RHIC and LHC energies (see, for example, [1–3] and
references therein). It is expected that, for sufficiently
small transverse momenta (pT & 3–4 GeV), the domi-
nating source of direct photons at RHIC and LHC is
radiation from quark–gluon plasma (QGP), and at
higher pT, it is hard partonic mechanisms (Compton
process, quark–antiquark annihilation, and
bremsstrahlung from fast quarks (antiquarks) produced
in hard reactions) [1, 2]. Nuclear effects should modify
the pQCD partonic contribution to the direct photons in
AA collisions as compared to that in pp interaction. For
the Compton and annihilation processes, which occur
at small distances, this modification, related to the ini-
tial-state interaction (ISI) effects (nuclear shadowing
and Cronin effect), is relatively small. However, one
can expect strong final-state interaction (FSI) effects in
the QGP for the bremsstrahlung, which occurs at large
distances. Investigation of the influence of the FSI on
photon bremsstrahlung is of great interest from the
point of view using the direct photons as a probe for the
QGP at RHIC and LHC. It is especially important for
LHC energies at which the bremsstrahlung component
is the dominating partonic mechanism [1, 4, 5].

It was suggested [4–7] that, during RHIC and LHC,
the quark energy loss in the QGP phase due to the
induced gluon radiation related to the multiple scatter-
ing should strongly suppress the bremsstrahlung contri-
bution. At LHC energies, it is equivalent to strong sup-
pression of the total contribution of the pQCD mecha-
nisms. In [4–7], it was assumed that the only effect of
QGP on photon bremsstrahlung comes from the shift of
the quark energy to a smaller value due to gluon emis-
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sion before photon radiation. However, the analyses [4–
7] missed two essential points. First of all, multiple
scattering, which fast quarks undergo in the QGP, must
enhance photon radiation due to the induced photon
emission. Also, the assumption that all gluons are radi-
ated before photon emission is not justified, since the
formation lengths for gluon and photon radiation are of
the same order. In this case, the gluons radiated after the
photon do not suppress photon emission. For this rea-
son, one can expect that analyses [4–7] overestimate
suppression of photon bremsstrahlung. In the present
paper, we address the photon bremsstrahlung at RHIC
and LHC energies, accounting for the induced photon
radiation and the effect of finite gluon formation length.

2. The contribution of the bremsstrahlung mecha-
nism to the cross section of photon production can be
written as [8, 9]

(1)

where d (pT)/dyd  is the cross section of the pro-
cesses A + A  q + X (hereafter, we suppress the argu-
ment y and mean the central rapidity region y ≈ 0),
Dq → γ(x, E) is the fragmentation function for the q 
γq transition which accounts for all the FSI effects (x =
Eγ/E, Eγ and E is the photon and initial quark energies,
respectively). Summation over quark (antiquark) states
is implicit on the right-hand side of (1). We write
Dq → γ(x, E) in the form

(2)

The first term on the right-hand side of (2) is the prob-
ability distribution of the ordinary vacuum q  γq
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splitting, and the second one corresponds to the
induced transition due to quark multiple scattering.

An accurate evaluation of the induced photon emis-
sion from a fast quark requires treatment of photon and
multiple gluon radiation on an even footing. We begin
with discussion of the induced q  γq transition,
ignoring gluon radiation. A qualitative method for
accounting for the gluon effects will be discussed later.
To evaluate the induced spectrum, we use the light-cone
path integral approach [10] (see also [11–14]), which
allows one to account for the Landau–Pomeranchuk–
Migdal (LPM) effect [15, 16] and finite-size effects,
which play an important role in the problem of interest.
The induced photon spectrum for a fast quark produced
at z = 0 can be written in a form similar to that for gluon
emission given in [17] (we take the z axis along the
quark momentum):

(3)

where n(z) is the number density of the medium and

(4)

is the in-medium (z-dependent) Bethe–Heitler cross
section. Here, σ(ρ) is the dipole cross section of a
quark–antiquark pair of size ρ with a particle in the
medium, Ψ(r, x) is the light-cone wave function for the
q  γq transition in vacuum, and Ψm(r, x, z) is the in-
medium light-cone wave function at the longitudinal
coordinate z (we omit spin indices). The no-spin flip
wave functions, dominating the spectrum, read

(5)

(6)

where P(x) = ieq [sγ(2 – x) + 2sqx]/2M(x) (sq, γ

denote quark and photon helicities);  = 2E(1 –

x)/ x is the photon formation length; _ is the Green’s
function for the two-dimensional Hamiltonian

(7)

dPind

dx
------------ zn z( )

σeff
BH x z,( )d

xd
-------------------------,d

0

∞

∫=

σeff
BH x z,( )d

xd
------------------------- Re rΨ* r x,( )σ ρx( )Ψm r x z, ,( )d∫=

Ψ r x,( ) P x( ) ∂
∂ρx'
-------- isg

∂
∂ρy'
--------– 

 =

× ξ iξ
L f

γ-----– 
  _0 r ξ r' 0,,( )

r' 0=

exp ,d

0

∞

∫

Ψm r x z, ,( ) P x( ) ∂
∂ρx'
-------- isg

∂
∂ρy'
--------– 

 =

× ξ iξ
L f

γ-----– 
  _ r z r' z ξ–,,( )

r' 0=

exp ,d

0

z

∫

α em/2x

L f
γ

mq
2
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with M(x) = Ex(1 – x); and

(8)

is the Green’s function for Hamiltonian (7) with n(z) = 0.
The dipole cross section reads

(9)

where

(10)

Here, CT, F is the color Casimir for the medium constit-
uents (quarks and gluons) and quark and µD is the
Debye screening mass.

Effective Bethe–Heitler cross section (4) differs
from that for a quark incident from infinity on an iso-
lated scattering center due to the LPM effect and finite-
size effects originating from the in-medium light-cone
wave function entering (4). In the high-energy limit,

when L ! , where L is the thickness of the medium,
the typical values of ρ become small

(~ ) and the LPM effect can be
neglected. In this case, the spectrum is dominated by
the N = 1 scattering. In this regime, the most important
effect is modification of the in-medium light-cone wave
function due to the finite-size effects. Let us first dis-
cuss the N = 1 term to illustrate qualitatively the role of
the finite-size effects. Neglecting the Q2 dependence of
αs from (4)–(10), one can obtain

(11)

(hereafter, for simplicity, it is implied that eq = 1). The
derivation of (11) is similar to that for gluon emission
given in [18]. After substitution of (11) into (3), one
obtains (for n(z) = const) the spectrum ∝ L2:

(12)

One sees from (12) that, in the high-energy limit, con-
trary to the ordinary Bethe–Heitler spectrum ∝ 1/x, the
bremsstrahlung is ∝ 1/(1 – x). Of course, formulas (11)

and (12) become invalid at (1 – x) ! L /E when

 ! L and the spectrum reduces to the ordinary
Bethe–Heitler one. It is worth noting that, in the dia-
grammatic language, the above formula for N = 1 term
corresponds to the set of diagrams shown in Fig. 1. We
would like to emphasize that spectrum (12), similarly to
the gluon spectrum of [18], cannot be obtained if one
ignores the logarithmic ρ dependence of the function
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C(ρ) (10) at small ρ. One can see that, similarly to the
gluon case, formulas (11) and (12) do not contain any
large logarithmic factor  (here, ρeff is the
typical transverse scale) which one could expect there
if one would neglect the ρ dependence of C(ρ).

Analytical formula (12) for the N = 1 spectrum dem-
onstrates that, due to the finite-size effects at large ener-

gies, when  * L, the induced spectrum is strongly
peaked at x ≈ 1. As will be seen below, the N = 1 dom-
inates for RHIC and LHC conditions and the spectrum
with the N ≥ 2 scatterings included remains sharply
peaked at x close to unity. Since the x integral on the
right-hand side of (1) is also dominated by large x, one
may expect that the induced photon emission is an
important source of direct photons. It should be empha-
sized that our 1/(1 – x) spectrum does not mean
enhancement of radiation at large x. It originates simply
from the suppression of photon emission at small x due
to the finite-size effects.

Now, let us discuss the influence of the induced
gluon emission on the photon bremsstrahlung ignored
in the above derivation. The gluon emission, i.e., pro-
cesses like q  γgq and multigluon radiation, leads to
quark energy loss and should reduce the radiation of
hard photons. It is important that, for soft gluons, dom-
inating the quark energy loss, the gluon formation

length,  ~ , turns out to be of the

same order as that for photons. For this reason, as was
already noted, photon and gluon emission should be
treated on an even footing. An accurate analysis with
gluon emission is a complicated task which is far
beyond the scope of the present paper. We account for
the influence of the induced gluon emission at a quali-
tative level. In line with the prescription suggested in
[19] for hadron spectra, we replace in (1) the cross sec-
tion of quark production by an effective cross section

(13)

where dI(x, E)/dx is the probability distribution in the
quark energy loss and Nbin is the number of the binary
nucleon–nucleon collisions. In the pT region of interest,
the cross section of quark production in pp collisions
can be parametrized as [20]

(14)

with p0 ≈ 1.6 GeV, n ≈ 8 for RHIC, and p0 ≈ 0.6 GeV,
n ≈ 5.3 for LHC; the normalization constant A will not
be important to us. For such a pT dependence to good
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accuracy, one can write the effective cross section of
quark production as

(15)

where

Then, the effective fragmentation function for photon
radiation accounting for gluon emission can be written
in the form

(16)

where Sg(E) is the gluon suppression factor given by

Here, we separated the probability of photon emission
without gluons, P0. In terms of the gluon spectrum,
dPg/dx, it reads

with xmin ~ mg/E. In numerical calculations, we take
xmin = 2mg/E.

We take the spectrum in the radiated energy entering
(13) in the form
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Fig. 1. The set of Feynman diagrams corresponding to the
N = 1 scattering induced spectrum.
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Formula (17) is similar to the electron energy loss spec-
trum derived in [21]. It works well for small energy loss
∆E ! E. For RHIC and LHC, parametrization (17)
reproduces the energy loss spectrum evaluated assum-
ing independent gluon radiation with an accuracy of
~10–40%. It is enough to make a qualitative estimate of
the effect of gluon emission on the photon spectrum.
An accurate calculation of the gluon suppression factor
in the approximation of independent gluon emission
[19, 22] does not make sense, because this approxima-
tion itself does not have any serious theoretical justifi-
cation. It should be noted that the suppression of hadron
spectra evaluated using energy loss spectrum (17)
agrees well with that observed during RHIC. Thus, our
approximation in some sense is justified by the experi-
mental data.

Neglecting the ISI effects, the nuclear modification
factor defined as

(18)

can be approximately written as

(19)

We take the vacuum distribution in the form

(20)

where e = mqx and kmax ≈ Emax(x, (1 – x)).

To evaluate the gluon suppression factor Sg, we use
a formula for gluon spectrum similar to (3). However,
we set the thickness equal to L/2. It seems to be a rea-

sonable choice to account for the fact that, for  ~ ,
about half of gluons are radiated after photon emission
and cannot affect the photon bremsstrahlung. Note that
this reduces the suppression effect of gluon emission as
compared with the analyses [4–7].

One remark is in order in connection with the above
treatment of the gluon effects. Our gluon suppression
factor includes only the induced gluon radiation. As far
as the ordinary vacuum hard gluon radiation is con-
cerned, we assume that, due to small formation length,
the corresponding suppression factors are approxi-
mately the same for AA and pp collisions. For this rea-
son, one may ignore the vacuum gluon radiation in
evaluating the nuclear modification factor (if one uses
leading-order vacuum spectrum (20)).
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3. For numerical calculations, we use the one-loop
running coupling constant with ΛQCD = 0.3 GeV frozen
at the value αs = 0.7. This parametrization is motivated
by the desire to satisfy the relation

(21)

obtained from the analysis of the heavy quark energy
loss [23]. To fix the quark and Debye screening mass,
we use the results of the analysis within the quasiparti-
cle model [24] of the lattice results. For the relevant
range of temperature of the plasma T ~ (1–3)Tc (Tc ≈
170 MeV is the temperature of the deconfinement
phase transition), the analysis [24] gives for the quark
and gluon quasiparticle masses mq ≈ 0.3 and mg ≈
0.4 GeV. With the above value of mg from the perturba-

tive relation µD = mg, one obtains µD ≈ 0.57 GeV.
We assume the Bjorken [25] longitudinal expansion of

the QGP with Tτ3 = T0 . For the initial conditions, we
use the values suggested in [20]: T0 = 446 MeV and τ0 =
0.147 fm for RHIC and T0 = 897 MeV and τ0 = 0.073
fm for LHC. For RHIC, the above conditions were
obtained from the charged particle pseudorapidity den-
sity dN/dy ≈ 1260 measured by the PHOBOS experi-
ment [26], assuming an isentropic expansion and rapid
thermolization at τ0 ~ 1/3T0. The LHC parameters cor-
respond to dN/dy ≈ 5625 estimated in [27]. Note that,

since the dominating ρ scale in (3) ∝  for z ! , our
results are not very sensitive to τ0. For the upper limit
of the z integration in (21), we take1 L = RA ≈ 6 fm. This
seems to be a reasonable value for central heavy-ion
collisions since, due to the transverse expansion, the
hot QCD matter should cool quickly at τ * RA [25].

In Figs. 2 and 3, we show the x dependence of the
probability distribution of the induced q  γq transi-
tion (solid line) for several quark energies for RHIC and
LHC. For comparison, the vacuum spectrum (dashed
line) is also shown. One sees that, in the region of large
x, which dominates the x integrals on the right-hand
side of Eq. (19), the induced radiation exceeds the vac-
uum one (especially for the LHC case). To illustrate the
influence of the LPM effect on the induced photon
emission, we also show the contribution of the N = 1
scattering (long-dashed line). It is seen that, for x ~ 0.6–
0.8, the LPM effect reduces the induced bremsstrahl-
ung by a factor of ~0.8 for RHIC and ~0.5 for LHC.
Note that the LPM effect and finite-size effects dimin-

ish in strength as x  1 since  becomes small and
the spectrum should be close to the Bethe–Heitler one
in this limit. To demonstrate the role of the finite kine-

1 For our choice of the initial conditions, the lifetime of QGP is
~3 fm for RHIC. However, in the interval τ ~ 3–6 fm, the density
of the mixed phase is practically the same as that for the pure
QGP phase.

k
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Fig. 2. The photon spectrum of the q  γq transition for RHIC conditions. The solid line shows the contribution from the induced
photon emission calculated using formula (3). The dashed line shows vacuum spectrum (20). The N = 1 scattering contribution to
the induced spectrum is shown by the long-dashed curves for infinite kinematic boundaries and by the dotted curves for finite kine-
matic boundaries.

Fig. 3. The same as in Fig. 2 but for LHC.
matic limits (neglected in (3)) in Figs. 2 and 3, we also
show the N = 1 scattering contribution evaluated using
the set of diagrams shown in Fig. 1 with finite kine-
matic limits (dotted line). One can see that the kine-
matic effects become important at x close to unity.
Numerical calculations show that they reduce the inte-
gral over x in the numerator in (19) by ~20–30%. How-
ever, this suppression to a good accuracy is compen-
sated by the increase in the gluon suppression factor
due to similar kinematic effects for gluon emission. For
this reason, we neglect the kinematic effects in calcula-
tion of nuclear modification factor (19).

In Fig. 4, we plot results for the pT dependence of
nuclear modification factor (19). We also show the
results without the gluon suppression factor (dashed
line), i.e., for Sg = 1. One sees that, despite strong sup-
pression due to gluon emission, we obtain RAA * 1 at
pT ~ 5–15 GeV. This means that the FSI effects can
enhance the direct photon production (especially for
LHC energies, where bremsstrahlung is the dominating
partonic mechanism). Of course, one should bear in
JETP LETTERS      Vol. 80      No. 1      2004
mind that uncertainties in our theoretical predictions
can be about 30–50%. Nevertheless, one can say that it
is practically excluded that, in central AA collisions, the
direct photon production is strongly suppressed due to
quark energy loss, as was predicted in [4–7].

Fig. 4. The pT dependence of nuclear modification factor (19)
(solid line) for RHIC (a) and LHC (b) conditions. The
dashed line shows the results without gluon suppression
factor Sg on the right-hand side of (19).
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Laser Pulse Amplification upon Raman Backscattering
in Plasma Produced in Dielectric Capillaries
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Femtosecond-pulse amplification upon stimulated Raman scattering is experimentally demonstrated for the
case of a counter-propagating femtosecond laser pulse and a frequency-modulated broadband pump pulse with
the same carrier frequency in a dielectric capillary filled with gas plasma. A value of ~103 obtained for the spec-
tral intensity amplification and ~102 for the output energy are the highest ever achieved for these quantities to
date. Numerical simulation demonstrates good agreement with the experimental results. Based on the experi-
mental data and the results of theoretical calculations, we propose a hydrodynamic mechanism for plasma-wave
breaking as the mechanism playing an important role in the amplification restriction in the scheme considered.
© 2004 MAIK “Nauka/Interperiodica”.

PACS numbers: 52.38.Bv; 42.65.Re
1. The development of femtosecond lasers and an
amplification technique for frequency-modulated laser
pulses [1] has culminated in the fabrication of petawatt
laser facilities of ultrahigh electromagnetic-field inten-
sity. Further increase in laser power faces considerable
technical problems. These are primarily associated with
the stability of optical elements in ultrahigh-power
laser systems. This necessitates a considerable increase
in the geometrical sizes of used optics, which is a very
complex technical problem. For this reason, to achieve
hundreds of terawatts and higher, alternative amplifica-
tion schemes have been proposed for frequency-modu-
lated pulses.

One such approach, whose experimental implemen-
tation is described in this work, is based on the paramet-
ric amplification of femtosecond laser pulses upon
Raman backscattering in plasma [2]. This approach is
attractive because it uses plasma as a nonlinear medium
that has no limitations on the optical breakdown. As is
known [2], the duration of a short amplified pulse
increases appreciably at the linear stage of Raman
backscattering; hence, the linear stage is unsuitable for
the amplification of short laser pulses. Because of this,
to amplify femtosecond laser pulses in Raman back-
scattering, it is necessary to attain its nonlinear stage,
where the amplified pulse is compressed practically to
the duration of the seed femtosecond pulse and which,
according to the calculations, efficiently uses pumping.
The first experiments [3] and theoretical estimates [4, 5]
showed that the plasma length and spatial homogeneity,
the pump-frequency modulation and its magnitude, and
the plasma-wave breaking at low plasma concentra-
tions play the key role in the realization of the nonlinear
stage [2].
0021-3640/04/8001- $26.00 © 20012
In this work, we present the results of experimental
and theoretical study of the femtosecond radiation
amplification upon Raman backscattering in plasma
formed in gas-filled dielectric waveguides (capillaries).
The use of capillaries for producing plasma and chan-
neling the interacting waves allows the interaction
length to be greatly increased as compared to the radi-
ation focusing in free space, where diffraction restricts
the interaction region to the Rayleigh length. Another
fundamental feature of our scheme is that the same ter-
awatt femtosecond laser radiation is used as both
pumping and amplified signal. In this case, the spectra
of the pump and amplified pulses are identical, and the
matching conditions for the plasma-oscillation excita-
tion can, in principle, be fulfilled only at low plasma
concentration, so that the frequency of plasma oscilla-
tions is smaller than or comparable to the laser radiation
width.

2. Femtosecond terawatt Ti:Sa laser system [6]
allowing pulse generation with an energy up to 100 mJ,
wavelength λ = 0.8 µm, a pulse duration of 80 fs, and a
repetition rate of 10 Hz was used in the experiment. The
experimental scheme is shown in Fig. 1. A frequency-
modulated laser pulse with a duration of 160 ps at the
output of the last amplification stage of the laser system
was split into two pulses, one of which was used as a
pump pulse (solid line in Fig. 1). In our experiment, the
maximal pump energy was 18 mJ. After compression to
a duration of 80 fs in a compressor, the second portion
of the amplified laser radiation was used for plasma for-
mation (dash-and-dot line) and the formation of the
amplified laser pulse (dotted line). The ionizing and
amplified pulses had orthogonal polarizations and were
introduced into a capillary on the side opposite to the
004 MAIK “Nauka/Interperiodica”
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Fig. 1. Scheme of the experiment. Solid line is for the pump channel; dashes are for the amplified pulse channel; dash-and-dot line
is the ionizing pulse channel; DL are the delay lines; P1,2 are polarizers; λ/2 are the half-wave plates; and D is a divider. The arrows
denote the horizontal radiation polarization, and the circles denote the vertical polarization.
pump pulse. The energy of the ionizing pulse was 1 mJ,
and the maximal energy of the amplified pulse was
1 µJ. The time coincidence of the amplified and pump
pulses in the capillary was achieved using delay lines
and controlled by the noncollinear second harmonic
generation in a LiIO3 crystal. The energies of the pump
and amplified pulses were controlled using polarization
attenuators. The pulse energies at the capillary input
and output were controlled using calibrated FD1–FD6
photodiodes. A glass capillary with an inner diameter
of 30 µm and length L = 1.5 cm placed on a 5-coordi-
nate translational stage in a vacuum chamber was used
in the experiment.

Lenses L1 and L2 were chosen so as to provide the
optimal matching of input beam with the capillary fun-
damental mode EH11. The maximal pump and ionizing
pulse intensities were 5 × 1013 W/cm2 and 5 ×
1015 W/cm2, respectively. Lenses L3 and L4 carried
images of the capillary output ends to a spectrograph
with a CCD chamber placed at its output for recording
the amplified-pulse spectrum and to CCD chambers for
monitoring the spatial distribution in the beams of all
three signals. For the polarization decoupling of the
ionizing and amplified pulses, an Iceland spar wedge
was used.

A delay of 3 ns between the ionizing pulse and the
amplified and pump pulses was used to level off the
plasma concentration across the capillary. The Ar pres-
sure used in the experiment varied from 0.3 to 30 torr.
The measured efficiency of pulse passage through the
capillary was 25%. This value is determined by the
excitation efficiency of the capillary mode (estimated at
90%) and by the mode loss upon passing through the
capillary (70%). The efficiency of radiation passage
through the capillary was the same for a vacuum capil-
JETP LETTERS      Vol. 80      No. 1      2004
lary and a capillary with plasma. This is in accordance
with the results obtained in [7, 8] and is evidence of a
single-mode radiation-propagation regime in capillary.
The experimental results are presented below. For a
rather high pump energy, peaks appeared in the spec-
trum of the amplified pulse (Fig. 2). The peak widths
were much smaller than the width of the initial spec-
trum, and the spectral intensity increased more than by
a factor of 103 for the maximal amplification. In some
pulses, the spectrum of the amplified signal had a more
complicated structure and consisted of several peaks,
one of which had the maximal intensity, and a number
of weaker peaks detuned from the maximum at a fre-
quency on the order of the plasma frequency. The
energy amplification ratio (capillary output-to-input
energy ratio for the amplified pulse) as a function of the
pump energy (Fig. 3) was obtained by processing the

Fig. 2. Spectral intensity of the amplified signal. Dashes
show the seed-pulse spectrum.
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amplified pulse spectra. These data correspond to an Ar
pressure of 0.3 torr and an energy of ≈0.1 µJ (corre-
sponding to the intensity ≈1012 W/cm2) for the ampli-
fied pulse at the capillary input. The results are shown
for two (close to optimal) delay times between the
amplified and pump pulses. One can see from the figure
that the amplification is experimentally detected for the
pump energy >6 mJ, then it rapidly increases and
reaches a maximal value of 130 for the maximal pump-
ing. The pulse amplification was observed in the pres-
sure range 0.3–1 torr. At higher pressures, the amplifi-
cation effect was not observed. For an understanding of
the role of various processes contributing to the Raman
backscattering amplification in plasma, of interest is the
amplification ratio as a function of input energy of the
amplified pulse (Fig. 4). The corresponding depen-
dence was obtained for the pump energy close to the
maximal but without optimizing the time delay
between the amplified and pump pulses. The descend-
ing character of the obtained curve is evidence of the
important role of the nonlinear processes in our experi-
ments (at the linear amplification stage, the amplifica-
tion ratio should not depend on the energy of the ampli-
fied pulse).

3. The theory predicts that, in the case of monochro-
matic spectra of the amplified and pump pulses, the
amplified signal should exponentially increase with the

spatial increment γ = 2 × 10–20λ  (in cm–1) at
the linear stage of Raman backscattering in homoge-
neous plasma [2]. Here, λ is the pump wavelength
in µm; I is the pump intensity in W/cm2; and ω0 and ωp

are the central pump frequency and the plasma fre-
quency, respectively. For a maximal pump intensity of
5 × 1013 W/cm2 and a typical plasma concentration of
(1.4–4) × 1016 cm–3, this gives the amplification by
exp(γL) times along the capillary length, with γL = 20.
At first sight, this should result in a rapid enhancement

I ω0ωp

Fig. 3. Amplification ratio as a function of the pump energy.
The crosses and dots are the experimental values for two
delay times between the pump and amplified pulses; lines
are for the theoretical calculations.

“Soft”
of the amplified signal and attainment of the nonlinear
amplification stage.

However, the actual experimental conditions were
different from the idealized scheme. The pump-fre-
quency modulation had a considerable effect on the
amplification. The dependence of the difference
between the instantaneous pump frequency and the
central frequency of the amplified pulse is shown in
Fig. 5 by the solid line. This dependence is constructed
for the case where the pulses met in the middle of cap-
illary. After changing the delay between the pump and
amplified pulses, the line shifts in parallel to itself
either up or down. Due to the radiation decay in the
propagation along the capillary, plasma produced by
the ionizing pulse was inhomogeneous along the capil-

Fig. 4. Amplification ratio as a function of the input energy
of the amplified pulse. Circles are the experimental values
and lines are the theoretical calculations for different wave-
breaking models.

Fig. 5. The plasma-frequency distribution (dashed line) and
the distribution of the difference between the instantaneous
pump frequency and the central frequency of the amplified
signal (solid line) along the capillary. Plasma frequency is
calculated for a plasma concentration of 4 × 1016 cm–3, and
the pump spectrum width corresponds to the half-maximum
of spectral intensity.

“Soft”
“Hard”
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lary axis. To take into account this effect, the balance
equations were numerically solved for the concentra-
tions of ions with different charges, analogous to [7].
The calculated plasma frequency distribution along the
capillary axis is shown by the dashed line in Fig. 5. The
difference between this line and the solid line is equal
to the detuning of three-wave-mixing resonance. The

parameter q =  ≈ 1 characterizing the

influence of frequency modulation on the amplification
process proves to be quite large and leads to an appre-
ciable decrease (by several orders of magnitude) in the
amplification ratio.

The aforementioned coincidence of the spectra of
amplified and pump pulses is a fundamental feature of
our experiment. To satisfy the matching conditions, the
plasma frequency should fall within the spectrum width
of these pulses (Fig. 5). The ratio of the pump spectrum
width to the plasma frequency in a pressure range of
0.3–1 torr, where the amplification was experimentally
obtained, was equal to three to four.

The nonlinear plasma-wave breaking is the most
probable cause for the experimentally observed
decrease in the amplification ratio with increasing seed
energy. Estimations show that, even at the stage of exci-
tation by the seed pulse, the plasma-wave potential is
only slightly lower than the critical amplitude [9] fwb =

, where c is the wave-breaking velocity of

light, and becomes of the order of critical amplitude in
the course of amplification. For this reason, the distinc-
tions between the aforementioned features of our
experiment and the standard Raman-backscattering
observation conditions necessitate certain modifica-
tions of the well-known theoretical model [4]. First, the
question arises of the plasma-wave-breaking effect on
the Raman amplification and its description within the
framework of hydrodynamic approximation. Another
important point is that the spectrum width of the inter-
acting waves is much greater than the plasma fre-
quency, as a result of which plasma wave should be
considered using the complete (i.e., not reduced) equa-
tion.

On this basis, the equations for Raman backscatter-
ing take the form

(1)

(2)

(3)

Here, a and b are the complex amplitudes of the pump-
wave and amplified-pulse vector potentials normalized
to mc2/e, respectively, and f is the amplitude of the
plasma-wave potential normalized to

(mc2/2e) . Time t is normalized to t0 =

1

γ2c
--------

d ω ωp–( )
dz

------------------------

mc2

2e
---------

ωp

ω
------ 

 
2

∂ta ∂za i∇ ⊥
2 a–+ bf ,=

∂tb ∂zb– i∇ ⊥
2 b– af *,–=

∂tt f ϖp
2 f+ 2iϖpB̂ f( ) ab*[ ] .–=

ωp/2ω0
JETP LETTERS      Vol. 80      No. 1      2004
, the longitudinal coordinate z is normalized
to ct0, ϖp = ωpt0 is the normalized plasma frequency,

and (f) is the breaking operator.

The form of operator (f) is the most complicated
problem in the hydrodynamic description of Raman
backscattering. The reason is that the plasma-wave
breaking is an essentially kinetic process and cannot be
described in detail within the hydrodynamic approach.
Nevertheless, the breaking effect on the Raman ampli-
fication can be qualitatively taken into account through

the introduction of the wave-breaking operator ( f ) on
the following grounds. At small plasma-wave ampli-
tudes f < fwb, the breaking effect is negligible; i.e.,

( f < fwb)[R] ≈ R. At the same time, this operator
should preclude an increase in the plasma wave higher

than the critical value fwb; i.e., Re ( f ≥ fwb)[R] ≤ 0. It
also seems reasonable that the plasma-wave breaking
“impairs” plasma in such a way that plasma wave can-
not be repeatedly excited during the Raman backscatter-
ing time (of the order of a few picoseconds), provided
that the breaking already occurred earlier at this point.

One can propose two extreme scenarios for the
behavior of plasma wave after breaking. In a “soft” sce-

nario, the operator ( f ) only restricts the wave growth
and does not destroy the plasma wave. As a result, the
pulse can continue to be amplified at a distance from
the breaking front. In the “hard” scenario, the breaking
completely destroys the plasma wave and precludes its
further excitation at this point. With this scenario, the
pulse amplification is possible only within a narrow
leading front ahead of the plasma-wave breaking point.
As a consequence, the energies in this case are low
(Fig. 4). The numerical calculations presented in this
work were based on the more realistic soft scenario,
because its results most closely correspond to the
experiments. The PIC results [9] also provide some
indirect evidence in favor of the soft scenario. The
detailed discussion of the possible scenarios and the
comparison of the corresponding results we address to
a subsequent publication. We only note the good agree-
ment of the numerical results presented in Figs. 3 and 4
for the soft breaking scenario with the experimental
results. The dashed line in Fig. 4 shows the calculated
dependence of the amplification ratio on the seed
energy without allowance for the wave breaking
( ( f ) = 1), the solid line takes the breaking into
account in the soft regime, and the dotted line corre-
sponds to the hard breaking regime.

4. In summary, we note that the amplification ratios
obtained in this work for laser pulses in plasma Raman
backscattering are the highest ever achieved in the
works published to date.1 A high level of pump-fre-

1 When preparing this article, the amplification of ≈400 achieved
by the group obtained hitherto the highest amplification ratio of
95 [10] came to our knowledge.
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quency modulation and, according to our theoretical
positions and calculations, the plasma-wave breaking
are the main factors that restricted the amplification in
our experiment and did not allow the use of the capil-
lary waveguide advantages and the achievement of the
nonlinear amplification regime with a high pump-
energy gain. The negative effect of these factors can be
appreciably reduced by a decrease in the pump-fre-
quency modulation level and the introduction of a
detuning between the seed and pump carrier frequen-
cies, as a result of which the plasma concentration and,
correspondingly, the plasma-wave-breaking threshold
can be increased.

This work was supported by the Russian Foundation
for Basic Research, project nos. 02-02-16065 and 02-
02-17275.
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Using the developed optical method, elliptically polarized fields were taken as examples for the experimental
measurement of all three possible morphological forms in the vicinities of the circular polarization points and
of their statistical weights in generic speckle fields. © 2004 MAIK “Nauka/Interperiodica”.

PACS numbers: 42.25.Ja; 42.30.Ms
At present, the study of the structures of nonuni-
formly polarized optical fields is of considerable inter-
est for polarization optics. The polarization nonunifor-
mity of a particular optical field can serve, e.g., as a cri-
terion for the revelation and description of the structural
features of the medium responsible for the nonunifor-
mity.

In the general case, the optical field becomes ellipti-
cally polarized after passing through a depolarizing
medium. However, due to the medium inhomogeneity
in the beam cross section, the points with circular
(C points) and linear polarizations appear, in addition
to the elliptic polarization. The polarization state at any
field point can be fully described by the ellipse azimuth
and the ellipticity (with allowance for the sense of rota-
tion). In such a description, the C points are azimuthally
degenerate (singular [1]).

The detailed theoretical analysis of an optical field
containing a system of C points was carried out by Fre-
und et al. in [2], and the conclusions of that work were
confirmed in [1, 3].

The subject of this work was to study experimen-
tally the influence of C points on the field polarization
structure in the near vicinity of these points. This prob-
lem was studied theoretically by Dennis in [4].

The simplest visual form of the polarization azimuth
distribution in the beam cross section is given by a sur-
face in the Cartesian coordinates. The coordinates X
and Y correspond to the point position in the beam cross
section, and Z is the azimuthal angle. In this represen-
tation, the vicinity of the C point is a spiral turn with the
ascending direction determining the sign of the C-point
topological index.

The point topological index (Ic) is equal to the
rotation angle (in units of 2π) of the azimuth of the
major axis of the surrounding ellipses upon the com-
0021-3640/04/8001- $26.00 © 20017
plete round trip this point. For the “ordinary” field
points, Ic = 0, and Ic(C+) = +1/2 and Ic(C–) = –1/2 only
for the C points for which the polarization azimuth
changes by π upon round trip the singularity in the
counterclockwise or clockwise direction, respectively.

Dennis in his work presented the analytic expres-
sions for the form of singularity vicinity, from which it
follows that the azimuth changes irregularly upon
round trip the singular point (the dependence of the azi-
muth on the polar angle has extremes). Only three ten-
dencies are possible for its behavior [4, 5]. They deter-
mine the field morphology around the C points: star (S),
lemon (L), and monstar (M), with the indices

Ic(C–, star) = –1/2,

Ic(C+, lemon) = Ic(C+, monstar) = 1/2.

These morphological forms differ from each other by
the number and position of the straight lines where the
azimuthal angle ϕ is equal to the polar angle θ around
the C point (see columns 1 and 2 in the table):

(1)

where n = 0, 1, …. The tangents to the solid contours
(column 2 in the table) determine the orientation of the

θ ϕ nπ,±=

1 2 3 54 6 7

8

9

Fig. 1. Scheme of a singular Stokes polarimeter: (1) He–Ne
laser (λ = 633 nm); (2) lens focusing the beam onto the
medium under study (3); (4) collimating lenses; (5) phase (λ
/4) plate; (6) polarizer; (7) scaling lens; (8) CCD chamber;
and (9) PC.
004 MAIK “Nauka/Interperiodica”
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Morphological forms in the vicinity of the C points. Column 2 presents the modeling results [14–16] (solid (dotted) lines correspond
to the morphological forms for the major (minor) axes of the polarization ellipses). Columns 3–5, present the measurement results
processed for three morphological forms obtained for a photonic-crystal fiber, scattering polymer film, and a cut of human skin.
Panels S2–S5 show the experimentally obtained angular scatter for the S form (“Stars” for different C points are brought into coin-
cidence on one of the straight lines). In panels L2–L5 the obtained L forms are shown (the solid black line is the axis for “Lemon”).
The dashes show the orientation of the major axis of polarization ellipses in the vicinity of the C point. In panels M2–M5 the angular
scatter is shown for the M form (different “Monstars” are brought into coincidence on the central line). If the three lines merge into
a single line, the M  L transition is possible.

156

Photonic-crystal fiber Two-sided
major axis of polarization ellipse at the corresponding
field point.

The statistical weights α of these forms depend on
the properties of real systems. For the nonuniformly
polarized random fields with the Gaussian phase statis-
tics, αstar = 0.5, αlemon = 0.45, and αmonstar = 0.045, the
corresponding expressions were obtained in [6–8].

The same morphological forms occur in fields of
any type around the isotropic points [6, 7, 9–11].

To generate the developed vector speckle fields,
three types of media were used [1, 2]. A speckle field
with the developed substructure was produced after the
scattering from a two-sided dulled polymer film (d =
200 µm) with the independent roughness ensembles or
from the optical inhomogeneities of a thin (d = 20 µm)
cut of human skin. A smooth speckle field was formed
at the output of a multimode photonic-crystal fiber with
the core d = 50 µm as a result of the interference of the
frequency-degenerate ensemble of the polarized trans-
verse modes.

The far zone of the speckle field was measured on a
Stokes polarimeter (Fig. 1). The parameters and posi-
tion of collimating lens 7 allowed obtaining 20–35 C
points at the receiving screen of the CCD chamber
(640 × 539 pixels with a spatial step of 8 µm). Com-
JETP LETTERS      Vol. 80      No. 1      2004
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L
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Fig. 2. Typical fragments of the measured vector speckle fields for the closely spaced pairs of C points of the S–M and S–L types.
The gray shading codes the polarization azimuth in the range 0–π.
puter processing of the measurement results using our
program allowed us to determine the azimuth distribu-
tion pattern with an accuracy up to 42′ for each pixel.
For all three media, ten measurement runs were con-
ducted.

The shape of each C point in the visual field was
determined in two steps on the matrix of azimuths of
the surrounding ellipses at a distance of 5–20 pixels.
First, the pixel coordinates satisfying Eq. (1) were
found at a circular contour of a certain radius. Then, this
radius was varied within certain limits. The resulting
straight lines were found as a set of these intersection
points.

In accordance with the theory, all C– point had S
form. The numbers of the C– and C+ points were
approximately the same, in accordance with the pair
singularity-generation law [12, 13]. The measured azi-
muthal structures are presented in a compact form in
the table (panels S3-S5, L3-L5, and M3-M5). The qual-
itative correspondence between the measured and pre-
dicted forms is clearly seen. All C– points had the S
form for αC,star = 0.5 because of the field topological
index conservation law. A considerable scatter of the
angles between the “form-generating” straight lines is
caused by the fact that the real-field statistics differs
from the Gaussian statistics that is assumed in the exist-
ing theories.The found morphological form of L agrees
with the modeling results obtained for the random ori-
entation of the zero azimuthal equiline [2, 14]. Accord-
ing to the theory, the statistical weight of the M form is
low (0.05), it is unstable, and transforms into the L form
in the course of further evolution through the mutual
approach of the side lines and their merging [14].
Indeed, the M form was observed rather rarely only for
the closely spaced pairs of C points (Fig. 2).

αC,monstar was equal to ~0.2 for fiber, 0.05–0.07 for
the cut of human skin, and about 0.13 for film. The fact
that the ratios M : S : L are quantitatively different from
those calculated for the fields with Gaussian statistics
[2, 14] indicates that the latter is slightly broken.

It is worth noting that the form-generating lines are
straight only in the vicinity of the C point considered.
At larger distances, they are bent due to the influence of
other topological field elements.

Note in conclusion that the random vector speckle
fields generated by the polarizationally inhomogeneous
media have been taken as example in this work to iden-
JETP LETTERS      Vol. 80      No. 1      2004
tify experimentally all three morphologically allowed S,
L, and M distribution forms of polarization ellipses
around the isotropic points with circular polarization,
and their statistical weights are measured. The form-
generating straight lines are asymmetric and show
appreciable angular scatter for the S and M structures, as
compared to their canonical forms. The statistical
weight of the most unstable and rare M form varies from
the theoretical value 0.05 to 0.2 for different media. The
results obtained are one more demonstration of the uni-
versality of the topological and morphological laws.

We are grateful to Profs. M. Berry and J. Nye and
Dr. M. Dennis (University of Bristol, UK) for discus-
sions and to Prof. I. Freund (University of Bar-Ilan,
Israel) for helpful advise.
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A quite universal mechanism of establishing chaotic synchronization regime in coupled dynamic systems is
found. It is shown that the synchronous regime arises due to the phase coupling between the Fourier-spectrum
components of the interacting chaotic oscillators. © 2004 MAIK “Nauka/Interperiodica”.

PACS numbers: 05.45.Xt
Chaotic synchronization is one of the fundamental
phenomena that have been actively studied in recent
years [1] because of their theoretical and applied
importance (e.g., in data transmission using the deter-
minate chaotic oscillations [2], in biological systems
[3], etc.). One can distinguish several different types of
chaotic synchronization, such as generalized [4], phase
[1], lag [5], and complete synchronization [6]. It was
shown in [7] that the phase, lag, and complete synchro-
nizations are closely related processes and, in essence,
belong to the same type of synchronous vibrations of
coupled chaotic oscillators. The character of the syn-
chronous regime (phase, lag, or complete synchroniza-
tion) is determined by the number of synchronized time
scales introduced by the continuous wavelet transform
[8]. Since the time scale s is associated with frequency,
the synchronization of chaotic oscillations is associated
with the phase coupling between the frequency compo-
nents ω of the corresponding Fourier spectra S(ω).

The purpose of this work is to study the mechanism
of establishing coupling between the frequency compo-
nents of the coupled dynamic systems. To begin with,
we consider how the close frequency components of
two coupled oscillators behave when the coupling
between them is strengthened. As a model of oscillators
with a nearly single-frequency behavior, we choose two
coupled Van-der-Pol oscillators with slightly different
parameters:

(1)

where Ω1, 2 = Ω ± ∆ are slightly different partial fre-
quencies; x1, 2 are the variables describing the behavior
of the first and second self-excited oscillators, respec-
tively; and K is the coupling parameter. The nonlinear-
ity parameter ε = 0.1 was chosen to be small to provide
a nearly single-frequency character of the self-excited
oscillators; the asymmetric coupling provides the
establishment of synchronous regime in system (1),

ẋ̇1 2, ε x1 2,
2–( ) ẋ1 2,– Ω1 2,

2 x1 2,+ K x2 1, x1 2,–( ),±=
0021-3640/04/8001- $26.00 © 200020
analogous to the lag-synchronization regime in chaotic
systems, where the oscillators have the same frequency
with a small phase difference that decreases with
increasing coupling parameter.

Applying the method of slowly varying amplitudes,
we seek the solution to Eq. (1) in the form x1, 2 =

A1, 2eiωt + e–iωt with eiωt + e–iωt = 0, where
* stands for complex conjugation and ω is the oscilla-
tion frequency in system (1). After averaging over the
rapidly varying variables, we obtain the equations for
the complex amplitudes:

(2)

By choosing the complex amplitude in the form

(3)

we arrive at the equations for the amplitudes r1, 2 and
phases ϕ1, 2 of the coupled oscillators:

(4)

The condition for the synchronous vibrations of oscil-
lators (1) at frequency ω is that the derivatives  and

 be zero. Assuming that the phase difference ∆ϕ =
ϕ2 – ϕ1 is small and retaining only the terms first order

A1 2,* Ȧ1 2, Ȧ1 2,*

Ȧ1 2,
1
2
--- ε A 2–( )A=

+ i
1

2ω
------- Ω1 2,

2 ω2–( )A1 2, K A2 1, A1 2,–( )+−[ ] .

A1 2, r1 2, e
ϕ1 2, ,=

ṙ1 2,
1
2
--- ε r1 2,

2–( )r1 2,
Kr2 1,

2ω
------------ ϕ1 2, ϕ2 1,–( ),sin±=

ϕ̇1 2,
Ω1 2,

2 ω2 K±–
2ω

---------------------------------
Kr2 1,

2ωr1 2,
---------------- ϕ1 2, ϕ2 1,–( ).cos±=

ṙ1 2,

ϕ̇1 2,
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in ∆ϕ in Eq. (4), one obtains the following expressions
for the phase difference and frequency:

(5)

(6)

which correspond to the stable and unstable solutions to
the system of Eqs. (4). One can see from Eqs. (5) and
(6) that, at small detunings ∆, the phase difference ∆ϕ
between the coupled oscillations at frequency ω is
directly proportional to the oscillation frequency ω and
inversely proportional to the coupling parameter K:

(7)

One can see from this expression that the close Fou-
rier components of the coupled oscillators with slightly
different parameters are locked-in, with the phase dif-
ference between them given by Eq. (7). It is significant
that the time lag between the spectral components

(8)

is independent of frequency and, hence, is the same for
all spectral components. It is this fact that is responsible
for the occurrence of the lag-synchronization regime, for
which the dynamics of coupled chaotic oscillators have
the same time lag for all frequencies. Relationship (8)
is valid for many dynamic systems and, in all likeli-
hood, has a universal character. Let us consider the
manifestations of this relationship in some typical syn-
chronization processes occurring in coupled chaotic
systems.

We first consider the chaotic synchronization of two
unidirectionally coupled self-excited oscillators [9, 10].
The driving oscillator is described by the system of
dimensionless differential equations

(9)

and the driven oscillator is described, correspondingly,
by

(10)

where x1, 2, y1, 2, and z1, 2 are the dynamic variables char-
acterizing the states of the driving and driven oscilla-
tors, respectively. The controlling parameters were cho-
sen to be α = 0.35, β = 300, ν1 = 100, and ν2 = 125. The
difference between ν1 and ν2 provides a slight noniden-
tity of the oscillators.

The time lag τ between the time realizations of cou-
pled oscillators is shown in Fig. 1 as a function of the
coupling parameter K. In this range of coupling param-

∆ϕ1 2,
ε Ω2 ∆2 2 Ω∆ K Ω∆+( )±+

2K 4Ω∆+
------------------------------------------------------------------------=

ω1 2, Ω2 ∆2 2 Ω∆ K Ω∆+( )±+ ,=

∆ϕ εω
2K
-------.=

τ ∆ϕ
ω

------- K 1–∼=

ẋ1 ν1 x1
3 α x1– y1–[ ] ,–=

ẏ1 x1 y1 z1, ż1–– βy1,= =

ẋ2 ν2 x2
3 α x2– y2–[ ]– ν2K x1 x2–( ),+=

ẏ2 x2 y2 z2, ż2–– βy2,= =
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eters, the lag-synchronization regime prevails. One can
clearly see that the time lag obeys the power law τ ~ Kn

with n = –1, in accordance with theoretical expression (8).
As a second example, we consider two coupled

Ressler systems in the dynamic chaos regime:

(11)

where ε is the coupling parameter, ω1 = 0.98, and ω2 =
1.03. The controlling parameters were chosen to be a =
0.22, p = 0.1, and c = 8.5. For the coupling parameter
0.04 & K & 0.14, systems (11) are in the phase-syn-
chronization regime, and at K > 0.14, they occur in the
lag-synchronization regime (see [11]).

The time lag τ between the main Fourier compo-
nents of the interacting chaotic oscillators is shown in
Fig. 2 as a function of the coupling parameter K. The
main frequency in the spectrum is close to ω = 1 and
slightly changes with an increase in the coupling
parameter. After the main spectral components of the
interacting oscillators are locked-in (this corresponds to
the phase-synchronization regime; see also [7]), the
time lag between them obeys universal power law (8).

Thus, chaotic synchronization of the coupled oscil-
lators proceeds as follows. At a certain value of the cou-
pling parameter, the main spectral components are
locked-in, which corresponds to the phase-synchroni-
zation regime. If this main frequency component dom-
inates the Fourier spectrum, the phase-synchronization
regime can easily be tested by the traditional methods
using so-called continuous chaotic-signal phase (see [1,
12]); otherwise, different methods should be used (see
[7]). As the coupling parameter increases, an increasing
number of spectral components become locked-in, with

ẋ1 2, ω1 2, y1 2,– z1 2,– K x2 1, x1 2,–( ),+=

ẏ1 2, ω1 2, x1 2, ay1 2, K y2 1, y1 2,–( ),+ +=

ż1 2, p z1 2, x1 2, c–( ),+=

Fig. 1. (j) Time lag τ as a function of the coupling parame-
ter K for two unidirectionally coupled chaotic oscillators (9)
and (10) with slightly different parameters. The straight line
on the log–log scale corresponds to the power law τ ~ K–1.
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the time lag obeying universal dependence (8) for all of
them. This is shown in Fig. 3, which demonstrates that
the number of synchronized spectral components of the
coupled systems increases with increasing the coupling
parameter K. The synchronization of the individual
spectral components is seen from the fact that the cor-
responding phase difference between these components
obeys Eq. (7), while the corresponding point at the (∆ϕ,
ω) plane falls on a straight line.

Fig. 2. (j) Time lag τ between the main Fourier components
of interacting chaotic oscillators (11) vs. the coupling
parameter K. The straight line corresponds to the power law
τ ~ K–1. The arrow indicates the value of coupling parame-
ter Kl ≈ 0.14 corresponding to the onset of the lag-synchro-
nization regime.

Fig. 3. Phase difference ∆ϕ for the different Fourier compo-
nents of the coupled Ressler systems. Since the phase dif-
ference between the synchronized spectral components
obeys Eq. (7), the value of ∆ϕ for the locked-in frequencies
should fall on a straight line. One can clearly see that, as the
coupling parameter increases, more and more spectral com-
ponents become locked-in.
The locking-in of all frequency components corre-
sponds to the lag-synchronization regime. As the cou-
pling strength further increases, the time lag τ tends to
zero, according to Eq. (8), and the coupled oscillations
tend to the regime of complete synchronization.

Thus, we have revealed a rather universal mecha-
nism for establishing the regime of chaotic synchroni-
zation in coupled dynamic systems. The mechanism is
based on the appearance of phase coupling between the
frequency components of the Fourier spectra of the
interacting chaotic oscillators. The obtained results can
serve as a criterion for the existence (or nonexistence)
of the lag-synchronization regime in the coupled
dynamic systems.
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The results are reported on the observation of the induced emission from CdxHg1 – xTe samples optically
pumped by a pulsed Nd:YAG laser at temperatures T < 77 K. In the wave range λ ~ 3300–3600 nm, both stim-
ulated and spontaneous emission were observed. The experimentally measured emission spectra are analyzed.
The properties of the spectra from the samples are discussed and the possible applications are considered.
© 2004 MAIK “Nauka/Interperiodica”.

PACS numbers: 78.45.+h
Lasers and photodetectors operating in the mid- and
far-IR range (at wavelengths approximately from 3 to
20 µm) attract considerable attention of researchers all
over the world. The mastering of this wavelength range
is important, e.g., for

(i) communication purposes, since the “transpar-
ency windows” in the Earth’s atmosphere lie in this
range (3.5–4, 4.5–5, 8–14, and 16–23 µm);

(ii) spectroscopy and monitoring of the ambient
medium, since this range contains the frequencies of
vibrational–rotational transitions in many molecules.

Semiconductor laser diodes and quantum cascade
lasers belong to the few active devices operating in this
range in actual practice. In accordance with their oper-
ation principle, both types of devices are essentially
heterogeneous structures. This circumstance makes the
fabrication of such structures rather complicated and
costly. It is well known that the characteristic frequen-
cies of the radiative interband transitions in narrow-gap
semiconducting films such as CdxHg1 – xTe (MCT) may
lie in the same range as for quantum cascade lasers.
Moreover, the MCT samples synthesized at present
most frequently have a stoichiometric composition
such that the characteristic frequency of radiative inter-
band transitions (determined by the band gap) precisely
“falls” in the mid-IR range.

From this point of view, MCT lasers (provided that
such devices could be developed for a broad range of
stoichiometric compositions) could probably compete
with cascade lasers. A single MCT film has a much sim-
pler structure than the semiconductor quantum super-
lattice of a cascade laser. Moreover, an MCT film itself
is a waveguide because of the high permittivity of this
material (15–20); this may facilitate the formation of
0021-3640/04/8001- $26.00 © 20023
the laser cavity modes by the use of the total internal
reflection at film boundaries. In addition, in contrast to
the structures of quantum cascade lasers, there is no
need to grow quantum-sized layers using precision
technology, since the typical thickness of MCT films
usually varies from a few to tens of micrometers. The
technology for preparing high-quality epitaxial MCT
films has been extensively developed in connection
with manufacturing IR detectors. We performed our
measurements on the structures grown at the Institute
of Chemistry of High-Purity Substances, Russian
Academy of Sciences, where the MOCVD method for
preparing epitaxial MCT layers with different stoichio-
metric composition is currently being developed [1, 2].

The earlier studies aimed at designing MCT lasers
were scarce; as a result, many fundamental problems
remained unsolved. The spontaneous and coherent
emission from MCT crystals pumped by a GaAs semi-
conductor laser were observed in [3] (see also [4, 5]).
The induced radiation was observed in a wavelength
range of 3.8–4.1 µm at a temperature of about 12 K,
while the spontaneous emission was detected up to a
wavelength of 15 µm.

Optically pumped lasers emitting in the wavelength
range from 1.25 to 2.97 µm at the liquid nitrogen tem-
perature were reported in [6]. CW lasing at a wave-
length of 2.79 µm was obtained at a temperature of
12 K. The stimulated emission from MCT films with
x = 0.5 was observed in [7] at a wavelength of 2.13 µm.
The threshold pumping power in this case was about
10 kW/cm2 at the liquid nitrogen temperature.

The stimulated emission from MCT films with x =
0.46, which were grown on a semi-insulating cadmium
telluride substrate, was observed in [8]. Lasing at a
004 MAIK “Nauka/Interperiodica”
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wavelength of 2.42 µm was observed under pumping
by an Nd:YAG laser with a power exceeding
2.8 kW/cm2 at a temperature of 10 K.

These data show that the maximal wavelength of the
observed induced emission at liquid nitrogen tempera-
ture was 2.97 µm. This is usually explained by the fact
that, for the narrower band gaps (i.e., relatively small
values of x on the order of 0.2 and smaller), the relative
role of the nonradiative Auger-recombination transi-
tions increases (see [9]). However, a constraint on the
lasing frequency associated with the nonradiative
recombination with the participation of impurities can,
probably, exist. In this case, lasing in the longer wave-
length range can obviously be expected for the more
perfect and “pure” samples. Our experimental results
show that electromagnetic radiation at lower frequen-
cies and at higher temperatures can be observed in the
studied MCT films.

Experimental data and discussion. In this paper,
we report the experimental data obtained on electro-
magnetic radiation emitted from CdxHg1 – xTe epitaxial
layers at the liquid nitrogen temperature under the
pulsed optical pumping by a Nd: YAG laser (operating
at a wavelength of 1.064 µm). We used MCT samples
with a thickness from a few to tens of micrometers
grown on GaAs semi-isolating substrates with a buffer
layer of high-resistivity CdTe at the Institute of Chem-
istry of High-Purity Substances (ICHPS), Russian
Academy of Sciences. The samples placed on a copper
cold finger were photoexcited from the side of the epi-
taxial layer. A spherical metallic mirror projected the
radiation from the end face of the epitaxial layer onto

Fig. 1. The spectral composition of radiation emitted from
a CdxHg1 – xTe sample at T ≈ 77 K (MCT 638/1 sample, x ≈
0.376). Photodetector is the MCT 641/1 sample with x ≈
0.272. The dashed curve shows the spectrum for the photo-
excitation intensity lower than the threshold value (P <
4 kW/cm2). For the photopumping intensities P ≥ 4 kW/cm2,
a narrow line (solid curve in the figure) appears against the
background of this pedestal.
the input slit of a standard monochromator that could
rotate the signal, in accordance with its frequency spec-
trum, with the help of diffraction gratings. At the device
output, the monochromatic signal was recorded by a
photodetector cooled to the liquid nitrogen tempera-
ture. The role of the photodetector was played by
another CdxHg1 – xTe sample with the appropriate sto-
ichiometric composition, which was also grown at the
ICHPS. If necessary, Ge filters were placed ahead of the
photodetector for suppressing the pump-wave scattered
radiation. The signal from the photodetector was fed to
an oscilloscope which was actuated synchronously by a
pump pulse from the Nd:YAG laser.

Figure 1 shows a typical spectrum of electromag-
netic radiation emitted by an MCT sample (MCT
638/1) with x = 0.376 and thickness h ≈ 8.9 µm at T =
77 K. The sample had the p-type conductivity and was
grown on a GaAs substrate with the (111) crystallo-
graphic orientation. The sample had the shape of a reg-
ular triangle with a side of 5 mm. For the optical pump
intensity P < 4 kW/cm2, the spectrum has the shape of
a broad pedestal of a moderate amplitude, shown by the
dashed curve in Fig. 1. For the pump intensities P ≥ 4
kW/cm2, a narrow line appears against the background
of the pedestal. The pedestal can be naturally associated
with the spontaneous emission, and the narrow line,
with the stimulated emission (superluminescence).
Thus, we observed the effect of radiation-spectrum nar-
rowing for photoexcitation intensities above the thresh-
old value, which was P ≈ 4 kW/cm2 in our case.

The closest result was obtained in [8]. The spectral
line of stimulated radiation in [8] corresponds to a
wavelength of about 2420 nm, and the linewidth almost
coincides with that in Fig. 1. It is worth noting that the
measurements in [8] were made at T = 12 K, while our
measurements were performed at T ≥ 77 K. The fact
that the temperature in our experiment was six to seven
times higher and the spectral linewidth was virtually the
same (∆λ ≈ 50–60 nm) confirms our interpretation of
this line as a stimulated-emission line.

In our experiments, the sample surface was illumi-
nated incompletely (only isolated areas were exposed
to radiation). Therefore, we, in fact, measured the
superluminescence spectra from different illuminated
regions. The simplicity of observing the stimulated
radiation even in the absence of a cavity in the system
indicates that the gain is quite large.

Figure 2 shows the emission spectra from different
samples prepared from the same CdxHg1 – xTe film with
x ≈ 0.376, as well as the spectral lines obtained by illu-
mination of different areas of the same sample. It can be
seen that these lines differ in the position of the emis-
sion peak λmax, linewidth, and shape. The scatter in the
values of λmax corresponding to different film areas is
approximately equal to 3.6%, which is likely an indica-
tion of the inhomogeneity of the given film. This means
that the fluctuations of the composition (deviation from
the stoichiometricity) of the samples were approxi-
JETP LETTERS      Vol. 80      No. 1      2004
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mately equal to 3–4%. The “irregular” line shape
observed in most samples (e.g., the dotted curve in
Fig. 2) is evidence of a spatial inhomogeneity. A certain
scatter in the photoexcitation conditions (illumination
of the neighboring areas) leads to an inhomogeneously
broadened superluminescence line.

The linewidths in the superluminescence spectrum
in Fig. 2 almost coincide with the spectral width in [8];
however, in contrast to our results, the experimental
data were obtained in [8] at T = 12 K at the wavelength
λmax ≈ 2420 nm. In [3], the stimulated-emission lines
were observed in the range λ ~ 4100 nm, but also at
T = 12 K. Thus, we report here the observation of the

Fig. 2. The spectral composition of the radiation emitted
from CdxHg1 – xTe samples (dependence of the radiation
intensity on the wavelength). Different curves were
obtained from different emitters prepared from the same
sample, i.e., CdxHg1 – xTe film (MCT 638/1 sample, x ≈
0.376).
JETP LETTERS      Vol. 80      No. 1      2004
stimulated emission from the CdxHg1 – xTe structures at
the liquid nitrogen temperatures in the wavelength
range λ ~3250–3450 nm. The observation of the stimu-
lated emission at nitrogen temperatures allows one to
speak about the real possibilities of its applications. It
should specially be noted that the variations of the
superluminescence frequency observed from different
sample areas may render this effect applicable to the
diagnostics of inhomogeneities in the stoichiometric
composition. The latter fact is very important for
improving the process of preparation of CdxHg1 – xTe-
based structures.

The authors are grateful to A.A. Andronov for his
interest in this research and for fruitful discussions.
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It is experimentally demonstrated that second-order polarizability gratings preliminarily recorded using bichro-
matic light in a phosphate glass can be amplified under the action of monochromatic radiation. The amplifica-
tion effect takes place irrespective of the polarization and direction of propagation of the amplifying radiation
and is achieved at various wavelengths. The phenomenon is related to the asymmetry of optical transitions
between local centers in an isotropic medium in the presence of electric field. It is theoretically shown that this
system may feature the formation of alternating electric field domains with dimensions depending on the grat-
ing amplitude. © 2004 MAIK “Nauka/Interperiodica”.

PACS numbers: 42.79.Dj; 42.70.Ce
As is known, prolonged exposure of a glass to mutu-
ally coherent bichromatic radiation with ω and 2ω fre-
quencies may decrease the optical symmetry of the
material and give rise to even orders in the expansion of
polarization with respect to the light field. The induced
nonlinear polarizability is usually characterized by
inhomogeneous distribution and forms a polarizability
grating (PG) [1–5]. It was established that the PGs in
some oxide glasses may exhibit amplification under the
action of a monochromatic radiation [5–9]. The ampli-
fication of photoinduced PGs was observed under
phase-matched conditions and could be explained by
the second harmonic generation (SHG) of pumping
light.1 

This paper reports on the observation of optical
amplification of PGs independent of the polarization
and direction of propagation of the amplifying radia-
tion and, hence, not related to nonlinear wave interac-
tions.

It should be noted that induced polarizability of a
PG is believed to be caused by the electrostatic field
E(r) appearing due to charge separation and accumula-
tion in a glass as a result of the coherent photogalvanic
effect [12–14] or the long-term photopolarization [1,
15, 16]. Two mutually coherent light waves with the
frequencies ω and 2ω and wave vectors kω and k2ω
determine the characteristic wave vector of modulation
of the electrostatic field, k = k2ω – 2kω, while the field

1 The spatial periodicity of the photoinduced PGs is phase-matched
for the ω and 2ω waves forming the grating. The conditions of
spatial synchronism for the effective three-wave processes (SHG
[2, 3] and degenerate parametric amplification [10] in χ(2) PGs)
involving these waves are automatically fulfilled. The equiphase
character of PGs leads to effective Bragg self-diffraction of light
in the regions of modulated refractive index [4, 11].
0021-3640/04/8001- $26.00 © 20026
envelope is determined by the distribution of (r) and
E2ω(r) fields. The static field generates spatially peri-
odic gratings of nonlinear polartizabilities for the light
field. In the lowest order with respect to the field E,
there arises  = E(r), where  is the third-order
polarizability.

The experiments were performed with a bulk (1 ×
1 × 1-cm) sample of alkali metaphosphate glass based
on KPO3 with additives of 20 mol % Sb2O3, 14 mol %
Nb2O3, and 0.2 mol % Er2O3. The experimental proce-
dure was as follows.

In the first stage, the initial χ(2) PG was prepared
using the experimental arrangement depicted in Fig. 1.
The radiation of a pulsed YAG:Nd3+ laser (λ = 1.06 µm;

Eω
2

χ̂2 χ̂3 χ̂3

Fig. 1. Schematic diagram of the experimental arrange-
ment: (1) YAG:Nd3+ laser; (2) optical elements for fre-
quency doubling and spatial separation of ω and 2ω beams;
(3) lens; (4) shutter; (5) glass sample; (6) χ(2) PG; (7) addi-
tional YAG:Nd3+ laser; (8) λ/2 plate; (9) cylindrical lens.
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pulse duration, ~10 ns; repetition rate, 12.5 Hz; pulse
energy, ~46 mJ) and its second harmonic (transforma-
tion coefficient, ~0.1) were separated into two channels
by a special system of optical elements. The second
radiation component in each channel was attenuated by
1010. The fundamental and second harmonic radiation
components (aω and a2ω beams in Fig. 1) were linearly
polarized in the plane of convergence and focused by a
lens to intersect inside the glass sample. The angle of
convergence of the beams incident onto the sample was
6.2°, the beam diameters at the focus were ~170 and
120 µm, and the peak intensities at the waist were Iω ~
1010 W/cm2 and I2ω ~ 109 W/cm2.

Exposure to the bichromatic light resulted in the for-
mation of a χ(2) PG in the glass. The PG amplitude was
monitored by measuring the SHG efficiency for the aω
beam passing through the grating (g2ω beam in Fig. 1).
The SHG signals detected by a photoelectron multiplier
were digitized using an analog-to-digital converter and
fed to a computed for processing and display. The radi-
ation energy was averaged over 10–40 pulses. The
detection threshold of the measuring system was 10–11 J
per pulse. For the measurement of the g2ω signal, the a2ω
beam was at the sample entrance was blocked for 5–10 s
with a 5–10 min interval.

In the second experimental step (performed after
preparation on the initial χ(2) PG), the PG region was
illuminated by the aω or a2ω beam. In the former case,
the SHG was monitored simultaneously. If the PG was
illuminated by the a2ω beam, the SHG dynamics was
monitored by periodically blocking this beam for sev-
eral seconds. During this period of time, the aω was
passed and the g2ω beam energy was measured as
described above. The seeding PGs were measured for a
second harmonic conversion efficiency of up to ηg ~ 10–8,
where ηg was determined as the energy ratio of the g2ω
and aω beams.

Figure 2 shows the time variation of the conversion
efficiency ηg for all experiments. Curve 1 describes the
process of PG recording under the action of bichro-
matic light up to saturation. The maximum second har-
monic conversion coefficient in this case was ηg ~ 1.5 ×
10–5. The characteristic PG lifetime in the sample stud-
ied was 7–10 days. Curves 2–7 show the results of
experiments on the amplification of photoinduced PGs.

Curves 2 and 3 in Fig. 2 show the amplification of
PG in the glass sample under the action of radiation at
a fundamental frequency (aω beam) with orthogonal
polarizations. The ηg increased and exhibited satura-
tion, which was indicative of increased PG amplitude.
The effect of polarization on ηg was insignificant.

Curves 4 and 5 show the amplification of the initial
PG under the action of the a2ω beam, which was moni-
tored as described above. As can be seen, the degree of
amplification is comparable with that observed in the
previous case, despite the tenfold difference in intensi-
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ties of the aω and a2ω beams. Rotation of the polariza-
tion plane also rather weakly influenced the efficiency
of amplification (cf. curves 4 and 5).

The whole body of the obtained results showed that
the possible contribution of three-wave processes, lead-
ing to the SHG equiphase with the grating, is insignifi-
cant or absent. In order to exclude the possibility of
three-wave processes capable of pumping the grating,
we performed a special experiment using an additional
YAG:Nd3+ laser equipped with a frequency converter
(λ = 0.53 µm; pulse duration, ~5 ns; repetition rate,
12 Hz; pulse energy, ~40 mJ) (Fig. 1). The beam of this
laser was focused on the sample from the side face by
means of a cylindrical lens (d2ω beam) so as to cover the
whole region of the initial PG with a length of ~5 mm.
The intensity of this beam in the focal plane was ~2 ×
109 W/cm2. The result of amplification of the initial PG
by the d2ω beam is also shown in Fig. 2 (curves 6, 7). As
can be seen, the efficiency of amplification is also inde-
pendent of the polarization and is comparable with the
efficiency of “parallel” amplification (curves 4 and 5).

Let us discuss the results obtained. The experimen-
tal data show that amplification of the photoinduced
PGs in phosphate glass takes place in the case of mono-
chromatic illumination, irrespective of the radiation
frequency, polarization, and direction of propagation.
This behavior disagrees with the mechanism of ampli-
fication of photoinduced PGs in oxide glasses proposed
previously [5, 6, 9, 13] based on the phase-matched
wave interaction. Indeed, according to this mechanism,
the direction of propagation, polarization, and fre-
quency of amplifying radiation would be matched with

Fig. 2. Kinetics of the SHG efficiency for χ(2) PG in phos-
phate glass: (1) PG prepared by bichromatic radiation;
(2, 3) PG amplified by the aω beam; (4, 5) PG amplified
by the a2ω beam; (6, 7) PG amplified by the d2ω beam.
Curves 2, 4, 6 correspond to the light polarized parallel to
the plane of convergence of the recording beams, and curves
3, 5, 7 correspond to the light of orthogonal polarization.
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the same characteristics of the radiation used to form
the initial PG. In our experiments, the effect of amplifi-
cation was observed when all these conditions were
violated.

We believe that the mechanism of amplification is
related to slow variations of the material constants
(effective coefficients of quadratic nonlinearity) under
the action of light. The symmetry of the initial material
forbids quadratic nonlinearity and the action of mono-
chromatic radiation also cannot induce such nonlinear-
ity. Therefore, quadratic nonlinearity does not appear
under illumination and the mechanism has to be related
to self-enhanced symmetry reduction (the rate of varia-
tion of the deviation from isotropic symmetry increases
with the magnitude of deviation). The most natural
agent mediating in this process can be a quasi-station-
ary electric field enhanced under the action of light. The
possible mechanism of the field amplification is via
asymmetric transitions between localized states in the
presence of a static electric field. In order to provide for
the amplification effect, it is necessary to ensure prefer-
ential excitation of electrons and their spatial displace-
ment against the force developed by the electric field.
Let us assume that glass contains two groups of local-
ized single-level states A and B (see Fig. 3, where x is
the coordinate and e is the energy). Let the density of
states in group B be dome-shaped with a maximum
at e2. In the equilibrium state, levels A are filled by elec-
trons, while levels B are empty. Let us introduce the
characteristic length R of electron jumps in space,
determining the probability of tunneling transitions
between levels, and assume the R value to be constant.
Upon absorption of a light quantum "Ω, electrons from
levels A pass to levels B as indicated by arrows in Fig. 3.
As can be seen from this scheme, when the energy of
light quantum is sufficiently large, "Ω > e2 – e1, the
electron transitions will be performed predominantly

Fig. 3. Schematic diagram of optical transitions (see the text
for explanations).
against the external force, because the density of states
for such transitions is higher than that for the transitions
along the force (for "Ω < e2 – e1, the effect changes to
the opposite). If the excited electron returns to an unex-
cited state with isotropic relaxation in the space, the
medium will feature a flow of electrons equivalent to
the appearance of an absolute negative photoconductiv-
ity [17, 18]. On the contrary, if the excited electron
relaxes exactly to the initial state (germinate recombi-
nation), the medium will feature the negative photopo-
larization [15, 19].

The above scheme can be applied to our experi-
ments, assuming that the glass contains two groups of
active levels of type B separated from level A by ≤1.17
and 2.34 eV and, accordingly, providing amplification
of the initial PG under the action of radiation of the fun-
damental and doubled frequencies. In the general case,
glasses may feature even more complicated schemes of
asymmetric phototransitions involving multilevel cen-
ters [20] and combined mechanisms. Available experi-
mental data do not allow us to judge unambiguously in
favor of some particular mechanism. However, taking
into account the large lifetimes of the photoinduced
PGs and the absence of effective photoerasure (photo-
conductivity) in the phosphate glass studied, we believe
that the observed amplification is most likely related to
the negative photopolarization.

Now, let us briefly consider the kinetics of the
observed phenomenon, proceeding from the mecha-
nism of negative photopolarization. Evidently, the rate
of increase of the polarization Ps is nonlinear with
respect to the field and has a domelike shape. The sim-
plest equation describing this behavior is as follows:

(1)

where the first two terms on the right-hand side
describe the amplification of Ps and the third term
accounts for the damping; α, β, and γ are coefficients
dependent on the field strength (positive signs at α and
β correspond to amplification). Excluding polarization
from Eq. (1), we obtain

(2)

where Γ is the linear decrement and τ characterizes the
time of relaxation of the electric field. The latter quan-
tity may be determined both by the photopolarization
lifetime and by the conductivity of the medium.
Depending on the incident light intensity, Γ can be
either positive or negative. The effect of field amplifica-
tion takes place, provided that

(3)

d
dt
-----Ps αE βE3– γE5,+–=

d
dt
-----E E Γ βE2– γE4+( )+ 0, Γ 1

τ
--- α ,–≡=

Γ βE2– γE4 0.<+
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For Γ > 0 and β2 ≥ 4γΓ, the system formally has two sta-
tionary states (thresholds):

The first state is unstable. The fields E > Ea are ampli-
fied, while the fields E < Ea decay. In other words, the
first threshold (Ea) corresponds to the onset of amplifi-
cation, and the second (Eb), to saturation. For Γ  0,
we have Ea  0 and only the saturation threshold
exists. Finally, for β2 < 4γΓ, the amplification effect is
absent. The existence of two thresholds for a spatial
sine-shaped grating implies the formation of field
domains. Indeed, the region with E(x) > Ea increases to
saturation, while the region with E(x) < Ea tends to
zero. Thus, depending on the initial grating amplitude,
the medium contains alternating domains of various
dimensions. It should also be noted that a similar pat-
tern of field amplification should also take place in the
case of absolute negative photoconductivity.

In conclusion, we experimentally demonstrated the
possibility of amplification of a second-order optical
nonlinearity in the initially isotropic medium (phos-
phate glass) under the action of a monochromatic radi-
ation. It was established that this phenomenon is not
related to nonlinear wave interactions. The most proba-
ble mechanism responsible for the observed effect is
negative photopolarization via single-photon transi-
tions between impurity levels in the presence of electric
field.

The authors are grateful to O.S. Shchavelev
(Vavilov State Optical Institute, St. Petersburg) for
kindly providing the sample of phosphate glass.
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Transition from Strong to Weak Localization in the Split-Off 
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A crossover from strongly localized behavior to weak localization (SL–WL) was observed in two-dimensional
modulation-doped GaAs/Al0.3Ga0.7As structures as the impurity concentration increased. In this case, it was
observed that the low-temperature dependence of the conductivity changed its character (from exponential to
logarithmic) and the magnetoresistance changed its sign (from linear negative to root positive). For 2D struc-
tures, it is shown that this transition proceeds in the impurity band separated from the valence band by the
mobility gap, whereas the effective mass in the impurity band is larger than in the valence band. © 2004 MAIK
“Nauka/Interperiodica”.

PACS numbers: 73.21.Fg; 73.20.Fz; 71.30.+h
1. INTRODUCTION

Both effects associated with disorder and effects of
electron–electron interaction can play an important role
in the vicinity of the metal–insulator (MI) transition in
doped (both 3D and 2D) semiconductors. As for disor-
der effects, it is known that these lead to broadening of
the impurity band and its subsequent coalescence with
the conduction band. In this connection, it is often sug-
gested that it is in the conduction band tail formed by
disorder that the MI transition occurs. However, a num-
ber of magnetooptical and transport experiments at nc ≤
n ≤ 5nc (where nc = (0.25/a)3 is the Mott estimate for the
critical concentration for the metal–insulator transition)
indicate that the transition to metallic conductivity pro-
ceeds in the split-off impurity zone [1, 2].

Strictly speaking, the above consideration relates to
3D. The scaling theory of localization predicts the
absence of the metal–insulator transition in 2D,
because all the states prove to be localized as the tem-
perature tends to zero. Nevertheless, it is known that, in
experiments performed with sufficiently clean struc-
tures [3], a transition from a dielectric to metallic
behavior was observed as the electron concentration
increased. The nature of this behavior has not been
quite understood so far. Several mutually contradictory
explanations have been proposed, including those asso-
ciated with electron–electron interactions, with non-
Fermi-liquid effects, and with simulations of the metal-
lic behavior by temperature-dependent scattering [3, 4].
We incline to the latter suggestion and previously have
proposed a model for the MI transition in 2D in which
the observed behavior is explained by the coexistence
of weakly localized states (fully described by the scal-
ing theory of localization) and strongly localized states
lying lower in energy [5]. It is suggested that the latter
0021-3640/04/8001- $26.00 © 20030
states are not described by the scaling theory of local-
ization and an analogue of the mobility edge can be
introduced. In accordance with the scenario [6], the
states localized in the vicinity of this mobility edge
form a peak in the upper Hubbard band.

A transition from the regime of strong localization
(SL) to the regime of weak localization (WL) or a SL–
WL crossover was observed in contaminated or doped
2D structures as the carrier concentration increased [7,
8]. In this case, the question of whether the transition
occurred in the tail of the allowed band or in the impu-
rity band (separated from the conduction band)
remained open.

In this work, we performed a corresponding study
with respect to a particular system of a selectively
doped structure of quantum wells that allow both single
and double occupations of the localized states. Special
attention was given to the character of the correspond-
ing localized states. We observed a SL–WL crossover
in 2D GaAs/Al0.3Ga0.7As structures. The series of
investigations performed in this work allows the con-
clusion that this transition occurs in the impurity band
separated from the valence band. The available experi-
mental data are indicative not only of the existence of a
minimum in the density of states between the impurity
and conduction bands but also of the existence of the
second mobility edge in the impurity band.

2. EXPERIMENTAL

The procedure of growing multilayer structures by
molecular-beam epitaxy was described in our previous
work [9]. The structures contained 10–20 GaAs quan-
tum wells 10 or 15 nm thick separated by Al0.3Ga0.7As
barriers 25 nm thick. In the investigated samples, the
004 MAIK “Nauka/Interperiodica”
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Fig. 1. Temperature dependences of the conductivity and the hole concentration: (a) for sample 1 (20 10-nm wells) with wells and
barriers doped (the Be concentration is 6 × 1017 cm–3) and (b) for sample 2 (10 15-nm wells) with only wells doped (the Be con-
centration is 1018 cm–3).
middle area of the quantum wells 5 nm thick was
doped, and the Al0.3Ga0.7As barriers in certain samples
were doped as well (so that the middle area of the bar-
riers 5 nm thick was doped). Beryllium was used as a p-
type doping impurity. The impurity concentration was
the same in both wells and barriers (the bulk concentra-
tion was varied from 5 × 1017 to 2 × 1018 at/cm3). The
critical concentration for the bulk p-type GaAs is 2 ×
1018 cm–3; that is, the above concentrations are of the
same or somewhat lower order (p300 K ≤ pc). The tem-
perature dependences of the conductivity and the hole
concentration for two samples are presented in Fig. 1.
Sample 1 contained A+ centers, both wells (10 nm) and
barriers were doped, and the bulk concentration of Be
was 6 × 1017 cm–3. Sample 2 contained A0 centers, only
wells (15 nm) were doped, and the bulk concentration
of Be was 1018 cm–3.

At temperatures higher than 100 K, an activation
behavior of the Hall coefficient was observed. The acti-
vation energy was 15–13 meV for sample 2 and 5–
6 meV for sample 1. A maximum or a plateau in the
temperature dependence of the Hall coefficient and a
rather weak variation of the conductivity in the impu-
rity band were observed at lower temperatures. The
variation of the conductivity with temperature becomes
considerably weaker as compared with the exponential
dependence of the samples located on the insulating
side of the junction, which was observed in our previ-
ous investigation [9]. The low-temperature conductiv-
ity in sample 1 decreases according to a logarithmic law
with decreasing temperature (Fig. 2). The resistivity at
a low temperature (0.4 K) is 3 × 104–6 × 104 Ω , which

is somewhat higher than the quantum limit  = G0 =
e2/h. This fact can be associated with the difference of

R0
1–
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the sample geometry from a purely square shape.
Namely, the measurements were performed with the
use of four point contacts at the vertices of the square
sample, so that, in measuring the conductivity at the
nearest contacts, the shape of the conducting region is
not square to an extent of the ratio between the sizes of
the contact and the sample.

In this regime of weak localization, the conductivity
of a two-dimensional system with regard for quantum
corrections can be written as [3]

(1)σ . 
e2

h
---- kFl

Lϕ T( )
l

--------------ln– 
  ,

Fig. 2. Temperature dependences of the low-temperature
conductivity for sample 1. The inset shows the density of
states for sample 1, where εF, εC, and Ea are the position of
the Fermi level in the impurity band, the mobility edge in
the valence band, and the high-temperature activation
energy, respectively.
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Fig. 3. MR at various temperatures for samples with A+ cen-
ters: (a) for a sample in the regime of strong localization [9],
the resistance at T = 0.6 K is R = 3 × 106 Ω; (b) for sample 1
in the regime of weak localization, the resistance at T =
0.4 K is R = 3 × 104 Ω .

Fig. 4. Comparison of experimental MR curves for sample 1
with the theory [10]. The solid curves correspond to the
experiment; the dotted curves correspond to the calculation
at the following fitting parameters: τs = 3.1 × 10–12 s (inde-

pendent of temperature); dephasing time τϕ = 4.8 × 10–11 s

(3 K), 6.3 × 10–11 s (2.2 K), and 7 × 10–11 s (1.4 K).
where Lϕ is the dephasing length, which equals Lϕ =
(DεFτ/T)1/2 for the case of diffusion electron–electron
collisions; kF and εF are the Fermi vector and energy;
and D, l, and τ are the diffusion coefficient, the mean
free path length, and the momentum relaxation time,
respectively.

In addition to the dependence σ(T), differences in
the behavior of the magnetoresistance (MR) in the
region of low temperatures may be evidence in favor of
the manifestation of the SL–WL crossover. We showed
previously [9] that insulating samples are characterized
by the existence of a linear negative interference MR.
As the temperature decreases, this negative MR is sup-
pressed by the quadratic positive MR associated with
the fact that the localization radius decreases in a mag-
netic field (Fig. 3a). In the samples occurring in the
regime of weak localization, the MR proves to be posi-
tive in the temperature range (0.6–3) K and depends on
the magnetic field approximately as H0.5 (Fig. 3b). This
can be associated with the manifestation of weak
antilocalization given spin–orbit interaction. Figure 4
presents a comparison of experimental data and the cal-
culated dependences σ(H) obtained from the corre-
sponding theoretical models [10]. It is evident that good
agreement with the theory is observed for the entire
region of magnetic fields and temperatures at the fol-
lowing fitting parameters: spin relaxation time τs =
3.1 × 10–12 s (independent of temperature) and dephas-
ing time τϕ = 4.8 × 10–11 s (3 K), 6.3 × 10–11 s (2.2 K),
and 7 × 10–11 s (1.4 K). The fact that weak antilocaliza-
tion is observed up to fields of 1 T is associated with
very small values of the parameter kFl corresponding to
the vicinity of the SL–WL transition. A negative MR
peak is evident in the region of very low fields and low
temperatures. The temperature at which this peak starts
to emerge correlates with the superconducting transi-
tion temperature for the indium contact. Note, however,
that the suppression of the superconducting state by a
magnetic field leads to an increase in the system con-
ductivity (rather than resistivity, as might be expected
from the simplest considerations). We hope to investi-
gate this phenomenon more comprehensively in a sub-
sequent work.

3. DISCUSSION

The SL–WL transition in GaAs/AlGaAs structures
was observed experimentally in [7]. The transition
occurred as the carrier concentration was varied with
the use of a gate. It was manifested as a change in the
temperature dependence from an activation form to a
logarithmic form. An analogous behavior was also
observed in ultrathin Cu/Ge, Ag/Ge, and Au/Ge films as
the concentration of the noble metals was varied [8]. In
the SL–WL transition, the MR sign changed from neg-
ative to positive. In this case, the low-temperature con-
ductivity was close to G0 = e2/h.
JETP LETTERS      Vol. 80      No. 1      2004
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Our GaAs/Al0.3Ga0.7As structures with wells whose
center is heavily doped are distinct from clean struc-
tures studied previously [3], because the localized
states in these structures are determined by the dopant
and their parameters are known. In particular, it is
known that, as the doping level increases, an impurity
band forms. This band determines the specific features
of transport phenomena at low temperatures. In the
two-dimensional case, the lower and, especially, upper
Hubbard bands are located lower in energy than those
for bulk materials. As the impurity concentration
increases, an SL–WL transition occurs in the split-off
impurity band and the concept of the Hubbard energy
loses its meaning for delocalized states. Moreover, even
for the localized states that are close in energy to the
delocalized ones, the Hubbard energy is very small so
that these states also prove to be doubly occupied [5, 6].
The logarithmic temperature dependence of the con-
ductivity and the transition from the negative (interfer-
ence) to positive (associated with weak antilocaliza-
tion) magnetoresistance serve as evidence for the onset
of the WL regime. 

The set of studies performed in this work allows the
conclusion that the SL–WL crossover indicated above
occurs in the impurity band separated from the valence
band (see the inset in Fig. 2). Actually, as is evident in
Fig. 1, a pronounced exponential growth of the conduc-
tivity is observed with increasing temperature at tem-
peratures higher than 30 K (with an activation energy of
6 and 13 meV for samples 1 and 2, respectively). At
somewhat higher temperatures, the Hall concentration
also exhibits an exponential growth. This behavior can
be explained by the contribution from two bands with
metallic conduction (namely, the lower one originating
from the impurity band, and the upper, from the valence
band) in combination with the suggestion that the
mobility in the valence band is appreciably higher than
the mobility in the impurity band. The minimum in the
Hall concentration n = e/cR at temperatures of about
50 K is explained by a combination of contributions
from two bands indicated above (see, for example,
[11]). Actually, the Hall coefficient R for the two-band
model is expressed through partial mobilities µ and
concentrations n as

(2)

so that, when µ1 @ µ2 in the region of concentrations
(µ2/µ1)p2 > p1 > (µ2/µ1)2p2, we have R .

(e/c)(p1 )( ). Hence, R reaches a maximum at
p1 ~ p2(µ2/µ1).

Thus, the observed behavior, from our point of view,
indicates that the delocalized states manifested experi-
mentally are located rather deep in the impurity band,
whereas the states in a certain energy band located
closer to the conduction band bottom are localized.

R e/c( )
µ1

2 p1 µ2
2 p2+

µ1 p1 µ2+( )2
------------------------------,=

µ1
2

p2
2µ2

2
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Experimental estimates of the activation energy testify
that the above band is rather broad.

Because the spectrum of delocalized wave functions
in the impurity band can differ from the corresponding
spectrum in the valence band, it is of interest to evaluate
the effective mass of holes in the impurity band. Note
that carriers at low temperatures are entirely concen-
trated in the impurity band and are degenerate. The
relation of the Fermi energy with the concentration can
be expressed as

(3)

To estimate m, we will use the circumstance that the
transport relaxation time τ at comparatively high tem-
peratures is determined by temperature, whereas it is
determined by the Fermi energy in the limit of low tem-
peratures. Assuming that, in both cases, we deal with
scattering by charged impurities and τ ∝ ε  (see, for
example, [12]), it may be concluded that the ratio of the
mobilities at T = 50 K in the valence band to the mobil-
ity in the impurity band is

(4)

Unfortunately, the two-band character of the Hall effect
prevents the mobility in the valence band from being
estimated directly. Therefore, we will estimate it indi-
rectly using the following estimate for the concentra-
tion pb in the valence band: pb(50 K) ~ pi, b(T =

0) (mb/mi, b), where Ea is the activation energy.
Hence, it follows that

Using the above estimates and taking into account that
the contributions to the conductivities at T = 50 K from
both bands are approximately equal (which follows
from the minimum of the Hall concentration), we
finally find that mib ~ 10–27 g. Because mb ~ 0.3 × 10−27 g,
the mass in the impurity band is approximately three
times larger than in the valence band. It is evident that
the above estimate is rather crude; however, both the
activation dependence of the conductivity and the
behavior of the Hall concentration point to a notable
difference between the mobilities in the conduction and
impurity bands, which is indicative of corresponding
differences in the effective mass. Note that an electron
mass substantially exceeding (by a factor of 5) the mass
in the conduction band was observed in 3D GaAs [2] at
impurity concentrations close to critical. This mass was
assigned to the metallic phase in the impurity band.

Note that, up to this point, we discussed results
obtained for samples in which both wells and barriers
were doped. Correspondingly, transport in the impurity
band and in the hopping regime was conducted through
doubly occupied states of the upper Hubbard band. The

εF pπ"
2/m.=

µib T 0( )
µb T 50 K=( )
---------------------------------
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50 K
-----------

mb
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-------.∼
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µib T 0( )
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localization radius of a state in the upper Hubbard band
exceeds the localization radius of an isolated acceptor
by a factor of approximately 3 even at low impurity
concentrations [9]. It is due to this circumstance that the
regime of weak localization is observed at impurity
concentrations substantially lower than those corre-
sponding to the Mott criterion for the lower Hubbard
band.

The samples in which only wells were doped (in
which only the lower Hubbard band is filled in equilib-
rium) also exhibited a crossover from strong to weak
localization, though, at a markedly higher doping level.
In this case, a weak logarithmic temperature depen-
dence of the resistivity and a positive magnetoresis-
tance associated with antilocalization were observed at
T < 10 K. The results for one such sample in the region
of high temperatures are presented in Fig. 1b. It is seen
that the activation behavior of both the conductivity and
the Hall concentration in this sample is even more pro-
nounced than in the sample with the filling of the upper
Hubbard band. This is due to a considerably higher ion-
ization energy. However, a quantitative analysis of the
results for such samples reveals certain discrepancies
with the simple model assuming equal contributions
from all quantum wells. In our opinion, this can be
attributed either to the nonuniformity of the samples or
to the fact that individual wells differ in their doping
levels. Then, weak localization in one of the wells
occurs under conditions when the other ones still reside
in the limit of strong localization. Such a behavior can
be caused precisely by the high doping level of the cor-
responding samples.

In summary, it may be stated that we observed a
crossover from strong to weak localization in two-
dimensional modulation-doped GaAs/Al0.3Ga0.7As
structures with increasing dopant concentration. The
character of the temperature dependences of the con-
ductivity and the Hall concentration of carriers allows
the conclusion that the crossover occurs in the impurity
band separated from the valence band.

We are grateful to V.M. Ustinov and his group for
growing the corresponding structures and to
G.E. Min’kov for performing the calculation of the pos-
itive MR. This work was supported by the Russian Foun-
dation for Basic Research (project no. 03-02-17516) and
by the Ministry of Science (project no. 9S19.2).
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Thermoelectric measurements are performed to study the phase transformations occurring in ZnTe under high
pressure. It is shown that the thermoelectric power S of the cinnabar trigonal phase corresponds to a semicon-
ductor with a hole-type conduction. In the Cmcm orthorhombic phase, the value of S ≈ +10 µV/K and the sign
of the thermoelectric power testify to the metallic hole-type conduction, as in the high-pressure phases of other
Group II chalcogenides (HgSe, HgTe, CdTe) with similar crystal lattices. In the transition region between the
trigonal and orthorhombic phases, the pressure dependence of the thermoelectric power is found to exhibit an
anomaly (a sharp dip), which leads to a change in the sign of S under decreasing pressure. This feature may
presumably be related to the formation of the intermediate phase with the NaCl structure, which has an electron-
type conduction in other zinc and cadmium chalcogenides.© 2004 MAIK “Nauka/Interperiodica”.

PACS numbers: 72.20.Pa; 61.50.Ks; 81.40.Vw
Owing to the technological and scientific signifi-
cance of Group II and VI semiconductor compounds,
studies of their electronic and crystal structures are top-
ical to this day [1–9]. Phenomena of major interest are
the pressure-induced polymorphic transformations
accompanied by sharp changes in the crystal lattice and
electronic structure. In most of the II–VI materials,
semiconductor-to-metal transformations are observed
[5, 6, 10–25].

With the development of effective methods for
studying the crystal lattice under high pressure, includ-
ing X-ray absorption spectroscopy [12, 13], X-ray dif-
fraction studies, the method of angular diffraction of
synchrotron radiation using image-plate area detectors
[4, 6], etc., and also with the progress in calculating the
electronic structure and the total lattice energy [1–3], it
has become possible to refine the structures occurring
under pressure in mercury, cadmium, and zinc chalco-
genides: HgX, CdX, and ZnX (where X represents Te,
Se, S, or O) [4, 6]. It was found that the d states ignored
in the previous studies play a significant role in the
determination of the structural and electronic properties
of II–VI compounds. Therefore, recent calculations [1–
3] take into account the Zn 3d-orbitals and the Te 4d-
orbitals, which drastically increases the number of the
basis wave functions and complicates the calculations
[1–3].

Thermoelectric studies of different structural modi-
fications of II–VI compounds under ultrahigh pressure
[18–21, 25, 26] have made it possible to refine their
electronic structure and complement the frequently
contradictory data on the optical absorption [5, 24] and
electrical resistance [11, 24]. In particular, the measure-
0021-3640/04/8001- $26.00 © 20035
ments of the thermoelectric power [26, 27] showed that,
among the “metallic” high-pressure phases, some have
charge carrier (hole) concentrations corresponding to
the metallic conduction, while the others are actually
semiconductor phases, which, despite the positive tem-
perature coefficient of resistance, retain a relatively
large energy gap Eg > 1 eV [5, 24]. Zinc telluride ZnTe
proved to be the least-studied Group II chalcogenide,
because its thermoelectric properties have not been
investigated under pressures higher than 20 GPa. In the
pressure interval below 20 GPa, three structural modi-
fications are realized in ZnTe: (i) cubic modification

(sphalerite, ) below 8.9–9.5 GPa, (ii) trigonal
modification (cinnabar, P3121) above 8.9–9.5 GPa, and
(iii) orthorhombic modification (Cmcm) above 11.5–
13 GPa [1–10, 12–15]. The cinnabar structure in ZnTe
is completely different from that formed in mercury
chalcogenides, where it consists of isolated helical
chains [4, 6, 14]: in ZnTe, it retains the coordination
number z = 4, as in the initial cubic phase [14]. The
sequence of crystal-lattice transformations observed in
ZnTe under pressure is different from that observed for
other zinc chalcogenides, ZnSe and ZnS, in which the

 cubic phase and the Cmcm orthorhombic phase
are separated by a stable phase with the Fm3m rocksalt
structure [4–6, 15]. Recent Raman scattering measure-
ments in ZnTe revealed an unknown intermediate phase
in a pressure interval of 12.2–13.7 GPa [7]. This phase
was not observed in structural experiments [4, 6],
which, according to [7], can be explained by the fact
that the stability region of the phase in question is nar-
rower than the pressure step (~0.5–1 GPa) in the pres-
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sure measurements [4, 6] and also by the difference in
the initial samples: powder polycrystals in diffraction
experiments [4, 6] and single crystals in optical experi-
ments [7]. The observation of the intermediate phase by
the diffraction method is also hindered by the presence
of the mixture of phases in the transition region: the ini-
tial cubic and trigonal phases within 9.5–11 GPa [14]
and the trigonal and orthorhombic phases within 11.5–
15.7 GPa [8] and 12–13.7 GPa [7].

The purpose of this study is, first, to investigate the
phase transformations in ZnTe by the thermoelectric
power measurements, which were found to be rather
effective in studying the other II–VI compounds [18–
21, 25–27], and, second, to determine the sign and mag-
nitude of the thermoelectric power in the trigonal and
orthorhombic high-pressure phases of ZnTe. Unlike
other properties, the thermoelectric power is sensitive
to the changes in sign of the dominant charge carriers
that are often observed at phase transformations [18,
19, 25–30].

The resistance R and the thermoelectric power S of
the ZnTe samples pressurized to 20 GPa were measured
in a high-pressure cell, which was made from synthetic
diamonds characterized by a high electrical conductiv-
ity [18, 19, 25–30]. The samples were undoped ZnTe
single crystals, red in color, with the dimensions ~0.2 ×
0.2 × 0.1 mm. They were placed in a hole 0.25 mm in
diameter with a compressible spacer made of litho-
graphic limestone. The diamond anvils served as elec-
tric leads. Measurements with a reference sample
(“OSCh” lead, whose thermoelectric power is close to
zero: S ≈ –1.27 µV/K [27–31]) were used to take into
account the error introduced to the thermoelectric
power. To produce a temperature gradient, one of the
anvils was heated. The thermoelectric power was mea-

Fig. 1. Resistance R vs. pressure P for a ZnTe single crystal
at T = 295 K. The smaller dots show the dependence
observed under decreasing pressure. The inset shows part of
the dependence R(P) in the region of the sphalerite–cinna-
bar transition (indicated by the arrow) on the linear scale.
sured in two ways: from the dependence of the thermo-
electric signal on the temperature difference at a fixed
pressure and by applying a continuously varying pres-
sure at a fixed temperature difference. We used an auto-
mated system, which simultaneously recorded all
parameters of the experiment: pressure (force), anvil
displacements (compression of the spacer and the sam-
ple), temperature difference, electric signal from the
sample, etc. [27–31]. The pressure was measured with
an accuracy of 10% from the calibration dependence
plotted according to the known phase transitions in the
reference substances: CdTe, ZnSe, ZnS, and others [10,
18, 19]. The errors in the resistance and the thermoelec-
tric power determination did not exceed 5 and 20%,
respectively. For comparison with ZnTe, we measured
the thermoelectric power in the high-pressure phases of
ZnS and ZnSe; the resulting data correspond to the data
reported in [18].

The pressure dependence of the ZnTe resistance
R(P) (Fig. 1) agrees well with the data reported by other
authors, despite the difference in the experimental con-
ditions, namely, in the type of high-pressure cell, the
sample geometry, the pressure-transmitting medium,
and the method of pressure determination [10, 11, 16].
The steep drop in R(P) at 3–5 GPa, which was also
observed in [10], is associated with the formation of
point defects [13]. The dependence R(P) exhibits a
local minimum near 9 GPa, after which the resistance
begins to grow, and above ~ 13 GPa R decreases by
~6 orders of magnitude (Fig. 1). According to the X-ray
data [4–6, 10, 12, 13], the first resistance anomaly is
associated with the structural transition to the cinnabar
trigonal phase, and the second anomaly, with the tran-
sition to the Cmcm orthorhombic phase. The thermo-
electric power S was measured in the pressure interval
where the resistance of the samples was below 106 Ω ,
i.e., in the stability region of the trigonal and orthor-
hombic phases (see Fig. 1). In the S(P) dependence, the
phase transition from trigonal to orthorhombic phase
shows up as a sharp drop in the magnitude of the ther-
moelectric power by a factor of ~40–50 (Fig. 2). The
thermoelectric power data testify to the hole-type con-
duction in both the cinnabar trigonal phase and the
orthorhombic phase of ZnTe (Fig. 2). The relatively
high value of S ≈ 400 µV/K testifies to the semiconduc-
tor nature of conduction in the trigonal phase, in which
the energy gap obtained from the optical absorption
data is Eg = 2.5 eV at 9.5 GPa and weakly decreases
with pressure P [17]. In the orthorhombic lattice, S
takes on values typical of metals: ~10µV/K, which
agrees well with the calculated value (~1 eV) of the
overlap between the conduction and valence bands [2,
3] and with the high charge-carrier concentration (1.5 ×
102 cm–3) estimated from the optical reflection data [5].
Close positive values of S were obtained for ZnTe under
pressures of about 20 GPa in [32], but the authors gave
no data for pressures below 20 GPa that confirm the
presence of the first and second phase transformations
in the sample. The thermoelectric power of the metallic
JETP LETTERS      Vol. 80      No. 1      2004
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high-pressure phase of ZnTe has the same sign and
magnitude as observed for the metallic high-pressure
phases of CdTe, HgTe, and HgSe [18, 20] with the
Cmcm orthorhombic structure [4–6, 15], whereas, in
the “metallic” high-pressure phases of ZnS and ZnSe
with the rocksalt structure, the thermoelectric power is
much greater in magnitude and opposite in sign [18].

In the region of transition from the semiconductor to
metallic phase, the curve S(P) exhibits a dip (Figs. 2, 3).
This feature was reproduced for all samples in several
cycles of pressure variations and was found to be more
pronounced under decreasing pressure P, in which case
even a change in sign of the thermoelectric power was
observed (Fig. 3). The latter fact suggests that the
charge carriers of opposite sign, i.e., electrons, come
into play. This explains the absence of any anomalies in
the behavior of conductivity σ = 1/ρ [10, 11], where,
unlike the thermoelectric power (S = (σn/σ)Sn +
(σp/σ)Sp)), the partial contributions of electrons σn and
holes σp are of the same sign (σ = σn + σp) [33]. The
change in sign of the thermoelectric power indicates
that the electron contribution predominates as the pres-
sure decreases (Fig. 3).

The negative contribution to the thermoelectric
power can be attributed to the intermediate high-pres-
sure phase that was observed in the experiments with
Raman light scattering [7]. In mercury and cadmium
chalcogenides, including HgTe, HgSe, and CdTe, and
in ZnSe (under decreasing pressure), the Fm3m rock-
salt lattice is realized between the cinnabar structure
and the Cmcm orthorhombic phase [4, 6, 15]. In ZnTe,
the rocksalt structure was earlier observed only at ele-
vated temperatures [9]. The appearance of the negative

Fig. 2. Thermoelectric power S vs. pressure P for a ZnTe
single crystal at T = 295 K under increasing and decreasing
pressure (shown by dots). The full dots refer to the determi-
nation of S with a varying temperature difference, and the
empty dots, to the determination at a fixed temperature dif-
ference. The inset shows the dependences of the thermo-
electric signal on the temperature difference, which were
used to determine the values of the thermoelectric power at
fixed pressure values: (1) 9.2, (2) 11.7, and (3) 20.5 GPa.
JETP LETTERS      Vol. 80      No. 1      2004
contribution to the thermoelectric power in the phase-
transition region (Fig. 3) is an argument in favor of the
possible stability of the intermediate phase with the
rocksalt structure, which, in other zinc chalcogenides
(as well as in cadmium chalcogenides), is known to
have negative values of the thermoelectric power [18,
27]. Judging from the behavior of the thermoelectric
power (Fig. 3), this phase should be sought under a
decreasing pressure.

This work was supported by the Russian Foundation
for Basic Research (project no. 04-02-16178) and the
INTAS (project no. 03-55-629).
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An effective low-energy Hamiltonian is derived from a microscopic multiband p–d model in the regime of
strong electron correlations. The parameters of the p–d model are determined by comparison with the ARPES
data for undoped Nd2CuO4. The Hamiltonian is the t–J* model in which hopping and exchange slowly decay
with distance and are taken into account up to the fifth coordination sphere. The quasiparticle band structure is
calculated as a function of the doping concentration with regard to short-range magnetic order, and the super-
conductivity theory with the spin-fluctuation pairing mechanism is constructed. Assuming that the parameters
of the model do not depend on the doping level, we obtained quantitative agreement with the properties
observed experimentally for the normal and superconducting phases without introducing fitting parameters.
© 2004 MAIK “Nauka/Interperiodica”.
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1. There exist two types of high-Tc superconductors:
the p type, that is, hole-doped cuprates (La2 – xSrxCuO4

(LSCO), etc.) and the n type, that is, electron-doped
cuprates (Nd2 – xCexCuO4 (NCCO), Pr2 – xCexCuO4

(PCCO), etc.). Though cuprates of these two types con-
tain the base element of high-Tc superconductors,
namely, the CuO2 plane, their properties differ substan-
tially (see, for example, [1, 2]). In this work, a quanti-
tative theory has been constructed to describe the
dependence of the properties of the normal phase and
the critical temperature Tc(x) on the electron concentra-
tion x in n-type superconductors. The theory contains
no fitting parameters. The effective Hamiltonian in the
form of the t–J* model has been derived from the
microscopic multiband p–d model in the regime of
strong electron correlations (SECs). The parameters of
the model have been determined from experimental
data for undoped Nd2CuO4. The spin-fluctuation mech-
anism of superconductivity in the t–J model has long
been known. However, details of the effective Hamilto-
nian such as the slow decrease of interatomic hopings
and exchange interaction with distance (five coordina-
tion spheres have been taken into account) and the
occurrence of weakly correlated hopings (three-center
interactions, whose importance for determining Tc was
noted in [3]) have proved to be of fundamental impor-
tance in obtaining quantitative agreement for Tc(x) and
for the properties of the normal phase. Taking into
account short-range antiferromagnetic (AFM) order
has also been found to be critical for determining the
quasiparticle dispersion law, leading to the appearance
0021-3640/04/8001- $26.00 © 20039
of additional Van Hove singularities. Agreement with
experimental data for the electronic structure of the
normal phase and for Tc(x) has been obtained only with
allowance made simultaneously for all these details.

As for the symmetry of the order parameter, recent
experimental data (phase-sensitive experiments [4] and
resistance measurements in magnetic fields [5] in
NCCO, measurements of the penetration depth in
PCCO [6, 7], and angular-resolved photoemission
spectroscopy (ARPES) measurements [8]) point to the
d type of the order parameter (most likely, ).

Therefore, we will further investigate the supercon-
ducting state only with the  symmetry type.

2. The multiband p–d model [9] is an adequate
model for the description of high-Tc superconductivity
in cuprates [9]. The use of this model with strong elec-
tron correlations taken into account within the frame-
work of the generalized tight-binding method made it
possible to achieve quantitative agreement with the
ARPES data for undoped LSCO [10–12], to describe
the pinning of µ(x) in the p-type superconductors and
its absence in the n-type superconductors [13], and to
obtain an indirect optical gap in NCCO [14]. To con-
sider the superconducting phase, an effective low-
energy Hamiltonian for the multiband p–d model was
obtained in [15] using operator perturbation theory. The
effective Hamiltonian is asymmetric with respect to
electron and hole doping: the conventional t–J model is
appropriate for p-type systems, whereas the effective
singlet–triplet model is an adequate model for p-type
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systems with a complex band structure at the valence
band top. It was shown in [3] that the inclusion of the
three-center terms in the effective Hamiltonian plays a
very significant part in the consideration of the super-
conducting phase. With regard to the aforesaid, the
effective Hamiltonian for n-type superconductors
including three-center terms can be written using the
Hubbard operators as follows:

(1)

Here, Jfg = 2( )2/Ect is the exchange integral, Ect ≈
2 eV is the charge-transfer gap (an analogue of the

Hubbard term U), and  are the hopping integrals
corresponding to the annihilation of a quasiparticle in
the state M and its creation in the state N. The Hamilto-
nian parameters in Eq. (1) are expressed through micro-
scopic parameters of the p–d model (see [16], where a
set of microscopic parameters and the corresponding
model parameters for n-type cuprates are also given).
The distance dependence of the exchange and hopping
integrals is known, and the subsequent calculations in
this work were performed with the inclusion of all the
integrals up to the fifth coordination sphere. The param-
eters were obtained by comparison with the ARPES
data for undoped NCCO. Subsequently, they were con-
sidered fixed and independent of the doping level.

When the model given by Eq. (1) was applied to the
nonmagnetic phase, the equations-of-motion method
was used within the generalized Hartree–Fock approx-

imation [17]. In this case, correlators of the 〈 〉

and 〈 〉  types arise. Decoupling of the Hubbard
I type would lead to the following results:

where np are the occupation numbers of the single-par-
ticle state. However, spin fluctuations are completely
neglected in the case of such decoupling, whereas their
consideration crucially affects the calculated properties
of both the superconducting and normal phases (see,
for example, [18, 19]). Therefore, we will use the fol-
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lowing decoupling scheme that takes into account spin
fluctuations beyond the Hubbard I approximation:

Here, Cfg = 〈 〉  = 2〈 〉  are spin correlation
functions.

The spin correlators Cfg were calculated using the
two-dimensional t–J model of the CuO2 plane. The
self-energy equations with Green’s functions con-
structed on Hubbard operators were obtained using the
Mori formalism, which allows these functions to be
represented as continuous fractions. The elements of
the fractions for the electron and spin Green’s functions
contain correlators for close sites, and residual mem-
bers of the fractions are many-particle Green’s func-
tions. The latter are approximated by decoupling cor-
rected by the introduction of a vertex correction [20,
21]. This correction is determined from the condition
that the site magnetization is zero in the paramagnetic
state under consideration. This condition, the self-
energy equations for the electron and spin Green’s
functions, and the self-consistency conditions for corr-
elators form a closed system, which was solved by iter-
ations at a fixed chemical potential and a fixed temper-
ature. For small clusters and in the undoped case, the
results of calculations [22, 23] are in good agreement
with the data of the exact diagonalization and the
Monte Carlo method. The spin correlators used in this
work were obtained from the spin Green’s function cal-
culated within this self-consistent approach on a 20 ×
20 lattice.

It was shown in [23] that the damping of quasiparti-
cles Γk = –ImΣk (ω = 0), where Σk(ω) is the self-energy
part, is large in the vicinity of points (0, 0) and (π, π).
In the subsequent calculations, we broadened the spec-
tral peaks in the vicinity of these points by artificially
introducing Γk. The value of Γk itself was taken from
[24]. It should be noted that, as calculations showed,
the damping of quasiparticles introduced in this way
weakly affect such integral characteristics as chemical
potential µ(x) and superconducting transition tempera-
ture Tc(x).

3. The dispersion curves and corresponding densi-
ties of states calculated for the paramagnetic nonsuper-
conducting phase are shown in Fig. 1 for the t–J and
t−J* models with and without regard for spin correla-
tors. It is evident that the inclusion of three-center terms
leads to a strong change at the conduction band top, that
is, will have an effect at low doping levels x. In the AFM
phase, there is a symmetry in the spectrum of the
t−J model in the vicinity of the (π/2, π/2) and (π, 0)
points (see Fig. 1). Such a symmetry does not exist in
the paramagnetic phase. However, the inclusion of spin
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Fig. 1. Dispersion curves along the principal directions of the Brillouin zone and the density of states in the paramagnetic phase in
the t–J (dotted line) and t–J* (dashed line) models in the Hubbard I approximation and in the t–J* model with the inclusion of spin
correlators (heavy solid line). The solid horizontal line indicates the chemical potential calculated self-consistently for the latter
model. The spectrum of the t–J model in the AFM phase is also shown (dash–dot line).

t–J* model

t–J* model

t–J* model

t–J* model,
correlators Cfg results in a tendency toward the restora-
tion of symmetry in the points mentioned above.

The dependence µ(x) is shown in Fig. 2. It is seen
that the theoretical calculation is in perfect agreement
with the experimental data [13] shown in the same fig-
ure; in particular, the pinning of the chemical potential
is absent. The experimental [25] and calculated Fermi
surfaces (black heavy shading and light solid line) for
optimally doped (xopt = 0.15) NCCO are shown in the
inset in the same figure. Only one cross section is
observed experimentally. Because of the occurrence of
a pseudogap, spectral peaks differ in intensity along
this section. In the theory considered here, there are two
cross sections of the Fermi surface. However, because
the damping of quasiparticles strongly depends on the
momentum, the second section falls in the region of
large Γk (this region is shown by a light solid line in the
figure). This is why the second section should virtually
not be observed experimentally. In light of the above, it
may be argued that the calculated and experimental
Fermi surfaces are in good agreement.

4. Now, when we see that the t–J* model with the
approximation considered above gives good agreement
with the experimental data for the nonsuperconducting
phase, we pass to the consideration of the supercon-
ducting phase. The equations for the superconducting
order parameter ∆k obtained in this work are completely
similar to those given in [3, 26]; therefore, we will not
write them here. Note only that, first, the coupling con-
stant of the superconducting phase is substantially
renormalized as a result of taking into account three-
center terms [3]. Second, because we take into account
the hopping and exchange integrals up to the fifth coor-
JETP LETTERS      Vol. 80      No. 1      2004
dination sphere, the order parameter in the case of the
 symmetry type takes the form [26]

(2)

The experimental data for NCCO and PCCO [1, 2] and
the theoretical dependences of the superconducting
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Fig. 2. Chemical potential µ as a function of the doping
level x in the t–J* model with the inclusion of spin correla-
tors (solid line); the dashed line connects experimental
points [13]. The inset shows the experimental [25] and cal-
culated Fermi surfaces for Nd1.85Ce0.15CuO4.
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transition temperature Tc(x) obtained in this work are
compared in Fig. 3. Note that the experimental errors
shown in the figure are associated with differences in
sample quality rather than the accuracy of the determi-
nation of the superconducting transition temperature.
The inset shows the same theoretical dependence Tc(x)
but for a wider concentration range. Two pronounced
maxima of Tc at x = 0.15 and x = 0.53, as well as a weak
maximum at x = 0.08, are quite evident. The additional
maximum at small x in the t–J* model with self-consis-
tently calculated spin correlators was first obtained in
[27].

The observed dependence is easily understood from
simple physical considerations. In the superconductiv-
ity theory of the BCS type, there exists the relationship
Tc ∝  exp(–1/N(εF)V), where N(εF) is the density of
states at the Fermi level εF and V is the effective attrac-
tion. It is evident that a maximum in Tc(x) will be
reached when the chemical potential falls on a Van
Hove singularity. In the case of neglecting spin correla-
tors in the t–J model, only one Van Hove singularity
associated with the flat portion of the dispersion curve
at the (π, 0) point. As is known, in this case in the near-
est neighbor approximation, xopt = 0.33, and, with
regard for more than three coordination spheres, xopt =
0.53—a maximum in Tc(x) is also seen at this concen-
tration in the inset in Fig. 3. With the inclusion of three-
center terms (t–J* model), an additional singularity
appears because of the flat dispersion in the region of
the (π, π) point. However, this point corresponds to the
conduction band bottom. Therefore, the chemical
potential falls on this singularity only at very small x ≤
0.07, that is, in the region where the carrier mobility is
low and the short-range AFM order is still high. This

Fig. 3. Phase diagram for n-type cuprates: the theoretically
calculated dependence Tc(x) (heavy solid line) and experi-
mental dependences TN(x) for NCCO (dashed line; the
AFM and paramagnetic phases are on the left and on the
right of this line), Tc(x) for NCCO (dashed line with black
squares), and Tc(x) for PCCO (dash–dot line with black cir-
cles). The inset shows the theoretically calculated depen-
dence Tc(x) for a wider concentration range.

T
 (

K
)

leads to the fact that the superconducting state becomes
energetically unfavorable. However, in the t–J* model
with the inclusion of spin correlators, an additional sin-
gularity arises at –1.25 eV because of the saddle point
at (π, 0.4π) (see Fig. 1). This singularity is responsible
for the maximum in Tc(x) at x ≈ 0.15. It is on this singu-
larity that the chemical potential falls at the optimal
doping level. This is the reason why the distance
between the position of µ and the Van Hove singularity
corresponding to the plateau in the dispersion curve at
the (π, 0) point equals ∆EVH = 0.27 eV. This is in good
agreement with the experimental value ∝ 0.25–0.35 eV
[14, 28]. In contrast to the n type, ∆EVH in all the p-type
cuprates is small and less than 0.03 eV. Note that the
weak maximum in Tc(x) at x = 0.08 is associated with
the shoulder (kink) in the density of states at –1.2 eV
(see Fig. 1). Moreover, because the energy of the AFM
phase is lower than the energy of the normal and super-
conducting phases, this weak maximum and the entire
part of Tc(x) lying in the region of x < 0.14 below the
experimentally observed Neel temperature TN(x) will
not be revealed in the experiment.

5. Thus, in the framework of an effective model for
n-type high-Tc superconductivity and simple physical
approximations based on the inclusion of spin fluctua-
tions beyond the Hubbard I approach, we obtained
quantitative agreement with such experimental data as
the evolution of the chemical potential with the doping
level, the Fermi surface for optimally doped NCCO,
and the dependence Tc(x). Though analogous results for
the dependence Tc(x) were obtained previously in the
framework of the FLEX approximation [29], the
approach used in this work is characterized by physical
transparency and by the fact that it explicitly takes into
account the effects of strong electron correlations,
which play a very important role in high-Tc supercon-
ductors. It is shown that the physical mechanisms
responsible for the concentration dependence Tc(x) in
n-type cuprates are different from those in the p-type
cuprates. Namely, because of spin fluctuations, the sys-
tem tends to restore AFM ordering. In this case, the dis-
persion curve is transformed in such a way that it forms
flat portions in the vicinity of the (π, 0.4π) point (and
points symmetrical with respect to it). This leads to the
formation of an additional Van Hove singularity.
Because of this transformation of the density of states,
an additional superconducting “dome” arises at x of
order 0.15 in good agreement with experimental
results. Note once again that this study was free of fit-
ting parameters: all the parameters of the effective
model are unambiguously connected with the micro-
scopic parameters of the multiband p–d model. These
microscopic parameters were determined in our previ-
ous studies by comparison with the ARPES data for
undoped AFM cuprates.

As for the electron–phonon interaction, which was
not taken into account in this work, there are indica-
tions that this interaction is weak in n-type high-Tc
JETP LETTERS      Vol. 80      No. 1      2004
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superconductors. The first indication is that the isotope
effect is almost completely absent [30]. The second
indication is the absence of a kink in the (0, 0)–(π, π)
direction [31]. This is in sharp contrast with p-type
high-Tc superconductors, where the appearance of a
kink is considered as the manifestation of strong elec-
tron–phonon interaction.

We are grateful to V.V. Val’kov, V.F. Gantmakher,
D.M. Dzebisashvili, E.G. Maksimov, and G.M. Éliash-
berg for discussions of the results of this study. This
work was supported by INTAS (project no. 01-0654),
ETF (project no. 5548), the Russian Foundation for
Basic Research (project no. 03-02-16124), Federal Tar-
get Program Integration (project no. B0017), the Quan-
tum Macrophysics Program of the Siberian Branch of
the Russian Academy of Science (Lavrent’ev competi-
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The proximity effect was studied in a thin-film Fe–Cr–V–Cr–Fe layered system. As the chromium layer thick-
ness (dCr) increases at a fixed thickness of iron layers (dFe), the dependence of the superconducting transition
temperature (Tc) on dCr exhibits a maximum at dCr . 40 Å followed by a sharp decrease. Investigation of the
dependence of Tc on dFe at a fixed dCr showed that the depth of penetration of the Cooper pairs into a chromium
layer does not exceed 40 Å. Analysis of the results obtained suggests that, at dCr . 40 Å, chromium layers
exhibit the transition from a nonmagnetic state to an incommensurate spin density wave state. © 2004 MAIK
“Nauka/Interperiodica”.

PACS numbers: 74.45.+c; 74.78.Fk; 75.70.Ak; 75.30.Fv
Below the Néel temperature (TN = 311 K), metallic
chromium (Cr) occurs in an antiferromagnetic state
with incommensurate spin density waves (SDWs) [1].
In this state, the antiferromagnetically ordered mag-
netic moments are sine-modulated with a period of
about 60 Å in the crystallographic [001] direction. The
incommensurate SDW state in Cr is formed due to the
delocalized character of electrons responsible for the
magnetism.

In thin Cr films, the incommensurate SDW state
depends on the magnetic and electronic properties of
interfaces [2–4]. For example, iron (Fe) layers adjoin-
ing the two surfaces of a Cr interlayer induce incom-
mensurate SDWs in the direction perpendicular to the
ferromagnetic layers, so that antinodes occur at the Fe–
Cr(001) interfaces [3, 5]. In contrast to this system, the
SDW amplitude at the contact of Cr with vanadium (V)
is strongly suppressed [5, 6]. According to the Möss-
bauer spectroscopy data [7, 8], the magnetic moment of
Cr vanishes at the V–Cr boundary and is restored on a
level comparable with the value in bulk Cr at a distance
of about 40 Å from the interface.

The influence of ferromagnetism on superconduc-
tivity in thin-film heterostructures comprising super-
conductor (S) and ferromagnet (F) layers has been thor-
oughly studied and well understood for Pb–Fe [9], Nb–
Cu0.43Ni0.57 [10], Nb–Ni [11], and V–Fe [12, 13] sys-
tems. However, the nature of the effect of Cr on the
superconductivity in thin-film multilayer structures still
remains unclear despite extensive investigations, in
particular, for Pb–Cr [14], Nb–Cr [15], and V–Cr [16–
22] systems. Moreover, even experimental data on the
0021-3640/04/8001- $26.00 © 20044
dependence of the superconducting transition tempera-
ture (Tc) on the chromium layer thickness (dCr) are con-
tradictory. For example, it was clearly demonstrated
that an anomaly in the Tc(dCr) curves at dCr ~ 40–60 Å
takes place for V–Cr(001) structures grown on single-
crystal MgO(001) magnesia substrates, while being
absent in V–Cr(110) samples grown on single-crystal

Al2O3( ) sapphire substrates [20, 21]. At the same
time, weakly pronounced anomalies in Tc(dCr) were
reported for V–Cr(110) multilayers studied in [16, 22].

When the proximity effect is studied in systems
involving superconductor–chromium interfaces, it is
usually assumed that the situation is analogous to that
in the superconductor–normal metal system, since the
exchange field of the antiferromagnet is averaged virtu-
ally to zero over a distance comparable with the coher-
ence length ξs (or with the Cooper pair size) of the
superconductor. The small penetration depth of Cooper
pairs in a Cr layer (as compared to that in the normal
metal), is explained by introducing the mechanism of
Abrikosov–Gor’kov scattering on magnetic defects
[23], which breaks these pairs.

The assumption that antiferromagnetism as such
does not contribute to the proximity effect could be
valid if the antiferromagnetic state were formed by
localized magnetic moments. However, we believe that
this is not true in the case of superconductor–chromium
systems, because the SDW state in Cr is due to itinerant
(band) electrons, which are capable of forming a super-
conducting state induced by the proximity effect. The-
oretical investigations of the problem of coexistence of
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SDW and superconductivity (see, e.g., [24]) showed
that, in the part of the Fermi surface where nesting
favors the SDW order, the possibility of a supercon-
ducting gap formation is limited and the superconduct-
ing transition temperature is depressed if the tempera-
ture of transition to the SDW state is higher than the ini-
tial Tc value. Therefore, the appearance of
antiferromagnetic order in Cr and the penetration of
Cooper pairs from V into Cr can be considered as man-
ifestations of the competition of two antagonistic types
of collective electron ordering phenomena.

In this study, we use a combined approach to the
proximity effect in the V–Cr system. Thin Cr spacers
introduced between V and Fe layers in V–Fe hetero-
structures produce screening of the influence of a
strong exchange field of Fe on Cooper pairs in the
superconductor. At the same time, it is expected that
possible changes in the magnetic state of Cr layers with
variable thickness dCr will also influence superconduc-
tivity. Both these effects, the screening and the mag-
netic ordering (competing with superconductivity), can
be distinguished by systematically studying the behav-
ior of Tc(dCr) and Tc(dFe) in a thin-film Fe–Cr–V–Cr–Fe
layered system.

The samples of a thin-film Fe–Cr–V–Cr–Fe struc-
ture were grown on single-crystal MgO(001) substrates
by molecular beam epitaxy in an ultrahigh vacuum sys-
tem with a residual pressure of 5 × 10–11 mbar. During
deposition of the layer of a given material with a fixed
thickness, the substrate holder bearing a series of sam-
ples was rotated so as to ensure homogeneous growth
over each sample area. The series of samples with vari-
able thicknesses of Fe and Cr layers were obtained by
oblique deposition onto substrates with a length of
34 mm and a width of 5 mm. In this case, the substrate
holder was not rotated and the substrate was positioned
relative to the crucible so as to provide for the maxi-
mum natural gradient of deposited-layer thickness
along the sample length. In order to obtain epitaxial
films with improved structure, the substrates were ini-
tially covered with a 40-Å-thick Cr layer; in the final
stage, the sample structures were covered by a protec-
tive 50-Å-thick Cr layer. After extraction from the vac-
uum chamber, long plates were cut so as to obtain a
series of samples with different thicknesses of iron (dFe)
or chromium (dCr) layers. We prepared and studied four
series of sample structures with the layer thicknesses
presented in the table. In series 1, dCr was varied at a
fixed dFe = 50 Å. In series 2–4, dCr was fixed and dFe was
varied. The thickness of the V layer was 300 Å in all
samples. This value was selected upon analysis of the
data available on the proximity effect in V–Fe [13] and
V–Cr [16–22] systems, which showed that maximum
sensitivity of Tc in the multilayer structures with respect
to the thickness of Fe and V layers was observed for the
samples with dV = 300 Å.

The thicknesses of component layers were evalu-
ated using computer-aided fitting of the small-angle
JETP LETTERS      Vol. 80      No. 1      2004
X-ray scattering patterns, which showed that the inter-
facial roughness did not exceed 3–4 Å. The Bragg dif-
fraction patterns showed that the film plane coincided
with the (001) crystallographic plane in the texture of
all layers. The magnetic measurements on all samples
were performed at T = 20 K with the aid of a SQUID
magnetometer. Assuming that the saturation magneti-
zation is independent of Fe (which is confirmed by our
data for the V–Fe system [13]), we used the results of
magnetic measurements to refine the thickness of ferro-
magnetic layers in the samples studied.

The superconducting transition temperature Tc was
determined from the change of the sample dc resistance
measured according to the standard four-point-probe
trechnique. The ratio of the room-temperature resis-
tance to the residual resistance Rres near the supercon-
ducting transition temperature (called residual resistiv-
ity ratio, RRR) for all samples was on the order of
R(300 K)/Rres ~ 4. Once the phonon contribution to the
resistivity of vanadium was known, ρphon(300 K) =
18.2 µΩ cm, we estimated the residual resistivity as
ρres . 6 µΩ cm. Following Lazar et al. [9] and using the
Pippard relations [25], we established a relation
between the mean free path l of conduction electrons
and the residual resistivity of vanadium, ρresl = 2.5 ×
10−6 µΩ cm2. For our samples this relation yields l =
40 Å. Using this estimate of l and the known BCS
coherence length in vanadium, ξo = 440 Å, we may cal-
culate the superconducting coherence length as ξs =

 = 75 Å for V layers in our samples.

Figure 1 shows the Tc(dCr) plot, obtained for the
samples of series 1 with an Fe-layer thickness fixed at
dFe . 50 Å, the experimental points for maximum
Fe-layer thicknesses in series 2–4 (dFe ~ 20 Å), and one
experimental point for dCr = 0 taken from our previous
study [13]. Since the penetration depth of Cooper pairs
into iron is ξI ~ 20 Å [9], the layer of Fe with a thickness
of 10 Å in series 2–4 can be considered as thick and
comparable in this respect with the samples of series 1

ξol/3.4

Layer thicknesses in thin-film Fe–Cr–V–Cr–Fe structures
studied

Series 1 2 3 4

Initial layer

dCr (Å) 40 40 40 40

dFe (Å) 50 8–20 9–24 8–22

dCr (Å) 23–52 15 28 47

dV (Å) 300 300 300 300

dCr (Å) 23–53 15 28 47

dFe (Å) 50 8–20 9–24 8–22

Protective layer

dCr (Å) 50 50 50 50
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with dFe = 50 Å. As can be seen, the additional points fit
quite well to the Tc(dCr) curve obtained for series 1. In
the region of dCr ≤ 40 Å, the Tc value increases with dCr.
As the Cr-layer thickness increases further, Tc exhibits
a maximum and then decreases at a rate greater than
that of the preceding increase.

Another peculiarity revealed by the results of our
measurements is illustrated in Figs. 2b–2d, presenting
the Tc(dFe) curves for three series of samples with vari-
ous fixed thicknesses of Cr layers (dCr = 15, 18, and
47 Å, respectively). For comparison, Fig. 2a shows an
analogous dependence for the Fe–V–Fe system (i.e.,
for dCr = 0) taken from [13]. The values of Tc for dFe = 0
are taken from the results of our recent investigation of
Cr–V–Cr trilayers [22].

An analysis of the data presented in Fig. 2 reveals
the following regularities. The shape of the Tc(dFe)
curves is generally analogous to that observed previ-
ously for the Fe–V–Fe samples (Fig. 2a). The ampli-
tude of the initial drop in Tc(dFe) decreases with increas-
ing thickness of the Cr spacer separating Fe and V lay-
ers. Apparently, this is related to the screening effect of
Cr layers. As dCr increases, the number of Cooper pairs
reaching Fe layers decreases and the influence of the
exchange field of Fe on the superconductivity of V
decreases. For dCr = 47 Å (Fig. 2d), Fe layers exhibit
virtually no influence on the superconducting layer,
which indicates that the amplitude of the pair wave
function in the Fe layer is negligibly small.

Now, let us consider the results of model calcula-
tions depicted by solid curves in Figs 1 and 2. The the-
ory of the proximity effect in thin-film multilayer sys-
tems of the superconductor–paramagnet–ferromagnet
(S–P–F) type was developed by Vodop’yanov et al. [26]
and originally intended for description of this effect in

Fig. 1. Plot of the Tc values vs. Cr-layer thickness dCr for the
samples of series 1 with an Fe-layer thickness fixed at dFe .
50 Å, in comparison to the experimental points for maxi-
mum Fe-layer thicknesses in series 2–4 (open symbols cor-
respond to data in Fig. 2) and one experimental point for
dCr = 0 taken from [13]. Solid curve shows the results of
model calculations (see the text).

T
c

the S–F system with a paramagnetic interlayer formed
as a result of mutual diffusion of the S and F layers. We
apply this theory to our V–Cr–Fe trilayers, assuming
that Cr layer plays the role of a P spacer, as is usually
adopted for analysis of the proximity effect in the
superconductor–chromium system [14].

Fig. 2. Plots of the Tc values vs. Fe-layer thickness dFe for
the samples of series 2–4 with fixed dCr = 15 (b), 28 (c), and
47 Å (d), respectively. The values of Tc for dFe = 0 were
taken from [22]. For comparison, (a) shows data for the Fe–
V–Fe system taken from [13]. Solid curves show the results
of model calculations (see the text).

T
c
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Prior to analysis, let us refine the parameters of the
theory [27] determined previously [13] for description
of the Tc(dFe) dependence in Fe–V–Fe trilayers
(Fig. 2a). In the S–P–F system, new parameters appear
due to the presence of the P layer. Instead of the param-
eter Tm characterizing transparency of the S–F interface
[13], we have to introduce three quantities: TCr–Fe and
TV–Cr, characterizing the transparency of Cr–Fe and V–
Cr interfaces, respectively, and τs representing the char-
acteristic time of the electron spin scattering on the
localized magnetic moments in the paramagnetic chro-
mium layer [23]. It is rather difficult to evaluate simul-
taneously all three parameters from our experimental
data. However, we may estimate the TCr–Fe and TV–Cr

values, assuming that (as was demonstrated previously
[13]) the transparency of the interface in the S–F sys-
tem of vanadium and iron is controlled by the differ-
ence of the Fermi moments of contacting metals. At the
boundary of the ferromagnet, these moments can only
be equal for one spin direction. Based on these results,
we may set TCr–Fe approximately equal to the value
Tm = 1.6 obtained previously for the S–F interface [13]
in the V–Fe system, while TV–Cr can be taken very large
due to the close electron structures of V and Cr.

Based on these assumptions and using all parame-
ters determined previously for the Fe–V–Fe system
[13], we obtained the dependences depicted by solid
curves in Figs. 1 and 2; the only fitting parameter was
the electron spin scattering time τs. We used the same
value τs = 5 × 10–13 s in all cases. As can be seen, the
general behavior of the data is well reproduced in all
cases, including the penetration depth of Cooper pairs
in Cr layers, which has proved to be about 40 Å.

However, there is one peculiarity not reflected by
the theory even on a qualitative level. This is the sharp
drop in Tc(dFe) for dCr > 40 Å (Fig. 1). We may suggest
that this peculiarity is related to the transition of Cr lay-
ers from a nonmagnetic state to an incommensurate
SDW state at dCr . 40 Å. Indeed, the aforementioned
Mössbauer measurements [7, 8] showed that Cr at the
interface with V occurs in a nonmagnetic state. Of
course, Cr layers in our samples contact with V on one
side and with Fe on the other side, so that the situation
is not identical with that studied in [7, 8]. Generally
speaking, we cannot exclude the possibility that a com-
mensurate SDW state might exist at dCr < 40 Å. How-
ever, if this were the case, we would have to expect a
strong competition between this commensurate state
and superconductivity in Cr layers. This would lead to
a strong decrease of Tc in vanadium due to the proxim-
ity effect, which is not observed in experiment. On the
contrary, Cr layers in this region of thicknesses screen
the influence of the exchange field of iron (breaking
Cooper pairs) on the superconductivity of vanadium.
Thus, the whole body of our experimental data shows
evidence in favor of the proposed transition from a non-
JETP LETTERS      Vol. 80      No. 1      2004
magnetic state to an incommensurate SDW state in the
Cr layer at dCr . 40 Å.

In conclusion, we may ascertain that the results of
our investigation of the proximity effect in a thin-film
Fe–Cr–V–Cr–Fe layered system clearly demonstrated
the screening action of Cr spacers between a supercon-
ducting V layer and the Fe layers capable of breaking
Cooper pairs. The depth of penetration of Cooper pairs
into Cr layers is on the order of 40 Å. In addition, we
observed an anomalous decrease in Tc for Cr-layer
thicknesses above 40 Å, that is, for spacer thicknesses
exceeding the depth of Cooper pair penetration into
chromium. We believe that this peculiarity can be
explained only by assuming that the transition from a
nonmagnetic state to an incommensurate SDW state
takes place over the entire thickness of Cr layers. It
should be noted that the anomaly observed in Tc(dCr) at
dCr . 40 Å in the Fe–Cr–V–Cr–Fe system studied is
much more pronounced than analogous features in the
data on Tc(dCr) for thin-film V–Cr systems [16–22],
where anomalies at dCr ~ 40–60 Å are most likely
caused by the aforementioned magnetic transition.

This study was supported by the Russian Foundar-
ion for Basic Research [project nos. 02-02-16688
(experiment) and 03-02-17656 (theory)] and by the
Deutsche Forschungsgemeinschaft (DFG grant SFB
491).
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A tunnel junction between a metal partially gapped by charge density waves metal (CDWM) and a ferromagnet
(FM) in an external magnetic field is considered. Only the Zeeman paramagnetic effect is taken into account.
It is shown that the peaks in the dependence of differential conductance versus voltage, induced by the CDW
gap, split, with each peak having a predominant spin polarization. This effect makes it possible to electrically
measure the polarization of current carriers in FMs. © 2004 MAIK “Nauka/Interperiodica”.

PACS numbers: 71.45.Lr; 73.40.Gk; 75.20.En; 75.47.Np
Spin electronics (spintronics) has recently become
an extremely important area of science as well as a
flourishing branch of industry [1–3]. Ferromagnets
(FMs) with a metallic character of electrical conduc-
tance are an integral part of various magnetoelectronic
devices, including, in particular, magnetic tunnel junc-
tions. Spin polarization at the Fermi level is the basic
parameter which describes the FM properties relevant
for those applications. It is most frequently defined as

(1)

where  is the density of states (DOS) of the
“majority” (“minority”) electrons with spins directed
opposite to (along) the quantization axis at the Fermi
level. This definition is directly applicable for the inter-
pretation of photoemission or inverse photoemission
measurements [4, 5], whereas the account of different
interface attributes requires substantial modifications of
Eq. (1) during electron transport studies [3, 6, 7]. Any-
way, even in strong ferromagnets, P falls short of the
saturation value of 100%, which was attained not long
ago for the so-called half-metals, e.g., CrO2 and manga-
nites [6, 8]. Hence, an experimental estimation of P is
highly needed both for practical applications and to
check electronic band-structure calculations and theo-
ries of magnetic tunneling.

The main existing transport methods for the deter-
mination of P comprise measurements of (i) tunnel cur-
rents between two FMs [2, 3], (ii) tunnel currents
between FMs and superconductors (S) in the external

¶ This article was submitted by the authors in English.

P
NFM– NFM+–
NFM– NFM++
--------------------------------,=

NFM+−
0021-3640/04/8001- $26.00 © 20049
magnetic field H [9], (iii) point-contact conductance in
junctions involving two ferromagnetic electrodes [10],
and (iv) point-contact conductance with Andreev
reflections at an FM/S interface [11]. In this article, we
show a new possibility of deducing P from transport
studies.

Our approach is an outgrowth of the method sug-
gested by Tedrow and Meservey (see review [9]) for an
S–I–FM junction (I stands for an insulator), according
to which P may be expressed in terms of the differential
tunnel conductivity G(V) ≡ dJ/dV of a quasiparticle tun-
nel current J taken at definite voltages V in a nonzero
external magnetic field H. The main shortcoming of
using the S–I–FM tunneling is the dominating role of
the orbital (Meissner) depairing over the paramagnetic
suppression of superconductivity in most circum-
stances [12]. Hence, the thin-film geometry of S elec-
trodes is unavoidable and the choice of suitable super-
conducting covers is troublesome.

Therefore, we analyze a new class of partners for the
FMs, namely, metals partially gapped by charge density
waves (CDWs), CDWMs [13]. So, the tunneling
scheme now has the form CDWM–I–FM. An external
magnetic field stimulates a paramagnetic effect in the
CDWM analogous to that in superconductors [14, 15].
On the other hand, the giant diamagnetic (Meissner)
response does not appear for CDWMs at all, because
this state lacks superfluid properties [16]. As for the
spin–orbit coupling, which leads to harmful spin flips,
its role can be diminished by the adequate choice of the
light-atom constituents for CDW materials.

While examining current–voltage characteristics
(CVCs), for the sake of definiteness, the bias V is cho-
sen as a voltage difference between the FM and the
004 MAIK “Nauka/Interperiodica”
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CDWM: V ≡ VFM – VCDWM. It is presumed that, for high
enough H, all domains inside the ferromagnet are com-
pletely aligned in the field direction. The properties of
the partially gapped CDWM are characterized in the
framework of the Bilbro–McMillan model [13, 17].
According to this approach, which describes with equal
success both the Peierls insulating state in quasi-one-
dimensional substances and the excitonic insulating
state in semimetals, the Fermi surface (FS) consists of
three sections. Two of them (i = 1, 2) are nested, with
the corresponding fermion quasiparticle spectrum
branches obeying the equation

(2)

where Q is the CDW vector. So, the electron spectra
here become degenerate (d) and a CDW-related order
parameter appears. The rest of the FS (i = 3) remains
undistorted under the electron–phonon (the Peierls
insulator) or Coulomb (excitonic insulator) interaction
and is described by the nondegenerate (n) spectrum
branch ξ3(p). A uniform dielectric (CDW) order param-

eter  appears only on the nested FS sections. The
CDWM phase is described, in the presence of the exter-
nal magnetic field H and without making allowance for
any orbital diamagnetism, by a system of Dyson equa-
tions for the normal temperature Green’s functions.

For the present purposes, one can disregard the dia-
magnetic effect while investigating the spin-split peaks
of the G(V) for CDWMs. Of course, this does not mean
that Td itself does not depend on H if one goes beyond
the approximation adopted in this publication. Never-
theless, the experiment showed that the field-induced
CDW suppression ∆Td ∝  –H2 and is quite small indeed.
For example, in the A15 compound V3Si with Td(H =
0) = 20.15 K, even for a very large H = 156 kOe, the
correction is 0.6 K [18].

Thus, while studying the spin splitting in CDWMs,
no restrictions from above appear on the H amplitude
other than the natural paramagnetic limit H <

Σ0 , where  = e"/2m*c is the effective Bohr
magneton, e is the elementary charge, " is Planck’s
constant, c is the velocity of light, and m* is the effec-
tive mass of the current carriers. The quantity Σ0 ≡

kBTd is the amplitude of the CDW order parameter at

the temperature T = 0; kB and γ = 1.78… are the Boltz-
mann and Euler constants, respectively; and µ, with 0 ≤
µ ≤ 1, is a relative portion of the FS sections gapped by
CDWs. Since we are going to deal with smaller fields,
the intriguing problem of the inhomogeneous state [14]
analogous to the Larkin–Ovchinnikov–Fulde–Ferrel
one in ordinary superconductors for H ≥ Hpwill be not

touched upon. Hence, we assume the function (T) to
be a BCS-like one.

ξ1 p( ) ξ2 p Q+( ),–=

Σ̃

µB*

µ/2 µB*

π
γ
---

Σ̃

We calculated J(V) according to expressions which
can be straightforwardly obtained by the Green’s func-
tion method of Larkin and Ovchinnikov [19]. Gener-
ally, the current J(V) consists of six components:

(3)

(4)

(5)

(6)

Here,

(7)

(8)

the upper (lower) sign corresponds to the majority
(minority) spin orientation, respectively; R is the “nor-
mal state” (above Td) resistance of the junction; and
θ(x) denotes the Heaviside theta function. The current

components depend on the phase ϕ of  = Σeiϕ,
whereas the thermodynamic properties of CDW super-
conductors are degenerate with respect to s. We sug-
gested that quasiparticles from all the FS sections make
their contributions to the total current proportional to
the DOS of the relevant section. That means an absence
of any kind of directional tunneling, which is possible
in principle [20].

An important difference between the problem in
point and its counterpart appropriate to BCS supercon-
ductivity is the emergence of the terms . They
reflect the existence of the electron–hole pairing in
CDWMs, which originates from the interband Green’s
function Gc, and have different behavior than the
remaining terms linked to the conventional normal
Green’s functions. To a large extent, &c is analogous to
the anomalous Gor’kov Green’s function ^, which,
however, determines the Josephson rather than quasi-
particle tunnel current. The appearance of terms (6)
leads to the drastic asymmetry of the CVC of nonsym-
metrical tunnel junctions involving CDWMs. In incom-

J V( ) J f s
V( ),

f n d c, ,=
s – +,=

∑=

Jn+−
1 µ–( ) 1 P±( )V

2eR
---------------------------------------,=

Jd+−
µ 1 P±( )

4eR
---------------------=

× ωK ω V T, ,( ) ω µB*H± f ± ω H Σ, ,( );d

∞–

∞

∫

Jc+−
µ 1 P±( )Σ̃

4eR
-------------------------=

× ωK ω V T, ,( ) ω µB*H±( )sgn f ± ω H Σ, ,( ).d

∞–

∞

∫

K ω V T, ,( ) ω
2T
------tanh

ω eV–
2T

-----------------,tanh–=

f ± ω H Σ, ,( )
θ ω µB*H± Σ–( )

ω µB*H±( )2 Σ2–
--------------------------------------------,=

Σ̃

Jc+−
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mensurate CDWMs, the order parameter phase ϕ is
arbitrary. However, to understand the picture qualita-
tively, it is enough to restrict the consideration to the
particular case of commensurate CDWs, when ϕ is
either 0 or π. Then, relevant equations describe tunnel-
ing between, e.g., excitonic insulators.

Conductivities Gfs(V) can be obtained by differenti-
ating relevant Eqs. (4)–(6). At T = 0, the corresponding
analytical expressions become

(9)

(10)

(11)

Naturally, the sum of the Gn terms gives the constant
(1 – µ)/R.

The dependences of the dimensionless conductance
RdJ/dV for the CDWM–I–FM junction on the dimen-

sionless bias voltage eV/Σ0 are shown in Fig. 1 for  > 0.
Other dimensionless parameters of the problem are the
normalized external magnetic field h = H/Σ0 and
temperature t = kBT/Σ0. It is readily seen that G(V) is
highly asymmetrical, contrary to the symmetrical pat-
terns appropriate to tunnel junctions involving super-
conductors regardless of whether those junctions are
symmetrical or not [21]. Mathematically, it stems from
an almost total compensation between Gd(V) and Gc(V)
logarithmic singularities at voltages of one sign and
their enhancement at voltages of the other sign (for the

adopted choice  > 0, it means negative and positive V,
respectively). In the absence of the external magnetic
field and spin polarization, such an asymmetrical
behavior of G(V) was obtained by us earlier [22–24].
When H is switched on, the electronic DOS peak splits
as in the case of superconductors [9, 25]. The spin split-
ting is noticeable, however, only for one CVC branch

(V > 0 in the case  > 0, the other branch contains only
remnants of the gap-related features). Thus, the simple
algebraic procedure of Tedrow and Meservey of finding
P from a set of G values measured at certain V’s and H,
successful for S–I–FM junctions [9, 26], seems to fail
for CDWM–I–FM ones, because this method needs the
values of conductance on both voltage branches.

Nevertheless, the advantage of the setup proposed
here to detect spin-polarization-induced changes con-
sists in a more clear manifestation of the spin-splitting
effect for one CVC branch and in a larger scale of Σ for
existing CDWMs as compared to the energy gaps ∆ in
their superconducting counterparts, with the depen-
dences G(V) being very sensitive to the value of P.

Gn+− V( ) 1 µ–( ) 1 P±( )
2R

-----------------------------------,=

Gd+− V( )

=  
µ 1 P±( )

2R
--------------------- V( ) eV µBH±( ) f ± eV H Σ, ,( ),sgn

Gc+− V( ) µ 1 P±( )Σ̃
2R

------------------------- V( ) f ± eV H Σ, ,( ).sgn=

Σ̃

µB*

Σ̃

Σ̃
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Moreover, the CVCs crucially depend on the sign of 

in the CDWM. Let us first consider the case  > 0
(Fig. 2a). One can see how the spin-splitting pattern is
distorted for a ferromagnetic counterelectrode (P ≠ 0)
in comparison with the nonpolarized case (P = 0). In
particular, the minority-spin peak, which is positioned
farther from the zero bias than the majority one, is
reduced with increasing P, so that, for complete polar-
ization (P = 1, this limit is attainable in half-metallic
ferromagnets [6, 8, 10]), it disappears and only one
(majority) peak survives.

When  < 0 (Fig. 2b), the minority-spin peak disap-
pears with increasing P similarly to the opposite case

 > 0, but now it is situated closer to the zero bias than
the majority one. Hence, the “modified” symmetry
relationship

(12)

appropriate for junctions involving normal or supercon-
ducting CDW electrodes and nonferromagnetic normal
metal counterelectrodes (cf. P = 0 curves on both pan-
els), is no longer valid, and the CVCs for H ≠ 0 lack any

symmetry properties. Then, different signs of  can be
distinguished by CVC measurements. It is worth noting

once more that the actual  sign for a specific junction
might occur at random, induced by unpredictable fluc-
tuations, since the bulk thermodynamic free energy of
normal or superconducting CDW metals does not
depend on this sign [27–29].

Σ̃
Σ̃

Σ̃

Σ̃

G Σ̃ V,–( ) G Σ̃ V–,( ),=

Σ̃

Σ̃

Fig. 1. Dependences of differential conductance on bias
voltage V across the tunnel junction made up of charge-den-
sity wave metal (CDWM) and ferromagnet (FM) for various
external magnetic fields H. See explanations in the text.
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At the same time, the predicted effect is highly sen-
sitive to the temperature. The smoothing effect of the
latter is shown in Fig. 3. The Zeeman splitting becomes
unobservable already at a relatively small value, t = 0.2.
However, CDW metals with Td of the order of 10–15 K
are now available [30, 31] with the corresponding
destructive magnetic fields H ≈ 180–270 kOe, which
are attainable experimentally. Hence, larger magnetic
fields may be applied to detect the paramagnetic spin
splitting against the background of various smearing
factors, temperature included.

To illustrate that the predicted phenomenon can
indeed be observed, let us consider the spin–orbit
smearing in 2H-NbSe2 with the superconducting criti-
cal temperature Tc = 7.2 K and Td = 33.5 K [13] and
compare it with that in Al, where the spin-splitting

Fig. 2. The same as in Fig. 1 but for various polarizations P
of electrons on the FM Fermi level. Panels correspond to

different sign of the dielectric order parameter  in
CDWM. See explanations in the text. (a) Σ0 > 0, and
(b) Σ0 < 0.

Σ̃

effect was observed [9]. We shall confine the consider-
ation for 2H-NbSe2 to the CDW-induced peaks only.
The spin–orbit scattering in superconductors is gov-
erned by a single parameter, b = "/(3τso∆) ∝  Z4/∆,
where "/τso is the spin–orbit scattering rate, Z is the
material atomic number, and ∆ is the superconducting
gap. For Al, ZAl = 13, ∆Al ≈ 0.4 meV, and bAl ≈ 0.05,
while even the value 0.2 ensures the satisfactory spin
splitting of the ∆-driven peaks [9, 25]. On the other

hand, using the same ideas,  ∝  /Σ for
2H-NbSe2, where Σ ≈ 34 meV is the measured dielec-
tric gap [32] and ZNb = 41 (ZSe = 34, which may only
improve our estimation). Assuming the elastic scatter-
ing rates to be of the same order of magnitude in both
the materials, we obtain  ≈ 1.2bAl ≈ 0.06. Thus,
even if the spin splitting of the ∆-induced peaks in 2H-
NbSe2 is smeared, that of the CDW-triggered ones
should remain resolved. This is the more so because the
superconductivity- and CDW-induced CVC peaks are
well separated from one another (cf. the values of Tc

and Td for 2H-NbSe2 quoted above).

We would like to indicate several other possible can-
didates for the CDW partner of FMs in tunnel sand-
wiches. These are organic CDW metals α-
(ET)2MHg(SCN)4 (M = K, Tl, Rb) [15, 30] and
Per2[M(mnt)2] (Au, Pt) [31]. The main weak point of
those materials is the presence of heavy elements Hg,
Tl, Au, or Pt, which is dangerous because of a possible
spin–orbit smearing of the spin-split G(V) peaks. A
two-leg ladder compound Sr14 – xCaxCu24O41 also seems
very promising. Actually, Ca doping alters Td and Σ
over a remarkably wide range from 210 K and
130 meV, respectively, for x = 0 down to 10 K and
3 meV for x = 9 [33].

b2H-NbSe2
ZNb

4

b2H-NbSe2

Fig. 3. The same as in Fig. 1 but for various temperatures T. 
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On the whole, the application of the fruitful ideas
developed earlier for superconductors [9] to normal
partially CDW-gapped metals seems useful for study-
ing those strongly correlated objects.
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We consider energy absorption in an externally driven complex system of noninteracting fermions with the cha-
otic underlying dynamics described by the unitary random matrices. In the absence of quantum interference,
the energy absorption rate W(t) can be calculated with the help of the linear-response Kubo formula. We calcu-
late the leading two-loop interference correction to the semiclassical absorption rate for an arbitrary time depen-
dence of the external perturbation. Based on the results for periodic perturbations, we make a conjecture that
the dynamics of the periodically driven random matrices can be mapped onto the one-dimensional Anderson
model. We predict that, in the regime of strong dynamic localization, W(t) ∝  ln(t)/t2 rather than decaying expo-
nentially. © 2004 MAIK “Nauka/Interperiodica”.

PACS numbers: 72.10.Bg; 05.40.-a
1. INTRODUCTION

Recent years had revealed an increasing interest [1–
4] in time-dependent random matrices, arising from the
field of condensed matter physics. The natural way to
study a complex quantum system is to couple it to an
external field ϕ which enters the Hamiltonian H[ϕ] =
H0 = Vϕ as a parameter and can be controlled at will.
Applying a time-dependent perturbation ϕ(t) gives
access to quantum dynamics of the many-electron wave
function governed by the Schrödinger equation
i∂Ψ(t)/∂t = H[ϕ(t)]Ψ(t). If the perturbation frequency
and the relevant energies (e.g., the electron tempera-
ture) are smaller than the Thouless energy in the sam-
ple, then it is possible to apply a universal description
in terms of the random-matrix theory (RMT) of an
appropriate symmetry [5]. The resulting time-depen-
dent theory is specified by two model-dependent quan-
tities, which should be determined microscopically [6]:
the mean level spacing ∆ and the sensitivity of the para-
metric spectrum 〈(∂Ei/∂ϕ)2〉  to the variation of the con-
trol parameter ϕ.

The crucial quantity characterizing quantum
dynamics of the system is the energy absorption rate

(1)

and its dependence on the form of the external pertur-
bation ϕ(t). (In Eq. (1), 〈E(t)〉  is the expectation value of
the total energy of the system.) The standard approach
to calculating W is based on the Kubo linear response
theory, which connects the kinetic response of a system

¶ This article was submitted by the authors in English.

W t( ) d E t( )〈 〉
dt

-------------------≡
0021-3640/04/8001- $26.00 © 20054
to the equilibrium correlator of generalized currents. In
the present case, the generalized current corresponding
both to the quantity of interest (1) and to the source of
nonstationarity is dH/dt = (∂H/∂ϕ)v, where v  = dϕ/dt is
the perturbation velocity. Then, the Kubo formula gives
for the standard Wigner–Dyson random matrix ensem-
bles [7, 8]:

(2)

where

(3)

is the level velocity autocorrelation function, with Ei[ϕ]
being the adiabatic levels of an instantaneous Hamilto-
nian, and β = 1 or 2 for the orthogonal (GOE) or unitary
(GUE) symmetry classes, respectively. Kubo dissipa-
tion rate (2) is ohmic scaling ∝ v 2 regardless of the sys-
tem’s symmetry.

Application of the Kubo formula essentially relies
on the assumption of a continuous spectrum [9]. The
spectrum may be considered as continuous if the
smearing γ of energy levels exceeds the system’s mean
level spacing ∆. In condensed matter, this condition is
usually satisfied for a typical electron system at not too
low temperatures, when the inelastic smearing γin @ ∆.
However, in the RMT, the inelastic broadening is
absent by definition and the spectrum of the stationary
(at v  = 0) Hamiltonian is discrete. The level smearing is
then generated dynamically as a result of time depen-
dence of the Hamiltonian H[ϕ(t)].

W0
βπ
2

------Cβ 0( )v 2,=

Cβ 0( ) 1

∆2
-----

∂Ei

∂ϕ
-------- 

 
2

≡ 1

β∆2
---------

∂Hi j≠

∂ϕ
-------------- 

 
2

=
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This mechanism of dynamically generated smearing
of the spectrum due to nonstationarity is the key point
in understanding the properties of time-dependent ran-
dom matrices. It constitutes the main difference
between them and the usual problems in condensed
matter physics, leading to a number of counterintuitive
consequences. One of them is the breakdown of the

Kubo formula at small velocities v  ! vK ~ ∆2/ ,
when the smearing γ becomes smaller than ∆. In this
regime, the dynamics is adiabatic and dissipation
occurs due to rare Landau–Zener transitions between
the neighboring levels. Then, the energy absorption rate
becomes statistics-dependent with W ~ v β/2 + 1 [7].
Thus, in a system with dynamically generated smear-
ing, the low-velocity response is generally nonlinear.

The second nontrivial effect which is not captured
by Kubo formula (2) comes into play for reentrant per-
turbations when the system is being swept through the
same realization of disorder many times. For a certain
type of time-dependent perturbations, successive accu-
mulation of destructive interference correction may
lead to localization of the single-particle quantum-
mechanical states in the energy space. This effect,
known as dynamic localization [10], manifests itself in
vanishing of the absorption rate and saturation of the
total absorbed energy in the limit of long duration of the
external perturbation. Dynamic localization was stud-
ied extensively for the model case of the kicked quan-
tum rotor [10], while, for the case of driven random
matrices, it was discovered in [4].

Though dynamic localization is in many aspects
analogous [4] to the conventional Anderson localiza-
tion, they are different in their relation to the Kubo for-
mula. Conductivity in the Anderson model is described
by the linear-response (in the electric field) Kubo for-
mula, with quantum interference effects being encoded
in the disorder-averaged Kubo commutator. On the
other hand, quantum corrections to the absorption rate
responsible for dynamic localization do depend on the
velocity of the perturbation and, therefore, are not con-
tained in the Kubo correlator (2). This is another conse-
quence of the fact that, in time-dependent RMT, the
smearing of the spectrum is generated dynamically.

Recently, the first quantum interference correction
to the Kubo dissipation rate (2) for the orthogonal sym-
metry class was considered, taking into account both
the original discreteness of the spectrum [3] and the
effect of weak dynamic localization [4]. The one-loop
relative correction to W0 contains a dynamic cooperon
and evaluates either to a positive number ~(v /vK)2/3 for
a linear bias ϕ = v t [3] or to a negative and growing in

time correction ∝ –  for a monochromatic perturba-
tion switched on at t = 0 [4] (in this case, the dynamic
localization effect is most pronounced).

The purpose of this letter is to study the quantum
interference correction to W0 for the unitary symmetry
class that involves evaluation of the two-loop diagrams

Cβ 0( )

t
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made of dynamic diffusons. We will derive the general
expression for δW(t) [Eq. (21)] valid for an arbitrary
time dependence of ϕ(t) and then discuss the limits of
linear and (multi-) periodic perturbations.

We demonstrate that the first quantum correction
vanishes for the linear perturbation ϕ(t) = v t and grows
∝ t for the harmonic perturbation. On comparing the
orthogonal and unitary quantum corrections for the
cases of dynamic and Anderson localization, we sug-
gest that the dynamics of the periodically driven RMT
can be mapped onto the one-dimensional Anderson
model.

2. DESCRIPTION OF THE FORMALISM

Quantum dynamics of time-dependent unitary ran-
dom matrices can be conveniently described by the
nonlinear Keldysh σ model derived in [3]. The effective
action (with the weight e–S)

(4)

is a functional of the Q field acting in the Keldysh
(Pauli matrices σi) and time spaces. In Eq. (4), the oper-

ators  and ϕ have the matrix elements  = iδtt'∂t' and
ϕtt' = δtt'ϕ(t '), and Cu(0) is the level velocity autocorre-
lation function defined by Eq. (3) with β = 2.

The saddle point of action (4) is given by

(5)

with the distribution function F(0) satisfying the kinetic
equation

(6)

where we denoted Γ = πCu(0)∆.

The whole manifold of the Q matrices can be
parametrized as

(7)

where the matrices U are unitary, so that P is a Hermi-
tian field, whereas all non-Hermiticity is located in the
matrices

(8)

(in particular, the standard saddle point (5) corresponds
to P = σ3).

S Q[ ] πi
∆
-----TrÊQ

π2Cu 0( )
4

--------------------Tr ϕ Q,[ ] 2,–=

Ê Êtt'

Λ t t'
δt t' 2Ftt'

0( )

0 δt t'– 
 
 
 

,=

∂t ∂t'+( )Ftt'
0( ) Γ ϕ t( ) ϕ t'( )–[ ] 2

Ftt'
0( ),–=

Q UF
1– PUF, P U 1– σ3U ,= =

UF( )t t'
δt t' Ftt'

0( )

0 δt t'– 
 
 
 

=



56 SKVORTSOV et al.
For perturbative calculations, we choose the stan-
dard rational parametrization of the P matrix,

(9)

which has the unit Jacobian ∂P/∂V = 1. The matrix V
anticommuting with σ3 is given explicitly by

(10)

with the matrix d acting in the time space only. Its bare
correlator inferred from the Gaussian part of the action
has the form

(11)

where we have denoted t± = t ± η/2,  = t ' ± η'/2, and
introduced the free diffuson propagator [1, 2, 4, 11]

(12)

Physical quantities are contained in the average

〈Q〉  ≡ e–S[Q]DQ. Due to causality, 〈Qtt'〉  shares the

structure of Eq. (5) but with the saddle-point distribu-
tion F(0) substituted by the exact distribution F. The
energy absorption rate can be calculated as [4]

(13)

3. PERTURBATION THEORY

Expanding the Keldysh (upper-right) block of the
matrix Q in terms of the diffusons d with the help of
Eqs. (7)–(10), one obtains the perturbative series

(14)

The two-loop correction to the distribution function is
given by three pairings:

(15)

P σ3 1 V /2+( ) 1 V /2–( ) 1– ,=

V
0 d

d†– 0 
 
 

,=

dt+t–
dt+' t–'

*〈 〉 0

2∆
π

-------δ η η'–( )$η t t',( ),=

t±'

$η t t',( ) = θ t t'–( ) Γ ϕ τ +( ) ϕ τ –( )–[ ] 2 τd

t'

t

∫–
 
 
 

.exp

Q∫

W t( ) πi
∆
----- ∂t∂ηFt η /2 t η /2–,+ .

η 0→
lim–=

F = F 0( ) d〈 〉
2

--------– F 0( )d†d dd†F 0( )+〈 〉
4

---------------------------------------------– dd†d〈 〉
8

---------------- ….+ +

δF
dS 5( )〈 〉 0

2
------------------- dS 4( )S 3( )〈 〉 0

2
--------------------------- dd† S 3( )d〈 〉 0

8
----------------------------+ ,–=

Two-loop diagrams for the distribution function F, corre-
sponding to the terms of Eq. (15). Solid lines denote the dif-
fusions.
shown diagrammatically in the figure. The other possi-
ble pairings vanish due to causality of the theory. In
Eq. (15), the vertices S(m) come from expansion of
action (4) to the order Wm. In rational parametrization
(9), they are given by the following expressions:

(16)

(17)

(18)

.

The terms not included in Eqs. (17) and (18) do not
contribute to the pairings shown in the figure. In writing
Eqs. (16)–(18), we used the concise notations Fij ≡ ,

dij ≡  and ϕij ≡ ϕ(ti) – ϕ(tj), with integration being
performed over all time arguments involved.

Diagrams (a) and (b) shown in the figure contain a
loose diffuson [2] which couples d to the rest of the dia-
gram. As a result, the corresponding correction to the
distribution function Ft + η/2, t – η/2 can be written as

(19)

where t' is the “center of mass” time at the right end of
the loose diffuson and Ξ(t ', t '', η) is a complicated
expression denoting the rest of the diagram. The corre-
sponding correction to the energy absorption rate given
by Eq. (13) simplifies to

(20)

where we employed Eq. (12) and used the asymptotics
 ~ 1/iπη at η  0.

On the contrary, diagram (c) in the figure does not
contain a loose diffuson and cannot be represented in
form (20) with already taken derivative with respect to
the external time t.

Finally, it is worth mentioning that diagram (a) is
completely canceled against the part of diagram (b)
which contains the time derivative originating from the
first term in Eq. (18).

As a result of straightforward but rather lengthy cal-
culation, one ends up with the general expression for

S 3( ) πΓ
2∆
------- ϕ12ϕ34F12

0( )d32* d34d14* ,∫=

S 5( ) πΓ
8∆
-------=

× ϕ12 ϕ34 ϕ56+( )F12
0( )d23* d43d45* d65d61* …,+∫

S 4( ) π
8∆
------- ∂5 ∂6+( )d56d76* d78d58*∫–=

–
πΓ
16∆
---------- ϕ56

2 ϕ58
2 ϕ67

2 ϕ78
2+ + +(∫

– ϕ57
2 ϕ68

2 )d56d76* d78d58* …+–

Ftit j

dtit j

δFt η /2 t η /2–,+
ab( )

=  t' t''$η t t',( )Ξ t' t'' η, ,( )Ft'' η /2 t'' η /2–,+ ,dd∫

δW ab( ) t( ) 1
∆
--- ∂

∂η
------ 1

η
--- t''Ξ t t'' η, ,( ),d∫η 0→

lim–=

Ft+ t–,
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the two-loop correction to the Kubo dissipation rate (2)
valid for an arbitrary ϕ(t):

(21)

where t1, 2 = t± – x – y – z, t3 = t+ – z, t4 = t– – y, t5 = t+ –
x – z, t6, 7 = , and t8 = t– – x – y. In Eq. (21), the term
with ∂/∂t describes the contribution of diagram (c),
while the rest is the contribution of diagrams (a) and
(b). Though the derivatives with respect to η and t can
be easily calculated with the help of Eq. (12), we leave
them unevaluated in order to keep the simplest form of
the expression.

4. LINEAR CASE 

We start the analysis of general formula (21) with the
case of a linear bias ϕ(t) = v t. Then, dynamic diffuson
(12) is given by $η(t1, t2) = θ(t1 – t2)exp{–Ω3η2(t1 – t2)},
where Ω = (Γv 2)1/3 is the dephasing rate due to the
time-dependent perturbation [3]. Since the diffuson
$η(t1, t2) depends only on t1 – t2, the integrand in
Eq. (21) does not depend on t and the corresponding
time derivative describing the contribution of diagram
(c) vanishes.

The product of three diffusons in Eq. (21) is an even
function of η; hence, η dependence should be taken
into account only in the terms ϕij. The resulting expres-
sion becomes

(22)

where we employed the symmetry between the integra-
tion variables to simplify the final expression.

The integrals in Eq. (22) are given by

(23)

δW t( ) Γ∆
2π2
-------- ∂

∂η
------ 1

η
--- x y zddd

0

∞

∫η 0→
lim=

× ∂
∂t
----- 2Γϕ 56ϕ78– 

  ϕ12ϕ34

× $η x y+ + t
x
2
---

y
2
--- t

x
2
--- y

2
---– z––,–– 

 

× $η x– z– t
x
2
---

z
2
--- t

x
2
--- z

2
---– y––,–– 

 

× $η y z–+ t
y
2
---

z
2
--- t

y
2
--- z

2
---– x––,–– 

  ,

t+−

δW
Ω6∆
π2

---------- x y z x2– 5xy+( )ddd

0

∞

∫=

× Ω3 x y+( ) y z+( ) z x+( )–{ } ,exp

x y z x2

xy
e x y+( ) y z+( ) z x+( )–ddd

0

∞

∫ 5

1

Γ2 1/3( )
48

-------------------× ,=
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leading to a surprising cancellation of the two-loop
quantum correction in the unitary case mentioned
in [3].

It is also instructive to consider the case of the linear
perturbation switched on at t = 0: ϕ(t) = θ(t)v t. Here,
the term with ∂/∂t in Eq. (21) is generally nonzero but
it is small in the most interesting limit Ωt @ 1. The
time-dependent δW(t) is then given by Eq. (22), where
the region of integration is now bounded from above by
the condition x + y + z < t. The correction to the total
absorbed energy becomes

(24)

The integrals with x2y and xyz converge, while the inte-
gral with x3 diverges logarithmically. Therefore, at
Ωt @ 1,

(25)

Thus, the two-loop quantum correction, though vanish-
ing for a linear perturbation, leads to long-time memory
effects near the points of discontinuity of ∂ϕ/∂t.

5. PERIODIC CASE

Now, we turn to the case of periodic perturbations
switched on at t = 0. To simplify calculations, we will
consider first the simplest example of a monochromatic
perturbation, ϕ(t) = θ(t)sin ωt. Then, dynamic diffuson
(12) acquires the form

(26)

It is convenient to calculate the two contributions to
Eq. (21), δW (ab)(t) and δW (c)(t), separately. Making use
of Eq. (26), we get

(27)

where

δE t( ) Ω6∆
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---------- x y zmin x y z t,+ +( )ddd

0

∞

∫=

× x2– 5xy+( )e Ω3
x y+( ) y z+( ) z x+( )– .
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$ is the product of three diffusons in Eq. (21) evaluated
at η = 0, and we introduced ϑx = y – z, ϑy = –x – z, and
ϑ z = x + y.

The long-time behavior of Eq. (27) is determined by
the vicinities of the no-dephasing points [11], where
each of the three diffusons entering $ is equal to 1. An
analogous situation arises in the calculation of the one-
loop quantum correction for the periodically driven
orthogonal matrices [4], which is dominated by the no-
dephasing points of a single dynamic cooperon. In the
present case, the no-dephasing points are given by (x, y,
z) = (x, 2πm/ω – x, 2πn/ω – x) with arbitrary x and inte-
ger m and n.

In the limit t @ (ω–1, Γ–1), the no-dephasing points
with different m and n do not overlap and the triple inte-
gral in Eq. (27) can be evaluated as

(28)

where we introduced y = 2πm/ω – x + δy and z =
2πn/ω – x + δz. At the no-dephasing point, the factor #
is nonzero, whereas the factor 6 vanishes and should be
expanded in the deviations δy and δz:

(29)

(30)

Though the last term of Eq. (30) is proportional to the
fourth power of δy and δz, their smallness is compen-
sated by an extra factor x, y, z ~ t. In the limit t @ (ω–1,
Γ–1), we can integrate near the no-dephasing points in
the Gaussian approximation, retaining only quadratic
in the deviations terms in ln$:

(31)

Weight (31) determines the correlators
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Substituting Eqs. (28)–(32) into Eq. (27) and inte-
grating over δy and δz, one gets

(33)

where we replaced cos2ω(t + x) by its average value
1/2. The average 〈6〉  is calculated with the help of the
Wick’s theorem using pair correlators (32):

(34)

Finally, since the summand in Eq. (33) is a smooth
function of m and n, it is possible to pass from summa-
tion over m and n back to integration over y and z:

(35)

As a result, we obtain

(36)

This integral is equal to (2π/27)t, and we get

(37)

The contribution of diagram (c), δW(c), can be calcu-
lated analogously. Due to the same structure of the dif-
fusons, its no-dephasing points coincide with the no-
dephasing points for δW(ab). Instead of Eq. (33), one has
now

(38)

where

(39)

Passing from summation to integration according to
Eq. (35) and utilizing the symmetry properties of the
integrand, we obtain

(40)

The integral is equal to (π/6)t2 yielding

(41)
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Note a peculiar property of Eqs. (37) and (41):
δW (ab) ∝  t(dϕ/dt)2 and vanishes at the turning points of
the perturbation, whereas δW (c)(t) is always positive,
even when dϕ/dt = 0. This means that they describe dif-
ferent mechanisms of absorption, with different memo-
ries on the past.

Combining Eqs. (37) and (41), we get the total two-
loop correction to the quasi-classical absorption rate in
the harmonic case,

(42)

valid at t @ (ω–1, Γ–1).
The time-averaged correction grows linearly with

the duration of the perturbation:

(43)

Remarkably, Eq. (43) holds not only for a harmonic
perturbation but also for an arbitrary periodic pertur-
bation with the period 2π/ω. Formally, this follows
from the fact that the level sensitivity Γ to the external
perturbation drops from Eq. (43). Then, according to
Eq. (35), the factor ω2 in Eq. (43) measures the inverse
time separation between the no-dephasing points,
which is the same for all periodic perturbations of a
given period.

6. DYNAMIC VERSUS ANDERSON 
LOCALIZATION

It is useful to compare two-loop result (43) for a har-
monic perturbation with the corresponding one-loop
expression for the GOE obtained in [4]:

(44)

where  = πΓω2/2∆ is the period-averaged absorp-
tion rate and t∗  = π2Γ/2∆2 is the localization time.

In [4], we pointed out that the weak dynamic local-
ization correction to the energy absorption rate of a
periodically driven GOE has the same square-root
behavior as the weak Anderson localization correction
to the conductivity of a quasi-one-dimensional (1D)
disordered wire. Now, we see that the same is true for
the case of the GUE as well: in both cases, the correc-
tion is linear in time and dephasing time, respectively.
Therefore, it is tempting to suggest that this analogy is
not a coincidence but has its roots in equivalence
between the dynamic localization for the RMT driven
by a harmonic perturbation and 1D Anderson localiza-
tion.
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Such an equivalence is known for the case of kicked
quantum rotor (KQR): in the long time limit, the KQR
problem can be mapped [12] onto the 1D σ model. On
the other hand, the problems of the δ-kicked KQR and
of the periodically driven RMT are, to some extent,
complementary. Both of them can be mapped on a
tight-binding 1D model but with very different struc-
ture of couplings between the sites and auxiliary orbit-
als [4]. In particular, the “kicked RMT” model with ϕ(t)
being a periodic δ function does not exhibit dynamic
localization whatsoever [4].

In order to check the assumption about the equiva-
lence of the driven RMT to the quasi-1D disordered
wire, we use the simple relationship between the time-
dependent energy absorption rate W(t) in the dynamic
problem and the frequency-dependent diffusion coeffi-
cient D(ω) in the Anderson model [13]:

(45)

where W0 and D0 are the classical period-averaged
absorption rate and diffusion coefficient. D(ω) is
known from the theory of weak Anderson localization:

(46)

here, tloc = (2πν1)2D0 and ν1 is the 1D density of states.
Then, Eqs. (46) and (45) give two expressions similar to
Eq. (44) with only one fitting parameter t∗ /tloc. One can
easily see that, with the choice t∗ /tloc = π/4, both numer-
ical coefficients match exactly.

We believe that there are deep reasons for this coin-
cidence and make a conjecture that the (period-aver-
aged) dynamics of the harmonically driven RMT at
time scales t @ (ω–1, Γ–1) is equivalent to the density
propagation in a quasi-1D disordered wire. Employing
this equivalence, we can easily calculate the energy
absorption rate in the regime of well-developed
dynamic localization at t @ t∗  using the Mott–Berezin-
sky asymptotics of the AC conductivity, σ(ω) ∝
ω2ln2(1/ω) [14, 15]. Substituting D(ω) ∝  σ(ω) into
Eq. (45), we find that, in the localized regime, W(t)
decays as

(47)

This dependence is not directly related to the spatial
dependence of the localized wave functions, which is
exponential in the Anderson model. It can be seen if one
considers the density–density correlator [disorder-aver-
aged product of the retarded and advanced Green’s
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functions GR(x, x', e + ω)GA(x' x, e), whose Fourier
transform can be conveniently represented as 2πν1A(k,
ω)/(–iω). According to Gorkov’s criterion of localiza-
tion [16], A(k, 0) is finite and its Fourier transform
determines the spatial decay of localized wave func-
tions. On the other hand, D(ω) can be extracted from
the density–density correlator as

(48)

and, according to our conjecture, should be substituted
in Eq. (45) to give the absorption rate. Thus, instead of
A(k, ω = 0), usually studied in the Anderson localiza-
tion problem, W(t) is determined by the ω dependence
of ∂2A(k, ω)/∂k2 at k = 0, which, to the best of our
knowledge, evaded investigation in the framework of
the quasi-1D nonlinear sigma model.

7. CONCLUSIONS
We derived the general expression for the lowest-

order (two-loop) interference correction to the energy
absorption rate of a parametrically driven GUE. If an
external perturbation grows linearly with time, the first
correction vanishes. For a periodic perturbation, the
averaged correction δW(t) ∝  t. We make a conjecture
that the dynamics of the harmonically driven RMT at
the time scales t @ 1/ω, 1/Γ is equivalent to the 1D
Anderson model. Based on this equivalence, we predict
that, in the regime of strong dynamic localization,
W(t) ∝  ln(t)/t2.
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A numerically exact continuous-time quantum Monte Carlo algorithm for finite fermionic systems with nonlo-
cal interactions is proposed. The scheme is particularly applicable for general multiband time-dependent cor-
relations, since it does not invoke Hubbard–Stratonovich transformation. The present determinantal grand-
canonical method is based on a stochastic series expansion for the partition function in the interaction represen-
tation. The results for the Green function and for the time-dependent susceptibility of multiorbital supersym-
metric impurity model with a spin-flip interaction are presented. © 2004 MAIK “Nauka/Interperiodica”.
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Quantum Monte Carlo (QMC) tools for fermionic
systems appeared more than 20 years ago [1–4] and are
nowadays vital for a wide range of fields, like the phys-
ics of correlated materials, quantum chemistry, and
nanoelectronics. Although the first programs were
developed for model Hamiltonians with local interac-
tion, many-particle action of a very general form stays
behind the real systems. For example, all matrix ele-
ments of the interaction do not vanish in the problems
of quantum chemistry [5] and solid-state physics [6].
Dynamical mean-field theory (DMFT) [7] for corre-
lated materials brings a nontrivial bath Green function
to the scene, and its extension [8] deals with an interac-
tion which is nonlocal in time. An off-diagonal
exchange term can be responsible for the correlated
superconductivity in doped fullerens [9]. It is worth
noting in general that exchange is often of an indirect
origin (like superexchange) and the exchange terms are
therefore retarded. New developments [10] clearly urge
the invention of an essentially different type of QMC
scheme suitable for nonlocal, time-dependent interac-
tion.

The determinantal grand-canonical auxiliary-field
scheme [1–4] is commonly used for the interacting fer-
mions, because other known QMC schemes (like sto-
chastic series expansion in powers of Hamiltonian [11]
or worm algorithms [12]) suffer an unacceptably bad
sign problem for this case. Two points are essential for
the approach: first, the imaginary time is artificially dis-
cretized, and then, the Hubbard–Stratonovich transfor-
mation [13] is performed to decouple the fermionic
degrees of freedom. After the decoupling, fermions can
be integrated out and Monte Carlo sampling should be

¶ This article was submitted by the authors in English.
0021-3640/04/8001- $26.00 © 20061
performed in the space of auxiliary Hubbard–Stra-
tonovich fields. Hirsh [3] proposed to use discrete Hub-
bard–Stratonovich transformation to improve the origi-
nal scheme; this is now a standard method for simula-
tions of lattice and impurity quantum problems. For
relatively small clusters, and, in particular, for DMFT,
the sign problem is not crucial in this method [14]. The
number of auxiliary field is linear (quadratic) in the
number of atoms for the case of local (nonlocal) inter-
action.

The time discretization leads in a systematic error of
the result. For bosonic quantum systems, continuous-
time loop algorithm [15], worm diagrammatic world
line Monte Carlo scheme [12], and continuous-time
path-integral QMC [16] overcame this issue. Recently,
a continuous-time modification of the fermionic QMC
algorithm was proposed [17]. It is based on a series
expansion for the partition function in the powers of
interaction. The scheme is free of time-discretization
errors, but the Hubbard–Stratonovich transformation is
still invoked. Therefore, the number of auxiliary fields
scales similarly to the discrete scheme. This scheme is
developed for local interaction only.

Besides the time-discretization problem, the nonlo-
cality of interaction hampers the calculation in the
existing schemes, because it is hard to simulate systems
with a large number of auxiliary spins. Further, the dis-
crete Hubbard–Stratonovich transformation is not suit-
able for interactions nonlocal in time. One needs to use
continuous dispersive bosonic fields [8] for this case,
which makes the simulation even harder.

In this letter, we present a novel numerically exact
continuous-time fermionic QMC algorithm. This is the
first QMC scheme that does not invoke any type of
Hubbard–Stratonovich transformations and, therefore,
004 MAIK “Nauka/Interperiodica”
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operates natively with nonlocal in space and time inter-
actions. The scheme is free of systematic errors due to
direct operations with continuous-time expansion of
the partition function. Numerical results for a super-
symmetric two-band impurity model with spin flip,
time-dependent nonlocal interactions show an advan-
tage and a broad perspective of the proposed QMC
scheme for the complex solid-state and quantum-chem-
istry problems.

We consider a fermion system with pair interaction
in the most general form and present the partition func-
tion Z = Tr{Texp(–S)} in terms of the effective action S:

(1)

Here, T is a time-ordering operator, r = {i, s, τ} is a
combination of the discrete index i numbering the sin-
gle-particle states in a lattice, spin index s = ↑  or ↓ , and
the continuous imaginary-time variable τ. Integration
over dr implies the integral over dτ and the sum over all

lattice states and spin projections:  ≡ .

We borrow the linear-algebra style for sub- and super-

scripts to make the notation clearer. The creation ( )
and annihilation (cr) operators for a fermion in the state
r are labeled as covariant and contravariant vectors,
respectively. The labeling for coefficients t and w is
chosen to present all integrands like scalar products of

tensors. An additional quantity  is introduced for the
most effective splitting of S to the Gaussian part (S0)

and interaction (W). The parameters  are to be cho-
sen later to optimize the algorithm and to minimize the
sign problem.

We consider S0 as an unperturbed action and switch
to the interaction representation. The perturbation-
series expansion for Z has the following form:

(2)

where Z0 is a partition function for the unperturbed sys-
tem and

(3)

Hereafter, the triangle brackets denote the average over

the unperturbed system, 〈A〉  = Tr{TAexp(–S0)}.
Since the action S0 is Gaussian, one can apply the Wick
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r2k–( )⋅ ⋅〈 〉 .=
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1–
theorem and find the expression for D in terms of a
determinant of a 2k × 2k matrix:

(4)

Here,  = 〈T cr〉  is the single-particle two-point
Green function in the QMC notation and δij is a delta
symbol.

In the following, we use an important-sampling
Markov process in the configuration space, where the
points are determined by the perturbation order k and
the set {r1, , …, }. Suppose for a moment that Ω
is always positive, and consider a random walk with a
probability of Z–1Ωk(r1, , …, r2k , ) of visiting each
point. Denote the average over this random walk by the

overbar. Then, for example, the Green function  =

Z−1〈T cre–W〉  can be expressed as ,

where  determines the Green function for a current
realization. It is important to note that a Fourier trans-

form of  with respect to time arguments can be found
analytically. Therefore, the Green function can be cal-
culated directly at Matsubara frequencies. Such an
approach has an advantage over the calculation in τ
domain, because it automatically takes into account the
invariance of the initial action in the translations along
the τ axis. Higher-order correlators can be calculated in
the same way. A more detailed description of the algo-
rithm, as well as a methodological discussion, can be
found in [18].

In certain cases, proper choice of α can indeed com-
pletely suppress the sign problem. For example, for the

Hubbard model, it is reasonable to choose  =
αsδττ 'δijδss'. If the Gaussian part of the action does not

rotate spins, then  ∝  δss', and the determinant in (4) is
factorized: D = D↑D↓. For the case of the Hubbard
model with attraction, one should choose α↑ = α↓ = α,

where α is real. For this choice,  =  and, conse-
quently, D↑ = D↓. All terms are positive in this case,
because w < 0.

The choice of α↑ = α↓ is useless for a system with
repulsion, because the alternating signs of Ωk with odd
and even k appear [19]. Similarly to the discrete Hub-
bard–Stratonovich transformations [4], the particle–
hole symmetry can be exploited for a half-filled system.
One can show that the choice α↑ = 1 – α↓ = α delivers
the condition D↑ = –D↓ for this case, thus eliminating
the sign problem [18]. Further, for the particular case of
an impurity problem in the atomic limit α↑ = 1 – α↓ = α
with α > 1 or α < 0, the sign problem is eliminated for
the repulsive interaction at any filling factor [18].
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Summarizing these observations, we can write a
draft recipe of how to choose α. For a physically rea-
sonable split of the action 1, the value of α should not
be too large. Therefore, for the diagonal repulsive terms
of the interaction matrix, we propose to use α↑ = 1 –
α↓ = α with α slightly above 1. For the attractive inter-
action, and for the off-diagonal matrix elements of w,
the choice should be α↑ = α↓ ≈ 0.5. Of course, in a gen-
eral case, Ω is not positive-defined and one needs to
work with its absolute value in QMC sampling. In this
case, an exponential fall-off occurs for large systems or
small temperature. It is worthwhile to mention that an
above choice of parameters α suppresses the sign prob-
lem for local DMFT-like action with a diagonal in
orbital indices bath Green function.

Now, we discuss how to organize a random walk in
practice. We need to perform a random walk in the
space of k; r1, , …, . Two kinds of trial steps are
necessary: one should try to either increase or decrease
k by 1 and, respectively, add or remove the four corre-
sponding operators. A proposition for r2k + 1, ,

r2k + 2,  should be generated for the “incremental”
step. The normalized modulus

(5)

can be used as a probability density for this proposition.
Then, the standard Metropolis acceptance criterion can
be constructed using the ratio

(6)

The “decremental” step can be organized in the same
way.

The most time-consuming operation of the algo-
rithm is the calculation of the ratio of determinants,
defined by Eq. (4). A fast update trick can be used,
resulting in ∝ k2 operations [1, 4]. Here, we estimate k.
The average value of (6) determines the acceptance rate
for QMC sampling. It is reasonable to expect that, in
order of magnitude, this rate is not much lower than
unity. The ratio of determinant times ||w|| can be inter-
preted as the expectation value for |W|. Therefore,

(7)

For the Hubbard lattice of N atoms with an interaction
constant U, for instance, |W| ∝ β| U|N. In principle, one

can manipulate α to minimize . These manipula-
tions should, however, preserve the average sign as
large as possible. We apply the proposed continuous-
time QMC for the important problem of supersymmet-
ric two-band impurity model at half-filling [20, 21]. To
our knowledge, this is the first successful attempt to
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take the off-diagonal exchange terms of this model into
account. These terms are important for the realistic
study of the multiband Kondo problem, because they
are responsible for the local moment formation [20].
The interaction in this model has the following form:

(8)

where  is the operator of total number and S and L are
total spin and orbital-momentum operators, respec-
tively. The interaction is spin- and orbital-rotationally
invariant. The Gaussian part of the action represents the
diagonal semicircular density of states [7] with unitary

half-band width: t(ω) = 2/(ωn + ), where ωn are
Matsubara frequencies related to the imaginary time
variable. We used the parameters U = 4, J = 1 at β = 4.
A modification of this model was also studied in which
spin-flip operators were replaced with terms fully non-
local in time. For example, the operator

c0↓τ c1↑τ  was replaced with

β−1 c0↓τ c1↑τ '. The figures present the result

for the local Green function and the four-point cor-

relator χ(τ – τ') = 〈 c0↓τ c1↑τ '〉 . The latter quan-
tity characterizes the spin–spin correlations and would
vanish if the exchange were absent.

Figure 1 shows the Green function at Matsubara fre-
quencies. The typical number of QMC trials was 2 ×
107. Results for the spin flip local and nonlocal in time
are shown with filled and open circles, respectively. The

U
2
---- N̂ τ( ) 2–( ) N̂ τ( ) 2–( )

–
J
2
--- S τ( ) S τ( )⋅ L τ( ) L τ( )⋅+( ),

N̂

ωn
2

1–

c0↑τ
† c1↓τ

†

τ'd∫ c0↑τ
† c1↓τ '

†

Gis
is

c0↑τ
† c1↓τ '

†

Fig. 1. Local Green function of the two-band rotationally
invariant model at the Matsubara frequencies. Filled and
open circles correspond to the static and to the spin flip non-
local in time, respectively. High-frequency asymptotics is
drawn with the line. Inset shows the distribution function
for the perturbation order k.
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distribution function for the perturbation order k is
drawn in the inset. For the system studied, it appears to
be a Gaussian-like peak located at k ≈ 75, in accordance
with Eq. (7). The estimated error bar in G(ωn) is about
3 × 10–3 for the lowest frequency and becomes smaller
as the frequency increases. The high-frequency tail
obeys an asymptotic behavior, –Im(iw + e)–1 with e ≈
2.9.

Green function in the time domain was obtained by
a numerical Fourier transform from the data for G(ωn).
For high harmonics, the aforementioned asymptotic
was used. Results are presented in the upper panel of
Fig. 2. The lower panel presents the result for χ(τ).
These data are obtained similarly, the difference being
that χ(ω) is defined at Bose Matsubara frequencies and
obeys a 1/ω2 decay. It is interesting to note that the
Green function is almost insensitive to the details of
spin-flip retardation. Both Green functions are very
similar and correspond to qualitatively the same density
of states (DOS). The maximum-entropy guess for DOS
is presented in the inset of Fig. 2. On the other hand,
switch to the exchange nonlocal in time modifies χ(τ)
dramatically. The exchange local in time results in a
pronounced peak of χ(τ) at τ ≈ 0, whereas the nonlocal
spin flip results in almost time-independent spin–spin

Fig. 2. Imaginary-time Green function (upper panel) and
the four-point correlator χ (lower panel) for the two-band
model. Upper inset shows DOS computed from the Green
function. Solid and dotted lines correspond to the static spin
flip and that nonlocal in time, respectively. Lower inset
shows DOS for five-band model with the same value of U
and J = 0.2. 
correlations. For the realistic description of Kondo
impurities like a cobalt atom on a metallic surface, it is
of crucial importance to use the spin and orbital rota-
tionally invariant Coulomb vertex in the nonperturba-
tive investigation of electronic structure. The proposed
continuous-time QMC scheme is easily generalized for
the general multiband case. As an example, we show
the DOS for the five d-orbital model at half-filling for
the same value of U and J = 0.2 in the lower inset of
Fig. 2.

For a final discussion, it is suitable to analyze the
convergence of series (2). Fermi statistics and the finite
size of the system ensure that the configurational space
of the problem is of a finite order. Because the perturba-
tion operator W has a finite norm, its powers Wk there-
fore grow slower than k! Consequently, from the math-
ematical point of view, there is no doubt that series (2)
always converges. Physically, it is important to note
that this convergence is related both with the choice of
the type of serial expansion and with the peculiarities of
the system under study. First of all, series (2) contains
all diagrams, including unbounded. In the analytical
diagram-series expansion, unbounded diagrams drop
out from the calculation [22], and the convergence
radius for the diagram-series expansion differs from
that of (2). Further, Fermi statistics is indeed important.
An analogue of (2) for Bose field can diverge even for
a single-atom problem [22], because in this case one
deals with an infinite-order Gilbert space. It is impor-
tant to keep this in mind for possible extensions of the
algorithm to the electron–phonon systems and to the
field models, as these systems are also characterized by
an infinite-order phase space. A general time-depen-
dent form of the action (Eq. (1)) allowed us to use
renormalization theory for a Hubbard-like model: in
this case, local DMFT would be a starting point for lat-
tice calculations in order to reduce the effective interac-
tion and minimize the sign problem.

In conclusion, we have developed a fermionic con-
tinuous-time quantum Monte Carlo method for general
interactions nonlocal in space and time. We demon-
strated that, for Hubbard-type models, the computa-
tional time for a single trial step scales similarly to that
for the schemes based on a Stratonovich transforma-
tion. An important difference occurs, however, for the
nonlocal interactions. Consider, for example, a system
with a large Hubbard U and much smaller but still
important Coulomb interatomic interaction. One needs
to introduce N2 auxiliary fields per time slice instead of
N to take the long-range forces into account. On the
other hand, the complexity of the present algorithm
should remain almost the same as for the local interac-

tions, because  does not change much. This should
be useful for the realistic cluster DMFT calculations
and for the applications to quantum chemistry [5]. It is
also possible to study the interactions retarded in time,
particularly the superexchange and the effects related to
dissipation. This was demonstrated for the important

W
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case of the fully rotationally invariant two-band model
and its extension with spin-flip terms nonlocal in time.
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Observation of the Production of Cumulative Particles
in Nucleus–Nucleus and Neutrino–Nucleus Interactions
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Experimental data on the emission of cumulative particles arising in the interaction of 2.5-GeV/c 56Fe nuclei
(FeEm) and 10–200 GeV neutrinos (νEm) with photoemulsion nuclei are analyzed. The number of cumulative
particles correlates with the emission of secondary charged particles in the (FeEm) and (νEm) interactions.
© 2004 MAIK “Nauka/Interperiodica”.

PACS numbers: 25.75.Dw; 25.30.Pt
What can be common in such different interactions
as nucleus–nucleus and neutrino–nucleus interactions,
besides the fact of the production of cumulative parti-
cles? In this paper, we show that some phenomena are
inherent in both nucleus–nucleus and neutrino–nucleus
interactions.

The cumulative effect in the hadron interactions
with nuclei consists in the observation of particles
whose production on a free nucleon is forbidden by the
kinematics of nuclear reactions. To date, this phenome-
non is least studied in nucleus–nucleus and neutrino–
nucleus interactions [1–3].

We studied the production of cumulative particles in
experiment on measurements of azimuthal anisotropy
in the interaction of 56Fe nuclei with photoemulsion
nuclei (FeEm) [4]. The details of selection of the
(FeEm) events are reported in this paper.

The search for and measurements of the cumulative
particles were carried out in the angular range 90° < θ <
180° with respect to the momentum of a projectile
nucleus. Relativistic singly charged particles (s parti-
cles) were selected with the ionization corresponding to
β > 0.7 and g particles were selected with the mean free
paths R ≥ 3.0 mm in emulsion and β ≤ 0.7. Particle
emission angles were determined by measuring the
grain coordinates on the particle traces. An accompani-
ment program ensured the necessary dialogue between
the operator and computer, which provides the on-line
control over the measurement results. The accuracy of
angular measurements of singly charged particles was
equal to ≅ 1 mrad. Cumulative singly charged particles
were observed in (40 ± 5)% of (FeEm) interactions.

It was of interest to analyze the joint production of
cumulative particles with b, g, s, and f particles emitted
forward (0° < θ < 90°) in nucleus–nucleus (FeEm)
interactions and to compare the results with similar data
published in [3], where we studied neutrino–nucleus
(νEm) interactions. According to the photoemulsion
0021-3640/04/8001- $26.00 © 20007
technique [5], slow fragments of a target nucleus with
the proton kinetic energy Tp ≤ 26 MeV (mean free path
in emulsion R ≤ 3 mm) and β ≤ 0.23 belong to b parti-
cles. These are primarily the evaporation protons. Fast
singly charged particles from the target nucleus with
the proton kinetic energy 26 MeV < Tp ≤ 400 MeV, rel-
ative ionization I/I0 > 1.4 (I0 is the ionization density of
singly charged relativistic particles), and velocity
0.23 < β ≤ 0.7 belong to g particles. Particles with rela-
tive ionization I/I0 < 1.4 and β > 0.7, which corresponds
to Tp > 400 MeV, belong to s particles, among which are
pions, interacting projectile-nucleus protons, and sin-
gly charged particles from the target nucleus. Relativis-
tic multiply (Z ≥ 2) and singly charged particles emitted
within the fragmentation cone [5].

All measured (FeEm) interactions were divided into
three groups. The first group is free of cumulative par-
ticles, the second group has only one cumulative parti-
cle, and the third group has two or more cumulative par-
ticles. The average multiplicities of b, g, s, and f parti-
cles were measured in each group of particles.

Due to the use of nuclear photoemulsion, correlation
can be observed between the number of cumulative par-
ticles and average multiplicities of forward-emitted b,
g, s, and f particles. The figure shows the results of our
measurements and the data on neutrino–nucleus inter-
actions. As is seen in the figure, the number of cumula-
tive particles correlates with the average multiplicities
of b and g particles in nucleus–nucleus and neutrino–
nucleus interactions. It is known that nucleus–nucleus
interactions are characterized by the multiplicity of g
particles. This is a possible cause of an increase in the
number of cumulative particles with 〈Ng〉 . In this case,
the proton jet must form into hadrons inside a nucleus.
With an increase in the neutrino energy, the formation
length increases, which reduces the contribution of sec-
ondary interactions and, correspondingly, the yields of
cumulative particles [3]. The number of cumulative
004 MAIK “Nauka/Interperiodica”
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particles produced in (νEm) interactions does not cor-
relate with the average multiplicity of s particles. This
is likely associated with the fact that a neutrino interacts
only once with nuclear nucleons and the resulting pro-
ton jet is not responsible for the production of cumula-
tive particles. Their production is most likely associated
with the reaction of the residual target nucleus on the
(νEm) interaction. In nucleus–nucleus interactions, the

Number of cumulative particles Nav vs. average multiplici-
ties of the b, g, s, and f particles in nucleus–nucleus and neu-
trino–nucleus interactions. The straight lines are the linear
fits.

Nav
average multiplicity of s particles depends on the
impact parameter [6]. In the central and semicentral
interactions, collision involves many nucleons of the
projectile nucleus, leading to a large multiplicity of all
secondary particles, including cumulative particles.
The emission of f particles (fragments) accompanies
the decay of a projectile nucleus and bears no relation
to the production of cumulative particles in the (FeEm)
interaction.

We are grateful to V.A. Sheœnkman for assistance in
the irradiation of reference samples of nuclear photo-
emulsion at the ITEP accelerator and stimulating dis-
cussion and to V.V. Shamanov for assistance in the
organization of computer processing of experimental
data.
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Due to the virtual photon exchange between atomic nuclei and the field of zero-point electromagnetic oscilla-
tions, some nuclei of a given sample are in a virtual excited state with the lifetime ~"/E, where E is the energy
of nuclear level. For 57Fe nuclei, whose first excited state has an energy of 14.4 keV, this time is equal to ~4.6 ×
10–20 s. If a thin 57Fe Mössbauer gamma-ray absorber is surrounded by a thick screen of the same atoms, the
number of virtual excited nuclei in the absorber decreases and, at first glance, it should more strongly absorb
Mössbauer gamma rays emitted by an external source and passing through the absorber. In this work, the ratio
of the intensities of 14.4-keV gamma rays emitted by the 57Fe nuclide and passing through the thin resonant
absorber is measured in the absence and presence of the resonant screen around the absorber. Comparison
shows that these ratios measured for the gamma source at rest and in the oscillating state differ by 0.00123 ±
0.00075. This value should be treated as the upper limit for the desired effect under these experimental condi-
tions. © 2004 MAIK “Nauka/Interperiodica”.

PACS numbers: 76.80.+y
Vysotskiœ et al. [1–4] theoretically developed and
experimentally confirmed the idea of the possibility of
changing the lifetimes of gamma-active nuclei by the
action on the spectrum of zero-point electromagnetic
oscillations. This effect was realized by placing, near
the gamma source, a massive sample consisting of
ground-state atoms of the same sort as in the source.
According to [1–4], this effect occurs due to the inter-
action between the nuclei and zero-point field. As a
result of this process, the virtual excited nuclear state
can arise for a very short time (about ~"/E, where E is
the energy of a nuclear level), and the intensity of the
spectrum of zero-point oscillations decreases in this
energy range during the same short time. For the 57Fe
nucleus with the 14.4-keV lowest excited state, the
duration of staying in the virtual excited state is equal
to ~4.6 × 10–20 s. In the presence of a thin 57Fe resonant
gamma-ray absorber, some of the 57Fe nuclei are in the
virtual excited state and, at first glance, cannot partici-
pate in the resonant absorption of real photons incident
on the resonant absorber from the external gamma
source. According to [2], if this absorber is surrounded
by a massive 57Fe screen, this screen, being a virtual
resonant absorber of photons from the zero-point oscil-
lation spectrum, reduces their intensity in the resonance
energy range, leading to the corresponding increase in
the resonant absorption of external-source gamma rays
passing through the absorber.

To observe this effect, we fabricated a small desk-
top device whose layout is shown in the figure. Gamma
0021-3640/04/8001- $26.00 © 20009
rays from the standard Mössbauer source MSCRA
(57Co in a rhodium matrix) with an activity of
0.48 GBq, mounted on the movable coil of an electro-
magnetic vibrator, passed through the system of colli-
mators to form a 4-mm-diameter gamma beam incident
on a thin resonant absorber. The absorber was an alumi-
num-foil disk of a thickness of ~0.02 mm and a diame-
ter of 8 mm covered by a finely dispersed powder of the
rhodium alloy with 20 at. % natural iron. The 57Fe
thickness of the absorber was 0.012 mg/cm2. The
absorber was glued to the end of a plexiglas tube with
an outer diameter of 8 mm and a wall thickness of 1 mm
and mounted on the end of one of the collimators.
Cylindrical screens 40 mm in length could be put on

Layout of the experimental setup: (1) silicon crystal of the
BDER-2 detector; (2–6) brass collimators; (7) screen;
(8) plexiglas flange with the support tube of the screen;
(9) Mössbauer gamma source MSCRA; (10) rod connect-
ing the gamma source with a movable coil of a vibrator; and
(11) resonant absorber on the end of the plexiglas tube. Sec-
ondary details (support, fasteners) are not shown.
004 MAIK “Nauka/Interperiodica”
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Table

Variant of experimental conditions
Ratio of counts for 14.4-keV γ line
in the absence and presence of the
screen on the γ-ray source at rest

Same but for the oscillating
γ source

Resonant screen is mounted between
0.1-mm-thick copper-foil layers

1.00031 ± 0.00052 1.00013 ± 0.00051

Resonant screen is mounted on the drawing-paper
substrate

1.00016 ± 0.00052 0.99893 ± 0.00054

Nonresonant metallic-rhodium screen 0.1 mm
in thickness

1.00055 ± 0.00072 0.99958 ± 0.00066

Resonant absorber is removed. The resonant screen
on the drawing-paper substrate is used

0.99995 ± 0.00036 0.99972 ± 0.00036
this tube so that the absorber was in the middle of a
screen. Using an electromagnetic vibrator, the gamma
source could be forced to oscillate along the axis of the
collimator system with the velocity amplitude suffi-
cient for the virtually complete suppression of resonant
absorption in the absorber placed on the path of gamma
rays. Gamma rays passed through the absorber were
detected by a 4-mm-thick BDER-2 silicon detector
with an area of 25 mm2. Measurements of the gamma-
ray intensity with the turned-off and turned-on vibrator
showed that the absorber resonantly absorbed ~17% of
14.4-keV incident gamma rays.

Three runs of measurements of the intensity of
gamma rays passed through the absorber were carried
out in the presence and absence of the screen on the
plexiglas tube. In the first run, the resonant screen was
a cylinder made of two 0.1-mm-thick copper foil layers
between which the resonant absorber of 14.4-keV
gamma rays was mounted. The absorber was made of
finely dispersed rhodium alloy powder with 20 at. %
iron enriched by 57Fe to 95.1%. The powder was set on
a 0.08-mm-thick aluminum foil. The 57Fe thickness of
the resonant screen was equal to 3.4 mg/cm2. In the sec-
ond run, the same resonant screen was mounted on a
drawing-paper cylinder, while the copper substrate was
absent. The third experiment was carried out with a
0.1-mm-thick nonresonant screen made of metallic
rhodium. In addition to these three runs of measure-
ments, an experiment was carried out in the absence of
the resonant absorber but in the presence of the reso-
nant screen on the paper aluminum substrate similar to
that used in the second run of the measurements. This
experiment was carried out to determine whether the
gamma-ray beam touched the screen and, if so, scat-
tered so that they could penetrate through the remaining
part of the collimating system to the detector.

The spectral range measured by the detector
involved, in addition to the 14.4-keV gamma line, the
iron and rhodium x-ray lines and the 122-keV 57Fe
gamma line. Gamma spectra were recorded by a Nokia
LP 4900B programmable analyzer. The resulting data
included counts in the spectral ranges containing the
gamma and x-line peaks, as well as the background
areas under these lines. The results are given in the
table. The data are presented on the intensities mea-
sured for the 14.4-keV line, along with the backgrounds
under these peaks, because these total quantities were
determined with lower relative errors than the pure
peaks without backgrounds. The areas of the latter were
equal to ~33 and 23% of the total intensity with the
turned-off and turned-on vibrator, respectively. The
presented errors are maximal among the expected sta-
tistical errors and the real rms errors in each case.

The data presented in the table show that in all cases,
except for the result obtained with the resonant screen
on the paper substrate with the turned-on vibrator, the
ratios of the counts measured without and with the
screen do not differ from unity within the errors. In the
first experiment (resonant screen between two copper-
foil layers), the total thickness of the screen (primarily
of copper) is so large that the screen can be considered
as an absolutely black absorber of 14.4-keV gamma
rays. According to Vysotskiœ et al. (see [4]), the pres-
ence of such a screen even with the resonant layer is
equivalent to the case where the screen is absent. In the
experiments presented in [4], a change in T1/2 for the
14.4-keV level of the 57Fe nuclide was seen when the
absolutely “black” lead was added to the resonant
screen. By analogy with that experiment, we thought
that the number of resonantly absorbed gamma-ray
photons detected in our measurement with the black
screen should not differ for the cases of the absence and
presence of this screen. However, the resonant screen
on the paper substrate is not black for 14.4-keV gamma
rays, and we hoped to observe this effect in the experi-
ment with this screen. The physical processes proceed-
ing in the resonant absorber and screen with the oscil-
lating gamma source are different from those when the
gamma source is at rest. When the vibrator is turned on,
the resonant scattering and absorption of 14.4-keV
gamma rays by the absorber nuclei are virtually impos-
sible. However, the Compton and Rayleigh scatterings
of the gamma and x rays of all energies emitted by the
source are possible for both measurement regimes. A
certain fraction of this radiation can be rescattered by
the screen atoms, penetrate into the collimator placed
JETP LETTERS      Vol. 80      No. 1      2004
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ahead of the detector, arrive at the detector, and thereby
increase the counting rate, as compared to its value in
the absence of the screen. At first glance, the measure-
ment with the resonant screen on the paper substrate
with the oscillating source corroborates such a possibil-
ity. The effect of gamma-ray rescattering by the screen
atoms should, obviously, be retained for the gamma
source at rest, the more so as the nuclear resonant scat-
tering of 14.4-keV gamma rays is added to the Comp-
ton and Rayleigh scatterings in this case, and a certain
fraction of these gamma rays undergoing the Rayleigh
recoilless scattering by absorber atoms can be reso-
nantly rescattered. Due to the gamma-ray rescattering,
the counting rate in the presence of the screen
increases. For a source at rest, this increase leads to a
seeming decrease in the desired effect of resonant
absorption increase when the absorber is surrounded by
the resonant screen and it can even completely mask
this effect. Comparison of measurements for the reso-
nant screen on the paper substrate with the turned-on
and turned-off vibrators provides a crude estimate of
the possible effect of this screen on the Mössbauer
absorption of 14.4-keV gamma rays. We assume that
the ratio of counting rates measured for the oscillating
source without and with the screen differs from unity
due to the gamma-ray rescattering by the screen. In
addition, we assume that at least the same rescattering
effect must exist in the experiment with the source at
rest (where it can only be stronger due to the contribu-
tion of the resonantly scattered gamma rays). Under
these two assumptions, the desired effect is estimated
as

Certainly, due to the insufficient statistical confi-
dence, it is impossible to insist on such an interpretation
of this result. This value should be taken as an upper

1.00016 0.00052+( ) 1–[ ]
– 0.99893 0.00054+( ) 1–[ ] 0.00123 0.00075.±=
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limit of the possible effect of the resonant screen on the
Mössbauer absorption of this gamma radiation.

In future experiments, it will be necessary to reduce
both the effect of the gamma-ray rescattering by the
screen and errors by at least an order of magnitude. It is
useful to utilize the radiation of Mössbauer nuclides
other than 57Fe, because, for the gamma rays from 57Fe,
it is difficult to select a source–absorber pair with small
isomer shift and a sufficiently narrow nonsplit Möss-
bauer gamma line without the use of alloys with a large
content of heavy elements other than iron (e.g., rhod-
ium). In particular, it would be interesting to conduct
experiments with the source, absorber, and screen made
of 119SnO2. This substance, as well as 57Fe, can be used
at room temperature.
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