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Abstract—The crystallization of aeutectic Pb—Sn melt isinvestigated under nonuniform conditionsin vacuum,
inair, and in water. It is found that the structure of the solid-state systems formed depends on the cooling con-
ditions. A structural inhomogeneity in volume and a correl ation between the microstructure and the coordinate
in athermal field are revealed. Results of technological, electron-microscopic, and statistical investigations are
reported. It is shown that the experiment is consistent with the crystallization theory of eutectic melts. © 2001

MAIK “ Nauka/Interperiodica” .

1. INTRODUCTION

The crystallization of eutectic melts has long been
investigated. Interest in these meltsis constantly stimu-
lated by practical needs (metallurgy, microelectronics,
and superconductor engineering). However, the spe-
cific features of the crystallization mechanismsin these
systems have not yet been fully elucidated because of
the complexity of the problem. In particular, this con-
cerns processes of crystallization of eutectic melts in
thermal fields of the temperature gradient, which were
studied in the present work.

In recent years, a series of works devoted to the
development of a general crystallization theory has
appeared in the literature [1-4]. It is reasonable to
attempt to apply the results of theoretical studiesto the
description of real systems. In this connection, the orig-
inal data of an investigation into mechanisms of crys-
tallization in the Pb—Sn system will be presented below
and compared with the predictions of the current
theory.

2. EXPERIMENTAL TECHNIQUE

The Pb—Sn system was investigated. The content of
components in the system was chosen so that its com-
position was as close to eutectic as possible. For this
purpose, a mechanical mixture was prepared from
chemically pure lead and tin components. The compo-
sition of the mechanica mixture was determined
according to the available data [5] (38.1 wt % Pb and
61.9 wt % Sn). The mixture was then heated under vac-
uum in a special quartz reactor. A thermocouple was
placed inside the melt, and the kinetic crystallization
curve was measured. A typical curveisshownin Fig. 1.
The length of the plateau in the kinetic curve (the bc

section) served as a parameter for determining the ulti-
mate composition of samples. The composition was
chosen so that the plateau length was maximum.

The melt obtained by the above technique was used
to prepare samples in silica cells. Kinetic curves for
each sample were recorded upon cooling in vacuum, in
air, and in water.

After cooling, the cellswere broken and the samples
were cut from ingots. Then, the samples were polished
and etched according to the standard preparation tech-
nigue for investigations with a scanning microscope.

All the electron-microscopic investigations were
conducted with a JSM-35 scanning electron micro-
scope.
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Fig. 1. Crystallization curve of the eutectic Pb—Sn melt.
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3. MAIN RESULTS

The main experimental results are presented in
Figs. 2—4.

Figure 2 demonstrates an electron microscope
image of the surface of asample section cut out parallel
to the direction of the vector of the temperature gradi-
ent of the thermal field. The image was obtained in

Fig. 2. Images of different surface regions of aspecimen cut
from the bulk of a sample prepared by crystallization of a
close-to-eutectic Pb—Sn melt upon cooling under vacuum
(%x1000): (@) the peripheral region, (b) the region between
the periphery and the center, and (c) the region correspond-
ing to the center of the sample.
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reflected electrons and positioned in the figure in such
away that its upper and lower parts correspond to the
periphery (Fig. 2a) and the center (Fig. 2c) of the stud-
ied sample, respectively. Figure 2 displays the pattern
observed upon vacuum cooling of a Pb—Sn melt with a
close-to-eutectic composition.

Figures 3 and 4 show the sameimage for the central
region of the samples obtained upon cooling in air and
in water, respectively. The black color corresponds to
the Sn phase, and the white color designates the Pb
phasein all thefigures.

Asis seen from these figures, the samples prepared
by any one of the methods studied were structurally
inhomogeneous in volume. The character and the
degree of inhomogeneity of a particular region corre-
lated with its distance from the sample periphery. Near
the periphery, the samples predominantly contained the
Sn phase with Pb inclusions of a complex shapein the
matrix. The ratio between the phases changed with dis-
tance from the periphery.

The macrostructure of regions away from the
periphery depended on the sample preparation tech-
nique. A pronounced lamellar structure with almost
periodic alteration of the Pb and Sn phases was
observed when the melt was cooled under vacuum
(Fig. 2c). Coolinginair or in water disturbed the order.
The structure of the regions became less ordered and
more fine-grained (Figs. 3, 4).

4. DISCUSSION

The experiments discussed in the present work
almost exactly correspond to the boundary conditions
used in theoretical investigations into the mechanisms
of the crystalization processes in multicomponent
melts [2]. There are only two essential differences.
First, the authors considered noneutectic melts. Sec-
ond, the authorsignored the effect of the periphery tem-
perature on crystalization. In order to interpret the
experimental results, let us take these differences into
account with the aid of theoretical studies of eutectic
melts under uniform conditions [3, 4].

According to these works, we can consider Fig. 2 as
afilm on which the crystallization of aclose-to-eutectic
melt was recorded. Indeed, the upper part of thisfigure
(Fig. 2a) corresponds to the sample periphery. There-
fore, itisinthisregion of the samplethat crystallization
started. While a continuous crust of the new phase was
formed here, crystalization did not necessarily start in
the regions close to the sample center, because propa-
gation of supercooling from the periphery to the center
required a certain time.

Aswas shown in [2], the supercooling wave moves
more quickly toward the center than the crust boundary.
Hence, the formation time for each region in the solid
sampl e depends on the distance between thisregion and
the periphery. The larger the distance, the greater the
time interval between the instant of supercooling and
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theinstant of the formation of acontinuous crust. Thus,
when viewing the figure from bottom to top, we canfol-
low the course of the transformation in the macrostruc-
ture of a sample crystallizing from the eutectic melt at
different crystallization times.

Let usreturn to the discussion of the structure of the
sample periphery shown in Fig. 2a. It can be seen that
this region predominantly contains one phase, namely,
the Sn phase. This fully agrees with theoretical con-
cepts. Upon crystallization of a close-to-eutectic melt,
the supercooling wave primarily causes crystallization
of the component that is excessive with respect to the
eutectic composition. It follows from the figure that tin
was such a component in the samples studied. The Sn
crust, when moving to the center, pushed theliquid lead
phase deeper, thus enriching the melt with lead and
bringing the melt closer to a eutectic composition.

Crystallization of a eutectic melt is a self-consistent
process. The same supercooling for both phases is
established at the later stages of this process. Its value
can be found from the kinetic crystallization curve. For
the sample presented in Fig. 2, supercooling was AT =
2.3 K. Since the supercooling was the same for both
phases, the critical radii of nuclei with different compo-
sitions met the similarity condition [3]

Rsn = Vﬁpb, o

which can be verified with the help of microphoto-
graphs. Here,

_ O05,Ws,Lpy
L saOppWpp,’

)

L; is the latent crystallization heat per atom, w, is the
volume per atom, and g, is the interfacial energy per
unit area.

Statistical treatment of the images (Fig. 2) revealed
that the experimental results are in close agreement
with theoretical calculations. For example, the values
y=0.9and 1.1 were obtained for theimagesin Figs. 2b
and 2c, respectively. The theoretical value y = 0.9 was
caculated from the following quantities [6]: oOg, =
673 erg/cn?, wg, = 3.37 x 10 cmd, Lg, = 1.20 x
10 erg/atom, op, = 560 erglcm?, wy, = 3.04 x
102 cm?, and L, = 7.92 x 10724 erg/atom.

Before statistically processing the electron micro-
scope image, we verified the correspondence between

the linear cluster dimensions R, in microphotographs
and the critical radius calculated by the formula[3]
= _ 20 ToWp
Rep = LAT - 3
Here, T, isthe eutectic temperature and AT is the super-
cooling.
The check revealed that these quantities are of the

same order of magnitude (1 and 0.9 pum). One could
hardly expect closer values in this case, at least,
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Fig. 3. Image of the surface of a specimen cut from the bulk
of asampleprepared by crystallization of aclose-to-eutectic
Pb—Sn melt upon cooling in air.

Fig. 4. Image of the surface of a specimen cut from the bulk
of asampleprepared by crystallization of aclose-to-eutectic
Pb—Sn melt upon cooling in water.

because of the technique used to determine the super-
saturation. However, even if alarger difference existed

between the cluster sizes R and R; in the microphoto-
graphs, in our opinion, this would not make the check

of condition (1) useless. A large difference between R,

and R would indicate that the phase clusters observed

in the microphotographs were formed as aresult of the
coalescence of smaller clusters. Coalescence is a non-
linear process. The coalescence theory is still far from
accurate. Hence, up to thispoint, it has been impossible
to predict convincingly and unambiguously the rela-
tionship between the dimensions of the coalescing clus-
ters and those aready merged. However, the sizes of
the clusters merged will most likely be proportional to
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the sizes of the coalescing clusters. Therefore, coales
cence must not radically violate condition (1).

Theclosevaluesof R, and R in the experiment on

Pb—-Sn indicate that the coalescence stage was almost
by-passed in the formation of the samples under inves-
tigation and the merging of clusters into a solid crust
took place immediately after the Ostwald ripening,
which, as arule, is the longest stage of the crystalliza-
tion process. It is during this stage that a universal size
distribution of nuclel of new phases is formed. The
longer this stage, the more coarse-grained and homoge-
neous the structure formed. This correlates with the
results under discussion. Figure 2 alows oneto follow
theincreasein the cluster size when viewed from top to
bottom, since the image of the sample is presented in
such a way that the regions corresponding to the pro-
longed Ostwald ripening stage are at the bottom.

L et us now discuss the structure of the region of the
sample in which the Pb phase starts to precipitate (the
transition region). It is seen from Fig. 2 that Pb clusters
have a more complex shape. It is reasonabl e to attribute
such a behavior to the system composition, because,
according to [4], noneutectic melts, unlike the eutectic
melts, show atendency to excitation of “dendrite’-type
modes. The formation of complex-shaped clusters in
the transition region, where the melt composition is far
from eutectic, experimentally confirms the theoretical
results obtained in [4].

In closing, let us consider how the cooling condi-
tions affect the structure formed. First of all, we will
formulate the important features of each of the cooling
methods used.

The specific feature of cooling in air and under vac-
uum is that the temperature at the sample boundary is
not constant during cooling, as is usually assumed in
theoretical studies. By contrast, cooling in water is
characterized by isothermal boundary conditions.

All the methods considered differ from one another
by the power of heat removal from the system.

The influence of the heat removal rate on the forma-
tion of the ultimate structure of the material was theo-
retically treated in many works[1, 5], and a certain cor-
relation between these parameters was noticed every-
where.

The experiments we performed with the Pb—Sn sys-
tem aso indicate a correlation between the cooling
conditions and the structure. Asis evident from a com-
parison of Figs. 24, the lower the power of the sources
of heat removal, the more ordered the structures
formed. The formation time certainly played an essen-
tial role. Thisis evidenced, above all, by the similarity
of the electron microscope images of samples prepared
under different conditions, which appears asif one pat-
tern stipulated the other one but for a later crystalliza-
tion stage. This agrees with the theory predicting that
an increase in the duration of the Ostwald ripening
favors the formation of a more homogeneous structure
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[1, 2]. According to the same theory, structural ordering
isalso favored by decaying heat outflows, whose occur-
rence, in turn, stipulates nonisothermal boundary con-
ditions. The nonisothermal boundary conditions, as
well asthelarge formation times, were characteristic of
samples prepared upon vacuum cooling of the melt. In
our opinion, thiswasthe reason for the maximum order
in the structure of these samples.

Let us now discuss the other extreme case of the
most disordered systems. It is seen from Fig. 4 that
apart from small sizes of grains of individual phases,
the structure of samples formed upon cooling in water
is characterized by a considerable disorder.

As was shown in [1], the Ostwald ripening is not
realized and the supercooling remains practically
unchanged when heat isremoved from the eutectic melt
with atime-independent constant rate, as was the case
in water cooling of the Pb—Sn melt. In this situation,
nucleation of two phases continuously proceeds in the
melt (Pb and Sn crystalsin this case). The crystal sizes
were very small because the crystal growth rate was
determined by diffusion and the rate of the supercool-
ing withdrawal was controlled by thermal conduction.
Since crystals of different sorts were formed simulta-
neoudy, crystals of a particular sort could serve as
nucleation centers for crystals of another sort. The
emergence of these centers substantially reduced the
work of crystal formation and, thus, caused a drastic
increase in the nucleation rate of small crystals. As a
result, the structure of the sample formed acquired the
form of afoam of interspersed nuclei of different com-
positions, asis shown in Fig. 4.

5. CONCLUSION

Thus, the following principal results have been
obtained in the present work.

(1) Thelocal microstructure of a particular region of
the solid Pb—Sn sample prepared in a thermal field of
the temperature gradient by crystallization of a close-
to-eutectic melt depends on the temperature gradient
and the coordinate of the region in the thermal field.

(2) The structure parameters of the Pb—Sn eutectic
grown in the thermal field of the temperature gradient
under nonisothermal boundary conditions, these latter
providing decaying heat outflows, are adequately
described by the current theory which accountsfor gen-
eralized supercooling, the correlation between precipi-
tates of different compositions, and their morphol ogi-
ca stability.

(3) The distinctly nonuniform conditions of crystal-
lization of eutectic melts favor the system disordering,
the origin of which is satisfactorily explained by the
kinetics of heat removal from the melt.
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Abstract—The electrical properties of junctions at symmetrical bicrystal boundariesin high-T, superconduct-
ing films are studied as functions of the misorientation angle in the range 8°-45°. The junctions are prepared
by growing Y Ba,Cu;0- (YBCO) epitaxia films onY—ZrO, (Y SZ) bicrystal substrates. The proportional rela-
tionship between the characteristic voltages and the normal conductivities of junctions is derived from the
dependences of the critical current and the normal resistance on the misorientation angle. Theresults are inter-
preted within the model of asuperconductor—diel ectric with defect levelsin the band gap of the superconductor.
The deviations from the proportional relationship are explained by the junction inhomogeneity. The thickness
of the effective dielectric layer in the bicrystal junction and the Bohr radius of electrons on the defects are esti-

mated. © 2001 MAIK “ Nauka/Interperiodica” .

1. INTRODUCTION

Josephson junctions with critical currents 1, and
normal resistances R, which are aslarge as possible are
necessary for high-T, superconducting electronics. The
grain boundaries in YBa,Cu;O; (YBCO) films on
bicrystals with small misorientation angles 6 possess a
high characteristic voltage (V, = I.R,), but these junc-
tions are inhomogeneous [1]. At angles 6 of about 30°,
the boundaries are homogeneous [2], but the voltages
V. are small. The relation between the electrical prop-
erties and the structure of junctions has been studied by
anumber of research groups. The thickness of adielec-
tricd=2nmonY-ZrO, (YSZ) at 6 = 32° was calcu-
lated by Winkler et al. [2] from the junction capaci-
tance.

The proportionality between V. and the surface con-
ductivity g, follows from the model of direct pair tun-
neling through adielectric [3]. Therelationship V, ~ g,
(g=1-1.5) was experimentally confirmed by Gross and
Mayer [4]. However, Hilgenkamp and Manhart [5]
found deviations from thisrelationship. The reasonsfor
these deviations were studied in this work. Aslamazov
and Fistul’ [6] proposed atheory of Cooper pair tunnel-
ing through channels formed by periodically arranged
defectsin asemiconductor. Thistheory also leadsto the
relationship V. ~ g, [7]. The tunneling of normal elec-
trons through these channels was described by
Glazman and Matveev [8]. In the present work, we esti-
mated the parameters of electron tunneling through the

Y BCO grain boundary: the Bohr radius o, of electrons
on defects and the thickness d.

2. EXPERIMENTAL TECHNIQUE

YBCO films were grown by the pulsed laser depo-
sition method on YSZ bicrystal substrates. The film
thicknesst was equal to about 250 nm. The filmswere
grown in such a way that their principal axes C were
perpendicular to the substrate surface and
YBCO(110) || Y SZ(100), aswas described in our previ-
ous work [9]. The YBCO grain boundary was formed
during the film growth above the substrate boundary.
Photolithography with subsequent ion milling were
used for preparing Josephson junctions in the form of
YBCO microbridges which cross the boundary in the
same manner as was proposed in [10]. The junction
width w was 1-8 um. Contact pads were obtained by
thermal evaporation of gold and ion milling. The
bicrystal junctionsthus produced had thefollowing mis-
orientation angles (deg): 8, 18, 26, 28, 34, 36, and 45.
These angles were equal to twice the angle which was
formed by the (100) and (010) directions with the grain
boundary in the YBCO film.

The current—voltage characteristics were measured
by the four-probe method. The accuracy of the mea-
surement of |, was about 20% because of the influence
of magnetic fields. The values of R, were determined
from the tangents to current—voltage characteristics
with an error of about 2%. The surface resistance p,, and
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the surface conductivity g, were calculated by the
expression p,, = 1/g,, = Rwt.

3. EXPERIMENTAL RESULTS

The current—voltage characteristics for the junctions
are consistent with the resistively shunted junction
(RSJ) model. As arule, the current—voltage character-
istics for junctions are described by the formula

i(v) = RV +(ILR) + 1. (1)

The parameters obtained by the least-squares method
for the current—voltage characteristic of ajunction with
0 =18 andw =8 pumat 77 K are as follows: R, =
1.85Q,1,=79 YA, and the excess current |, = 17 pA
(Fig. 1). The current—voltage characteristic for the
boundary with 8 = 34° and w =8 um at 77 K exhibitsa
small current | .= 8 HA and, therefore, isrounded by the
thermal noise. The characteristic of ajunction with 8 =
8° andw =6 um at 4 K is described by formula (1) in
therange v =V, (inset in Fig. 1). The calculations with
thisformulagive R, =052 Q, I, =4.30 mA, and I, =
2.30 mA. Thecritical current measured withal pV cri-
terion is equal to 4.05 mA. The characteristic deviates
from the RSIJ model a v < V.. The junction is “wide,”
because the ratio between the Josephson penetration
depth A; and the width w is large (W/A; = 7). The mag-
netic field of the supply current induces the motion of
current vortices along the boundary, which leads to a
distortion of the current—voltage characteristic shape.

This current—voltage characteristic of a junction
with 8 = 8° changes under microwave radiation in
accordance with the RSJ model. Figure 2 shows the
dependences of the positions of edges of the first three
Shapiro steps on the relative microwave current
through the junction: i, = 1,+/1,(0), where I is the
amplitude of the external microwave current and 1,(0)
isthecritical current in the absence of microwave radi-
ation. The dependence of the current that corresponds
to the upper edge of the nth step onthe current i, is des-

ignated as 1, (i,,)/1(0) = i, the dependence of the cur-

rent of the lower edge is denoted as I, (i,)/1.(0) = i,,
and the critical currents at different microwave currents
are symbolized as 1 (i,)/1(0) = i,. Let usintroduce the
relative frequency w=V,/V,= 102, whereV, = 24.3 uVvV
isthe voltage of thefirst Shapiro step and V,=2.25 mV.
The RSJ characteristics at w < 1 and i, < J/w are

described by the formulas [11]
i = 1-i,+(2n+ Dw.fi, @)
in=1-i,+(2n-1Dw,fi,. (3)

The parameter w = 0.037 was determined numerically.
At i, < 1, the currents corresponding to the step edges
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Fig. 1. Current—voltage characteristics for junctions with
w=8umat 77 K. Theinset showsthe current—voltage char-
acteristic for ajunction with® = 8° and w = 6 um at 4 K.
Dashed lines are the current—voltage characteristics calcu-
lated by formula (1).

decrease with an increase in the microwave amplitude
according to relationships (2) and (3) (Fig. 2a).

The parametersinvolved in formula (1) can be used
to compare junctions with different angles 6 (Table 1).
A designation of the type 6 + 6 in the column w means
a SQUID that consists of two bridges each 6 um thick.
Anincreasein 0 resultsin a decrease in the |, currents
by two orders of magnitude and an increase in the R,
resistances by one order of magnitude. The excess cur-
rent fraction I./l. decreases with an increase in the
angle 6.

For junctions with 8 < 36°, R, is temperature inde-
pendent. At 6 = 45°, the normal conductivity Gat T >
40 K increases with temperature (Fig. 3). The relative
change in the conductivity G(T)/G, can be represented
in the following form [8]:

G(T) _
G,

Here, G, is the mean conductivity at T < 30 K. Two
parametersm= 1.1+ 0.5and G,/G, = 2 x 103 werecal-
culated by the least-squares method. The root-mean-
square deviation og; for G, is equal to 2%, which is
considerably less than variations in the conductivity
with temperature (Fig. 3).

The temperature dependences of V, and the excess
voltage V,, = IR, for ajunction with angle 6 = 18° are
depicted in Fig. 4. At T = 40 K, V. is given by the for-
mula

G2 m
1+5.(T-35)" €)

Ve =Vo(1 =T/, ()

where T, is the critical temperature of a given YBCO
film. The parameters M and V, were found numerically
from the experimental data. For junctions with 8 = 8°,
18°, 34°, and 45°, M = 1.8,1.9, 1.8, and 2.0 and V, =
7.0, 3.8,0.72, and 0.64 mV, respectively. At T < T, the
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1/(0)

Fig. 2. Dependences of the current at edges of the Shapiro
steps on the microwave current iy, = 1¢/1(0) at i,y (&) <1 and
(b) =1 for the junction with ® = 8° at T = 4 K. Critical cur-
rents are designated by squares. The edges of the first, sec-
ond, and third steps are denoted by triangles, circles, and
rhombuses, respectively. Closed and open symbols corre-
spond to the upper and lower edges. Solid lines show the

. . o+ .+
results of calculationsforig, 11, 1,,and I5.

temperature dependence of V. is similar to (1 —T/T.)2
At T = TJ2 and 6 < 30°, the characteristic voltage lin-
early decreases with arise in temperature.

A decrease in the critical current density j. and an
increasein theresistance p, with anincreasein the mis-
orientation angle can be described by the exponents

(Fig. 5)
(8, T) = (0, T)exp(—36), (6)
Pn(8, T) = pu(0, T)exp(yH). (7)

The coefficients 3 and y were determined by the least-
squares method. Theratio B/y =2 holdstrue over awide

(o]

P, Qcm

G(D/G,

Fig. 3. Temperature dependence of the normal conductivity
for junctionswith 6 = 45° at w = 8 (open symbols) and 4 um
(closed symbols). The solid line shows the results of calcu-
lation by formula (4). Dashed lines indicate the boundaries
of therange G, £ 0g;.

R
(@]

0

T,K

Fig. 4. Temperature dependences of the characteristic V,
(circles) and excess Vg, (rhombuses) voltages for ajunction
with 8 = 18° and w = 8 um. The results of calculations by
formula (5) are depicted by the solid line. The dashed line
corresponds to the linear dependence. The arrow indicates
T, for the YBCO film. The inset shows the dependence of

V. — Vi On the 6 angle a 4 K. The straight line is the
exp(—36) function.

3 10°
1077 .

L E 104
108} o 310°
LA | | | | ' "]

10 20 30 40 50
0, deg

Fig. 5. Current densities j. (circles) and resistivities py, (tri-
angles) for different misorientation angles 8 at T = 50 K.
Solid and dashed lines correspond to the exponential func-
tionsfor p,(6) and j(8), respectively.
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Table 1. Electrical parameters of symmetrical Josephson junctions

T=77K T=4K
6, deg W, Um

R,, Q l., MA lodlc R,, Q l., MA lodlc
8 6 0.55 440 0.8 0.52 43 0.54

8 3 194 57 0.7 1.66 1.66 0.7
18 8 185 79 0.22 1.95 14 0.40
18 4 4,96 20 0.45 5.03 0.35 0.59

26 6+6 0.83 163 0.60 0.76 342 0.7

26 4 3.26 53 0.55 - - -
28 6+6 0.83 392 0.42 0.75 4.43 0.12
28 4 2.92 121 0.34 2.63 1.08 0.41
34 6+6 - - - 2.05 0.36 0.26
34 8 3.66 8 1 3.95 0.24 0.26
36 6+6 1.29 9 0.5 1.46 0.50 0.30
36 8 174 23 0.4 1.89 0.34 0.27
45 4 - - - 17.3 0.026 0.12
45 4+4 - - - 8.69 0.043 0.11

range of temperatures. As can be seen from Table 2, the
differences between the values of 2y and B do not
exceed the sums of their root-mean-square deviations at
temperatures from 4 to 60 K.

The voltage difference V, — V,, decreases with an
increase in the B angle (see the inset in Fig. 4). This
decrease at T = 4 K was approximated by the exponent:
V. — V= exp(—00). The coefficient & = 0.074 = 0.014
is close to the coefficient y in the relationship describ-
ing anincreasein p,,.

4. DISCUSSION

At present, techniques for producing Josephson
junctions for low-temperature superconductors have
been well developed. These junctions are based on
three-layer structures that consist of thin-film low-tem-
perature superconductor (S) elements separated by an
insulator (1) layer serving as a barrier to the tunneling
of electron pairs. The electrical characteristics of these
junctionswere studied in detail, which made it possible
to develop physical models accounting for the mecha-
nism of their operation. In the high-temperature super-
conductivity range, bicrystal Josephson junctions are
produced on the basis of other principles and possess a
different structure (in particular, they do not contain a
barrier layer), but their electrical parameters are similar
to those inherent, for example, in SIS low-temperature
junctions. On this basis, as a first approximation, it is
reasonable to consider the bicrystal junction as a SIS
structure which involves a dielectric barrier layer with
a certain effective thickness d.

The results of microwave measurements for junc-
tions with a misorientation angle of 8° at large external
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microwave currents can be explained within the RSJ
model. At i, = 1, the step amplitudes oscillate: the
amplitudes of even steps are minimum at the same i,
currents at which the critica current exhibits minima,
and the minima of odd step amplitudes coincide with
the maxima of i (Fig. 2b). At the same microwave cur-
rent i,(r), the critical current has a minimum for the

rth time (r = 0) and the function i for a step with the

number n = r becomes zero. From relationship (2), we
can obtain these i, currents,

iwo()=1+(2r+1w (8

under the assumption that w(r + 1) < 1. In Section 3,
formula (8) was used for the approximate cal cul ation of
the frequency w from the experimental data on ifi,).
Now, we introduce parameters k, = iy, n(1)/iy, 1(0) — 1,

Table 2. Coefficients 3 and y and their root-mean-square
deviations og and oy, at different temperatures

T, K B, deg™ o y, deg™? o,

4 0.120 0.013 0.061 0.008
10 0.118 0.020 0.061 0.012
20 0.118 0.025 0.062 0.014
30 0.125 0.022 0.060 0.012
40 0.129 0.018 0.062 0.011
50 0.139 0.013 0.060 0.007
60 0.137 0.019 0.058 0.011
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Fig. 6. Dependence of V on the resistivity p,, for junctions
with angles 6 > 8° (circles) and 6 = 8° (squares). The
straight line corresponds to the dependence V. = c/p,, for
junctions with 6 > 8°.

wherei,, n(r) is the relative microwave current at which
the amplitude of the nth step becomes zero for the
rth time [11]. It was found from the experimental data
that k, = 0.0866 and k; = k, = ky = 0.0715. From expres-
sion (8), it follows that

Kn
T 2"k (n+l) ©)

This relationship was derived using a qualitative pat-
tern of oscillations, which is shown in Fig. 2b (see aso
[11]). Formula(9) isvalid at w(n + 1) < 1. Thefregquen-
cies calculated from the oscillations of the critical cur-
rent and the first three Shapiro steps turned out to be
close in magnitude: w(ky) = 0.045, w(k;) = 0.038,
w(ky) = 0.040, and w(ks) = 0.042.

The step amplitudes and the critical current at min-
ima are virtually zero. This means that the relation
between the current and the phaseiscloseto | = I .sing
[12]. If the boundaries with 6 = 8° would have SS'S
superconducting short-circuits, the thickness of the S'
layer should be of the order of 1 nm and the tempera-
ture of measurements (4 K) should be considerably
lower than the critical temperature of S'. For example,
Y Ba,Cu;04 5 single crystals are characterized by T, =
3040 K. In this case, the relation between the current
and the phase strongly differs from sinusoidal [13]. No
indications of SS'S short-circuits were found for other
misorientation angles. Junctions with different 6 angles
possess common properties. the step amplitudes and
the critical currents oscillate at i, > 1, the dependences
V(T) in the vicinity of T, are similar to quadratic, and
the normal resistances do not vary with temperature at
0 < 36°. We assume that the band diagrams of insulator
layers in junctions with different © angles are qualita-
tively identical and the layer thickness increases with
anincreasein 6.

w
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According to the SIS model [3], the Cooper pairs
tunnel through a dielectric layer of thickness d. The
critical current decreases with an increase in d as the
exponent

j. O neexp(—2kd), k = ,/2mE,A7, (10)

where ngis the density of states in the superconductor,
E, = 1 eV is the barrier height, and k is the constant
describing a decrease in the wave function of pairsin
the dielectric. The typical defect concentrations n_ in
the dielectric are equal to =10%-10%* cm3. Defects
form the levelsin the band gap. The tunneling conduc-
tivity for single electrons through defects which are d/2
distant from both superconductors is maximum. The
normal current varies as j, O ngh exp(—kd), and the
resistance is determined as p, ~ 1/j,,. Then,

(11)

In a dielectric, the pairs are broken under Coulomb
repulsion. Hence, the barrier width for pairsistwice as
large asthat for electrons and the ratio Bly =2.

The proportionality between the voltage V, and the

quantity p,' follows from this ratio. By multiplying
relationship (10) into expression (11) and assuming
that n_ varies only slightly with angle 6, we have

exp(—kd) 0 1
n NsNL Py

The results of measurementsat 4 K are shownin Fig. 6.
The dependence of V, on p,, was sought in the form of

V. = c/p,. The exponent g = 1.0 + 0.2 and the coeffi-
cient c=7.7 £ 1.5 for the dependence of V. (mV) on p,

(10 Q cm?) were determined by the least-squares
method.

The characteristic voltages of the junctions with 6 =
8° are substantially less than those predicted by the
dependence V, = c/p,, (Fig. 6). In our case, these devia-
tions are associated with an inhomogeneous distribu-
tion of j, over the junction width.

The dependences of 1, on the magnetic field H were
measured for junctions with a misorientation angle of
8° and the widthsw =1, 3, and 6 um at 77 K (Fig. 7).
No minimain the plots I .(H) are found up to fields of
46 mT. The Fraunhofer-like dependences I (H) are
observed for the sample A which involves asymmetric
junctions with a misorientation angle of 32° (of the
0.32 type) and widthsw = 2, 4, and 8 um at 4 K. The
half-widths of the main maximum are equal to 5.1, 1.0,
and 0.21 mT, respectively (inset in Fig. 7). The maxi-
mum with double thewidth is not observed for the sam-
ple B with junctions on the substrate with the same mis-
orientation but in Y BCO films of a different quality. At
an identical bridge width, the mean distance between
the minimain the dependence I (H) for junctions of the

p, 0 ngn "exp(kd).

Ve = jePn U (12)
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B sample is close to H, for junctions of the A sample
(inset in Fig. 7). A field period of larger than 46 mT
indicates that the boundaries with 8 = 8° have narrow
regionswith anincreased current density j—filaments.
The filament width w; can be estimated from above.
According to Rosenthal et al. [14], this period depends
on the bridge width as H, = c,®y/W?, where ®, = 2.07 x
107 Wh is the magnetic flux quantum and w is mea-
sured in m. The constant ¢, = 8.7 was numerically
determined from the data on Hy(w) for the A sample.
Then, we have

(0)
w< [220 = 063 um.
Ho

L et us compare the parameters of five homogeneous
junctions on the A sample and five inhomogeneous
junctions on the B sample. At 4 K, the mean parameters
are as follows: jo, = (3.0 £ 0.8) x 10° A/lcm?, poa =
(34.7£5.6) x 10 Q cm?, j s = (3.5+ 1.9) x 103 A/cn??,
and pg = (17.5+ 4.7) x 108 Q cm?. The error equal to
o isgivenfor all the quantities. Compared to homoge-
neous junctions, the inhomogeneous junctions on the
substrates with the same misorientation are character-
ized by identical critical currents and halved normal
resistances. The same deviations toward the smaller
voltages j.p, and the larger conductivities 1/p, are
observed at a misorientation angle of 8°. The V/(p,)
dependences should be checked using samples with a
Fraunhofer-like behavior of 1(H), which should be
observed for junctions with a submicron width.

The resistance R, does not depend on the tempera-
ture when normal electrons tunnel through one defect
[8]. This process makes the contribution G, to the con-
ductivity of the junctions with a misorientation angle
0 = 45°. The tunneling through a channel formed by
severa defects requires thermal activation, because the
levels of defects have different energies. The conduc-
tivity through two levelsis proportional to T34, and the
conductivity through three levelsis proportional to T2
[15]. The experimental dependence G(T) = G, + G,T*?!
indicates the presence of the conduction channels
through both one and two levels.

On thisbasis, we can estimate the Bohr radius a,, of
an electron on a defect. This quantity serves as ascae
of an exponentia decrease in G with the thickness of
the dielectric: G, O exp(—d/a,). According to Glazman
and Matveev [8], the presence of conduction channels
through two levels and the absence of the channels
through three levels implies that the thickness d =
na, = 8ay,, where n = 2. The barrier width for the
boundary with 8 = 45° (d,s) and p, = 1.7 x 107 Q cm?
can be estimated from the thickness of a dielectric in
junctions of the A sample (ds,). These junctions are
characterized by p,,= 3 x 107 Q cm? and aconsiderable
hysteresis: theratio | /1 = 0.9, where |, and | 5 @re

(13)
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Fig. 7. Dependence | ,(H)/max(l ) for junctions with 6 = 8°
andw =6 umat 77 K (closed circles). The inset shows the
dependences | (H)/max(l) for junctions with 8 = 32° and
w=4pminsamplesA (opencircles) and B (solidline) at 4K.

the maximum and cut off critical currents, respectively.
Then, we have the McCamber parameter .= 1.3 [16].
From the definition of this parameter, we obtain the
junction capacitance C = B4/(2¢el.R?). The junctions
on the YSZ substrate are parallel-plate capacitors,
because w and t > d. Consequently,

ot
C i)
where e =4-5isthe permittivity of Y BCO with adeficit
of oxygen[17]. For junctionswith an angle 6 = 32°, the
specific capacitance is equal to 15 fF/um?, the ratio d/e
is 0.58 nm, and the thickness ds, is 2.3-2.9 nm. Since
In(psy/pgs) = 0.6, ds, = dys + 0.60, = 8.60, and a, =
0.27-0.34 nm.
The description of the transport of hormal electrons
inthe framework of the Glazman—Matveev [8] and Hal-

britter [3] models |eads to the same results. The depen-
dences of p,, on the thickness d in these models go over

into each other by setting k = o' . Our estimate o =

3 nmr! coincides in the order of magnitude with the
constant k = 7 nm™ calculated in [3].

d=c¢ (14

5. CONCLUSION

Thus, the characteristic voltage at T < T. quadrati-
cally depends on the temperature. The norma resis-
tance of boundarieswith angles 8° < 6 < 36° isindepen-
dent of temperature. The normal conductivity of
boundaries with 8 = 45° increases with temperature
by 10%.

The resistance R, increases as exp(y8) with an
increasein theangle 8. Thecritical current decreases as
exp(—2y6) with an increase in the misorientation angle.
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The characteristic voltage of homogeneous junctionsis
inversely proportional to the normal surface resistance.
Compared to this dependence, the dependence V(1/p,)
for junctions with an inhomogeneous distribution of j,
over the width deviates toward smaller V. and larger
normal conductivities. The Bohr radii of electrons on
defects inside the grain boundaries are approximately
equal to 0.3 nm.

The YBCO junctions on symmetrical bicrystals
have characteristic voltages up to 0.3 mV at 77 K and
3mV at 4 K. The resistivities p, are as high as 1.7 x
107 Q cm?,
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Observation of Cooper Pairsin High-Temperature
Super conductors by ¢’Cu(%7Zn) M dssbauer Spectr oscopy
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Abstract—A M dsshauer emission spectroscopy study on the 8’Cu(®7zn) isotope showed that the superconduct-
ing transition in the Nd; gsCep 15CuO,, Lay g55rg 15CUO,, and Tl,Ba,CaCu,0Og compounds is accompanied by
an electron density redistribution in the crystal, which is considered evidence of Cooper-pair Bose condensa-

tion. © 2001 MAIK “ Nauka/Interperiodica” .

The phenomenon of superconductivity stems from
Cooper pair generation and the formation of a Bose
condensate described by a common coherent wave
function [1]. This implies that the electron density dis-
tribution over the superconductor lattice sites should be
different at temperatures above and bel ow the transition
to the superconducting state T...

Because the isomer shift IS of M&ssbauer spectrais
determined by the electron density at the nuclel under
study, thereis, in principle, apossibility of detecting the
process of Cooper pair formation by measuring the
temperature dependence of the centroid S of the M 6ss-
bauer spectra of a superconductor. The temperature
dependence of S at a constant pressure P is given by
threeterms|[2]:

(3S/3T)p = (31S/8INV)1(3INV/ET),

1
+ (8D/3T)p + (8IS/OT)y,. @)
Thefirst termin Eq. (1) isthe dependence of theiso-
mer shift IS on volume V. The second term in Eq. (1)
describesthe effect of the second-order Doppler shift D
and can be written in the Debye approximation in the
form [2]

(3D/3T)p = —(3keEo/2MCR)F(T/0), @)

where Kg is the Boltzmann constant, E, is the isomer
transition energy, M is the probe nucleus mass, c isthe
velocity of light in vacuum, 6 isthe Debye temperature,
and F(T/6) isthe Debyefunction. Finaly, thethird term
in Eq. (1) approximates the temperature dependence of
the isomer shift IS at constant volume. The presence of
this term is accounted for by the variation in the elec-
tron density at the Mdssbauer nuclei, and this effect is
expected to occur when the matrix transfers to the
superconducting state. In other words, Mdssbauer
spectroscopy permits one to measure the electron den-
Sity at lattice sites and its variation in the transition
through T.. A comparison of the experimental with the-
oretical values of the electron density may help in

selecting the model which adequately describes the
phenomenon of superconductivity. It is this consider-
ation that accounts for the publication of numerous
studies on the effect of superconducting transition on
the parameters of Mdssbauer spectra.

Attempts at detecting the formation of Cooper pairs
and of the Bose condensate by measuring the tempera-
ture dependence of the centroid S of 11°Sn M 6sshauer
spectra for the Nb;Sn classical superconductor failed;
however [3], the observed dependence of S on temper-
ature could be satisfactorily fitted by a second-order
Doppler shift, and the behavior of S(T) did not exhibit
any features near T, that could be assigned to a change
in the isomer shift.

L ater, after the discovery of high-temperature super-
conductivity, a theoretical model was proposed to
account for the effect of Cooper pairsand Bose conden-
sation on the isomer shift of >’Fe M dsshbauer spectra[4]
and attempts were made to detect experimentally this
effect for the >'Fe impurity atoms in YBa,Cu;0; [5],
(BiPb),Sr,Ca,Cus0,, [6], and (TI, Pb)(Sr, Ba),Cu,0;q
[7]. However, no corvincing evidence for the effect of
the superconducting transition on the isomer shift of
M 6sshauer spectra was obtained in these cases either.

This can be accounted for by the small magnitude of
AI2G (here, A isthe maximum possible differencein the
isomer shift of Mossbauer spectra between the normal
and superconducting phases, G = #/1; is the natura
nuclear level width, and 1, isthe mean nuclear level life-
time), which, for the case of M dssbauer spectroscopy on
the 5"Fe and 119Sn isotopes, does not exceed six.

The conditions for observation of Cooper pairs by
M 6sshauer spectroscopy should be more favorable for
high-temperature superconductors (having a minimum
Cooper correlation length) if one uses a probe for
which A/2G > 10. In choosing an object for the study,
one should also take into account the necessity of plac-
ing the M dssbauer nucleus at lattice sites.

1063-7834/01/4304-0609$21.00 © 2001 MAIK “Nauka/Interperiodica’
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All these conditions can be met if one uses the Zn
M Gssbauer probein cuprate latticesin the emission ver-
sion of 8’Cu(%7Zn) M 6ssbauer spectroscopy; indeed, for
67Zn, we have A/2G ~ 200 and one can introduce the
67Cu parent isotope into the lattice sites in the course of
preparation so that the daughter isotope 7Zn will like-
wise occupy the copper lattice site [8].

This paper reports on such a study made on the 6Zn
probe incorporated in the lattices of Nd,; g=Ce; ;5CuQ,,
L& g5Srg15Cu0Q,, and Tl,Ba,CaCu,Os. Cu,O, which
does not undergo the superconducting transition, was
chosen as areference.

EXPERIMENTAL RESULTS
AND THEIR DISCUSSION

The M dssbauer sources were prepared by diffusing
carrier-free radioactive 8’Cu into polycrystalline sam-
ples of Nd, gsCe;15CUO, (T, = 22 K), Lay g55rq,15CUO,
(T, = 37 K), TI,Ba,CaCu,Og (T, = 60 K), and Cu,0O in
evacuated quartz ampoules at 550°C for two hoursinan
oxygen flow. No noticeable change of T, was observed
in the reference samples.

The §Cu(®Zn) Mossbauer spectra were obtained
with a%7ZnS absorber. The temperature of the absorber
was 10(2) K for all spectra, wheresas that of the source
could be varied from 10(1) to 80(1) K.

The Mosshauer spectra of al the ceramics repre-
sented in the temperature interval chosen are well-
resolved quadrupole triplets, with isomer shifts corre-

Fig. 1. Temperature dependence of the centroid S of the

67Zn Mossbauer spectrum measured with respect to its
value at 37 K for (1) Lay g5Srg 15CuO,4 and (2) Cu,O. The
solid line plots the theoretical temperature dependence of S
for the case of the second-order Doppler shift for 6 = 400 K.
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sponding to the Zn?* ions at copper sites. It wasfound
that the quadrupole coupling constants C of al the
ceramics are practically temperature independent.
Because the electric field gradient at the 6Zn nuclei
acting on the Zn?* probe is produced by the lattice ions
only and the lattice constants change only by anegligi-
ble amount within the temperature interval of 4.2-80 K
[9, 10], the independence of C from temperature does
not come as a surprise.

Thetemperature dependences of the centroid Smea-
sured relativeto its position at T, differ substantially for
the reference and superconducting samples (this is
illustrated in Fig. 1 through the relation between
L&y g55r,15Cu0, and Cu,O), athough no sharp jumps
are observed in the magnitude of S at the transition
through T..

Thetemperature dependence of Sisgiven by Eq. (1)
and, as shown by calculations [11], the first term in
Eg. (1) may be neglected in the case of 67Zn, because
for the temperature interval chosen, it does not exceed
0.03 pum/s and no structural phase transitions are
observed within the 10- to 80-K region in any of the
compounds studied [9, 10].

Thesecondtermin Eq. (1) relatesto the effect of the
second-order Doppler shift. Asis seen from Fig. 1, the
experimental data obtained on reference samplesin the
temperature interval chosen are fitted satisfactorily by
Eq. (2) plotted for 8 = 400 K (Cu,O). For the supercon-
ducting samples, the experimental data obtained for
T > T, are a so approximated by arelation of the type of
Eq. (2) drawn for 8 = 360 K (Nd, g:Ce; ;5CuQ,), 400 K
(Lay g5Srg15CuUQ,), and 260 K (Tl,Ba,CaCu,Og) (for the
Debye temperatures of Nd,CuO,, La,_,Sr,CuO,, and
TI,Ba,CaCu,Og, heat capacity measurementsyield 300
[12], 420 [13], and 270 K [13], respectively).

Finally, the third term in Eq. (1) describes the tem-
perature dependence of the isomer shift. The value of
the IS at a given temperature T can be found as the dif-
ference[lS]; = S;— D+ (here, S; and Dy are the centroid
of the spectrum and the Doppler shift at the temperature
T, respectively). The increase in the IS with decreasing
temperature for T < T, indicates an increase in the elec-
tron density at the 67Zn nuclei and, hence, localization
of electron pairs at the M &ssbauer probe. The limiting
valuesof thelSfor T — 0K, [1F], = & — D, should
depend on the size of the Cooper pairs, i.e., on the mag-
nitude of T.. The validity of this statement isillustrated
by Fig. 2, which plots the dependence of [IS], on T
one readily sees that [1S], increases with increasing T,
(i.e., with decreasing Cooper correlation length), which
signals an increase in the electron density at the Zn
nuclei.

We have thus established that the temperature
dependence of S for the Nd,;gCe15CUO,,
L&y g55r,15CuQ,, and Tl,Ba,CaCu,Og superconductors
at temperatures T > T is governed by the second-order
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Doppler shift, whereasfor T < T, Sis also affected by
the process of Cooper pair localization at the Méss-
bauer probe nucleus. A decrease in the temperature
amplifies the effect of this process on S, because the
fraction of the Bose condensate grows with decreasing
temperature. BCS theory yields the following relation
for the temperature dependence of the effective density
of superfluid electrons p(T) [1]:

p(T) = 1—(2BEL/KD)

00

x [{K'exp(BE)/[ep(BE) + 1]} dk,

where Eg = k,2: [2misthe Fermi energy, misthe particle
mass, k is the wave vector, kg is the value of the wave
vector at the Fermi surface, E, is the energy of the

k state, and 3 has the meaning of the binding energy of
the superfluid component.

On the other hand, one could expect that p(T) ~
[1S]+/[1S]o. Figure 3 presents the theoretical depen-
dence of p onthe parameter x = 1.76(kgT/A) (here, Kg is
the Boltzmann constant and A = 3.06kg[T(T. — T)]Y?is
the energy gap in the spectrum of elementary supercon-
ductor excitations) taken from [1], together with our
data on the dependence of [IS]/[1S], on the x parame-
ter. The experimental data are seen to be in satisfactory
agreement with the calculations. In other words, M oss-
bauer spectroscopy using the®’Znisotopeisan efficient
tool to probe the formation of Cooper pairs and their
Bose condensation in high-temperature superconduc-
tors.

Unfortunately, the problem of choosing a model
which would adequately describe the increase in the
electron density at the nuclei of the ¢’Zn impurity cen-
ter in a superconductor at temperatures below T,
remains to be solved. For instance, the increase in the
electron density can be considered to result from the
change in the charge state of the Zn probe. However,
two problems arise here. First, the experimentally mea-
sured values of [IS], (~2-5 um/s) are substantialy
smaller than the magnitude of the isomer shift
(~165 pm/s) expected for the charge exchange of the
zinc center, Zn** — Zn° [11]. This difficulty can be
overcome by assuming that the effective radius of elec-
tron-pair localization at the impurity center is consider-
ably in excess of the Zn?* ionic radius (for instance, one
could accept, for the localization radius, a Cooper cor-
relation length which is~10~" cm for the HTSCs). Sec-
ond, the charge state of zinc is governed by the position
of the zinc-impurity electronic energy level with
respect to the Fermi level. Hence, one has to assume
that for T > T, the zinc level lies considerably higher
than the Fermi level and that the impurity charge state
is temperature independent. By contrast, the observed
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Fig. 3. Dependence of [IS]1/[IS]g on the parameter x =
1.76(kgT/A). The solid lineisaplot of the theoretical depen-

dence of the effective superfluid-electron density on the x
parameter. The symbolsidentify (1) the Nd; gsCey 15CUQO,,
(2) Lay g5Srg,15CuO,, and (3) Tl,Ba,CaCu,0Og compounds.

temperature dependence of Simplies that, for T < T,
the zinc leve lies close to the Fermi level to within kgT.

Another explanation can be based on the assump-
tion that the observed increase in the electron density at
the ’Zn nuclei is connected with the spatial redistribu-
tion of electrons produced by the Bose condensation.
The problem arising with this model stems from the
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real possibility of detecting such aredistribution of the
electron density by means of an impurity probe. The
67Zn probe is a two-€electron center with a negative cor-
relation energy [14]. For the s-electron pair localized at
the zinc center, the total angular momentum, orbital
angular momentum, and spin are zero. On the other
hand, the BCS model assumesthat the electrons pairing
at T < T, have oppositely directed momenta, such that
the total momentum, the orbital angular momentum,
and the spin of a Cooper pair are likewise zero. It isthe
combination of these factors that is favorable for the
observation of Bose condensation with the 87Zn probe.
It should, however, be borne in mind that the BCS the-
ory assumes s pairing, whereas the pairing in HTSCs
has the d symmetry [4]. Therefore, one should
approach with caution the agreement found by us
between the theoretical and experimental dependences
of the effective superfluid-electron density on the x
parameter (Fig. 3).

Thus, we have shown by Cu(®Zn) Mbssbauer
emission spectroscopy that the superconducting transi-
tion in the Nd,; gCe15CUO,, Lay g5Sr15CuO,, and
Tl,Ba,CaCu,04 compoundsis accompanied by aredis-
tribution of the electron density in the crystal and that
67Cu(%7Zn) M 6sshauer emission spectroscopy is an effi-
cient tool for probing Cooper-pair Bose condensation.
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Abstract—An analysis of the relationship between the local crysta and electronic structure of the
Ba, - ,K,BiO; and BaPb; _,Bi,O5 perovskite systems, which was made in terms of an empirical model based
on EXAFS spectroscopy studies of the above compounds, led to the conclusion that superconductivity is pos-
sible in the By, _,LaPbO; system. The Ba, _,LaPbO; multiphase compound synthesized at a pressure of
6.7 GPawas found to contain a superconducting phase with a critical temperature T, = 11 K. © 2001 MAIK

“Nauka/Interperiodica” .

The BaBiO; compound belongsto the class of cubic
perovskites with a common formula ABO;, which are
based on the BOg octahedral complexes. BaBiO; is an
insulator, and the substitution of lead for a part of the
bismuth ionsin the B position or of potassium or rubid-
ium for the barium ionsin the A position forms the sub-
stitutional solid solutions Ba, _,K,BiO; (BKBO) and
BaPb, _,Bi,O; (BPBO), which undergo a metal—insula
tor phase transition with increasing dopant concentra-
tions. After the phase transition, these compounds
become metallic superconductors with T, = 13 K for
Ban0.7sBi0.2503 [1] and TC = 30 K fOI’ Baol6KOI4Bi03
[2]. To reveal the mechanisms by which doping in the
A and B positions affects the properties of the bismuth-
atesin the normal and superconducting states, attempts
were made to prepare new BaBiO;-based superconduc-
torsin asearch for compounds with higher critical tem-
peratures [3]. It was found that some chemical modifi-
cations not forming under norma conditions can be
synthesized at a high pressure. Finally, a new supercon-
ducting phase, (K;_,Bi,)BiO;with T, = 10.2K at x =
0.1, was synthesized [3].

Unlike layered high-temperature superconductors,
BaBiO;-based solid solutions have a weakly distorted
cubic structure. They exhibit isotropic physical proper-
ties and zero magnetic coupling. The simpler structure
of the 6s—2p valence band of the bismuthates compared
with the 3d—2p band of the high-temperature supercon-
ductors, aswell asthe absence of charge reservoirs out-
side the BOg octahedral complexes, facilitates consider-
ably an analysis of the electronic structure of the bis-
muthates. This analysis has led to an empirical model
relating the specific features of the local crystalline to
the local electronic structure of the bismuthates and an
explanation for the appearance of the insulator—metal

transition and the onset of superconductivity [4-6].
Based on this model, the conclusion is drawn below
that superconductivity is possiblein the Ba, _ ,LaPbO,
compound, which does not contain bismuth ions.

BaBiO,, the basic compound for the above systems,
hasamonoclinically distorted cubic lattice. Thisdistor-
tion is actually a combination of a static rotation of the
BiO; octahedra about the [110]-type axes (rotational
distortion) and aternation of the larger and smaller
octahedra (breathing-mode distortion). The inequiva-
lence of the octahedra was initially assigned to dispro-
portionation of the bismuth valence, 2Bi** — Bi®* +
Bi®*, which givesriseto acharge density wave resulting
in the unit-cell content doubling and the formation of
an insulating band gap [7]. Doping with potassium or
lead reduces both types of distortions and destroys the
charge density wave. For instance, the metallic super-
conducting phase Ba, _,K,BiO; has an undistorted
cubic structure for x > 0.37 [8]. It is believed on the
basis of x-ray diffraction and neutron elastic scattering
data[8, 9] that the inequivalence of the bismuth valence
states typical of BaBiO; is destroyed by doping and
that, in the superconducting phase of BKBO or BPBO,
al bismuthions arein the same state. As aresult, it was
maintained that the inequival ence of the bismuth states
is responsible for the insulating properties of BaBiO,
and is in no way connected with superconductivity
[10].

Note that the above methods provide a pattern of the
structure averaged over the sample volume. Structural
studies of the BKBO-BPBO systems by the locally
sensitive EXAFS method and high precision measure-
ments of photoemission spectra revealed that the
inegquivalence of the bismuth states also persists in the
superconducting BKBO compositions. This manifests

1063-7834/01/4304-0613%$21.00 © 2001 MAIK “Nauka/Interperiodica’



614

itself experimentally in the form of strongly anhar-
monic vibrations of the oxygen ion in the double-well
potential along the Bi—-O-Bi bonds [5, 11] and of a
splitting of the Bi 4f lines of the photoemission spectra
[12]. Therefore, anew model of the electronic structure
and transport properties of the bismuthates was pro-
posed based on experimental EXAFS data [4-6].

It was shown that the crystal structure of BaBiO; is
described by an ordered alternation of the BiO; and
BiL20g octahedral complexes, where L? signifies the
presence of a hole pair in the hybridized antibonding
6sBiO2p,- orbital of the complex. The electronic struc-
ture of BaBiO; derives from a system of local electron
and hole pairs separated by an insulating energy gap
2E, = 0.48 eV. The pairs are also separated spatialy,
because they belong to different complexes, namely,
the electron pairs belong to BiOg, and the hole pairs are
in BiL2Og. The system does not have free charge carri-
ers, and the conduction is effected by two-particle
charge transport in the BiL°Oz <—— BiOgz dynamic
exchange.

Substitution of K* ions for a part of the Ba** ions
reduces the number of electrons and transfers part of the
BiO; complexes to the BiL?0Og state. As the number of
the BiL?O, complexes increases, they overlap spatially
to produce a continuous BiL?Og cluster, with its free L2
levels forming the conduction band, which initiates the
insulator—metal transition. The insulating gap now dis-
appears, and the local electron pairs of the BiOg com-
plexes move freely through the BiL?Og clusters, thus
making possible the superconducting transitionat T < T...

Total substitution of the K for Ba ions produces
KBiO;, a compound consisting of only the BiL?Og4
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Fig. 1. Temperature dependence of the magnetization. The
inset shows, in an expanded scale, the critical temperature
interval. The arrow specifiesthe critical temperature of lead.
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complexes, which should be a nonsuperconducting
metal, because it does not contain the BiOg complexes
with electron pairs. To make superconductivity possi-
ble, one should produce pairs by transforming part of
the BiL?Og complexes to BiOg. This has recently been
achieved by doping KBiO; in the A position with the
trivalent Bi®* ions[3].

The BaPbO; compound is an electron analog of
KBiO;. It consists of equivalent PbL2O, complexes [4—
6] and exhibits metallic properties. While in BaPbO,
there is no superconductivity, it appears when this com-
pound is doped by bismuth to BaPb, _,Bi,O; and is
observed within a fairly narrow doping interval of
0.05< x < 0.35[1]. The onset of superconductivity is
associated with the formation of local electron pairs at
the BiOg complexes. The electronic structure of the
PbL 20, octahedra with lead ions at the center is identi-
cal tothat of BiLO. Therefore, the metallic properties of
BaPb, _,Bi,O; originate from the conduction band
derived from free L2 levels in a continuous cluster con-
sisting of both PbL?O4 and BiL?0g complexes and the
superconductivity isaccounted for by coherent pair trans-
port in the BiL?0Oz <~ BiOg and PbL?0O; ~—— BiO;
dynamic exchange.

It thus follows that BaPbO; can be made supercon-
ducting by replacing a part of the PbL2Og octahedra by
PbO,, which can be attained by electronic doping
through substituting trivalent ions for a part of the Ba?*
ions, because such doping should favor the formation
of local electron pairsin the PbOgz complexes. We have
made an attempt at checking this conjecture experi-
mentally.

Among the trivalent ions, the ionic radius of La*,
1.17 A, isthe closest to that of Ba2* (1.49 A). Such a
large difference between the ionic radii hampers the
formation of Ba, _,LaPbO; at norma pressure. Our
numerous attempts at obtaining this compound by
solid-phase synthesisin an oxygen atmosphere or in air
failed, thusleaving usthe aternative of performing it at
ahigh pressure.

Samples of a nominal composition Ba, ¢l a,,PbO;
were prepared of 99.9%-pure BaO,, La,0O5, PbO, and
PbO, oxides. A stoichiometric sample of well-mixed
oxideswas pressed in an argon environment and placed
into acylindrical platinum ampoule 90 mm?in volume,
which was mounted in a toroidal high-pressure cham-
ber [13]. The ampoule was heated to 1000°C over
12 min at apressure of 6.7 GPa, maintained at thistem-
perature for 20 min, and then cooled in a few seconds
to room temperature. The ceramic thus prepared was
black, with a metallic luster seen at a fresh fracture.
X-ray analysis showed that the compound obtained was
multiphase. One of the phases had a perovskite struc-
ture with lattice parameters close to those of BaPbOs.
No attempts at identifying the other phases were made.
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Fig. 2. Field dependence of the magnetization at the liquid
helium temperature. The insets show, in an expanded scale,
this dependence in weak and strong fields. The arrow iden-
tifiesthe critical field of lead.

The magnetization of this compound was measured
with a SQUID magnetometer [14]. The temperature
dependence of the magnetization presented in Fig. 1
indicates the existence of two superconducting phases
in the sample. The phase with a larger volume, which
doesnot exceed 28% at T = 4.2 K, hasacritical temper-
ature T, = 7.2 K; however, withinasmall, ~1%, fraction
of the sample volume, superconductivity persists up to
T.=11K.

The existence of two superconducting phases with
different parameters is supported by the field depen-
dence of the magnetization measured at T = 4.2 K
(Fig. 2). In weak fields, H = 520 Oe, one observes a
noticeable field hysteresis associated with flux pinning
in the sample. In high fields, both the magnetization
itself and its hysteresis are small. For H = 5000 Oe, the
superconductivity breaks down; the magnetization
becomes reversible and grows linearly with the field.
The slope of the reversible magnetization curve corre-
sponds to the paramagnetic susceptibility x = 1.14 x
103 cm¥moal.

The presence, in the sample, of a superconducting
phase with acritical temperature close to T, of metallic
lead may be associated with the possible reduction of a
part of the lead in the chemical reaction under high
pressure. This conjecture is supported by the fact that
the magnetization curve exhibits hysteresis in fields
below the critical field of lead.

The very small volume fraction of the supercon-
ducting phase with T, = 11 K can be attributed to the
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fact that apparently, it formsonly at grain boundaries of
the ceramic, where the stressed state of the lattice pro-
duces more favorable conditions for the stabilization of
phases with a large difference in the radii of the ions
forming the lattice. It may be expected that, by optimiz-
ing the pressure and temperature of the synthesis, the
cooling regime, and the batch composition, one would
succeed in increasing the volume of the superconduct-
ing phase Ba, _,LaPbO; to the level permitting identi-
fication of its stoichiometry and crystal structure. In
conclusion, it should be stressed that superconductivity
has not been observed heretofore in the Ba-La-O and
Ba—Pb—O systems.
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Abstract—An epitaxial layer of the Gag g0l Ng 15AS solid solution is investigated. The coordination of arsenic
atomsin the structure of this compound is determined by x-ray diffractometry. Theratio of arsenic atomsin the
coordination 4Ga, 3Ga+ In, and 2Ga + 2In corresponds to the superstructure in which an In atomic chain along
the [110] direction alternates with four Ga chains. An ideal composition for this superstructure is GaylnAss.
New specific features of the domain structure formed as a result of temperature-induced changes in the config-
uration of tetrahedral bonds are revealed. © 2001 MAIK “ Nauka/Interperiodica” .

Despite the fact that A3B® solid solutions have been
investigated extensively and thoroughly, no reliable
method exists for elucidating their atomic structure.
Standard parameters determined by x-ray diffraction
(unit cell parameters and root-mean-square displace-
ments of atoms) do not provide an exhaustive charac-
terization of the structure. Electron microscopy and
electron diffraction are appropriate only in the case of
microscopic volumes. For this reason, the possible
inhomogeneity of the structure and the dependence of
its properties on the growth conditions of a particular
sample render generalization of the data obtained by
these methods incorrect. This necessitatesinvestigation
of macroscopic samples of crystals and the epitaxia
layers. For these samples, x-ray diffractometric mea-
surementsin the region of reflectionswith large indices
are highly efficient [1-4]. In this respect, we performed
X-ray measurements by the back-reflection techniquein
an asymmetric geometry with a double-crystal spec-

trometer (MoK, radiation).

We studied a sample of the Ga, g,1ny15AS epitaxial
layer (5.3 um thick) grown by metalloorganic hydride
deposition on a GaAs(001) substrate with a 5' devia-
tion. The required epitaxy was achieved with avertical-
type epitaxia reactor operating at atmospheric pressure
and using high-frequency heating of a substrate holder.
The deposition temperature was equal to 650°C, and
the growth rate was 1 pm/h. The initial materials were
galium trimethyl, indium ethylenedimethyl, and ars-
ine. No special doping of the layer was performed. The
atomic composition of the layer was determined using
an x-ray microanalyser.

X-ray diffraction determination of the unit cell
parameters of the layer reveadled a lattice distortion—
the well-known phenomenon attributed to a transla-
tional mismatch between crystal lattices of the sub-
strate and the layer. The substrate lattice was also char-
acterized by an insignificant distortion. The unit cell

parameters of the layer were as follows:
0.0002 A and a;, = 5.7278 + 0.0002 A.

Intensities of x-ray reflections of the layer were
measured in the range H? = h? + k? + |2 = 200-248
(28 = 122°-155°). As aresult, we obtained an array of
105 unique absolute values of the experimental struc-
ture amplitudes |F |,

Inthe model of asphalerite structure, the calculation
with inclusion of atomic displacementsin the harmonic
approximation gives the following standard thermal
parameters; B, = 0.870 + 0.007 A2 for the“mean” atom
0.82Ga + 0.18In (the A-type atoms) and Bg = 0.679 +

0.005 A2 for As (the B-type atom). The correspondence
between the structural model and the experimental data
is characterized by the discrepancy factor R = Z|[F,,| —
[FelVZ|F |, where |F.| is the absolute structure ampli-
tude calculated according to the accepted model and
parameters. The found value of || is equal to 5.48%;
i.e, it is rather large. Therefore, the root-mean-square
displacements of atoms from an ideal position roughly
describe the structure.

The next step consists in calculating the displace-
ments of atomic positions. Inthisstep, it isexpedient to
ignore the |l attice distortion and the lattice is assumed to
be cubic with the lattice parameter a = (2a, + ap)/3 =
5.7171A.

The atomic positions for the A atoms (Ga, In) are
displaced as the result of temperature-induced changes
in the configuration of bonds [5] from the intersection

point of elements of the 43m symmetry to the position
of the lower symmetry 3m, 16 : (e)xxx. The positional
parameter x can be estimated, as in [3, 4], from the
structure parameters of the compounds, which gives
% = —0.0058. Arsenic atoms (B) in a mixed environ-
ment are displaced because of the differencein lengths
of the Ga-As and In-As bonds (in the initial com-
pounds, these bond lengths are 2.448 and 2.623 A,
respectively). It is reasonable to assume that indium

a,=5.7127 +
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atoms are uniformly distributed. In this case, the
nearest environment of the arsenic atoms contains
3Ga+ 1lln and 4Ga. Each indium atom is bonded to
four arsenic atoms. Therefore, the share of arsenic
atomsin the coordination 3Ga+ 1In accountsfor 72%,
which corresponds to a fourfold indium content, and
twenty-eight percent is due to the 4Ga coordination. In
the 3Ga + 1In environment, the As position is dis-
placed along the threefold axis; i.e., these atoms
occupy the 16 : (e) position. For the given unit-cell
dimensions and positional parameter x, = 0.2635, the
bond lengths have a minimum deviation from the
aforementioned values: 2.434 and 2.609 A, respec-
tively. In the 4Ga coordination, the Ga—Asbond length

isequal to 2.476 A(/3a/4).

Although the above displacements are not very
large, it is necessary to evaluate their influence on the
structure factors of x-ray reflections by adding the
third-order term to the temperature factor. Thistermis
determined by the difference in the mean products of
the components of displacements from an ideal posi-

tion u,u,u, of theA and B atoms. In our case, we have
u/a = uy/a=u,/a=x. Then, the corresponding dimen-

sionless quantity should be equal to x5 = Xx° —
0.72(xy — 1/4)* = —1.97 x 10°°. Experience has shown
that a better estimate of this parameter from experimen-
tal data can be obtained using the relationship with
structure factors of apair of reflections h;k;l, and h,k,l,

with odd indices for which HZ = H3, that is,

3
Xet

F2(h,k,1,) + F2(hykal 1) — F2(hyk,l,) — F(Rokal 2)
BI21C(F s fly + A FuAFS) TaTa(hoky S, — hok,l,S)

Here, f, and fg are the atomic factors of A and B
atomswith thereal part of the dispersion correction that
corresponds to the radiation used, f + Af'; Af, and
Afg are the imaginary parts of the dispersion correc-
tion; T, and Ty are the temperature factors in the har-
monic approximation; and S = sin2r(h/4 + k/4 + 1/4)
The data of measurements yield the value xz} =
—(1.107 £ 0.043) x 107, which differs significantly
from the value obtained above.

Now, we estimate the fraction of arsenic atoms in
the 3Ga + 1In environment from the xif value, which
was obtained using the experimental data, a:s—(xif —

xf’ )(xg — 1/4)3. The calculation gives a value of 0.37.
Theremaining arsenic atoms should reside partly in the
4Ga coordination and partly in the 2Ga+ 2In coordina-
tion. It can easily be shown that the former and latter
atoms account for 45.5 and 17.5%, respectively. In the
2Ga + 2In coordination, the atoms should be displaced
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Fig. 1. Atomic packing in alayer parallel to the (111) planes
in two projections (a) and (b).

along one of the superlattice axes. The best suited posi-
tional parameter has the value z; = 0.2765 when the
bond lengths are equal to 2.566 and 2.391 A, respec-
tively. In the new statistical model of the structure at
B, = 0.651 + 0.004 A2 and Bg = 0.551 + 0.005 A2, the
calculated R factor decreases to 3.78%.

The existence of the 2Ga + 2In coordination indi-
cates an irregularity in the arrangement of indium
atoms. It is reasonable first of all to consider a variant
with atomic chains. Let us assume that a layer consist-
ing of atomsA liesin the (111) planewith achain of In
atoms and adjacent chains of Gaatoms (Fig. 1). Ascan
be seen from Fig. 1, the arsenic atoms nearest to the Ga
atoms are bonded either to the 2Ga and In atoms or to
the Gaand 2In atoms. These arsenic atoms should form
the fourth bond with Ga atoms of the adjacent layer.

Let usnow consider achain of In atomsin the (001)
plan that is extended along the [110] direction. Since
the ratio between Gaand In atomsisclosetol: 4, itis
assumed that a chain of In atoms in the plane under
consideration alternates with four Ga chains. Hence, a
variant of chain arrangement in the adjacent (parallel)
atomic layer suggests itself. Then, the third layer can
repeat the first layer, i.e., can be related to it through
trandation (Fig. 2). In order to completethe moddl, itis
necessary to arrange arsenic atoms in a known way.
Thus, we obtain avariant of the superstructure with the
smallest primitive cell (Fig. 3). It is seen from Fig. 3
that the ratio of arsenic atomsin the 2Ga + 2In, 3Ga +
In, and 4Gacoordinationsisequal to1: 2: 2. Thisratio
corresponds to the above value with allowance made
for the final accuracy of the estimate from the experi-
mental data, “the deviation from the stoichiometric
composition” of the solid solution, and the possible
partia disordering of the superstructure.

The relationship for the experimental structure fac-
tors has another feature. The differences between

F2 (hkl) and F2 (hkl) obviously exceed the effect of
anomalous dispersion, which implies aviolation of the
structural symmetry. These factors are well described
by introducing the anisotropic thermal parameter
exp(-BH? — 2B, hk). (In this form, its constants 8 and
By, are dimensionless quantities; however, for conve-
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Fig. 2. Alternation of Ga and In atoms in the GaylnAss
superstructure. Boundaries of the substructure cells are
shown.

OGa @In @ As

Fig. 3. A primitive cell of the GaylnAss superstructure.
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Fig. 4. Raman spectrum of the Gag golng 1gAS sample.

nience of comparison in the subsequent discussion, the
particular values of these parameters will be given in
conventional units, A?). The calculation with parame-
ters 2B,,, which were separately refined for A and B
atoms, leads to a decrease in the R factor to 3.54%.

PHYSICS OF THE SOLID STATE \Vol. 43

VAIPOLIN et al.

Before elucidating the nature of the anisotropy, we
consider the anomaly in the behavior of structure
amplitudes, which is similar to that observed earlier in
[4]. This behavior can be described more exactly either
by introducing a normalizing factor of 0.63 for the
experimental structure amplitudes (as if their values
had been overestimated) or by using thethermal param-
eter expressed as exp(—BH?—2(3,,hk)/0.63 when calcu-
lating the structure amplitudes.

The calculation according to the above distribution
of As atoms over the positions, the found values of x,,
Xg, and Z; aswell as the refined parameters B and 2B,y
(their values for A and B atoms are 0.923 + 0.002,
—0.042 + 0.012 and 0.829 + 0.003, —0.055 + 0.017 A2,
respectively) leads to a decrease in the R factor to
2.10%.

In attempting to elucidate the anomaly in the behav-
ior of the structure amplitudes, we should note the fol-
lowing circumstances. Asin our earlier work [4], where
a similar situation took place, the experimental data
suggest the formation of the superstructure with a
rather large primitive cell. However, the superstructure
reflections which would indicate the total ordering of
the structure are not observed. In this case, we can see
a partial ordering, which is typical of solid solutions
prone to structural ordering. An inexact correspon-
dence between the composition and the formula
GaylnAs; leads to a certain disordering. In similar
cases, there occurs a phenomenon such as the separa-
tion of the structure within the same substructure net-
work into domains that are distinguished by the orien-
tation of superlattice axes. A partial disordering in
domains and the possible trandational mismatch even-
tually transform the superstructure reflections into dif-
fuse scattering.

For large periods of the superlattice, the most
intense superstructure satellite reflections are observed
near the main reflection. Let us now answer the ques-
tion as to whether these satellites or the corresponding
diffuse scattering can be captured in measurements of
theintensity of the main reflections, thusincreasing the
experimental values of the structure amplitudes. In the
superstructure described above, the period along one of
the [1100directions of the substructure is increased by
a factor of five. For convenience, we will use the
nomenclature related to the substructure cubic cell,
even though the fractional indicesin this case should be
assigned to the superstructure reflections. The satellites
h+ 1/5 h £ 1/5 0 should appear near the main reflections
hhO. In the range of measurements, we observe the
reflection 10 100, 28 = 122.78°. For the satellite refl ec-
tion 10.2 10.2 O, the scattering angle is 127.14°. With
this difference, the satellite reflection cannot be
recorded on a counter when measuring the intensity of
the reflection 10 10 0.

However, thermal diffuse scattering is adjacent to

the reflection. The formation of the superstructure
changes the phonon spectrum. In particular, one should
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Scheme for the formation of domain chainsin the structure of atoms responsible for the anisotropy of room-mean-square dis-

placements
Structural regions Domain Subdomain Third link
Atom sort A B A
Displacements r( XX X,) ri—ry(2x:2%.0) ry—ro+r(3%.3%X%)
Fa(XeXe%, ) ro—1(2%:2x0) ra—ry+r(3%3x%%)

expect an increase in the weight of the longest wave-
length vibrations of the acoustic branch. On the one
hand, the temperature factor is sensitive to these vibra-
tions (these modes correspond to the smallest frequen-
cies and, consequently, the largest amplitude at a given
temperature). On the other hand, the longest wave-
length vibrations lead to thermal diffuse scattering
which is most closely adjacent to reflections. In mea-
surements, this part of thermal diffuse scattering is
added to the integrated intensity of x-ray reflections,
and thus, the structure factor turns out to be overesti-
mated.

Ascould be expected from theresultsobtained in [ 3,
4], the anisotropy of root-mean-square displacements
of the A atoms should be caused by the preferred orien-
tation of domains formed upon displacements of
atomic positions due to a temperature-induced change
in the configuration of bonds. In this case, the super-

structure domains with displacements X, XX, and

XX, X, predominate. Similarly, the anisotropy inthedis-

placements of the B atoms could be attributed to a pre-
dominance of superstructure domains in which chains
of In atoms are aligned along the [110] direction, and
the arsenic atoms in the 3Ga + 1In coordination are

characterized by the displacements Xy X;X, and

X4Xq X4 . However, caculations with a variation in the

fraction of the A and B atomsthus displaced do not give
the best fit of the calculated structure amplitudes to the
experimental data. The R factor obtained in thiscaseis
tenths of a percent larger than the above value.

The specific feature of the structure of solid solu-
tionsisthe capability of forming subdomainsinside the
domains or domain chains (see [1-4]). Therefore, the
anisotropy in displacements of the B atoms can be due
to the preferred orientation of subdomains. As regards
the A atoms, they in turn should form thethird link of a
chain of temperature displacements of atomic positions
inside subdomains. The table presents a scheme of
combinations of the temperature displacement vectors
r; for atomic positions, which provide the required dis-
placements.

In the case when 7% As atoms in subdomains and
3% A-type atoms in the third link of the chain are
arranged in the aforementioned manner, B, = 0.920 +
0.002 A2, Bg = 0.821 + 0.003 A2, and the normalizing
factor is 0.625, the R factor is equal to 2.09%.
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Earlier [6, 7], the epitaxia layers of similar compo-
sitions were investigated by the optical method. The
features revealed in Raman and infrared spectra of the
studied sample were attributed by these authors to the
presence of the GalnAs, ordered phase (domains)
which contained virtualy all the indium. These infer-
ences are in rather poor agreement with the results
obtained in the present work. For this reason, we also
investigated the Raman spectra of our sample at room
temperature. The Raman spectra were excited with the
488-nm line of an argon laser, measured in a backscat-
tering geometry (90, 40), and analyzed in across polar-
ization z(xy) z, where x ||[001] and y || [010]. Accord-
ing to the selection rules, the contribution to Raman
scattering in this configuration is made only by longitu-
dinal optical vibrations.

Figure 4 displays the Raman spectrum of our sam-
ple. The spectrum exhibits the LO, mode of GaAs

(284 cm™) and the LO, mode of InAs (235 cm™). In
addition, the spectrum contains the LO, mode
(260 cm™). A comparison of the spectra for the given
sample and those studied in [6] shows their total iden-
tity.

In the sample studied in our work, the dimension of
the unit cell in alayer corresponds to the given compo-
sition rather than to Gaygln,;As. X-ray reflections of
gallium arsenide are also observed: they are recorded
from the substrate. As follows from measurements,
these reflections are weakened by the shielding effect
of the layer in complete agreement with the geometry
of the x-ray path and the composition and thickness of
the layer. Therefore, the epitaxia layer has neither a
GalnAs, phase and nor ordering associated with this
phase. In attempting to find any structural similarity
between the GalnAs, and Ga,InAs; superstructures, we
can point only to the aternation of In and Ga atomic
layers aligned parald to the (110) plane of the sub-
structure lattice, which was noted in [6] (in thisrespect,
these authorsintroduced the term “monolayer superlat-
tice (InAs),(GaAs);.” In the proposed superstructure
GalnAs,, the Gaand In layers alternate with each other.
In our superstructure, one In layer alternates with four
Galayers (Fig. 2). However, asimilar aternation in the

layers paralle to the (110) and (001) planes does not
occur. Furthermore, the As atoms in layers which are
aligned parallel to the (110) plane and located between
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the Ga and In layers adopt different coordinations in
two substructures. Therefore, we can conclude that the
observed feature of the phonon spectrum is associated
with the Ga,InAs; superstructure.

In conclusion, it should be noted that, as far as we
know, the Ga,InAs; superstructure, which was identi-
fied from analysis of the x-ray measurements, has never
been observed in A®B® solid solutions.
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Abstract—The electronic band structure of a3C BN boron nitride crystal with pores (r ~ 0.3 nm) statistically
distributed over the crystal is calculated by the local coherent potential method within the multiple scattering
approximation. The valence band tops of crystalline (stoichiometric) and porous boron nitride are compared
to the x-ray photoelectron spectrum (XPS) of BN and the soft x-ray emission spectra (SXES) of nitrogen.
The origin of a short-wavelength shoulder in XPS, NK XES, and NK SXES of binary nitrides is discussed.

© 2001 MAIK * Nauka/Interperiodica” .

1. INTRODUCTION

Progress in fine technologies of growing wide-gap
semiconductor crystals, for example, chemical vapor
deposition (CV D) or the sublimation sandwich method,
has offered a variety of nanomaterials with unique
properties for micro- and optoelectronics [1-3]. These
materials exist in both amorphous and crystalline
states. Porous crystalline materials whose electronic
structure has been amost unexplored are of special
interest. Thetraditional technique of investigating local
densities of states (LDOS) in porous crystals is ultra-
soft x-ray emission spectroscopy (USXES) [3]. How-
ever, this method does not provide comprehensive
information on the specific features in the structure of
valence band topsin a crystal. The application of band
structure calculation methods to porous objects
involves considerable difficulties. In this respect, it was
of interest to demonstrate the possibilities of the cluster
approximation of the local coherent potential by the
example of a model object—a cluster of 235 atoms
with a nanopore (r ~ 0.3 nm). Earlier [4, 5], this
approach was developed for the class of nonstoichio-
metric compounds. The present work is a continuation
of earlier works and is aimed at studying the fine struc-
ture of the valence band top in cubic boron nitride with
ananopore.

2. MODEL OBJECT

A single pore 0.6 nminsizein a3C BN crystal was
modeled according to the scheme presented in Fig. 1.
This figure displays the part of the cluster centered at
the porein the projection onto the (000) plane. The val-
ues of fractions denote the height of the atoms above
the basal plane (the edge of the cubic unit cell of boron
nitride is taken to be a unit length). The sites unoccu-
pied by boron and nitrogen atoms (distinguished by dif-

ferent sizes in the scheme) are hatched. The atomic
siteswhich belong to thefirst, second, and third coordi-
nation spheres turn out to be free of atoms (29 vacan-
cies). The next twelve coordination spheres are filled
with boron and nitrogen atoms occupying standard
positions: 6 nitrogen atoms reside in the fourth coordi-
nation sphere, 12 boron atoms are situated at the fifth
sphere, and 24 nitrogen atoms are located in the sixth
sphere. Thus, the space bounded by the fourth coordi-
nation sphere specifies the pore volume. The cluster

,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,

@@.@@

@.@.@

Fig. 1. Arrangement of atomsand vacancies (forming anan-
opore) in the central part of a cluster centered at the pore
(projection onto the cube base).

1063-7834/01/4304-0621$21.00 © 2001 MAIK “Nauka/Interperiodica’
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considered contains 206 atoms and 29 vacancies. It is
assumed that these pores are uniformly distributed
throughout the crystal. The pores occupy 20% of the
entire volume of the crystal, and its density comprises
0.8 of the density of an ideal crystal.

3. METHOD AND DETAILS OF CALCULATION

The eectronic band structure of the model object
under consideration was calculated by the local coher-
ent potential method within the framework of the mul-
tiple scattering theory. A remarkable feature of the
method presented in [4] is its applicability to systems
with crystal symmetry violation. The crystal potential
was constructed in the muffin-tin (MT) approximation.
The contributions of neighboring atoms to the electron
density and the Coulomb potential of fifteen coordina-
tion spheres were taken into account. The exchange
potential was constructed in the Slater X, approxima-
tion with the exchange correction a = 2/3. The effective
crystal potential was determined as the sum of contri-
butions of the Coulomb, exchange, and Madelung
potentials. The Madelung potential was taken to be
equal to the lattice potential of an ideal boron nitride
3C BN [6]. Aswas shownin[5, 7], the deficit of atoms
in B and N sublattices can be accompanied by lattice
“softening” because of the dangling bonds and can lead
to relaxation of the crystal lattice and a decrease in the
lattice parameter. In thiswork, the crystal potential was
caculated for the equilibrium state with a lattice
parameter of 5.69940 au in much the same way as in
[5]. A decrease in the potential of boron and nitrogen
atoms is observed in the presence of nanopores in
3C BN. The potential due to the nanopore remains con-
stant inside the MT-sphere; the potentials of B and N
atoms appear to be three orders of magnitude higher at
the center, whereas in the vicinity of the MT sphere,
they are close to the values of the potentia at the pore.
Multiple electron scattering was considered, including
the eighth coordination sphere for each of the three
clusters used in the calculations. The number of atoms
in each of these clusters was equal to 99. Since scatter-
ers in the fourth, fifth, and subsequent coordination
spheresdiffered, the center of the calculated cluster was
placed in each of them. The total number of atomsin
each cluster was 235. The local partial densities of
states (PDOS) at the pore and of B and N atoms can be
calculated using the relationship [6]

ImTr i f(E)

(1
Imt/(E) @

ﬁw):JEIURNEnfm

where A determines the sort of the atom in the cluster, |
is the orbital quantum number, R(E, r) are the radia
wave functions, and T isthe matrix element of the scat-
tering operator. Since coordinations of B (N) atoms at
the fourth and next coordination spheres differed, the
clusters centered at the B (N) atom were considered for
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each coordination sphere. The local densities of states
of B and N atoms were calculated with inclusion of the
concentration of the A-type atoms at each coordination
sphere. The total density of states (TDOS) of atomsin
3C BN was calculated by the formula

2 2
N(E) = ¢y n™(E)+ ¥ ¢y n'(E)
IZO kZ4 IZO
, 2
+ z Cjkz n'(E),
k=4 1=0
where ¢, isthe concentration of the A-type atoms at the
coordination sphere (k) and in the cluster (j). The pore

concentration is taken equal to the concentration of the
pore-forming atomic vacanciesin the cluster.

4. RESULTS AND DISCUSSION

Figure 2 shows (a) the x-ray photoel ectron spectrum
(XPS) [8] and TDOS, (b) PDOS at the nanopore, and
PDOS at the top of the valence band for (c) boron and
(d) nitrogen atoms in the 3C BN crysta with a nanop-
ore. A comparison of TDOS of the stoichiometric BN
with the present calculation allows oneto assert that the
energy band structure of the boron nitride c-BN with a
nanopore is determined equally by the p electron states
of boron and nitrogen atoms. In earlier works [4, 6]
dealing with asmall number of atomsin the calculated
cluster (up to four coordination spheres, which was
specified by the low operation speed of PCs), it was
found that the features of the valence band top in cubic
boron nitride are governed primarily by thelocal partial
2p states of nitrogen. The valence band top of the
3C BN crysta with a nanopore is characterized by
additional maximaE, and F,, apart from all features of
the TDOS curve, which are typical of the stoichiomet-
ric BN. The origin of the E, peak is explained by the
occurrence of localized states at an energy of 0.96 Ry
at the nanopore, and the F, peak results from boron p
states (1.20 Ry). The singularity of the E; PDOS peak
(0.96 Ry) suggests Mott localization of the s states at
the nanopore; however, itsimpossibility of being in the
energy band calculations was reported in [9]. Alyushin
et al. [10] explained the D peak in the x-ray photoel ec-
tron spectrum by the presence of a B,ON,-type oxide
on the surface of the cubic boron nitride samples. The
present calculation proved that the D peak can also be
determined by contributions of the boron (D, peak) and
nitrogen (D5 peak) p states and the s states at the nan-
opore (E; peak). The state at an energy of 0.46 Ry
(C, peak) proved to be the most stable and, in our opin-

ion, correspond to the sp® configuration, which is char-
acterized by a directed covaent bond between the
boron and nitrogen atoms. The transformation of the
energy spectrum of the valence band top in the BN—
pore system leads to charge transfer in boron (0.65 €)
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Fig. 2. (&) X-ray photo electron spectrum of the valence
band [8] and the calculated total densities of states for
porous and crystallinec-BN compounds. Thelocal densities
of sand p electron states at (b) the pore and the (¢) boron and
(d) nitrogen atoms. Dashed lines correspond to 2p electron
states.

and nitrogen (0.11 €) toward the low-energy region
(below the MT zero). This results in a decrease in the
intensity of the maxima (except for B,) in the TDOS
curve. The decrease in the density of statesat an energy
of 0.70 Ry (D, peak) can be due to transformation of

the sp2 configuration of boron and nitrogen into the sp?
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configuration. A similar transformation of electronic
configurations occurred in porous silicon carbide
3C Si,C [3]. A comparison of N 2p states of porous
B,N, with N SXES (Fig. 2d) allows certain assump-
tionsto be made on the nature of specific features of the
valence band top in cubic boron nitride. The E, peak
can result from the occurrence of an “outer” collective
band formed by el ectrons of the metal and nonmetal, as
is the case in ultrasoft K, emission bands of nitrogen
[11]. However, the short-wavelength shoulder in the
spectra of transition metal nitrides appears, according
to [11], in the case when the concentration of valence
electrons per MeN “quasi-molecule” exceeds eight.
The authors of [11] suggested that the increase in the
metal concentration can be responsible for the increase
in the intensity of the aforementioned shoulder when
the composition of zirconium nitride deviates from the
stoichiometry with respect to nitrogen. The valence
electron concentration in the BN quasi-molecule can-
not exceed eight. Therefore, the short-wavelength
shoulder in the curve of the density of nitrogen 2p states
a an energy of 0.96 Ry (E, peak) can have a different
nature. Since the present calculation treats a nanopore
consisting of 29 vacancies of B and N atoms, it is rea-
sonabl e to assume that the E, peak clearly appears and
stemsfrom ageneral regularity (characteristic of binary
nitrides) which is associated with a decrease in the
symmetry of nonstoichiometric and porous materials.
The short-wavelength shoulder is also observed in the
experimental  x-ray photoelectron spectra XPS
(E shoulder) [8, 10] and K, emission bands of nitrogen
(E, peak) [11, 12], which was probably given insuffi-
cient attention.

It follows from the above results that the model con-
sidered for a nanopore in cubic boron nitride does not
contradict the published experimental data on the fea
tures of the electronic spectrum of real 3C BN crystals
and provides abetter insight into the nature of the short-
wavelength shoulder in XPS, NK XES, and NK SXES
of binary nitrides.
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Abstract—The effective excitation cross section of erbium embedded in an amorphous silicon matrix and the
total lifetime of erbium ionsin the excited state are determined by measuring the photoluminescence rise time
of erbium ions under pulsed excitation of erbium-doped amorphous hydrogenated silicon. An analysis of the
rate equations describing the excitation and deexcitation of erbium ions in a semiconducting matrix sheds light
on the physical meaning of the effective excitation cross section. It is shown that measurement of the effective
excitation cross section permits eval uation of the concentration of optically active erbiumionsin the amorphous

silicon matrix. © 2001 MAIK “ Nauka/| nterperiodica” .

Semiconducting matrices doped by rare-earth ele-
ments have a considerable application potentia in
optoelectronics. Particular interest has been recently
focused on erbium embedded in crystalline and amor-
phous silicon, because light with the wavelength of
1.54 pm corresponding to the transition from the first
excited state, %l,5,, to the ground state, *l,5,, of the

inner 4f shell of the erbium ion Er* suffers minimum
losses in quartz optical-fiber communication lines. In
contrast to dielectric matrices, where the erbium ions
are excited through direct absorption of photons, in a
semiconducting host lattice erbium is excited primarily
by free carriersviathe Auger process[1], or by hot car-
riers, asisthe case with erbium electroluminescencein
a reverse-biased p— junction [2]. The efficiency of
erbium excitation in a semiconducting matrix can be
characterized by the excitation cross section of the
erbium ion in this matrix. The erbium excitation cross
section was measured in crystalline silicon for various
excitation mechanisms, and it was shown that it
exceeds the erbium excitation cross section due to
direct photon absorption in a dielectric matrix by sev-
eral orders of magnitude[3, 4].

This paper reports on the first determination of the
effective excitation cross section of erbium embedded
in an amorphous silicon matrix under optical pumping.
A comprehensive analysis of the excitation mechanism
revealed the physical sense of the excitation cross sec-
tion. The concept of the effective excitation cross sec-
tion of optically pumped erbium is shown to extend to
other semiconducting matrices as well. The concentra-
tion of optically active erbium in amorphous hydroge-
nated silicon and the excited-state lifetime of erbium
ions are determined.

1. EXPERIMENTAL RESULTS

The samples of erbium-doped amorphous hydroge-
nated silicon, a-Si : HIEr[] studied in this work were
grown by magnetron sputtering of erbium metal on a
crystalline silicon substrate in an atmosphere of silane
and argon. The erbium concentration in the film, as
derived from SIMS data, was 10%° cm3, and the oxygen
concentration was 10%°cm~3 (the residua oxygen in the
magnetron chamber).

The erbium excitation source was an LED emitting
at 0.64 um, with the pulse length of 5 ms and the rise
and decay times of 1 ps. The photoluminescence (PL)
radiation was analyzed by a grating monochromator
with afocal length of 820 mm and detected by a cooled
germanium photoreceiver in a standard lock-in detec-
tion arrangement. The erbium PL kinetics was studied
by adigital oscillograph and a cooled germanium pho-
todetector. Thetime resolution of the measuring circuit,
limited by the photodetector response, was 5 ps.

Figure 1 presents the PL spectrum of a Si : HIEr[]
sample obtained in the 1- to 1.8-um region. The line
peaking at 1.54 um isdueto thetransition from thefirst
excited state 4,4, to the ground state “l,5, in the inner
4f shell of the erbium ion. The dependence of the
erbium luminescence intensity at 1.54 pum on the pump
power measured at 90 K isshown in Fig. 2.

An analysis of the oscillograms of the erbium PL
signal at the wavelength of 1.54 um permits one to
derive the dependence of the erbium PL signal rise
time, 1., on the pump power. Figure 3 displays the
reciprocal rise time 1/t,, of the erbium PL intensity at
1.54 um (circles) on the pump power.

1063-7834/01/4304-0625%$21.00 © 2001 MAIK “Nauka/Interperiodica’
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Fig. 1. Si : HErphotoluminescence spectrum measured at
T=90K.

14

PL intensity, arb. units

le; | | |

0 1 2 3 4

Pumping flux, 10'® cm=2s~!

Fig. 2. Experimenta (circles) and calculated (solid ling)
dependences of the erbium PL intensity on the pumping
power for erbium embedded in an amorphous hydrogenated
silicon matrix. T=90 K.

2. DISCUSSION OF RESULTS

Similar to the case of erbium-doped crystalline sili-
con [2], the experimental data presented in Fig. 3 are
well fitted by a solution to the rate equation taking into
account the processes of excitation and deexcitation of
erbiumions

dN*
dt

= 0®(Ng ~N*) -1, 1)

where g isthe erbium excitation cross section, ® isthe
pumping photon flux, T isthe total erbium-ion excited-
state lifetime, and N, and N* are the total and excited
erbium-ion concentrations, respectively.
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The solution to Eq. (1) describing the rise of the
erbium PL intensity after the arrival of a square pump
pulse can be written as

_o1® NgO 170
ler = 0T¢+1Trad%l_eXp[_Bj¢+T%}% @

where 1, is the radiative lifetime of the erbiumionin
the excited state. As follows from Eqg. (2), on applica-
tion of an LED pump pulse, the erbium luminescence
intensity approaches the steady-state level with the
characteristic time 1, defined as

1= GCD+%. 3)

on

Figure 3 plotsa calculated 1/t,, relation fitted to exper-
imental data with the parameters o = 1.4 x 104 cm?
and T =420 us.

The values of o and 1 thus obtained can be checked
by describing the erbium PL intensity as a function of
the pumping power in the steady state. Indeed, the sta-
tionary solution to Eq. (1) hasthe form

| = ot® Ng
B oTP+ 1T,y

(4)

The dependence of the erbium PL intensity on the
pumping level is determined by the same parameters o
and T that enter Eq. (3). The relation calculated using
these parameters fits the experimental curve well
(Fig. 2).

The excitation cross section ¢ was introduced into
Eqg. (1) as a phenomenological parameter. To find the
physical meaning of the excitation cross section g, one
has to analyze comprehensively the processes of exci-
tation and deexcitation of erbium ionsin an amorphous
matrix.

It is known that introducing erbium into the amor-
phous silicon matrix initiates the formation of ruptured
silicon bonds (defects), with either one electron (defect
in the D° state) or two electrons (defect in the D~ state).
These states create levels approximately at the midgap
of the matrix and are separated by a correlation energy
of ~0.1-0.2 eV. The 4f term of the erbium ion lies
below the valence-band edge by about 10 eV. There-
fore, the erbium-ion 4f shell can be excited only
through the Coulomb interaction with the matrix carri-
ers (the Auger process).

Itiswell known [5, 6] that doping crystalline silicon
with erbium and oxygen leads to the formation of donor
levels created by erbium—oxygen complexes, their
binding energy lying in the 0.1- to 0.25-eV interval.
One may therefore expect that similar doping of amor-
phoussilicon islikewise accompanied by the formation
of donor states. This suggestion is confirmed by the
amorphous silicon doped by erbium and oxygen having
n-type conduction. Measurements of the temperature
behavior of electrical conductivity carried out on a

No. 4 2001



EFFECTIVE EXCITATION CROSS SECTION OF ERBIUM

number of samples yield for the Fermi energy a value
0.5 eV below the mobility edgein the conduction band.
Because the erbium concentration in amorphous silicon
can reach 10%° cm3 and the D defect concentration does
not exceed 10%-10% cm™ [7, 8], al the D defects in
erbium-doped amorphous silicon are found in equilib-
riumto beinthe D~ gtate.

The geminate radiative recombination of electron—
hole pairs observed under interband excitation is effi-
cient only at low enough temperatures, and, therefore,
it appears natural to assume that, in our samples con-
taining alarge number of D defects [8], recombination
occurs primarily nonradiatively viathe D defects. This
is supported by the absence of band-to-band radiative
transitions in our samples at the temperature of the
experiment T = 90 K (Fig. 1). Because the concentra-
tions of electrons, holes, and D° centers are negligible
at equilibrium while that of the D~ centersis practically

equal to the total concentration of the D centers, N =
Np, the holes are captured in the first recombination

stage by the D~ centers to convert them to the D°
defects. This processis described by the rate equation

d _
d—? = a®—-c,pNp, 5)
where @ is the photon flux, a is the pump-radiation
absorption coefficient, p is the free-hole concentration,
and ¢, isthe hole capture coefficient by the D~ centers.

In the second stage of the recombination, the elec-
trons transfer from the conduction-band tails to the D°
centers and convert them to the D~ centers. The free-
electron concentration is given by the equation

%‘ = a®—c,nNp. (6)

Here, n is the free electron concentration and ¢, is the
total trapping coefficient of electrons by the D° centers,
which is actually the sum of the contributions due to
two competing processes, more specifically, those of
the electron capture with erbium excitation through the
Auger process and those of the multiphonon nonradia-
tive capture, ¢, = C + Cyy [8, 9.

Note that in our case the D° centers form only under

excitation as aresult of the hole capture by the D~ cen-
ters. Their concentration can be found from the relation

dt

The above coupled rate equations should be supple-
mented by the charge neutrality condition

n=p+Np. (8)

The processes of pumping, excitation, and radiation
of erbium ions are displayed schematically in Fig. 4.
Erbiumionsin an amorphous silicon matrix are excited

= ¢,pNp —c,nNp. 7
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Fig. 3. Reciprocal characteristic erbium PL rise time vs.
excitation level for erbium embedded in amorphous hydro-
genated silicon. T =90 K.
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Fig. 4. Diagram of erbium excitation in amorphous hydro-
genated silicon under interband optical pumping.

by the Auger process, whose probability is proportional
to the product of the free-electron concentration by the
concentration of the D° centers. The concentration of
excited erbium ionsis given by the rate equation

-Co T (©)

When analyzing the rate equations (5)—9), one can
make use of the fact that the system of the matrix and
of the erbium ions is actualy divided into two sub-
systems, namely, a “fast” one (matrix), in which the
relaxation times of all electronic processes (recombina-
tion, free carrier capture by D centers) are hot in excess
of a few tens of microseconds, and a “slow” one (the
erbium ions), where the characteristic time (excited-
state lifetime of the erbium ions) is equal, in order of
magnitude, to one millisecond. Therefore, the evolution
of a system of ions acted upon by a pulsed pumping
mechanism may be considered under the assumption
that the subsystem of free carriersand defectsisalready

in a steady state. In this case, Eq. (6) yields nNp =
ad/c,.
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A comparison of Eq. (9) with Eq. (1) showsthat the
excitation of erbium ions in an amorphous silicon
matrix can indeed be described by means of a phenom-
enological parameter g, the erbium-ion excitation cross
section, which has the meaning

_ O _Ca
NErCA'l-Cmp

Notethat by Ng, in Egs. (1), (9), and (10) one should
understand not the total concentration of the erbium
ions, but rather the concentration of optically active
ions, which, for instance, in crystalline silicon consti-
tutes only afew percent of the total concentration.

Thus, as follows from Eq. (10), if pumping is
effected via free carriers in an amorphous host matrix,
the excitation cross section o is inversely proportional
to the concentration of optically active erbium. Thisis
because in these conditions the absorption coefficient
of the pumping radiation does not depend on the
erbium concentration (as is the case with direct optical
excitation of erbium in dielectric matrices) and is deter-
mined only by the joint density of states for the inter-
band transition. In these conditions, the excitation
probability of one ion is naturally higher, the smaller
the number of ions acted upon by the given flux of
exciting particles.

Obviously enough, theinverse proportionality of the
excitation cross section to the erbium-ion concentration
observed under optical pumping will be retained in all
cases of pumping via free carriers; in other words, it
will hold for al semiconducting matrices and for any
excitation mechanism.

The probability of the Auger excitation of erbium
ions when the electron is captured by a D° center (the
DRAE process), as well as the probability of the com-
peting process of multiphonon nonradiative capture,
was calculated in [9], where it was shown that over a
broad temperature region ranging from the liquid
helium temperature to 200 K the DRAE probability is
dominant and, hence, the c,/c, ratio is closeto unity. As
the temperature increases, the intensity of multiphonon
transitions increases substantialy and the c,/c, ratio
drops noticeably.

Because at 90 K the ratio ca/(Ca + Crp) = 1 [9)], One
can use Eq. (10) to determine the concentration of opti-
caly active erbium ions in the amorphous matrix.
Accepting 10* cm for a typical absorption coefficient
of amorphous silicon at the wavelength of 0.64 um and
the experimentally determined excitation cross section

o (10)
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0=14x10"cm? weobtain 7 x 10" cm for the con-
centration of optically active erbium ions, i.e., a few
percent of the total erbium-ion concentration, whichin
our samples reached about 10*° cm .

Thus, we have measured for the first time the effec-
tive excitation cross section of erbium embedded in the
amorphous silicon matrix. Its physical meaning is dis-
closed as applied to the excitation of erbium in this
matrix under optical pumping. The good agreement
between the experimental and calculated relations for
the erbium PL intensity and the intensity rise time on
the pump power supports the validity of the measured
effective erbium excitation cross section and total
erbium-ion excited-state lifetime. It is shown that by
measuring the effective excitation cross section one can
estimate the concentration of optically active erbium
ionsin amorphous silicon.
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Abstract—The phase diagram of an Ag,TiTe, intercalation compound near the temperature of polaron band
collapse is studied by x-ray structure analysis. The results obtained confirm the assumption made earlier that,
at temperatures close to the polaron band collapse point, a homogeneous state cannot exist in the charge carrier
concentration range in which the Fermi level lies between the bottom and the center of an impurity band. The
reversible transition accompanied by ordering of intercalated silver is revealed upon heating to a temperature
close to the polaron band collapse point. Thistransition is explained by the enhancement of Coulomb repulsion
between impurity atoms due to the localization of charge carriers. © 2001 MAIK “ Nauka/lInterperiodica” .

1. INTRODUCTION

Intercalation of transition metals and silver into tita-
nium diselenide and titanium ditelluride leads to local -
ization of charge carriers in the form of polarons of a
small radius [1]. This circumstance, as applied to the
phase diagram, imposes certain limitations on the pos-
sibility of forming a single-phase state in the carrier
concentration range in which the following conditionis
met: E, < Er < Ey, where E| isthe energy at the bottom
of the polaron band, E¢ is the Fermi energy, and E, is
the energy at the center of the polaron band [2]. This
condition is important in the case when the polaron
band lies above the Fermi level of the initial material
and is fulfilled when silver serves as an intercalant [3].
The possibility of forming a single-phase state is
restricted by the dominant contribution of the elec-
tronic subsystem to the thermodynamic functions of a
material. However, the deviation from the temperature
of polaron band collapse, for example, upon cooling,
leads to a nearly exponentia decrease in the density of
states in the polaron band [4] and, hence, an equaly
rapid decrease in the contribution of the electronic sub-
system to the total thermodynamic functions of amate-
rial. This suggests that, below the temperature of
polaron band collapse, there is a certain temperature
below which the criterion restricting the possibility of
forming the single-phase state becomes invalid. There-
fore, these materials should undergo atransition from a
homogeneous (single-phase) state of the solid solution
type (whose boundaries are determined by the interac-
tion of intercalant ions) to an inhomogeneous (non-sin-
gle-phase) state as the temperature of a maximum
localization is approached. Moreover, it can be
expected that the localization of electrons should pro-
vide an increase in the Coulomb repulsion between the

centers of charge localization and, as a consequence, an
ordering of these centers in approximately the same
temperature range. It is clear that the above phenomena
can be observed only in materialsin which the mobility
of the ionic subsystem is high enough for relaxation
processes in the intercalant lattice to take a reasonable
time.

In order to verify these assumptions, we undertook
an x-ray structure investigation of the Ag, TiTe, system
(which satisfies the above criteria) in the range from
room temperature to a temperature well above the
polaron band collapse point.

According to the phase diagram, which was
obtained using an el ectrochemical method in our earlier
work [5] (Fig. 1), the Ag,TiTe, system has no single-

Ag,,TiTe, I
22N
800 T | c@e® e ® |

¥ 600k
~

TiTe,
+
Ag,,TiTe,

400+

e
W

Fig. 1. High-temperature part of the phase diagram of the
Ag, TiTe, system. Insets show the ordering of silver in the
corresponding phases.
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Fig. 2. Concentration dependences of the unit cell parame-
ters of Ag,TiTe, samples after slow cooling and prolonged

storage at room temperature.

phase region at temperatures above 150°C at any silver
concentrations as small as one likes. Upon intercala-
tion, the conductivity decreases by amost a factor of
1000 and exhibits an activation character [5]. The host
lattice layers approach each other due to intercalation
[3], and a relative decrease in the conductivity as a
function of the relative deformation is described by a
relationship typical of other intercalation materials
based on titanium dichal cogenides with a polar type of
charge carrier localization [1]. The concentration
dependence of the conductivity is well represented in
the framework of the percolation theory by assuming
the presence of Ti—Ag-Ti localized centers that form
the sublattice in which polarons of a small radius can
occur [6]. Taken together, these observations alow us
to conclude that the intercalation of silver into titanium
ditelluride brings about the formation of polarons. In
this case, the polaron band lies somewhat higher than
the Fermi level of theinitial material and anincreasein
the intercalant concentration makes it possible to raise
the Fermi level to energies above the top of the polaron
band [3].

At the same time, as follows from the x-ray diffrac-
tion investigation of Ag,TiTe, samples (0 < x < 0.5)
which were slowly cooled and stored for along time at
room temperature and, according to [5], corresponded
to amixture of TiTe, and Ag,,, Ti Te, phases, their x-ray
diffraction patterns at this temperature coincide with
those of TiTe,. Moreover, the unit cell parameters are
found to be monotonic functions of the silver content at
X < 0.65 (Fig. 2). These findings indicate that the mate-
rial thus prepared involves only one phase and rule out
the assumption made earlier that the second phase can
exist in the form of inclusions undetectable by x-ray
diffraction. Upon rapid cooling, the phases with
ordered silver, which werefound in[5] (seeFig. 1), are
retained for afew days. Thus, it can be inferred that the
polaron band collapse temperature near which the cri-
terion restricting the possibility of forming a single-
phase state becomestrue[2] lies between room temper-
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ature and a temperature of 150°C above which the
phase diagram was studied.

The aim of the present work was to elucidate the
influence of the polaron band collapse on the possible
ordering of polarons associated with impurity centers
and on the phase diagram of Ag,TiTe, at different posi-
tions of the Fermi level with respect to the polaron
band. For this purpose, we investigated the structure of
AdosTiTey, AQyssTiTe, AQys;TiTe, AlyesTiTe,, and
AgysTiTe, samples in the temperature range 20—
400°C. The location of the Fermi level with respect to
the polaron band was evaluated from the following con-
siderations. The Ag,;TiTe, composition at tempera-
tures above 150°C falls in the two-phase region and,
hence, should meet the condition E, < Er < Eq4 [2].
Among single-phase compositions at temperatures
above 150°C, the Ag,yssTiTe, and Ag, s, TiTe, samples
are least enriched with silver and, as a consegquence,
should satisfy the condition Ex = E4 [2]. For the
Ag, s T1Te, sample at temperatures above the transition
at 130-150°C, the conductivity remains metallic and
the Seebeck coefficient retainsthe negative sign (n-type
conductivity). In[3], these findings were interpreted by
the filling of the impurity band and the shift of the
Fermi level to the range of nonlocalized states. There-
fore, the condition E¢ > E,, is satisfied for this sample.
The AgyesTiTe, composition is intermediate between
Agys7TiTe, and Agy5TiTe, and, hence, should meet
the condition E4 < Eg < E;.. Here, E¢ isthe Fermi level
and E, E;, and E, are the energies at the bottom, top,
and center of the polaron band, respectively.

2. EXPERIMENTAL TECHNIQUE

Samples used in this work were prepared by the
standard pulse synthesis. The techniques of preparation
and characterization were described in detail in[5]. The
sample compositionslying in the single-phase region at
temperatures above 150°C were electrochemicaly
checked using the calibration curves obtained earlier in
[3, 5]. X-ray powder diffraction anaysis of the
Ag, 5, TiTe, sample was performed on a STOE diffrac-
tometer (CuK,; radiation, Ge monochromator, trans-
mission mode, 5°-linear-response position-sensitive
detector, 26 = 2°-80°). The sample was placed in an
evacuated capillary 1 mmin diameter, and the measure-
ments were carried out in a high-temperature chamber.
The AgysTiTe, and Ag, 55 Ti Te, samples were investi-
gated with a DRON-3.0 x-ray instrument (CuK, radia-
tion, Ni filter, 26 = 22°-60°) in aGPV T-1500 high-tem-
perature chamber under vacuum (10~ Torr). The high-
temperature x-ray diffraction study of the AgyesTiTe,
and Ag, 5 T1 Te, samples was performed using synchro-
tron radiation (position-sensitive detector, monochro-
mator selecting a synchrotron radiation wavelength
A =1.9373 A, interplanar distancesd = 1.6-3.6 A) ina
GPVT-1500 high-temperature chamber (VEPP-3, Bud-
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ker Ingtitute of Nuclear Physics, Siberian Division,
Russian Academy of Sciences). Prior to measurements,
samples were allowed to stand at a specified tempera-
ture for 30 min. The data obtained for all the samples
with the use of different instruments and radiation
wavel engths demonstrate similar characteristic features
in the temperature evolution, which suggests the com-
parability of these results.

3. RESULTS AND DISCUSSION

Thex-ray diffraction patterns of the af orementioned
samples at different temperatures and the temperature
dependences of the unit cell volume are shown in
Figs. 3 and 4, respectively.

For the Ag,;TiTe, sample, it is seen that heating
leads to the appearance of additional lineswhich corre-
spond to the superstructure 2a, x 2a, x ¢, (the phase
with a structure of the Agy,TiTe, type [5]), are
observed in the temperature range 50-130°C, and dis-
appear upon further heating. The repetition of heating—
cooling cycles demonstrated that the order—disorder
trangition isreversible but requires a prolonged holding
(about aweek) of the sample at room temperature. The
temperature dependence of the unit cell parameters
shows awide scatter in the datain the range of ordering
due to a drastic increase in the linewidths in this tem-
perature range. As a consequence, because of the low
accuracy of x-ray diffraction data, we could not answer
the question as to whether the additional reflections
correspond to the precipitation of another phase and the
ordering of silver throughout the sample. However, the
last assumption seems more probable, because the for-
mation of the 2a, x 2a, superstructure in the case when
intercalant atoms occupy an octahedral set of sitesin
the van der Walls gap becomes possible at asilver con-
tent x = 0.25, which is close to the silver content in the
given sample. On the other hand, according to the elec-
trochemical data, the material under investigation is
two-phase when heated above 150°C. The localization
of conduction electrons upon heating leads not only to
an increase in the contribution of the electronic sub-
system to the total thermodynamic functions but also to
the enhancement of the Coulomb repul sion between the
localization centers associated with intercalated silver.
Therefore, it can be assumed that there is atemperature
range in which the localization has already been suffi-
cient for the ordering of these centers but insufficient
for the phase decomposition through the mechanism
proposed in [2].

In the case of AgyssTiTe,, the superstructure lines
that correspond to the ordering of the a, x a,./3 x ¢,

superstructure are observed even at room temperature.
On the other hand, the data on the unit cell parameters
of this samplefit well in the concentration dependence.
This implies that the ordering stems most likely from
an insufficient treatment of the sample at room temper-
ature rather than from the stability of this superstruc-
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ture. For this sample, as for Ag,;TiTe,, the heating to
temperaturesin the range 100-110°C leads to a sudden
appearance of the lines which are indexed in the 2a, x
2a, x ¢y superstructure and disappear with further heat-
ing. Upon heating above 120°C, we can see only the
lines of the a, x ay,,/3 X ¢, superstructure (the
Agy,TiTe, phasein Fig. 1) in complete agreement with
the high-temperature part of the phase diagram.

For the Ag, s, TiTe, sample, no lines differing from
the lines of TiTe, are observed at room temperature.
This agrees well with the data for Ag,5TiTe, and sug-
gests that the presence of the superstructure in
Agys,TiTe, is, most likely, an artifact and that the
ordering of silver at room temperature can be achieved
only through the ion—-ion interaction.

The superstructure lines attributed to Agys;TiTe,
appear upon heating to approximately the same temper-
ature as for the other samples; however, the further
structural evolution is much more complex. Upon heat-
ing to 150°C, we observe the lines of the a, x ay/3 x

Co superstructure (the Ag,,TiTe, phase in Fig. 1) in
complete agreement with the high-temperature part of
the phase diagram. With further heating to temperatures
above 300°C, apart from these lines, we can see the
lines corresponding to the 2a, x 2a, % ¢, superstructure
(the Agy,TiTe, phase in Fig. 1). In the phase diagram,
this corresponds to the region of a mixture of the
Agy,TiTe, and Agy,TiTe, phases. Then, upon heating
to 400°C, the lines of the Ag,,TiTe, phase disappear,
which is associated with the transition to the Ag,, TiTe,
phasein the single-phase region. The lines of this phase
remain stable up to the highest temperatures and exhibit
only agradual thermal broadening.

For the Agy g5 Ti Te, sample, the superstructure lines
indexed under the assumption of the 2a, x 2a, x ¢,
superstructure are observed even at room temperature.
However, the heating to 130°C leads to a structural
transformation responsible for a weakening of the
(002) reflection, which completely disappears at
200°C. Thiscanindicatethat the 2a, x 2a, % ¢, ordering
givesway to the 2a, x 2a, % 2¢, ordering with the same

initial space group P3ml. Apparently, thistransitionis
associated with the orientational ordering of 2a, X
2a, x ¢, planar networks in the sequence ABABAB,
where A and B are one of the four possible sets of
vacant octahedral sites ordered according to the 2a, x
2a, motif. The same tendency is observed for
Agys;TiTe, samples above 400°C and for the
Ag, 5 TiTe, sample in alimited temperature range near
100°C (Fig. 3).

The temperature dependence of the unit cell volume
for samples with silver contents x = 0.65 and 0.75
exhibits a small minimum at a temperature of ~120°C,
which corresponds to the ordering with twice the ¢
period. The unit cell volume of the samplewithx = 0.57
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decreases with an increase in temperature above the
ordering temperature. The temperature dependence of
the unit cell volume for the sample with x = 0.55 hasa
minimum a T ~ 170°C. Since the formation of
polarons in intercalation materials based on titanium
dichalcogenides is usually accompanied by the lattice
contraction, the coincidence of temperaturesthat corre-
spond to the minimum volume and the onset of the
ordering confirms the assumption made earlier about
the polaron nature of the ordering. The absence of these
anomalies in similar dependences for samples with a
smaller silver content (x = 0.33) can be explained by the
separation into phases with different silver contents,
which resultsin alarge width of x-ray linesand consid-
erably decreases the accuracy in the determination of
|attice parameters.

Therefore, the experimental data on the temperature
evolution of the Ag,TiTe, structure are in good agree-
ment with the results of electrochemical investigations
into the high-temperature part of the phase diagram for
this material [5].

Note that the ordering temperature and the tempera-
ture of a minimum in the temperature dependence of
the unit cell volume are close to the temperature of the
metal—semiconductor transition found in [3] at which
the material acquires semiconductor properties upon
heating. This alows us to assume that these transitions

PHYSICS OF THE SOLID STATE Vol. 43 No. 4

have the same origin. The coincidence of the high-tem-
perature parts of the phase diagrams obtained by elec-
trochemical and x-ray diffraction methods with sub-
stantial differences in the low-temperature parts makes
it possibleto attribute thistransition to the polaron band
collapse. Then, the ordering can be ascribed to the
localization of electrons on Ti—Ag-Ti centers and its
attendant increase in the Coulomb repulsion between
these centers. This assumption is in good agreement
with the occurrence of an ordered state in a relatively
narrow temperature range at low silver concentrations
(Agy3TiTe,), because the deviation from the polaron
band collapse point toward both the high-temperature
and low-temperature ranges leads to a broadening of
the polaron band and a decrease in the degree of local-
ization of charge carriers. It should be noted that, for
materials with E; < Eg, the electronic contribution to
the total entropy of the material upon polaron band col-
lapse becomes positive and stabilizes the ordered state
[2]. Thus, an increase in the stability of the ordered
state with an increase in the silver concentration can be
explained by the change in the contribution of the elec-
tronic subsystem to the total thermodynamic functions
of the material and an increase in the strength of the
conventional ion—on interaction. For AgyssTiTe, and
Adgys7TiTe, (Er = Ey), the contribution of the electronic
subsystem to the total thermodynamic functions is

2001
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close to zero [2]. Therefore, the onset of the ordering
upon heating can be explained only by the enhance-
ment of Coulomb repulsion between Ti-Ag-Ti centers
due to the localization of €lectrons, whereas the other
structural transitions occur in accordance with the high-
temperature phase diagram and can be interpreted in
the framework of the purely ionic model. For samples
with compositions lying in the homogeneity region of
the Agy.,TiTe, phase, the ordering at room temperature
can be associated with the usual interaction between
intercalated silver ions. This explains its stability over
the entire temperature range covered. However, an
anomaly of the unit cell volume in the form of a mini-
mum in its temperature dependence and an additional
ordering toward the normal to the basal plane are
observed in the range of the metal—semiconductor tran-
sition which is attributed to the polaron band collapse.
It seems likely that this effect should be caused by the
enhancement of the Coulomb repulsion between the
Ti-Ag-Ti centers (polarons) of electron localization.

It isworth noting that the lattice contraction toward
the normal to the basal plane, which isobserved already
at room temperature (Fig. 2), suggests that the phase
diagram of Ag,TiTe, eveninitslowest-temperature part
is determined not only by pureionic interactions but is
also dueto aweak localization of conduction electrons.

4. CONCLUSION

Thus, the enhancement of the Coulomb repulsion at
temperatures near the polaron band collapse point can
impose certain limitations on the possibility of forming
a single-phase state through the condition E, < E¢ and
leads to the ordering of polarons formed in this case
and, hence, to the appearance of an additional gapinthe
density of states. In the case of Ag,TiTe,, the crossover
to the activation conductivity is observed at the order-
ing temperature with a simultaneous increase in the
magnitude of the Seebeck coefficient and the changein
itssign [3], which can indicate the gap formation at the
Fermi level. On the other hand, the difference between
the relaxation time of the electronic properties and the
decay time of the ordered state upon cooling to room
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temperatureisvery large: the conductivity and the ther-
mopower reach their equilibrium values after holding at
room temperature for several hours, whereasthetimeit
takes for the ordering to break down completely is as
much as severa days. Thus, the problem of the band
nature remains unresolved and calls for further investi-
gation.
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Abstract—Spin relaxation of deep charged centers Cr* and of donor—acceptor pairs (Cr*—B")° in silicon is
studied by nonstationary EPR spectroscopy at liquid-helium temperatures. We observed the effect of an
increase in the spin- attice relaxation rate under band-to-band sample illumination; the magnitude of the effect
is proportional to the photoel ectron concentration. The spin-dependent carrier trapping is shown to play adom-
inant rolein spin relaxation under illumination for centers of both types. Coupled rate equations describing the
interaction of various subsystems with one another and with the bath are solved. A comparison of experimental
datawith theory yielded the electron trapping cross sections o,(Cr*) 04.9 x 102 cm? and ¢,(Cr*-B~) J1.6 x

102 cm?at T=4.2 K. Theresults obtained are discussed in terms of the theory of trapping by attractive centers.

© 2001 MAIK * Nauka/Interperiodica” .

Studies of spin system dynamics and spin-depen-
dent carrier—mpurity interactions in semiconductors
reveal an intimate relation between the processes of
relaxationin asystem of local centersand those of elec-
tron-hole recombination and thermal ionization of
donor (acceptor) centers (see, e.g., reviews[1-4]). The
carrier—impurity interactions govern to a considerable
extent the efficiency of the present-day optical [2] and
electrical [1, 5, 6] detection of magnetic resonance. In
particular, they give rise to new mechanisms (spin-at-
tice relaxation, SLR) involving exchange scattering
(ES) of carriers by neutral paramagnetic centers (PC)
[7, 8], aswell asto the spin orientation of charged PCs
through carrier trapping [3, 9].

This paper presents the first study of the effect of
photoexcited current carriers on the SLR of charged
centers in an elemental semiconductor in the specific
example of Cr* interstitial centers and (Cr*—B-) pairs
inSi.

1. EXPERIMENTAL TECHNIQUE AND SAMPLES

The EPR and SLR measurements were conducted
on a 3-cm-range superheterodyne spectrometer—relax-
ometer at liquid-helium temperatures. The Cr* PCs
were introduced by chromium thermodiffusion at T 0
1520 K to a concentration N, ~ 3 x 10'® cm=2 into Si
samples containing a boron acceptor impurity in a con-
centration ~7 x 10' cm3, which were subsequently
quenched. Additional annealing of some of the samples
at T 380K for 10-30 min produced Si : (Cr—B) pairs
with a concentration N, ~ 10> cm3, high enough to
allow SLR experiments. The conduction electrons (CE)
were generated by illuminating the samples with an

incandescent lamp. The light was supplied into the cry-
ostat through alight guide. The free-carrier concentra-
tion in a sample was derived from Hall data under illu-
mination.

The pulsed saturation method used here to study the
effect of carriers on the SLR of local PCs was
employed in two modifications: (i) burning aholeinan
inhomogeneously broadened EPR line by a narrow
microwave pulse, followed by observation of its subse-
guent disappearance, and (ii) saturation of the whole
EPR line profile by sweeping it with a modulating
H field (f,,oq = 100 Hz) simultaneously with the appli-
cation of a broad microwave pulse.

2. EXPERIMENTAL RESULTS

EPR spectra of single Cr* centers and (Cr*-B-)°
pairs (S=5/2) in Si werefirst studied in [10]. Their line
intensities in the dark correspond to the equilibrium
Boltzmann-distribution values.

When measured under band-to-band illumination,
the EPR spectra of these centers change dramatically in
shape, which is connected with their spin orientation
[3, 9]. Figure 1 displays a simplified diagram of the
spin-relaxation experiments and the shape of an EPR
spectrum of a spin-oriented (Cr*—B-)° PC system mea-
sured in one of the samples studied in this work.

The SLR times 1, of single Cr* and (Cr*—B-)° pairs
measured at T = 4.2 K inthe dark werefound to be sim-
ilar, T, 00.9 s. Band-to-band excitation was found to
reduce the relaxation times of both types of centers
strongly (by one to two orders of magnitude). It was
established that the magnitude of the effect grows lin-

1063-7834/01/4304-0635%$21.00 © 2001 MAIK “Nauka/Interperiodica’
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Fig. 1. Schematic of spin-relaxation experiments. Shown on

the left isan EPR spectrum of (Cr*—B™) pairsin Si obtained
(@) in the dark and (b) under illumination. Shown on the
right in ascale expanded in H isthe result of the application
of a microwave pulse: (c) narrow (hole burning) and (d)

broad (saturation of the whole ling). T=4.2 K, H ||[111],
andn 0108 cm 3,
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Fig. 2. Magnetization recovery after hole burning in the
EPR lines of single Cr* PCs and (Cr*—B")° pairs in Si
[(1, 3) and (5, 7), respectively] and after the saturation of the
whole line [(2, 4) and (6, 8), respectively]. (1, 2, 7, 8, and
3-6) relate to the 1/2 3/2 and —3/2 <~— —1/2 transi-
tions, respectively. T=4.2K and n 08 x 107 cm™3; contin-
uous band-to-band illumination.
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early with increasing n in the CE concentration range
studied, n ~ 10’108 cm3.

Figure 2 shows the magnetization recovery in time
following hole burning in the Cr* and (Cr*-B-)° EPR
lines, as well as after saturation of the whole EPR line
in the presence of the illumination. To achieve a good
signal/noise ratio, the measurements were conducted at
the strongest transitions, /2 ~—— 3/2 and —3/2 ~——
-1/2, in the EPR spectra observed under illumination
(Fig. 1). Onereadily seesthat the magnetization recov-
ery rate of agiven center does not depend on the transi-
tion within the experimental accuracy (x20%). Apart

from this, the hole disappearance time 13, coincides

with the time 17 characterizing the relaxation follow-
ing the saturation of the whole line. One also seesfrom
Fig. 2 that the shortening of 13, and T under illumi-

nation is three times larger for the Cr* PC than that for
the (Cr*—B")° donor—acceptor pair (DAP). For T =
4.2K and n 08 x 10’ cm3, the datain Fig. 2 yield the
following values: 13, 017 0010 msfor the Cr* centers

and 13, 017 030 msfor the (Cr*—B-)° pairs.

At T 1.8 K, the above relations between the quan-
tities are retained, although the absolute shortening of
T, decreases by ~30%.

The data displayed in Fig. 2 were obtained for the

H || [001] and H || [11 1] orientations for the Cr* and
(Cr*—B")° PCs, respectively, which correspond to the
maximum spin orientation effect of these centers [3,
11]. Measurements of the SLR rate in other H direc-
tions made under illumination did not revea, within
experimental error, an angular dependence of the
T}, and 1] quantities. It was aso established that
steady-state saturation of either transition in the
alowed EPR spectrum of Cr* or (Cr*—B-)° under illu-
mination does not produce even a partial saturation of
other transitions, unlike the case of the neutral shallow
phosphorus centers in Si, where the ES processes are
dominant [3, 7].

3. THEORY

Unpolarized band-to-band light creates carriersin a
semiconductor with a concentration n. When illumi-
nated, the PCs present in adark sample in a concentra-
tion N, become efficient centers of carrier trapping and
exchange scattering. The number of CEs with a given
spin orientation, n, or n,, varies as a result of the fol-
lowing processes. (i) CEsare generated by light with an
infinite spin temperature B, = (n, — n,)/(n, + n,) a a
constant given generation rate G; (ii) they disappear
with the recombination rate over the channels not asso-
ciated with the given PCs; (iii) the CEs are trapped by
PCs at arate W* with formation of stateswith j* = S+
1/2, and at a rate W- to form states with j~ = S— 1/2;
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(iv) they undergo exchange scattering from PCs with a
spin Sat arate W,,; and (v) they are created in the decay
of anew center, formed after the trapping, at athermal
dissociation rate b(T).

The PCs with spin Srelax and take part in ES; they
undergo charge exchange via electron trapping and
transform to new PCs with a total angular momentum
j* = S 1/2 and atrapping probability W*. These new
PCs with the concentration N, ; either thermally disso-
ciate afterwards at a rate b(T) or capture a hole, with
subsequent el ectron—hol e recombination and formation
of PCswith spin S

The coupled rate equations describing the above
processes were derived by one of the present authorsin
[12]. The dynamics of the system is characterized by
the following thermodynamic variables: the CEs are
described by n and 3, and the PCs are characterized by
macroscopic mean quantities

Bi=No'y (-1)'M'Ny, (1)

which describe the spin orientation and polarization
states:

B.=030 B,=(50 B;=[B]
B4:|:$D Bsz[ém

Thefivevariablesin Eq. (2) are enough for PCswith
a spin S= 5/2, and 3 can be expressed through the
above quantities: 35 = 3.516-16.18753, + 8.7503,.

If the PC concentration does not change signifi-
cantly in the course of the charge exchange, one may
assume 3, 0 1. The equilibrium values are unambigu-
ously defined by Eq. (1), and in the high-temperature
approximation (€ = Aw/kT < 1), we have

Bo=1, PByp=YS+1)/3=2917,
By = (-§(S+ 1) + 3S%(S+ 1)?)/15,

Bio=¢€Bs Bao=€Bs Bso=EPo

Equation (1) permits one to express the population
difference P;; for any pair of levels through . For
instance, for the P;5 = N;;, — Ny, transition undergoing
saturation we obtain

P.a(t) = 175/256 — 73B,(1)/96 + 5B,(t)/48
— 475P,(t)/384 + 47P4()/48 + Bs(1)/8.

As we established earlier from an analysis of sta
tionary experiments on Cr* spin orientation in Si [3],
the ratio of the probability of CE trapping, W= W* +
W, to that of CE exchange scattering, W, is consider-
ably in excess of unity and W greatly exceeds the PC
SLR rate in the dark (at liquid-helium temperatures).
For this reason, in the rate equations, we shall retain
only the terms containing the spin-dependent CE trap-
ping by the PCs.

)
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In accordance with [11], we define the “weighted”
probabilities of electron trapping by a PC with the for-
mation of a new complex center in stateswith j* =S+
12 as

W' = R(S+1)/(2S+1), W = RY(2S+1), (4)
where Rt = g,V N, o, isthe trapping cross section and

vV isthethermal velocity.

In the final equations, one can conveniently use the
total trapping probability W and the spin-dependent
trapping coefficient a [1]

aW = 0.5(R —R")/(2S+1). (5)

If the spin-dependent trapping is considered a dominant
processand if S=5/2 isassumed, the coupled equations
derived in [12] lead one to a system of rate equations
for the thermodynamic variables 3, and 3,

Be = W[ B.~20B, - 3(1-250)(xs + Boys) |

Br = ~W[ B+ 2B, + 5(1-250) (s + Boys) |

35 (Ag]_Pi—Puo
Wi B (S(S+ 1) BB, —ge-d | R,
Bs = —wﬁ[smsg—0.5(3—20()3l

—0.5B,(1+3(1-20)B,)

6
+ TR(1-250)(% + Bays) | ©

Bs = -Wig[50Bs —2(1-20)Bs - 2 - o,

%; 219

¥ g(l—llo()[34—20([36%},

225
* Be%‘ 16

B, = —W£[2a82—0.5+ 1.5(1-2S,)Vs],

Ba = W] 4B~ (3-4a)B, -

" 11—1(1 ZSa)y5}

Equations (6) make use of the notation Ag = g — g,
where g and g, are the PC and CE g factors, respec-
tively; X5 = N_g, — N5, = 33,/320 — 35/24 + [35/60; and
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Fig. 3. Recovery of the 1/2<———= 3/2 transition after its sat-
uration by a microwave pulse under illumination. The solid
lineistheory (seetext) and the symbols are experiment. T =
4.2K.

Let usfollow the evolution of the PC spin system for
the experimentally realized case of cw excitation of the
sample and total saturation of the 1/2 —» 3/2 transition
by a microwave pulse. These initial conditions corre-
spond to the following population differences P;; [P
are determined by the amplitude ratio of the observed
transition to the transition corresponding to an equilib-
rium difference of the populations of the neighboring
pair of levels, which isequal to (1/6)g]:

P3' 5(t = O) = _(1/6)8, Pl,3(t = O) = 0,
P 1(t=0) = (1/6)¢, (7
P_3’ —l(t = 0) = _(8/6)8, P—5, _3(t = 0) = (1/6)8
By definition in Eq. (1), the following initial values of
[3; correspond to these conditions:
B.(t=0) =0.0172, B,(t=0) = 243,
B4t =0) = 0.1062, PB4t =0) = 11.9, (8)
Bs(t=0) = 1.3.

Equations (6), subject to the initial conditions (8),
can be solved to yield

B, = 2.294 + 0.18exp(-0.272wt)

—0.05exp(—0.746wt),
B, = 11.5091 + 1.18exp(=0.272wt)
—0.79exp(=0.746wt),

(9)
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B,(t) = 0.078—0.061exp(~0.327uwt),
Bs(t) = 0.331(1+ 0.0674exp(=0.272wt)

—0.0031exp(—0.746wt) ) — (0.225cos(0.256wt)
+0.03sin(0.256wt) ) exp(—0.156wt), (10
Bs(t) = 1.82(1+ 0.024exp(—0.272wt)
—0.006exp(—0.746wt) ) — (0.52cos(0.256wt)
+0.86sin(0.256wt) ) exp(—0.156wt).
Here, u=W,/Wand w = Wn/N.

Substitution of Egs. (9) and (10) into Eqg. (3) yields
the recovery function of the spectral transition P4(t)
after saturation of this transition in the presence of
unpolarized band-to-band illumination; thisfunction is

shown graphically in Fig. 3. The symbolsin the plot are
the data derived from the experiment.

4. DISCUSSION OF RESULTS

The results of our experiments, including the equal-
ity of 13, and 17 , indicate that carrier trapping plays a
dominant role in the spin relaxation of the Cr* and
(Cr*—B-)° centers under band-to-band excitation.
Indeed, if thereis trapping, the burnt hole cannot relax
through double exchange scattering [ 7, 8], where a car-
rier takes the spin energy from a PC in one ES event
only to impart it in the next event to another PC, a pro-
cess in which the energy is transferred from the “hot”
(microwave pulse-saturated) part of the EPR line to its
“cold” part, without it being absorbed by the lattice. In
the absence of such CE-stimulated spectral diffusion,
one may expect both the equality of 13, and t; and no
saturation dissipation throughout the EPR spectrum
under a stationary saturation of one of its components,
which is exactly what is observed in our experiments.
This conclusion is also in agreement with the results
obtained in stationary experiments on the spin orienta-
tion of the Cr* centersin Si, whose analysis [3] sug-
gests that W, /W < 1.

The data obtained allow determination of the cross
sections o, for low-temperature CE trapping by the Cr*
and (Cr*—B")° paramagnetic centers. As follows from
definition (4), Eq. (6), and Fig. 3, (17 )™ =0.1W(n/N) =
0.1nc, V. Accepting Vv = 255 x 10% cm/s (for T =

4.2 K) and the measured values of (17 )™ and n, we
come to o,(Cr*) 04.9 x 10? cm? and ¢,(Cr*-B-) [
1.6 x 102 cm?. These figures are quite large, exactly
what should be expected in the case of trapping by
attractive centers (see, e.g., review [13]); however, the
value of ¢,(Cr*) is till less by an order of magnitude
than that expected from theory for trapping by asingle
Coulomb center (see Eq. (5) in [13]). The reason for
thisliesin that the donor and acceptor concentrationsin
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our samples are high and the fluctuations of the trap-
ping center potential E, play a substantial part. The
conditions of our experiment correspond to the situa-
tion of E, > KT > ms? considered in [13]. In this case,
the comparison should be performed in terms of the
theory of trapping by a dipole potential [14]. Indeed, a
guantitetive estimation of o, (Cr*-B~), made using
Egs. (A4) and (A5) in[14] with a(Cr*—B~) DAPdipole
length d = 3 x 108 cm, yields o,(Cr*-B~) = 0.5 x
10*? cm?, afigure close to our result. Because o,(Cr*)
is of the same order of magnitude, this suggests that, in
the case of Cr* centers, because of the donors and
acceptors being present in high concentrations in our
samples, the carriers are also trapped by adipole poten-
tial with randomly distributed dipole lengths, while the
real concentration of centers with a pure Coulomb
potential is an order of magnitude lower. The decrease
of the effect of illumination on the SLR observed to
occur for both centers as the temperature is lowered to
1.8 K isdueto the decrease of V.

The absence of an angular dependence of 17 within

the experimental accuracy can be readily accounted for
by the fact that this quantity is determined by the prac-
tically isotropic total trapping probability W=W* + W-,
At the same time, the spin orientation efficiency is
dominated by the spin-dependent trapping coefficient
o O W*—W-, which, because of its being governed by
the local crystal field for the spin systems under study
here[3, 9], depends substantially on the direction of H.

We note in conclusion that the magnitude of o, can
be found by measuring the rate with which spin orien-
tation sets in. However, the kinetics of these processes
is complicated by the PC charge exchange occurring
when thelight isturned on or off, aswell asby the pres-
ence of the corresponding long exponentialsin the pho-
tocurrent rise. By contrast, our approach neglects only
the change in the CE concentration when the micro-
wave pulseisturned on or off, which is due to the spin-
dependent recombination [1]. Indeed, this recombina-
tion channel may be created by the capture of carriers
of the opposite sign, for instance, of holes on the { Cr*
+ e} centers [15]. However, the relative change in the
free carrier concentration observed to occur at the EPR
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transition saturation does not practically exceed 10—
1031, 5].

REFERENCES
1. 1. Solomon, Top. Appl. Phys. 36, 190 (1979).
2. S. Depinna, B. C. Cavenett, |. G. Austin, et al., Philos.

Mag. B 46 (5), 473 (1982).

3. A.A.Konchitsand B. D. Shanina, in Radiospectroscopy
of Solid State (Naukova Dumka, Kiev, 1992).

4. J.-M. Spaeth, in Modern Application of EPR/ESR from
Biophysics to Materials Science: Proceedings of the
First Asia-Pacific EPRIESR Symposium, Hong-Kong,
1997 (Springer, 1978), p. 587.

5. M. S. Brandt and M. Stutzman, Appl. Phys. Lett. 61 (21),
2569 (1992).

6. L. S. Vlasenko and M. P. Vlasenko, Mater. Sci. Forum
196-201 (3), 1537 (1995).

7. G. Feher and E. A. Gere, Phys. Rev. 114 (5), 1245
(1959).

8. M. F. Deigen,V.Ya Bratus , B. E. Vugmeister, et al., Zh.
Eksp. Teor. Fiz. 69 (6), 2110 (1975) [ Sov. Phys. JETP 42,
1073 (1975)].

9. A.A.Konchitsand B. D. Shanina, Fiz. Tverd. Tela(Len-
ingrad) 28 (2), 399 (1986) [Sov. Phys. Solid State 28,
221 (1986)].

10. G.W. Ludwigand H. H. Woodbury, Solid State Phys. 13,
223 (1962).

11. L. D. Landau and E. M. Lifshitz, Course of Theoretical
Physics, Vol. 3: Quantum Mechanics: Non-Relativistic
Theory (Nauka, Moscow, 1989, 4th ed.; Pergamon, New
York, 1977, 3rd ed.).

12. B. D. Shanina, Fiz. Tverd. Tela (Leningrad) 28 (1), 95
(1986) [Sov. Phys. Solid State 28, 50 (1986)].

13. V. N. Abakumov, V. |. Perel’, and |. N. Yassievich, Fiz.
Tekh. Poluprovodn. (Leningrad) 12 (1), 3 (1978) [Sov.
Phys. Semicond. 12, 1 (1978)].

14. V. N. Abakumov, V. |. Perel’, and I. N. Yassievich, Zh.
Eksp. Teor. Fiz. 72 (2), 674 (1977) [Sov. Phys. JETP 45,
354 (1977)].

15. H. Conzelmann, K. Graff, and E. R. Weber, Appl. Phys.
A 30 (3), 169 (1983).

Trandated by G. Skrebtsov



Physics of the Solid State, Vol. 43, No. 4, 2001, pp. 640-643. Trandated from Fizika Tverdogo Tela, \Vol. 43, No. 4, 2001, pp. 616-618.

Original Russian Text Copyright © 2001 by Skvortsov, Orlov, Solov' ev.

SEMICONDUCTORS

AND DIELECTRICS

Acoustic-Emission Probing of Line Defectsin Silicon

A. A. Skvortsov, A. M. Orlov, and A. A. Solov’ev

UI’yanovsk State University, ul. L'va Tolstogo 42, Ul yanovsk, 432700 Russia
Received July 14, 2000; in final form, October 5, 2000

Abstract—The acoustic emission of donor silicon is studied. It is shown that the sound emission is due to the
electric-current-stimulated motion of edge dislocations. When varying the current density flowing through a
dislocated crystal, a correlation between the maximum of the acoustic-emission spectrum of the silicon and
the velocity of the line-defect motion is revealed. By matching the theory with the experimental data, we esti-
mate the diffusion constants of the atoms in the dislocation impurity atmosphere and the effective charge per
atomin adislocation line at different times (0.3-3 h) of the isothermal annealing (1273 K) of silicon samples.
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INTRODUCTION

Acoustic emission, i.e., the emission of €eastic
waves which accompani es arearrangement of the inter-
nal structure of condensed media, has been known
beginning from the mid 1950s [1-3]. The physical
mechanism explaining a number of specific features of
the acoustic emission in dislocated crystals is the
motion of dislocations and their clusters. The acoustic
emission is of interest, because the dislocations them-
selves are the sources of sound waves and, therefore, it
is easier to reveal and localize the defects in this case.
Moreover, the acoustic emission signals contain infor-
mation on the kinetics and mechanisms of the defect
motion in thiscase[1, 3].

In spite of this, the number of works considering
acoustic emission in semiconductors is extremely
small. In addition, there has been almost no compara-
tive analysis of the dislocation motion and spectral dis-
tribution of acoustic noise in semiconductors. The
acoustic emission of a doped semiconductor subjected
to thermal treatment has aso not been considered. In
this paper, we analyze acoustic emission in silicon and
compare it with the electric-current-stimul ated dynam-
ics of line defects in didocated silicon samples sub-
jected to different thermal treatments.

1. EXPERIMENTAL

Disdlocation-free single-crystal silicon laminas of
the n type (phosphorus) and p type (boron) with aresis-
tivity of 0.01-0.05 Q cm were studied. The laminas
were oriented along the [111] axis; their sizes were

15x 5 x 0.4 mm along the [112], [110], and [111]
axes, respectively. As in [4], the didocations were
introduced by applying aload to the laminas along the
[111] axis. The defect density did not exceed Ny < 1 x
107 cm™. The didocated samples were isothermally
annealed in aresistance furnace at 1273 K for 0.3-3 h.

The acoustic emission was induced by the electric-
current-stimulated motion of edge dislocations without
applying an additional mechanical load. For this pur-
pose, an electric current (j <5 x 10° A/m?) was passed

through the sample along the [112] axis. The tempera-
ture was varied by the use of an externa resistance
heater (T < 430 K). Following the method developed in
[4], the acoustic emission signals U(t) were detected by
a piezoelectric sensor situated on the surface of the
lamina investigated. The spectral distribution of the
acoustic-emission signals U(w) was determined by
Fourier analysis of the initial oscillogram U(t) [4, 5].

2. RESULTS AND DISCUSSION

The results of the investigation indicated a signifi-
cant difference in the acoustic-emission signals
between didocation-free (curve 1 in Fig. 1) and dislo-
cated silicon samples (curve 2 in Fig. 1). At the same
electric-current parameters, an increase in the average
density of dislocations in the sample, Ny, activates the
processes of the acoustic emission (cf. curves 24 in
Fig. 1), which obvioudly reveals the dislocation nature
of the response observed.

To describe the motion of the defects, let us consider
the radiation field V; produced by a system of moving
dislocations [6]

ovi(r,t) doy(r,t) _
T akxk = fy(r, t). Q)

Here, the vector f; characterizes the bulk forces due to
the mation of the crystal elements, g;, is the stress ten-
sor produced by the system of the moving dislocations,
and p is the crystal density. In the presence of moving
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dislocations, the radiation field is defined by the equa-
tion [6]

(m) 52

Ct chks 0
Jar. 2
Iatzjk ()

Here, the index m stands for | and t which correspond
to the longitudinal and transverse waves, respectively;
Cn isthe velocity of the corresponding acoustic waves;

the quantities CD,(E;) are functions of the wave normals

n;, N, and ng and j, is the dislocation flux density ten-
sor. It is seen from Eq. (2) that the radiation emitted by
the dislocation system (the acoustic field) V(r, T) would
be expected to occur only for their nonstationary
motion, when the second derivative of the dislocation-
flux density tensor j,sisnonzero. Thismeansthat, in the
process of the current-stimulated placticization of the
dislocated silicon, the acoustic emission signal appears
only when dislocations move at varying velocities. In
this case, the average velocity v of the ordered migra-
tion of the defectswill be connected with the character-
istic transition frequency of dislocations between two
stable states, f,, by the formula

V = af (3)
where a is the magnitude of ajump.

In order to test relationship (3), the acoustic-emis-
sion spectra were measured simultaneously with the
monitoring of the dislocation migration rate in an elec-
tric field by the method of iterated selective etching [5].
Analysis of the paths of line defects performed over
~100 individual dislocations indicated that the edge
dislocations move mainly to the positive electrode in
n-Si and to the negative onein p-Si. Theresults of these
investigations at afixed current density are presented in
Fig. 2. Anincreaseinj givesriseto aregular growthin
the velocity of motion of the edge dislocations in the
silicon and a shift of the maximum of the acoustic-
emission spectrum to the high-frequency region. The
results of these studies are shown in Fig. 3. From this
figure, thevaluea = 0.13 nmisfound asthe slope of the
v versus f,. plot. This value corresponds to the inter-
planar spacing for the series of the (111) planesin sili-
con (0.134 nm).

Thus, the electric current passing through the sam-
ple expels the dislocations even at room temperature,
which affects the acoustic-emission spectra. The cur-
rent-stimulated influence on the ordered dislocation
transport consists of the ion-drag and electron-(hole-)
wind forces. Taking this into account, one can obtain a
relation between j and f,., [5]:

I = o+ (@2 ) + Ot n =

PHYSICS OF THE SOLID STATE Vol. 43 No. 4 2001

. 20 p
=
/\&L““—__
1
1 1 1 T
0 0.5 1.0 1.5 2.0
f,Hz

Fig. 1. Acoustic emission spectra of dislocated n-type sili-

con samples at a density current 4.5 x 10°A/m? flowing
through them: (1) the dislocation-free sample and the dislo-

cated sample with different dislocation density (cm2):
(2) 8 x 10> (3) 2 x 10% and (4) 5 x 10°.

[\)
=)
T

[
()]
T

2 4 6 8 10 12
X, hm

Fig. 2. The distribution of the dislocation free paths x in the
n-type silicon (p = 0.015 Q cm) at the electric current den-

sity j = 3 x 10° A/m?. The average density of dislocationsin
the sampleis 5 x 108 cm .

v, 107 m/s

3 1 1 1
0.34 0.39 0.44 0.49
f,Hz

Fig. 3. Dependence of the dislocation expelling rate v by the
electric current upon the acoustic emission maximum f,,
at the same parameters of the electric current for the n-type
silicon samples (0.015 Q cm).
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Characteristi<34parameters of the electron transfer in the dislocated (1 x 10° cm™) n-type silicon doped by phosphorus

(P=15x10%Qm, cy=7x10% m™)
Annedin ®, x 107, - Vo x10° | Dgyx10%8,
timet, r|n|?1 Fo, NM %nZ/A b, x10°s P3, S @57 | Zgr, Yatom Om/s dm2/s
20 5.8 35 0.723 4.23 175 0.012 18 13
70 7.2 33 1.070 6.53 111 0.011 12 1.0
115 8.9 31 1.357 8.35 0.86 0.011 0.96 10
175 9.9 17 1.305 8.32 0.85 0.006 0.96 10
where Eg. (2). This permits one to determine the effective
charge Z; and diffusion constant Dy.
®, = ezeﬁ—Natbp’ ®, = i’ Asfollows from Eg. (2), the acoustic emissionin a
kT Vo semiconductor contains information about the trans-
eyl ba D port processes involving the line defects. Therefore, a
5 = ___O_V____, P, = =9 change in the state of the object “dislocation core—
2D4(kT)? aro impurity cloud” should lead to a change in the dynam-

are dimensional constants.

Here, N, and Z; are the number of atoms and effec-
tive charge, respectively, per unit length of adislocation
in the presence of an impurity atmosphere; n, p, |,,, and
|, are the equilibrium concentrations and free paths of
the electrons and holes; e isthe elementary charge; L is
the dislocation length; Dy is the diffusion constant of
atoms within the defect region of the impurity atmo-
sphere; ¢, is the equilibrium impurity concentration in
a defect-free region of the crystal; y is a dimensional
constant; b is the Burgers vector; and V, is a constant
having the dimension of the velocity [5].

It is seen that an increase in the current load should
result in a shift of the maximum of the acoustic-emis-
sion spectrum aong the frequency axis. Figure 4
(curve 1) graphically illustrates this by the example of
the n-type silicon. With the cal culated values of ®; (see
table) and the kind 11 Peierls barrier (E;, = 0.5¢eV) [4],
there is a good agreement between the experiment and

04 | | | |
005 0.5 025 035 045
fmax’ HZ

Fig. 4. Electric-current dependence of the maximum of the
acoustic-emission spectra at different times of the isother-
mal annealing of the samples (T, = 1273 K), t (min): (1) 20;
(2) 70; (3) 115; and (4) 175.
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icsof the emission spectra. To verify this prediction, we
measured the current dependences of f,,, after isother-
mal annealing.

According to these measurements, an increasein the
duration of the thermal “load” |eads to a change in the
current dependence of f. and, therefore, to a change
in v. Indeed, according to the equation [7]

DWb’t
T (5)

isothermal annealing of dislocated samples increases
the size of the impurity atmospherer, around adisloca-
tion. In Eg. (5), D is the bulk diffusion constant of the
impurity atoms, Wis the binding energy, kT is the ther-
mal energy, and t is the duration of the thermal treat-
ment. The change in the annealing time from 20 to
175 min leads to an increase in ry by 50% (see table).
This certainly affects the defect mobility because of a
“weighting” of the impurity atmosphere, which is
revealed in the effective charge per unit dislocation
length becoming twice as small in the presence of the
impurity atmosphere (see table). Figure 4 illustrates
these processes; it can be seen from Fig. 4 that the
changes in the dislocation kinetics after the isothermal
annealing affect the acoustic emission spectra. For exam-

=10 (Hz m?)/A

4
ro =8

ple, the largest changes afﬂx
] lt=o05h

5 =4 x 107 (Hz m?)/A for different
] lt=3n
annealing times differ more than two times.

3. CONCLUSIONS

Thus, the acoustic emission caused by the electric-
current-stimulated motion of edge dislocations in sili-
con is investigated in this paper. The influence of the
isothermal annealing on the emission is also studied.
When varying the current density flowing through the
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sample, adistinct correlation between the maximum in
the acoustic-emission spectra of the silicon and the
velocity of the line defects is revealed. It is supposed
that the mechanism of the dislocation motion is associ-
ated with the transition of the dislocation (or its frag-
ment) into a neighboring quasi-equilibrium position,
which is accompanied by the diffusive drag of the
impurity atoms. It is shown that an increase in the
annealing time of dislocated samples of the semicon-
ductor leads to a decrease in the mobility of the line
defects.
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Abstract—Dispersive properties of natural diamonds were studied for the first time in arange of x-ray wave-
lengths of 0.03-0.2 nm. The dispersion element represented an analog of a rectangular prism. A collimated
beam of polychromatic radiation was directed onto the refracting face from inside under asmall glancing angle
(<172). Theradiation was introduced into the prism through a side face oriented perpendicularly to the axis of
the incident beam. In the range of energies near 8 keV, a resolution of 106 eV was achieved, which is about
twice as good as the corresponding parameter for semiconductor detectors. Cal culations show that under ideal
conditions the limiting resolution for adiamond prism with a single refracting face can be reduced to 3640 eV.
Thismakesit possibleto create a new type of analytical devices—dispersion x-ray spectrometersfor theinves-
tigation of rapid processesinvolving generation and absorption of x-ray radiation. © 2001 MAIK “ Nauka/Inter-

periodica” .

INTRODUCTION

For a detailed analysis of spectra of x-ray radiation
propagating in a given direction in the range of A <
0.3 nm, monochromators made of perfect single crys-
talsare used as arule [1, 2]. For afixed orientation of
the unit vector S, that characterizes the specified direc-
tion, reflection can occur only in narrow spectral inter-
valsin accordance with the Bragg condition for diffrac-
tion. Therefore, in order to investigate the total spec-
trum in a wide spectral range, it is necessary to
mechanically rotate the monochromator and multiply
repeat measurements. It is obvious that such a method
is inapplicable for the investigation of nonstationary
fast processes, e.g., those occurring upon irradiation of
atarget with a power laser pulse [3]. Note that in prac-
tice the spectrum of the radiation that is reflected from
a crystal monochromator is frequently detected using a
photographic plate or other types of two-dimensional
position detectors [4]. However, the condition of the
constancy of S;isviolated in this case.

Pulsed radiation spectra also cannot be studied
using cooled semiconductor detectors [5], since afun-
damental condition for them to operate is a successive
registration of isolated quanta in time intervals of
=210 ps[6]. Diffraction gratings, which are widely used
in the optical and soft x-ray spectral ranges, possess a
low efficiency (~1%) at wavelengths less than 0.3 nm
[7, 8]. In addition, uncontrolled distortions caused by
the strong anisotropy of scattering are superimposed
onto the spectrogram, since in the case of artificial peri-
odic structures the radiation wavelength A is much
smaller than the grating period p.

Thus, at present, there is likely to be no suitable
experimental means for the spectrometry of directional
polychromatic beams of hard x-ray radiation generated
during fast nonstationary processes.

In this work, we show for the first time that the dis-
persive properties of diamonds make it possible to
decompose spectra of hard x-ray radiation with wave-
lengths down to 0.03 nm (E = 40 keV) and, owing to
angular dispersion, to analyze the spectra of both sta-
tionary and pulsed sources without any limitations on
the pulse duration.

1. EXPERIMENTAL

Figure 1 displays a schematic of an experimental
setup we designed to perform dispersion measure-

i
=

—
—
Co

Fig. 1. Schematic of the experimental setup for measuring
dispersion: (1) x-ray tube; (2, 3, 9, 12) vertical collimating
dits; (4) movable horizontal dlit; (5, 11) goniometers; (6)
sample; (7) protecting absorbing shield; (8) monochroma-
tor; and (10, 13) radiation detectors.

1063-7834/01/4304-0644%$21.00 © 2001 MAIK “Nauka/Interperiodica’
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ments. The source of radiation is a sharp-focus x-ray
tube with a copper anode. The visible dimension of its
focus in the measurement plane is 40 um. Along the
X-ray beam, two x-ray goniometers are mounted. The
distances from the focus of the x-ray tube to the main
axes O; and O, of goniometers 5 and 11 are 330 and
1161 mm, respectively, and those from the axes O, and
O, to the entrance dits 9 and 12 are 225 and 192 mm,
respectively. With an entrance dit of 30 um wide, this
scheme ensures an angular resolution of 0.0076° for the
first (dlong the beam) goniometer 5 and 0.0017° for
goniometer 11.

Asthe samples, we used crystals of natural diamond
(type 1a) with a density of 3.515 g/cm3. The base
(refracting) face was parallel to the (110) plane; per-
pendicularly to this base, two paralel side faces were
prepared by lapping and polishing. The polishing of the
surfaces was performed using an ASM28/20 diamond
powder. The refracting face was additionally polished
using a finer powder with an average grain size of
~1 pm. Three samples were prepared. The dimension
of the refracting face (which has a minimum area of
12 mm?) in the incidence plane of the beam was
2.2 mm. For comparison, we also used a single-crystal
silicon plate cut from a standard optically polished
wafer. In this case, the side surfaces perpendicular to
the base face were obtained by cleaving on silicon
cleavage planes.

The samples were mounted in such a manner that
the edge formed by the base and the side surface facing
the focus of the x-ray tube be coincident with the rota-
tion axis O, of goniometer 5 (Figs. 1, 2). The typical
angular divergence of the beam incident on the refract-
ing face of the dispersive element was 24". A graphite
monochromator 8 and detector 10 mounted on arotary
arm were used to preliminarily adjust the x-ray scheme.
All the results that are given below were obtained by
angular scanning using detector 13 with an Nal(TI)
scintillator crystal with rotation about the O, axis. The
program of controlling the data acquisition at a con-
stant velocity of the detector made it possible to use an
arbitrary time of data acquisition at each angular posi-
tion. A typical angular interval between the readings
was 0.0005°.

2. ANGULAR DISPERSION UPON
REFRACTION OF X-RAYS

Let us consider (in terms of geometric optics) the
passage of a parallel x-ray beam through a rectangular
prism of auniform material. We designate the refractive
indices of the prism and the ambient medium ny(A) =
1-5,(A) —iBy(A) and ny(A) = 1 —85(A) —if35(A), respec-
tively. Let the z axis be perpendicular to and the x axis
be parallel to the first interface and let them lie in the
incidence plane (Fig. 2). Let the radiation be mono-
chromatic (A ~ 0.1 nm) and the angle ¢ of incidence
onto thefirst interface be close to zero. Under the above
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Fig. 2. Geometry of the x-ray radiation path for the case
where abeam to be analyzed strikes from inside the refract-
ing surface of adiamond crystal.

conditions, the following simplifications are possible.
First, we can consider only refraction at the second
interface, since the magnitudes of the coefficient of
reflection and the changes in the refraction angle upon
the intersection of the first interface are negligibly
small. Second, we can ignore the state of polarization
of theincident radiation, since, according to the Fresnel
formulas, the coefficients of transmission for the s and
p polarizations are virtualy coincident at ¢ — 172.
Going from incidence angles ¢ to glancing angles 6 =
102 — ¢, we can transform the sine law [9] for the sec-
ond interface to the form

1-8,-iB, _ J/1-sn’g, M
=8P [1_ane,

where 6, and 8, are the glancing angles for the incident
and refracted radiations in the first and second media,
respectively. The absolute magnitude of the decrement
of the refractive index |d + i3] for the wavel ength used
islessthan 1074 [10] (B/d < 1). This circumstance per-
mits us to use, in the range of small glancing angles
(6, < 12), the expansion into a series and obtain the
following expression for the glancing angle 6, of the
refracted radiation in the second medium:

0, 0./62—2(5,-3,). 2

Let us differentiate Eq. (2) with respect to 0,. Then,
for a beam with an angular divergence A6, we abtain
the following dependence of the coefficient of angular
contraction C, on 6, (here, 0, is the glancing angle of
the central beam):

_ A8, _ /61 -2(3,-5)
Ca - A_ez - el . (3)

The decrement of the refraction index of air &, can be
neglected. Asfollowsfrom Eqg. (3), in the geometry that
was chosen (Fig. 2), there occursan angular contraction
of therefracted beam (C, > 1). Note that upon the rever-
sion of the beam direction, i.e., upon the passage of the
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radiation from air into the sample, the angular cone of
therefracted beam will increase, sinceinthiscase C, < 1.
Consequently, in our case, a maximum angular resolu-
tion of the spectrum is observed.

Now, we take into account the spectral dependence
of the refractive index. In the spectral range under con-

sideration, the condition v; > v? for all electron shells
of the C atom is fulfilled (here, v, is the frequency of
vibrations corresponding to an arbitrary line in the
X-ray range under study and v; is the natural frequency
of vibrations of an electron of the ith shell). Under the
above condition, in accordance with the el ectron theory
of dispersion [10], we have for any line A of the x-ray
spectrum

3A = gpA?, )

where g is a dimensiona coefficient (which can be
expressed through fundamental physical constants) and
p is the physical density of the sample. Substituting
Eqg. (4) into Eq. (2) and differentiating with respect to
A, we obtain the following expression for the angular
dispersion:

2\gp . )
J8; —2gp\°

It isobviousthat at grazing angles (8; — 0) the angu-
lar dispersion is maximum. Inthiscase, D 0 pY? and is
independent of A. At ei > 2gpA?, the magnitude of

D(p,\) = d8,/d\ =

1, cps
500 [ 25

300

100

«
""""

0.205

......

0.195
Y, deg

Fig. 3. Angular profiles of the refracted beam for the CuK
line for three diamond samples (a—). The beam strikes the
refracting surface from inside the sample; thefixed glancing
angleis 8, = 0.09°.
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D(p, A) changes approximately proportionally to p and
A. Asisknown from the theory of prism spectrometers
[11], the spectral resolution A = A/AA is related to the
diffraction limit. In the case under consideration, the
effective cross section of the refracted beam in the
plane of incidence can berestricted by two factors: first,
the finite size of the elemental refracting area b and,
second, the finite mean free path of photonsin the sam-
ple, which is equal to the inverse linear coefficient of
absorption u(A). More strictly, we can write the follow-
ing expression for the diffraction angular width AB(A)
of the refracted beam:

CA/b8,, b<2/p())
A8 D%\p(x)/zez, b>2/u(A). ©)

The introduction of the factor 2 is caused by the fact
that, when estimating the diffraction broadening, we
should take into account a decrease in the wave ampli-
tude. For the regions of the x-ray spectrum near the
CuK, (0.154 nm) and CuKg (0.139 nm) characteristic
lines, the condition b = 2/u(A) isfulfilled. Substituting
into Eq. (6) the value of u(A) for diamonds for the
above-indicated wavelengths and the typical value of
the angle 6, = 0.2° (3.5 mrad), we obtain AB;(CuK,) =
0.0019° (32 mrad) and AB,(CuK,) = 0.0012° (2.1 mrad).
This permits us to estimate the spectral resolution A(A)
of the dispersive element. Multiplying the left-hand and
right-hand parts of Eq. (5) by AA and substituting the
values of the constants corresponding to the indicated
parameters, we find A, = 200 and Ag = 251. By going
from AA to the energy resolution, we obtain AE = 40
and 36 eV for the lines with the wavelengths 0.154 and
0.139 nm, respectively.

3. MEASUREMENT RESULTS

Figure 3 displays the angular profiles of the
refracted beam for three diamond samples (a, b, and ¢)
measured under identical irradiation conditions. Here-
after, the abscissa axis corresponds to the deviation
angle ¢ = 6, -6, measured from the direction of the pri-
mary beam. The beam analyzed passed, in accordance
with the geometry of the scheme shown in Fig. 2,
through the side face and fell from inside on the base
surface of the sample. The maintenance of a constant
magnitude of the glancing angle 6, is a fundamental
condition for obtai ning maximum resolution. As can be
seen from the comparison, the width at the half-height
of the refraction peak is minimum for sample a. This
indicates that the major part of its refracting surface
meets the condition of maximum planeness. Therefore,
we used just this sample for further measurements.

With decreasing glancing angle 6,, the angular dis-
persion should increase according to Eg. (5). As was
shown in [12], the effective width of the entrance aper-
ture of adispersion element for the spectral line with a
wavelength A in the geometry of Fig. 2 is equal to
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Fig. 4. Refraction patterns of diamonds at various glancing angles 6;: (1) 0.60°, (2) 0.25°, (3) 0.09°, and (4) 0.01°.

0./u(A), and as 6; decreases, the intensity of the
refracted beam decreases monaotonically. The depen-
dence is nonlinear, since the coefficient of reflection at
the diamond—air interface tends to unity R(8,) — 1 at
8, — 0. The above regularities are confirmed by a
series of refractograms obtained by angular scanning
with detector 13 at several fixed grazing angles 0,
(Fig. 4).

With going from the diamond to single-crystal sili-
con (Z = 14), the effective free path of x-ray photons
I = 1/u in the dispersive element decreases sharply for
any wavelength in the spectral range considered. In par-
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ticular, at A = 0.154 nm (CuK, line), we have u(Si) =
145 cm™ and p(C) = 14.7 cm [13-16]. According to
Eq. (6), adecreasein D(p, A) should be observed for sil-
icon in this case. As can be seen from Fig. 5, which dis-
plays the refractograms of Si (curve 1) and C (curve 2)
for a grazing angle 6, = 0.08°, the dispersive element
made of silicon does not allow a compl ete resol ution of
the CuK, and CuKj spectral lines. At an acceleration
voltage of 25 kV at thetube, the hardest part of theradi-
ation spectrum in this case is not separated from the
side wing of the primary beam that passes through the
gap between the sample and shield 7 (Fig. 1).
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Fig. 5. Refraction patterns of (1) single-crystal silicon and (2) diamonds for a glancing angle 8, = 0.08° and a voltage at the x-ray

tube V = 25 kV.

Figure 6 displays a series of refractograms of dia-
monds that were obtained at afixed grazing angle 6, =
0.06° and various voltages at the x-ray tube in arange
of 12 to 35 kV.

The spectra resolution of the diamond prism was
determined using the refractogram (Fig. 7) that was
obtained at U, = 40 kV and 6, = 0.06°. Measurements
of the peak width at the half-height of the lineswith the
wavelengths of 0.154 and 0.139 nm with corrections
for the instrumental function yield AA = 19.7 and
17.1 pm, respectively, or, on the energy scale, AE = 103
and 110 eV, respectively. At smaller angles, as follows
from Eg. (5), the spectral resolution should increase.
No such an increase is observed in redlity, since the
radiation propagates along the surface through a dis-
torted layer damaged by mechanical treatment, which
increases the intensity of scattering by nonuniformities
of the surfacerelief and leadsto asmearing of the angu-
lar spectrum.

PHYSICS OF THE SOLID STATE \Vol. 43

Thus, the investigations performed show the possi-
bility of using a single-crystal diamond for practical
measurements of hard x-ray radiation with wavelengths
from 0.03 to 0.25 nm. This range includes the charac-
teristic lines of the K and L series of virtualy all ele-
ments with atomic numbers Z > 25. The range can be
dlightly extended to the long-wavelength region (to
0.3-0.5 nm) by fully or partialy evacuating the work-
ing chamber in which the x-ray optical circuit is placed.
With afurther increase in A, the absorption coefficient
increases rapidly and the magnitude of b drops, which
leads to a decrease in resolution due to diffraction
effects related to the finite size of the effective refrac-
tive surface.

From the practical viewpoint, the most important
result is that, owing to the angular dispersion of radia-
tion, the full spectrum can be recorded using a single-
or two-dimensional position detector, e.g., based on a
linear or matrix CCD detector. This ensures the possi-
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Fig. 6. Refraction patterns of adiamond at aglancing angle 6, = 0.06° and voltages at the x-ray tube equal to (1) 12, (2) 15, (3) 20,

(4) 25, and (5) 35 kV.

bility of analyzing the spectrum without any restric-
tions on the magnitude of the time interval to be mea-
sured. Since the angular distribution is described well
by Eq. (5) derived from the sine law and since the
absorption properties of carbon have repeatedly been
tabulated, we can calculate the spectral density of radi-
ation 1*(A) from the experimental dependence of 1(¢).

An aternative to diamonds as a material for disper-
sive elements is beryllium. In comparison with poly-
crystalline beryllium, the density of a natural diamond
isgreater by afactor of 1.9, which, according to Eq. (5),
provides a higher angular dispersion. In addition,
owing to the single-crystal structure, the scattering near
the zero point of the reciprocal latticeis minimum. Itis
natural that, when using a polychromatic spectrum,
some reciprocal-lattice points of single-crystal C (dia-

PHYSICS OF THE SOLID STATE Vol. 43 No. 4
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mond) inevitably fall onto the Ewald sphere and part of
energy flow will be dissipated into larger angles, in
accordance with diffraction conditions. The diffraction
scattering angles 4 should be equal to or greater than
=A/d, where d is the maximum interplanar distance in
the sample. In the spectral range under study, we have
9 > ¢; i.e, the diffraction peaks cannot fal into the
characteristic range of angles measured in refraction
experiments. In addition, as was indicated above, the
diffraction conditions are fulfilled only in narrow spec-
tral bands for afinite set of reflections and, therefore,
their presence virtually does not distort the monotonic
distribution in the continuous part of the spectrum
(Fig. 7). Asto the characteristic lines, for aknown crys-
tallographic orientation of the diamond single crystal,
we can always calculate in advance the angles between
the refracting surface and atomic planes for which the
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Fig. 7. Refraction pattern of adiamond at a glancing angle 6; = 0.06° and a voltage at the x-ray tube V = 40 kV.

diffraction conditions are not fulfilled for a given set of
characteristic lines. Note that the samples of natural
diamondswith an effective area of the refracting face of
~10 mm? that were used in our experiments are signifi-
cantly cheaper than analogous synthetic crystals. In
addition, in view of the mosaic structure of the latter,
the spectral bands in which the intensity distribution in
the angular spectrum can be distorted at the expense of
Bragg reflections are wider in them than in natura
crystals.
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Abstract—This paper reports an EPR study of the effect of hydrostatic pressure (up to 10 kbar) and tempera-
ture (300, 77, and 4.2 K) on the spin Hamiltonian parameters of the Eu?* ionin a SrCl, cubic crystal. It isfound
that the b, parameter is related by a power law to the distance from the CI=* ligand (b, ~ R™2%). The pressure
and temperature are shown not to be equivalent thermodynamic parameters. Lattice vibrations contribute

noticeably to theinitial S-ion splitting. © 2001 MAIK “ Nauka/Interperiodica” .

1. INTRODUCTION

Sincetheresultant orbital momentum of electronsin
ions in the S state, i.e., ions with the 3d° configuration
in theiron group (Mn?*, Fe**) and 4f 7 configuration in
the rare-earth group (Eu?*, Gd®), is zero, the crystal
field should not split the ground levels of theseions. In
actual fact, however, small splittings do exit, as evi-
denced by EPR measurements and adiabatic demagne-
tization experiments.

The phenomenon of S-state ions has attracted con-
siderable attention of both experimenters and theorists
[1-3]. Nevertheless, the main reasons for these split-
tings remain unclear, and, therefore, further stepsin the
theoretical justification and choice of the splitting
mechanisms require correct determination of the
dependence of the parameters characterizing the initia
splitting of an Sion on the distance to the ligand.

The choice of Eu?* in SrCl, as the subject of this
study was based on the following considerations:
(i) The cubic symmetry of the crystal corresponds to
the simplest crystal field in which all distancesfrom the
paramagnetic ion to the eight ligands are equal, (ii) the
isovalent substitution (Eu?*—Sr?*) and equal ionic radii
of the divalent europium and strontium (1.12 A) sug-
gest the absence of any perturbations in the lattice
under study, and (iii) the crystal isreadily compressible
and its elastic constants are known.

It is the choice of the crystal that determined the
purpose of this work, which consists in studying EPR
spectra of Eu?* in SrCl, over a wide temperature range
(4.2-300 K) and at a high hydrostatic pressure (up to
10 kbar) and establishing the dependence of the initial
splitting on the distance to the ligand.

It should be pointed out that experimental studies of
spectra of cubic crystals under hydrostatic pressure are

extremely rare and we have been ableto locate only two
relevant publications [4, 5].

2. SAMPLES AND EXPERIMENTAL
TECHNIQUES

The SrCl, crystal istheonly chloride crystallizing in

fluorite symmetry. The space group is O —Fm3m, and
the lattice constant is a = 6.977 A [6]. The crystal was
grown at Franko Lviv State University. The data on the
elastic constants, density [7, 8], and volume compress-
ibility are listed in Table 1. The linear thermal expan-
sion coefficient at 300 K is 17.7 x 1078 K%, Faced with
the lack of direct data on the thermal expansion coeffi-
cient below room temperature, we used the appropriate
relations of this parameter available for other fluorites,
which are givenin [6, 9].

The EPR spectra were measured on a 3-cm-range
radi ospectrometer representing a classical superhetero-
dyne arrangement with specia leucosapphire resona-
tors [10] alowing studies at high hydrostatic pressures
over awidetemperature range. The pressureswere pro-
duced in a self-contained double-layer high-pressure
chamber [11], whose inner cylinder was made of the
40KhNYu-VI nonmagnetic alloy and outer cylinder, of
beryllium bronze. The sample to be studied was
mounted in the leucosapphire resonator, and the latter

Table 1. Mechanical properties of the SrCl, crystal [7, 8]:
density p (g/cm?); eastic constants Cy;, Cpp, and Cyy
(10 dyn/cm?); and volume compressibility o, (1076 bar™?)

T.K p Cn C12 Cas Oy
300 3.052 6.8 16 0.945 3.0
195 3.065 7.02 1.64 0.972 291

1063-7834/01/4304-0652%$21.00 © 2001 MAIK “Nauka/ Interperiodica’
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was placed in the high-pressure chamber. The pressure
transmitting medium was a dehydrated mixture of
equal parts of transformer oil and kerosene. The reso-
nator was coupled to the spectrometer waveguide
through a thin coaxial cable. The pressure could be
measured by the standard method (manganin resistance
sensor) and a contactless technique. In the latter
method, the pressure was deduced from the variation of
theinitial splitting parameter D of the Cr3* ionin AICl,
(P = AD/k, k = 0.622 x 102 cmY/kbar). This method
has the following advantages. () the pressure is mea
sured in the immediate vicinity of the sample and
(b) the linewidth permits one to estimate the extent to
which the medium is indeed hydrostatic. The tempera-
ture was measured with a copper resistance pickup.

3. RESULTS AND DISCUSSION

The electronic configuration of Eu?* is 4f7, L = O,
S= 7/2. The spectrum containing contributions of the
BlEy (47.77%) and SEu (52.23%) isotopes has
84 lines. Line superposition causes difficulties in the
treatment of spectra. The observed spectrum can be
well fitted by the spin Hamiltonian

A = gBBS+1/60b,(O) + 50%)

. D
+1/1260bg(03 — 2103) + ASI .

Here, g is the factor of spectroscopic splitting, B is the
Bohr magneton, B is the magnetic induction vector, S

and | aretheelectron and nuclear spin operators, O are
the Stevens operators, b, and bg are the fine structure
parameters related to the notation accepted in[12] by the
expressions ¢ = 4b, and s = 4bg, and A is the hyperfine
structure (hfs) parameter. The spin Hamiltonian parame-
ters derived from the EPR spectra of Eu?* in SrCl, at
temperatures of 300, 77, and 4.2 K and pressures of up to
10 kbar arelisted in Table 2, and the figure shows the b,
parameter as a function of the relative distance to the
ligand. The variation in the b, parameter with tempera-
ture can be fitted by alinear relation with the coefficient
Ab,/AT =7.23 x 107 cmr K1, Note that the linear rela-
tion includes the point corresponding to the liquid-
helium temperature. A similar linear relation in therange
4.2-300 K was observed for KZnF; : Gd®* [13].

The spin Hamiltonian parameters obtained at room
temperature (300 K) are close in magnitude to those
guoted in [12]. The sign of the parameter can be deter-
mined directly by comparing the intensities of the low-
and high-field absorption lines at different temperatures
[14]. A comparison of the intensities at 300 and 4.2 K
shows that the b, parameter is negative. Asis seen from
the presented experimenta data, the decrease in vol-
ume due to uniform compression or to a decrease in
temperature affects the Hamiltonian parameters b, and
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A, whereas the g factor and the by parameter do not
change within experimental error.

Assuming the pressure-induced variation in the b,
parameter to be inversely proportional to R", where Ris

the distance between the Eu?* ion and the ligand, we
obtain

n = log[b,(P)/b,(0)]/10g[ RO)/R(P)] = 135,

where R(0), b,(0) and R(P), b,(P) are the lattice con-
stants and the spin Hamiltonian parameters at atmo-
spheric and external pressures, respectively.

Mn?* EPR measurements made in MgO at high
pressures yield n = 21.34 [5]. A comparison of the
above values allows us to assume that the exponent in
the case of SrCl, is more in line with the point-charge
model, according to which the b, parameter isinversely
proportional to R0 [15].

There were many attempts to estimate the depen-
dence of the spin Hamiltonian parameters on the dis-
tance to the ligand. Among them are the aforemen-
tioned investigation [5] of the Mn?* ion in MgO and
studies where this relation was looked for with crystals
of isomorphic series. For instance, Low and Rosenberg
[12] estimated the b,(CaF,)/b,(SrCl,) ratio for Gd3*-
doped CaF, and SrCl,, crystals. The point-charge model
yields 11.8 for thisratio. The experimental valueis4.7,
which corresponds to the exponent n = 4.5.

Analysisof Eu?* EPR spectraavailable for anumber
of fluorites, namely, CaF, (b, = 57.9 x 10 cm™), SrF,
(b, =44.9 x 10* cm™), and BaF, (b, = 36.0 x 10 cm™?)
[16], yields n = 3.9, if the distance from the paramag-
netic ion to the ligand is assumed to be that of theimpu-
rity-free lattice.

This approach is apparently not fully justified,
because the ion incorporated into the lattice has a
valence and an ionic radius other than the replaced ion,
which can change the distanceto theligand. It isknown
that introducing Gd®* (with the ionic radius smaller
than that of Sr?*) into the SrCl, lattice reduces the b,
parameter by afactor of 1.3 [12] compared to the case
of Eu?* in SrCl,, whose valence state and ionic radius
coincide with those of Sr?*. Taking into account the
dependence on R obtained by us, this correspondsto a
change in the distance of 0.059 A.

Table 2. Experimental parameters of spin Hamiltonian (1):
spectroscopic splitting factor g, fine structure parametersb, and
bg (10* cm™Y), hyperfine structure parameter A (104 cm™Y),
and pressure P (kbar)

T, K g b4 b6 A

300 |1.991(1)|{14.7(3) + 0.218P] | 0.4(2) | 34.4(3)-0.145P
77 |1.901(2) -16.3 04(2)| 335(@3)
4.2|1.991(1) 168 042)| 33803
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As is evident from the character of variation in the
b, parameter with an increase in the pressure or
decrease in temperature (see figure), each new value of
b, obtained by increasing the pressure can also be
reproduced by lowering the temperature at atmospheric
pressure. For instance, at a pressure of 6.5 kbar and a
temperature T = 106 K, we have b, = 16.1 x 10 cm.
Using the data on compressibility and the variation in
the SrCl, density with decreasing temperature listed in
Table 1, we can readily show that V(6.5 kbar) = 0.981V,,
and V(106 K) = 0.996V,,, where V, isthe crystal volume
at room temperature and atmospheric temperature.
Similarly, the experimental data[11] for Mn?* in MgO
yield V(7.7 kbar) = 0.995V, and V(158 K) = 0.9955V,,.

Hence, it follows that the temperature and pressure
are not equivalent thermodynamic parameters and that
the effect of temperature cannot be reduced to a change
of the volume only. There is an additional contribution
to the parameter originating from lattice vibrations, the
so-called phonon contribution. The figure demonstrates
this inference in a most revealing way. Straight line 1
plots the dependence of b, on the ratio R/R, varied by
the pressure, and curve 2 represents the same depen-
dence but with the R/R, ratio changed by varying the
temperature. Straight line 1' is line 1 shifted along the
ordinate axis by the magnitude of the phonon contribu-
tion. The difference between the ordinates of depen-
dences 1' and 2 is the phonon contribution increasing
with temperature, which is oppositein sign to the static
contribution to the b, parameter. The maximum phonon
contribution at 300 K is +0.92 x 10* cm, which is
~6% of the static value. A similar effect of lattice vibra-
tions was observed in the case of Mn3*in MgO [5, 17].

The pressure dependence of the hfs splitting con-
stant permits oneto obtain information on the contribu-
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tion of the ion separation to the given spectral parame-
ter. For the Eu?* ion in SrCl,, thisrelation has the form

A(P) = 34.4 x 104[R(P)/R(0)]°%’ cmL,

A comparison of this value with the magnitude of
the hfs splitting constants of Mn?* in MgO, A(P) ~
[R(P)/R(0)]°%, and in the covalent ZnS, A(P) ~
[R(P)/R(0)]°Y, suggests that SrCl, is more likely an
ionic than a covalent crystal.

In summary, we have found experimentaly the
dependence of the spin Hamiltonian parameters b, and
A on the distance to the nearest ligand (Eu?*—CIY) in
the undistorted lattice, demonstrated that the tempera-
ture dependence of the spin Hamiltonian parameter b,
contains a substantial contribution of the lattice vibra-
tionsin addition to the contribution of the conventional
thermal expansion, and shown the hfs constant to be
only weakly dependent on pressure, which indicates
theionic character of bonding in SrCl..
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Abstract—A method for visualizing conduction channelsis proposed. This method is based on graphical anal-
ysis of conduction channel fragments which belong to aVoronoi—Dirichlet elementary polyhedron and lie out-
side the rigid sphere centered at a fixed-sublattice ion that is|ocated at the geometric center of the elementary
polyhedron under consideration. Taking into account theweak nonrigidity of spheresand root-mean-square dis-
placements of ionsin the fixed sublattice makes it possible to construct a channel as the surface of the mobile
ion density. The most probable regions of mobile ion motion are quantum-mechanically interpreted as channel
walls, whichisconfirmed by constructing the equipotential surfaces of interionic potential for a-Agl. Itisfound
that the Andersson mathematical dynamics and the dynamics of ion transport in Agl lead to the same pattern of
the motion. The symmetry rules are used for predicting the directions of motion along the allowed vibrational
coordinates of tetrahedral and octahedral a-Cul fragments. © 2001 MAIK “ Nauka/Interperiodica” .

1. INTRODUCTION

The superionic state of solid electrolytesis a partic-
ular crystalline state of amaterial that existsin acertain
temperature range and whose structure is characterized
by afixed sublattice built up of atoms of one sort inside
which a set of mobileions occupy a number of crystal-
lographic positions or even appear as a“lattice liquid.”
The conduction channels are defined as crystal regions
which involve positions of the highest stability of
mobile ions and the most probable motion paths con-
necting these positions.

2. VISUALIZATION OF CONDUCTION
CHANNELS

The method proposed for constructing the conduc-
tion channels is based on the excluded-volume model
and the Voronoi—Dirichlet partition of a fixed sublat-
tice. Within the excluded-volume model, the cation—
anion interaction is approximated by the hard-sphere
potential [1]

00, r>ri+r
Vi(r) = O
[Po, I<ri+r,

wherer; and r; are the effective radii of hard spheres of
the ith and jth atoms, respectively, and the parameter
l'exc = I * I}, to @rough approximation, isthe sum of the
effective ionic radii. The space appears to be parti-
tioned into an alowed volume in which the motion is
free and an excluded volumein which the motionisfor-
bidden.

Aswas shown in[2], theVoronoi partition of afixed
sublattice is characterized by extreme points (minima,

maxima, and saddles) of the potential energy inthe path
of moving a mobile ion. The most stable positions of
mobile ions are located near vertices of a Voronoi—
Dirichlet polyhedron. For a B-Agl electrolyte (with a
wurtzite structure) that possesses a typical ionic con-
ductivity with a hopping diffusion of silver ions, the
most stable positions of mobile ions correspond to the
centers of tetrahedral and octahedral holesin a hexago-
nal closest packing of anions (Fig. 1, drawing 1.1). In
the case of Agl, AgsSl, Ag,S, and Ag,Se silver-contain-
ing electrolytes with a body-centered cubic (bcc) struc-
ture, the Voronoi-Dirichlet polyhedron is a Fedorov
cubooctahedron (Fig. 1, drawing 2.1) whose vertices
determine the equilibrium positions of Ag* ions. For a
number of conductors with a face-centered cubic (fcc)
lattice [an a-Cul electrolyte with the conductivity
through Cu* ions and fluorides MF, (M = Ca, Sr, Ba,
and Pb) with afluorite structure and anionic conductiv-
ity], the Voronoi-Dirichlet polyhedron is a rhom-
bododecahedron (Fig. 1, drawing 3.1). However, the
most stable positions of mobileions correspond only to
the rhombododecahedron vertices at the centers of tet-
rahedral holes. The transition states for bce conductors
do not coincide with the midpoints of edges, but are
located in their vicinity. In the case of fcc conductors,
aswill be shown below, thetransition statesarerealized
in octahedral holes of acubic closest packing.

Thewalls of conduction channels are formed by the
boundary between the allowed and excluded volumes.
TheVoronoi—Dirichlet polyhedron part that lies outside
the rigid sphere (with the radius rg) circumscribed
about its center represents a conduction channel frag-
ment corresponding to this polyhedron (Fig. 1, draw-
ings 1.2-3.2, 1.3-3.3). It is self-evident that the polyhe-
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VISUALIZATION OF CONDUCTION CHANNELS AND THE DYNAMICS

dron of this center is aso intersected by other rigid
spheres circumscribed about adjacent centers but just
asmuch asits “own” sphere projects outside the poly-
hedron and the adjacent spheres penetrateinto it. To put
it differently, this makes it possible to visualize the
entire allowed volume corresponding to the Voronoi—
Dirichlet polyhedron. The form of the conduction chan-
nels provides away of refining ther . and r,. param-
eters obtained by optimizing the EXAFS data with the
use of the excluded-volume model. Here, r¢,. isthedis-
tance between the center of the tetrahedron face (trigo-
nal position) (Fig. 1, drawings 1.1-3.1) and the vertices
of thisface. In actua fact, at rq,. < I, the allowed vol-
ume is connected. The optimization of the EXAFS data
[1] for B-Agl at 20°C gives o = 2.723 A and ryy =
2.676 A, and the allowed volume form isolated regions
[these are the polyhedron corners projecting outside the
sphere (Fig. 1, drawing 1.2)]. Inthiscase, theionic con-
ductivity isusual (at r e, = I'te the conduction channels
should have the form shown in drawing 1.3 in Fig. 1X
For a-Agl at 198°C, I, = 2.682 A and (. = 2.736 A,
and the conduction channels penetrate throughout the
electrolyte bulk [the corners projecting outside the
sphere are joined by the polyhedron edges (Fig. 1,
drawing 2.3)], which results in the superionic conduc-
tivity (at rec = e the Situation shown in drawing 2.2
in Fig. 1 should be realized).

The method proposed provides an explanation for
the ionic conductivity in the low-temperature y phase of
Agl with a sphalerite structure, which is similar to the
conductivity in -Agl. In al three phases, the environ-
ment of silver ions is tetrahedral and the silver—iodine
distances differ by no more than 0.02 A. By using the
samevalueof r,,. for theyand 3 phases (stable at |ower
temperatures), we obtain the isolated regions—the
polyhedron corners projecting outside the sphere
(Fig. 1, drawings 1.2, 3.2). For anionic sublattice of the
same fcc type in the case of the superionic a phase of
Cul, the optimization of the EXAFS data [3] leadsto a
connected network of conduction channels (Fig. 1,
drawing 3.3): re = 2.44 A and 1. = 2.53 A at 470°C.

Making allowance for the weak nonrigidity of
spheres and root-mean-square displacements of ionsin
the rigid sublattice renders the excluded-volume model
more realistic. The density of mobile ions is repre-
sented as the approximation of a step function by the
error function [3].

Drawings 1.4-3.4 in Fig. 1 show the surfaces of the
mobile ion density at such potentials V (1.0, 0.1, and
0.17 eV for B-Agl, a-Agl, and a-Cul, respectively) at
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which the connectivity arisesthroughout the electrolyte
bulk; i.e., these surfaces are the conduction channel
walls.

3. CONDUCTION CHANNEL WALLS
AS REGIONS OF MOTION

In the framework of the excluded-volume model,
ions asagas movein allowed regions centered at tetra-
hedral sites in the anionic bcc sublattice of a-Agl.
Mobile ions undergo a multiple scattering by walls of
anionic rigid spheres until the direction of their motion
coincides with the channel in the tetrahedron face near
the trigonal position, which leads to the penetration of
a cation into the adjacent tetrahedron and so on.
According to [2], silver ions pass through anarrow part
of conduction channels near the trigonal position with
a higher probability when dliding over the channel wall
as compared to the multiple scattering by walls in
motion through the bulk of the allowed region.

Now, we apply the two-dimensional Schrodinger
equation to quantum-mechanical consideration of the
Ag* behavior within the excluded-volume model. The
regions of the Ag* motion in the plane of the cubic unit
cell face are bounded by the excluded volumes of
I~ions occupying vertices and center of a square
(Fig. 1, drawing 2.4). The silver ion resides in the
potential well between the impenetrable inside circular
wall of radius b' and the impenetrable outside wall
formed by the arcs of four circumferenceswith the cen-
ters at the corners of the square. By replacing the com-
posite outside wall by the circumference (concentric
with the inside wall) of radius a, we change over to
analysis of the two-dimensional Schrodinger equation
in which the potential energy V(x, y) isequal to zero at
b'<r<a(x=rcosd, y=rsind) andinfinity outsidethis
interval (a ring infinite potential well). In the polar
coordinates r and ¢, substitution of the wave function
W(r, d) = R(r)®(¢) into the Schrddinger equation leads
to the separation of the variables to give the angular
equation 0°d(d)/0dp% = —Pd(d) [where d(dp) =
Nexp(imd) and m is integer] and the dimensionless
radial equation

whose solutions are the Bessel functions. Here, we
introduced the system of units in which the outside cir-
cumference radius a is the unit length and 7/(2ua?) is

the unit energy (1 isthe mass of asilver ion, p = J/Er =

Fig. 1. Visualization of conduction channelsin solid electrolytes with (1.1-1.4) hexagonal closest, (2.1-2.4) bcc, and (3.1-3.4) fcc
closest packings of fixed ionsin rigid subsystems. The unit length is taken equal to the cubic unit-cell parameter for cubic systems
and the unit-cell parameter a for the hexagonal system (a=b =1, c=2,/2/3). (1.1-3.1) Coordination polyhedra (a hexagonal ana-

logue of a cubooctahedron, a cube, and a cubooctahedron), Voronoi—Dirichlet polyhedra, and their intersection with simplectic tet-
rahedra for the corresponding packings. The centers of tetrahedral and octahedral holes are designated by T and O.
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0.5 0.6 0.7 - 0.8 0.9

Fig. 2. The quantum-mechanical behavior of an Ag* ionin

aring infinite potential well. (a) Graphs of the H(k) func-

tionsatm=0andb=(1) 0.1, (2) 0.5, and (3) 0.9. (b) Graphs
2 .

of the R, (p) functionsat m=0,b=0.5,and (1) ky 1 =6.24

(n=1) and (I1) ko, 16 = 100.53 (n = 16).

kr, and E isthe energy of thesilver ion). The wavefunc-
tion is sought as the general solution in the form of a
linear combination R(p) = AJ(p) + BY.(p) [where
Jn(p) and Y, (p) are the mrintegral-order Bessel cylin-
drica functions of the first and second kinds, respec-
tively], which satisfies the boundary conditions R(p) = 0
ar=b/a=bandr =1. Asaresult, we obtain aset of the
homogeneous linear equations AJ,(bk) + BY,(bk) = 0
and AJ(K) + BY,(K) = 0, which hasanontrivial solution
at the condition H,(K) = Y, (K)Jm(bK) — J(K) Yi(bK) = O,
i.e., at adiscrete spectrum of the k., values (the second
subscript refers to the nth root at the specified m) that
are determined, for example, graphicaly at m = 0
(Fig. 2a). Theratio A/B obtained by solving the system
at agiven k,,, smultaneously with the normalizing con-
dition determines the wave function R, (p) whose
squareat m=0and n=1and 16 isdepicted in Fig. 2b
(curves| and I1).

Instead of the consideration of a more realistic ion
behavior in the well of variable width, we will treat the
ion behavior as a function of the well width within the
used simple model. The state of an ion in a harrow or
wide part of the channel is approximately identical to
that in anarrow or widewell of aconstant width. Ascan
be seen from Fig. 2b, the narrower the well, the larger
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the value of k. If the ion moves from a wide part of
the conduction channel to its narrow part with the acti-
vation energy E,, the ion in the wide potentia well
should be in high-energy states with k., ~ 100 [the
energy in the Schrédinger equation is converted to the
usual system of units E = k3,,#%/(2pa?) and is equated
to the activation energy E, = 0.1 eV [1] at the a value
taken equal to half the unit cell parameter]. However, it
is seen from Fig. 2b that the larger the energy of state,
the higher the probability of finding the ion near the

channel wall (the “diding” of the ion over the channel
wall).

If the channel walls are actually the regions of
mobile ion motion, the discrepancies between the
aforementioned excluded-volume model (used for opti-
mizing the EXAFS data) and the structural model with
shifted equilibrium positions [4, 5] become clear.
According to thelatter model [4], each tetrahedral posi-
tionina-Agl issplitinto two positionsin the directions
[1000] This corresponds to the motion region that
closely encompasses tetrahedral positions and extends
along the direction of the shift in equilibrium positions
(Fig. 1, drawing 2.4).

4. CONDUCTION CHANNELS
AS EQUIPOTENTIAL SURFACES

The construction of conduction channels as equipo-
tential surfaces is corroborated by calculations of the
interionic potentia for a-Agl [6]. Figure 3 shows the
equipotential surfaces (drawings 1.1-1.4 at V = 0.14,
0.2, 0.4, and 1.15 eV, respectively) of the interionic
potential for Agl in thefield of which silver ions move.
The interionic potential is constructed as a superposi-
tion (containing parameters) of the lattice sum of the
iodineion—silver ion pair Lennard-Jones potentials and
the potential that describes the action of a uniform
charge distribution of silver ions on an Ag* ion moving
inside a unit cell. The parameters of the three-dimen-
sional interionic potential are determined by the least-
sguares optimization in such a way as to approach the
one-dimensional effective pair potential of the iodine
ion-silver ion interaction in the EXAFS variant [7],
which is independent of any structural models, includ-
ing the excluded-volume model. The calculations of the
interionic potential are described in detail in [6].

At energies less than the activation energy E,, the
regions of Ag* mation are anisotropic and are localized
[1]. The motion regions at low energies are prolate
ellipsoids centered at vertices of the Fedorov cuboocta-
hedron [6]. At energies close to E,, the elipsoids first
transform into isolated regions (Fig. 3, drawing 1.1)
and, with a further increase in the energy, they merge
together (Fig. 3, drawing 1.2) to form a connected net-
work of conduction channels. The neckings in surface
1.2 coincide with trigonal positions. The centers of tet-
ragonal faces of the cubooctahedron (octahedral posi-
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Fig. 3. (1.1-1.4) Equipotential surfaces of theAg* ion motionin a-Agl and (2.1-2.4) mathematical dynamics. Energy (eV): (1.1) 0.14, (1.2) 0.2, (1.3) 0.4, and (1.4) 1.15. Parameter
Cinrelationship (1): (2.1) 5.5, (2.2) 6, (2.3) 6.5, and (2.4) 7.
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tions) are not occupied at first and then (with an
increase in the energy) become accessible (Fig. 3,
drawing 1.3). At high energies, there are no particular
positions of motion: surface 1.4 in Fig. 3 is composed
of external parts of the bcc system of intersecting
spheres. Since the density of mobile ions is related to
the potential by the Boltzmann expression p(r) =
PoeXp[-V(r)/ksT], drawings 1.1-1.4 in Fig. 3 also char-
acterize the potential surfaces in order of decreasing
density of the distribution of silver ions.

According to Andersson et al. [8], the rearrange-
ment of the interionic potential surface can be
described through the change in the parameter C
defined by the following functional dependence:

F(x, y, 2 = exp{ cos[2m(x - Yy)]}
+ exp{ cos[2m(x + y)]} + exp{ cos[ 2r(y - Z)]}
+ exp{ cos[21(z—X)]} + exp{ cos[21(X + 2)]}
+ exp{cos[2(y+2)]} =C

(D)

(Fig. 3, drawings 2.1-2.4). This rearrangement and the
merging of isolated surface regionsinto asingle surface
depending on C are called mathematical dynamics [8].
Andersson et al. [8] derived simple mathematical func-
tions that describe such important structures as primi-
tive, bce, and fec packings and structures of the dia-
mond, cristobalite, sphalerite, CsCl, CaF,, ReO,, and
sodalite types. At smaller parameters C, the surface
appears as isolated “bubbles’ located at vertices of the
Fedorov cubooctahedron (Fig. 3, drawing 2.1). As the
C parameter increases, isolated regions become larger,
come close together, and their boundaries are merged
with the formation of a periodic surface structure
throughout the bulk (Fig. 3, drawings 2.2, 2.3). At large
parameters C, the surface resembles the bce system of
touching spheres (Fig. 3, drawing 2.4).

We assume that the interionic potentia V(X, y, 2) is
proportional to the function F(x, y, 2); i.e., V(X, Yy, 2) =
V, F(X, Y, 2), and the activation energy E, correspondsto
the parameter C = 6, at which the connected surface is
formed (Fig. 3, drawing 2.2). Then, the V constant in
the v(x, y, 2) function approximating the interionic
potentia isV = E,/C = 0.0167 €V. The found potential
V(X, ¥, 2) can be used in the solution of the quantum-
mechanical problem on the behavior of silver ions at
small energies.

5. SYMMETRY RULES AND REGIONS
OF MOBILE ION MOTION FOR a-CUI

In the fcc phase of Cul, the tetrahedron and octahe-
dron that involve atoms of the fixed lattice and form the
corresponding holes in the structure share a common
face. Even in the early diffraction investigations,
Azaroff [9] reveaed large thermal vibrations along the
(111 direction and assumed that the diffusion occursin
this direction. Thisis quite natural, because an octahe-
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dral position is most crystallographically open and
accessible.

Within the model of shifted equilibrium positions
[5], it is supposed that positions of Cu* ions are shifted
from tetrahedral centers (1/4, 1/4, 1/4) in four direc-
tions [1110toward tetrahedron faces. It was found by
the fitting of diffraction data for the o phase at 445°C
that copper ions are shifted to the (0.3, 0.3, 0.3) posi-
tion.

By interpreting the EXAFS datain the framework of
the excluded-volume model, Boyce et al. [3] obtained
the best agreement (T = 470°C) when the occupancy of
the octahedral position is approximately half as much
asthat of thetetrahedral position. The conductivity path
in the [100Cdirection that directly connects the tetrahe-
dra positions through the midpoint of the common
edge of two tetrahedrais highly improbable due to the
high energy barrier (~0.7 V). The path in the direction
[1110with abarrier of 0.16 eV through the face that, as
follows from the contour map of ion density [3], can
pass not exactly through the octahedral position
(1/2, 1/2, 1/2) is more probable.

The recent structural study performed by Keen and
Hull [10] proved that Cu* ions do not occupy the
(12, 1/2, 1/2) positions at all and cast some doubt on
the (1110direction as a diffusion direction, but did not
give any alternative. The molecular-dynamics calcula-
tions carried out at approximately the same time by
Zheng-Johansson et al. [11-13] showed that the [1000]
direction is the preferential conductivity path, even
though thermal vibrations in the [1110direction are
very large. According to Chahid and McGreevy [14],
the interionic potential chosen so that the diffusion
coefficients are best reproduced can, however, lead to
local structural distortions that are actually absent,
which callsinto question the main conclusion made in
[11-13]. That is partly why the distribution of mobile
Cu* ionsin they, B, and a phases of Cul was thor-
oughly investigated in [14]. The total structure factor
(of Bragg and diffuse scatterings) measured by neutron
diffraction was simulated by the reverse Monte Carlo
method. Thisrecent work confirmed that the conductiv-
ity path in the [100[Wirection immediately between the
tetrahedral positions is preferential (Fig. 4a). The
(1/2, 1/2, 1/2) positions are very insignificantly occu-
pied at the highest temperatures when the diffusion pro-
ceeds through octahedral positions along the [111[]
direction.

Thus, it is seen that experimental and theoretical
investigationsinto the conductivity paths of Cu*ionsin
o-Cul do not give a completely consistent and univer-
sally accepted pattern and do not provide conclusive
answers to the question as to the direction ((1110or
(1000 of the Cu* diffusion. However, it seems to be
clear that the ion diffusion predominantly occursin the
periphery of octahedral holes. Asis seen from Fig. 4b,
thisinference can be extended to superionic conductors
of the fcc type not only with the cationic conductivity
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Fig. 4. (a) Density of distribution of Cu* ions at the 20%
level. The maximum density of distribution in the unit cell

istaken as 100% [14]. (b) Experimental paths of the F~ion
diffusion in PbF,. (c) Symmetry rules for the allowed path

of motion of amobile Cu* ionin a-Cul.

but with the anionic conductivity as well: mobile F
ions in PbF, migrate in the vicinity of the octahedral
position and do not occupy it [15]. Our constructions
(Fig. 1, drawing 3.4) show that the mobileion from the
tetrahedral position moves first in the [1110direction,
then along the periphery of the octahedral hole in the
[100[direction, thereafter toward the empty tetrahedral
position again in the [111[direction, etc.

Now we explain why the (1/2, 1/2, 1/2) position is
not occupied. For this purpose, we invoke the second-
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order Jahn-Teller effect theory [16], which was suc-
cessfully used in asimilar case of a-Agl [2].

Let us consider tetrahedral and octahedral frag-
ments with the common face in the fcc unit cell
(Fig. 4¢). In the motion of ion, the local clusters
[Cul,]® and [Culg]> are treated as Cu* fragments.
From the ligand field theory for tetrahedral and octahe-
dral complexeswith rtligands[17], it is known that the
highest filled (hf) and the lowest empty (le) levels
exhibit the symmetry types 'y = t, and ', = g, for
[Cul,J* and Ty = ggand I =ty for [Culg]*>. The sym-
metry rulesl ® I [T o [16] determine the symmetry
types of the vibrational coordinate I, along which the
distortion of atetrahedron (t, ® a; = T,) and an octahe-
dron (e, ®t;, I T,,) isaspontaneous process. Figure 4c
depicts the possible tetrahedron and octahedron distor-
tionsfor the vibrational coordinates T, and T,,,, respec-
tively. It is seen that the ion copper motion and iodine
ion displacements are correl ated and the common point
symmetry group Cs, isretained upon distortion of local
clusters.

By assuming that the transition state is realized
exactly at the center of the octahedral hole, we immedi-
ately come to the following discrepancy. The degener-
ate vibration T,,, corresponds to several allowed motion
paths from the initial tetrahedral position to empty
positions, which ismost pictorially seenin drawing 3.4
in Fig. 1. However, each transition state can correspond
to only one path: “the saddle can connect only two val-
leys’ [16]. Therefore, the transition state must neces-
sarily conform to the octahedron distortion down to the
C,;, symmetry. This state isrealized in the periphery of
the octahedral hole, and the (1/2, /2, 1/2) position
remains unoccupied. The C;, symmetry is exhibited by
the local configuration of ions at nonextreme points
along the motion path (Fig. 4¢) and, according to the
symmetry rules[16], this coordinate is totally symmet-
rical. As follows from the tables of correlations
between the group representations, the T, representa:
tion in the C;, point group transformsinto totally sym-
metrical. This conclusion completes the consistent pat-
tern of the allowed motion path.
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Abstract—It is demonstrated that in an isotropic infinite solid body with ahigh concentration of point defects,
the deformation produced by atest defect decreases with the distance from it according to alaw similar to that
of the decrease in the potential of apoint charge with Debye screening. © 2001 MAIK “ Nauka/ Interperiodica” .

1. External effects (laser irradiation, irradiation with
particle beams, action of shock waves, etc.) generate
high concentrations of point defects (vacancies and
interstices) in solids. The interaction of defects with a
self-consistent deformation field brings about the for-
mation of ordered defect-deformation (DD) structures,
namely, clusters and periodic structures. The theory of
the stationary DD nanostructures was elaborated in [1],
and the nonlinear multimode dynamics of the forma-
tion of DD nanostructures was considered in [2].

Thiswork deals with anew aspect of the theory of a
self-organizing DD system. It is demonstrated that if
the concentration of point defects is sufficiently high,
the nature of the deformation field which isinduced in
an isotropic solid body by a point defect changes.
Instead of a local deformation, which is typical of a
point defect in anideal isotropic solid body, a deforma:
tion emerges which decreases with distance r from the
defect according to the law exp(—/r )/r (similarly to the
electrostatic potential of a point charge with Debye
screening). The screening length r of the elastic inter-
action of defects is determined, which fals in the
nanometer range.

The considered effect of the screening of the defor-
mation field by point defects can be of interest in the
theory of self-organization of defects, including the
problem of the formation of ordered DD nanostruc-
tures, surface defect-induced melting, etc.

2. We assume that point defects are distributed with
a mean concentration ny, in an infinite isotropic solid
body. Let a defect (dilatation center), which will be
considered atest defect, be located at the origin of coor-
dinatesr = 0. The defects interact with the deformation
field &(r, t) = divu(r, t), where u is the displacement
vector of the medium and the energy of a single defect
isequa to[3]

Hg = —84¢. )

Here, 8, = KQq, K isthe elastic modulus, and Q4 isthe
change in the crystal volume due to the generation of a
single defect.

L et us determine the deformation field induced by a
test defect located at the origin of coordinates under the
assumption that there is afield of mobile point defects
with a concentration ny. Taking into account expres-
sion (1), the equation of thisdeformation can bewritten as

2 0
108 - e Baniry+r(ng-nw)) @
¢, ot pC|

where ¢ is the longitudinal sound velocity, p is the
medium density, A isthethree-dimensional Laplace oper-
ator, and o(r) is the three-dimensiona Dirac function.
We disregarded the sound dispersion in expression (1).

Taking into account expression (1), the equation for
the defect concentration can be written as[1]

and _ Dded . 2
5t = Debng— L div(nggrad(€ +1589)). ()
where D, isthe diffusion coefficient of the defect and |4
is the length of the defect—atom interaction. The first
term on theright-hand side of Eq. (3) representsthe dif-
fusion, and the second term describes the deformation
induced drift of the defects. The second term in the
parentheses accounts for the nonlocality of the interac-
tion of the defect with an atom in the lattice (I, is the
length of defect—atom interaction in the lattice [1]).
Equations (2) and (3) constitute a closed system of
equations which describes a self-consistent DD system.

3. Let us consider the stationary state of a self-con-
sistent DD system. The stationary distribution of the
defect concentration in the field of the self-consistent
deformation can be deduced from Eg. (3), where

onp _
ot O

6
Ny = Neo@XP (& +1A8),
)
6
= Ngo + Noo 78 + 1388
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Here, an approximate equality holds with the proviso
that 64(¢ + I§AE)/kBT < 1. According to expression (4),

whenr —» o and & — 0, the concentration of defects
tends to its spatially homogeneous value, ny — ny.

Let us substitute expression (4) into Eq. (2), where
0%t

we set 5—5 = 0. After rearrangement, we obtain the fol -
t

lowing equation for the deformation produced by the
test defect:

8
pC|2| czi(ndO/ndc)

where the screening length of the elastic interaction is
given by

ng-2g = - JOMENG

2 2

[y = |d%:—‘;‘c>gj/%—:—jjgj )

and the critical concentration of defectsis
Nge = PC ksT/6;. (7)

The solution to Eq. (5) with the constraint
Nao < Nac )

has the form

£(r) = B4 exp(—r/rs). ©)

pciatdi(ng/ng) T

When constraint (8) holds, in conformity with expres-
sion (9), the point defect located at the point r = 0 gen-
erates a deformation field which decreases with dis-
tance similarly to the potential of a point charge
screened by a self-consistent distribution of other
charges (Debye screening). In this case, the analog of
the Debye radius is the screening length of the elastic
interaction which is defined by Eq. (6).

The change over to the case of a defect-free medium
with asingle test defect at the origin of coordinatesr =
0 is elaborated by a passage to the limit in formula (9),
Ny — 0. With due regard for the representation of
o-function

. p(=r/r9n
o(r) = lim [?X—
(r) r. - ol 4T[r§r O

and expression (6), from formula (9), we obtain

lim &(r) = S5,

pcr
Formula (10) coincides with the standard expression
for the deformation field of a point defect in an infinite
isotropic solid body without defects [3].

4. If we take into account the sound dispersion in
Eqg. (2), condition (8), which determines the concentra-

(10)

Ngo —
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tion of defects that corresponds to the screening of the
deformation, is replaced by the condition

12n4e/15 < Ngo < Nge (12)
where |, is the parameter of the sound dispersion (the

length of the atom—atom interaction in the lattice). For
metals, we havely > 1, [4].

As can be seen from expression (11), the screening
of the elastic interaction of point defects is observed
when the concentration of the defects exceeds the first

critical value ny; = 15ng/12, where ny, ~ 10%° cm3
(pg ~ K ~ 102 ergcm3, T~ 300K, 64~ 10 eV).

In [1, 2], it was shown that when condition (11)
holds, the system of defects interacting through the
elagtic field exhibits an instability. This results in the
formation of clusters of defects autolocalized in the
deformation potential wells. The dimension of the DD
cluster which was obtained in [1] with the proviso that
l4> |, coincides with the screening length of the elastic
interaction rg defined by formula (6).

Thus, assuming that ny, > Ny, the solid body is par-
titioned into independent regions with dimensions of
the order of the screening length rg within which the
elastic interaction between the defects causes the for-
mation of DD nanoclusters.

If the second threshold related to the concentration
of the defects is exceeded (ng > Nny.), periodic DD
nanostructures are formed in the medium [1, 2]. In[1],
it was demonstrated that their formation is described by
the Landau—Ginzburg equation and occurs as a second-
order phase transition. In this case, the screening length
(6) fulfills the role of a correlation length in the region
prior to the phase transition (ny, < ny). As can be seen
from expression (6), when the phase transition point is
approached (ny, — ny.), the correlation length tends
toinfinity, r, — o in accordance with its usual behav-
ior in second-order phase transitions [5].
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Abstract—Elastic properties and thermal-phonon scattering are investigated in Al,O5 + 0.3% MgO ceramics
and cermets of different porosities based on them. The cermets, reinforced with a metallic frame of the steel
12X 18H9T, are obtained by dry compaction followed by sintering. It is shown that the elastic moduli of cermets
are determined by their porosity and that the grain boundaries can beinvestigated in detail by anonequilibrium-
phonon propagation method. © 2001 MAIK “ Nauka/Interperiodica” .

INTRODUCTION

New composites based on ceramics and metals (cer-
mets) have been being developed since the 1960s, and
unique materials have been produced which combine
the virtues of both components, such as heat resistance,
temperature stability, wear resistance, service reliabil-
ity, and chemical stability [1]. At the present time, cer-
mets are aready in service in the machine-building
industry (high-temperature elements of gas turbines,
rolling bearings, high-precision temperature-stable
tools), the medical and food industries (parts of pumps
and devices for pumping over corrosive liquids), and
other fields [2]. However, the development of cermets
of new types and the prediction and investigation of
their properties involve difficulties. Among these are
the sophisticated high-temperature synthesis technol-
ogy (often requiring a vacuum and high pressures), not
entirely known mechanismsfor the grain formation and
for the grain-boundary influence on the strength and
other properties of cermets, and the lack of methods
providing reliable information about grain boundaries.

In thiswork, we investigate cermets based on Al,O,
and on the stainless steel 12X18H9T with the aim of
(1) developing a comparatively simple and cheap tech-
nology for the fabrication of the cermets and (2) obtain-
ing samples which have a high strength in combination
with alow density. We synthesized a material whichis
characterized by large elastic moduli and high wear
resistance and thermal stability and, therefore, has an
application potential in machine building and other
fields of engineering.

It is known that the mechanical properties of cer-
mets depend heavily ontheir porosity and the quality of
grain boundaries [3], which are determined by the syn-

thesis technique of the original material, as well as by
the fabrication technology of the samples and their fin-
ishing thermal treatment. To investigate the influence of
these factors, we apply two different dynamic elastic-
wave methods in this work. At room temperature, low-
frequency ultrasound waves are used, while in the lig-
uid-helium temperature range, we apply a nonequilib-
rium acousti c-phonon propagation method. The former
method gives information about the elastic and, hence,
strength properties of the materials. The data obtained
by the latter method allowed usto construct amodel for
grain boundaries in the ceramic Al,O; and cermets
based onit.

1. EXPERIMENTAL TECHNIQUE

We investigated samples of the origina (“basic”)
ceramic Al,Os, which contained a stabilizing addition
MgO (0.3%), and cermets based on this ceramic in
combination with 20% of the commercial-quality stain-
less steel 12X 18HIT (18% Cr, 9% Ni, 1% Ti, 72% Fe).

The basic ceramic samples were prepared by dry
compaction of the mixture under a pressure of 80—
100 MPafollowed by sintering in avacuum at 1940°C.
These samples and their characteristics will be called
basic in what follows, because their preparation tech-
nology with adding small amounts of MgO istypical of
the synthesis of Al,O; ceramics. The samples thus
obtained had avolume porosity lower than 1%, with the
average grain diameter being 10~ cm.

To fabricate a cermet, the initia fine-grained mix-
ture was prepared by milling Al,O; powder in a ball

mill in the presence of balls 1-2 cm in diameter made
from the stainless sted 12X18H9T. The milling was
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Measured parameters of the Al,O5 ceramic and cermets based on it

Sample Composition ?ffégs Porosity, % EI;S“C m;duh, GKPa %rel\r/}%: Proaltsi?)c,)r\];S ([_7_ef:f ; 3021%
Basic | Al,O5+ 0.3% MgO 1920 <10 144.0 | 358.0 | 234.5 {900-1000| 0.24 1.2 x 102
1 Al5,O5 + 20% stainless steel 1920 9.1 71.41170.3|238.7 560 0.35 1.2
2 Al,03 +0.5% Cr,03 + 1% TiO, 1640 19.0 585(153.1(151.1 425 0.33 0.82
+0.5% MnO, + 20% stainless stedl
3 Al,O5 + 20% stainless steel 1690 36.8 35.1| 83.0| 489 140 0.21 0.74

terminated when the steel content in the Al,O; powder
became equal to 20%. Then, the mixture obtained was
doped with a plasticizer and subjected to dry compac-
tion under a pressure of 80-100 MPa and then sintered
inavacuum at 1640-1920°C. Finally, the sampleswere
cooled in the furnace at an average rate of 100°C/h and
no further treatment was made. The cermets thus pre-
pared (samples 1-3 in table) ranged in volume porosity
from 9 to 37%, but had the same steel content (the com-
position of the basic ceramic in sample 2 differed insig-
nificantly from that in the other samples). The cermet
sampleswere then cut into smaller parts of the required
dimensions, which were further ground and polished,
depending on the measuring method.

To investigate the elastic properties of the cermets,
we measured their density by the hydrostatic method
and the velocities of longitudinal and transverse ultra-
sound waves of afrequency of 1.7 MHz. With the data
obtained, we calculated Young's modulus E, the shear
modulus G, the bulk modulus K, and Poisson’s ratio
from the well-known formulas of the elasticity theory
for an isotropic medium [4]. We used the pul sed phase-
interferometry method, which made it possible to
determinethevelocity of ultrasound within an accuracy
of 1-2%, the elastic moduli within 5%, and Poisson’s
ratio within 10-20%.

The strength of samples was measured with an
IP6011-500-1 hydraulic press. The ultimate compres-
sion strength was evaluated from the formula o =
4P/td?, where P isthe breaking load and d isthe diam-
eter of the sample; for each type of composite, the com-
pression test was performed at a loading rate of 0.04—
0.05 kg/sfor ten samples and the results were averaged.

Examination of the surface structure (cleaved facet)
of the Al,O3 ceramic samples was made with a JSM-
840 scanning electron microscope (the Jeol company)
and a P4-SPM-MTD scanning probe microscope
(atomic-force microscopy regime) operating in the con-
tact mode.

The kinetics of phonons at liquid-helium tempera-
tures was investigated by the “heat pulse” method [5].
For this purpose, agold film was sputtered on one face
of a plate of the material under study; this film was
heated by a short current pulse ((110~ s) and served as
an injector of nonequilibrium phonons into the sample.

PHYSICS OF THE SOLID STATE \Vol. 43

A meander-shaped bolometer with the dimensions
0.3 x 0.25 mm? was deposited on the opposite plate
face. A weak bias magnetic field (~2 x 10° Oe) was
applied to the bolometer in order to measure the tem-
perature dependence of the scattered intensity of non-
equilibrium phonons in the sample over the tempera-
ture range 1.7-3.8 K. The power dissipated in the
heater was so low that the injected phonons could be
characterized by atemperature equal to that of the ther-
mostat (bath), and their frequency distribution was
close to the Planck distribution.

2. EXPERIMENTAL RESULTS AND DISCUSSION

Micrographs of the surfaces of the Al,O; ceramic
and cermet samples obtained by scanning electron
microscopy are presented in Fig. 1. It is seen that, for
the most part, grainsin the basic ceramic haveisomeric
hexagonal faces (Fig. 1a) and the grain faces meet at an
angle closeto 120° at interface junctions (see also [6]);
the average grain diameter is about 10-2 cm. In the cer-
met samples (Fig. 1b), metal grains having a near-
spherical shape are clearly visible against the back-
ground of faceted grains of the polycrystalline Al,Os.
Examination of afairly large area of cleaved facets of
cermet samples revealed that the metal grains are dis-
tributed uniformly and do not form clusters or filament-
like structures. This is supported by resistance mea-
surements, according to which the cermets remained
insulators and had no “junctions” A more detailed
structure of the metal grains as obtained by atomic-
force microscopy is presented in Fig. 1c; this alows
one to estimate their minimum size with a reasonable
accuracy. The dimensions of metal grains are strongly
scattered and lie in a range of R, = 2001000 nm
(Figs. 1b and 1c).

The practically important room-temperature
strength characteristics of the Al,O; composites, their
initial compositions, and the sintering temperatures are
listed in the table. Note that the mechanical character-
istics (elastic moduli and strength) of the cermets differ
from their respective values for the basic ceramic and
vary rather smoothly with increasing overal volume
porosity. The measured elastic moduli correlate well
with the data presented in [7], and their dynamics is
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controlled only by the porosity of the material; that is,
low-frequency measurements and strength data carry
no information about the properties of grain boundaries
in the Al,O5 and metal—-a-Al,O; interfaces.

The last column of the table lists the values of the
effective phonon diffusion coefficient Dy at a liquid-
helium temperature. These values of Dy are first
invoked to characterize the ceramic materials; they
allow oneto infer the character of phonon scattering at
grain boundaries in ceramics and to predict the
mechanical characteristics of the material at room tem-
perature.

L et us discuss the data on the propagation of weakly
noneguilibrium phononsin the basic Al,O5 ceramic and
cermet samples. The curvesin Fig. 2 describe the prop-
agation of aheat pulsein the basic Al,O; sample at dif-
ferent temperatures. These bell-shaped bolometer sig-
nal curves are typical of diffusive pulse propagation
and have awell-defined maximum. For phonons travel-
ing the thickness L of the ceramic sample, the signal
maximum will be observed at a time t,,,, which char-
acterizesthe properties of grain boundariesand isgiven
by the expression [8]

L, _Ls
"X "Dy VRIF,

Here, v isthevelocity of soundinaceramic grain, Ris
the average dimension of grains, Sis the area of the
grain surface, Z is the total contacting area per grain,
and f, is the probability that a phonon passes through
the contact area.

The temperature dependence of t,,, is determined
by the temperature dependence of f,, which, in the
model used [8], isafunction of the wavelength (energy)
of the phonon (i.e., of the temperature of the samplein
our experiments) and determined by the mechanism of
phonon scattering at the grain boundaries, which
depends on the ceramic sintering process, the composi-
tion of theinitial powder, and the other specific features
of the ceramic fabrication. For the basic Al,O; samples,
the temperature dependence of t,,,, is closely approxi-
mated by the expression t,,, = A + BT* (seeinset in
Fig. 2), wherethefirst term is determined by the acous-
tic matching of the contacting ceramic grains for non-
equilibrium phonons and the second is due to phonon
scattering at the interface of the grains. In the range of
the plateau, one can estimate the coefficient f, by put-
ting 9% 01, v, 07 x 10° cm/s, and the grain diameter
to be (1103 cm for the dense basic ceramic with the
result that f,, is equal to 0.5-0.8, which is evidence that
the grains matched fairly well in this materia. In the
most likely case of phonon scattering at grain bound-
aries, the temperature dependence t.,, ~ T* will take
place if the condition gl, < 1ismet [9], where g isthe
phonon wave vector and |, is the grain boundary thick-
ness. In our experiments, q = (1-2) x 10° cm?; there-

t
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Fig. 1. Electron micrographs of cleaved facets of
(a) ceramic Al,03-0.3 wt % MgO (basic sample in table)
and (b, c) cermet Al,O3 + 20 wt % stainless steel (sample 1
in table) differing in image scale.

fore, |, is estimated to be |, 10.5-1.0 nm, which sup-
portsthe conclusion that grain boundaries are perfectin
the dense a-Al,O; ceramic.

In cermet samples, we have a completely different
situation (Fig. 3). The time t,, is fully two orders of
magnitude longer; that is, the effective phonon diffu-
sion coefficient is smaller (see table). However, the
most important result is that the temperature depen-
dence of t,, is radicaly atered; namely, we have
Ot/0T < 0in cermet samples. The slower phonon dif-
fusion and negative ot /0T in cermets cannot be due
to metal grains, whose acoustic characteristics are dif-
ferent from those of a-Al,O;. Estimations of the possi-
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Fig. 2. Time dependence of the signal amplitude S of nonequilibrium phonons in the basic ceramic Al,O5 for L = 0.5 mm and dif-
ferent temperatures T (K): (1) 3.83, (2)43.44, (3) 2.18, (4) 2.57, and (5) 2.28. The inset shows the temperature dependence of tp,4y,

with the solid line being to = A+ BT".
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Fig. 3. Time dependence of the signal amplitude S of nonequilibrium phononsin a cermet sample with a porosity of 19% and L =
0.3 mm for different temperatures T (K): (1) 3.8, (2) 3.48, (3) 3.27, (4) 3.01, (5) 2.79, and (6) 2.61.
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ble contribution from electron—phonon interaction to
phonon scattering in the framework of classical papers
[10] show that phonon scattering in the grains of a
diameter less than 104 cm is insignificant and the
direct contribution to the damping from the phonon—
phonon interaction is also very small; therefore, it is
most likely that phonon diffusion becomes slower
because of phonon scattering by the meta—a-Al,O4
interfaces. According to [9], this can betrueif there are
many fine voids in these interfaces (for instance,
because the metal-insulator wetting is poor [11, 12]
and their contacts do not become close in the process of
sintering). In this case, we have open interfaces with a
noticeably lower density and elasticity. At I, = 1 nm,
such interfaces are significantly less transparent for
phonons and can be the reason for the temperature
dependence with dt,,,,, /0T < 0. Estimations give reason-
able values |, = 5.0-10.0 nm for this case. For the cer-
met samples under study, the variation in D correlates
with the dynamics of the overall porosity P, which
suggests that the porosity in the interfaces is propor-
tional to P.

In closing, we note that the data obtained by the
method of nonequilibrium phonon propagation (heat
pulse method), proposed in this paper for investigating
ceramic samples, allow one to construct a model of
grain boundaries in the ceramic Al,O; and cermets
based on it. Analysis of the influence of grain bound-
aries on the mechanica properties of cermets at room
temperature will be the objective of further investiga-
tion.
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Abstract—Methods for computer simulation of strength testing of crystals are proposed. The methods
employed are similar to usual static methods, and they are used to investigate deformation and fracture of per-
fect fce crystals having different orientations with respect to the tensile force. A strain-induced phase transition
from the fcc to the hep structure is detected, and the formation and displacement of crystal twins are observed.
Plastoel astic deformation and fracture of crystals are investigated. © 2001 MAIK “ Nauka/Interperiodica” .

INTRODUCTION

In[1, 2], we considered models of equilibrium crys-
tals of a spherical shape and of a diameter of ten inter-
atomic distances; the interaction of atomsin the model
crystals was described by the Lennard—-Jones potential.
Such crystals have different structure, which can be the
reason for their different behavior under aload. In this
paper, we evaluate the strength of these crystals. For
this purpose, a method for determining the strength of
model crystals is developed, which is similar to the
methods usually used under static conditions. By this
method, we estimate the strength of perfect single crys-
tals with fcc and hep lattices, which form spontane-
ously in computer experiments. The bcc lattice, which
was investigated in [3], does not form in the case of the
L ennard—Jones interaction potential [1].

1. FORMULATION OF THE PROBLEM

Model crystals are represented in a computer by the
coordinates of their atomsin tabulated form. We desig-
nate them asx;, y;, and z, with i running from 1 through
n, where n isthe number of atomsin the crystal. Cylin-
drical “samples’ for tensile tests are “prepared” from
crystals of spherical shape. They have the same cross
section over the length of the cylinder; that is, the coor-
dinates of atoms satisfy the condition

(Vi=Yo)*+ (z-2)" <R, (1)
where R is the radius of the cylinder and y, and z, are
the coordinates of its axis. In computer experiments,
the radius R is equal to a quarter of the diameter of the
original spherical crystal. The cylindrical samples pre-
pared are “cooled” using the same technique as in the
case of the crystal for which relaxation of the surface
layer was made [1].

The surface layers of the end faces of the cylinder
are used as the “grips’ for applying the external 1oad.

Therefore, al atoms are separated into three groups:
internal atoms and atoms of the left-hand and right-
hand grips.

In order to calculate the strength of the samples, one
has to find the time dependence of a solution to the set
of n differential equations (n is the number of atoms):

mo°u,/at” = > ),

(29)
i=1

ma’v,/ot’ = z fu(rip), (2b)
i=1

mo’w,/at” = REW] (20)

j=1

where mis the atomic mass; u;, v;, and w; are the dis-
placements of the ith atom along the coordinate axes X,
y, and z, respectively; and f(r;;) is the modified Len-
nard—Jones interaction force between the ith and jth
atoms|[1]. Equations (2a)—(2c) arevalid for theinternal
atoms.

In addition to the set (2), one should consider equa-
tions for the surface atoms in the grips to which exter-
nal forces are applied. The forces are directed aong the
x axis and vary in time, e.g., according to alinear law.
For the atoms of the left-hand grip, the tensile force is
directed to the left and the following equations must be
satisfied:

n
mo’u,/at” = z f.(ry) —F(t)/ny, (33)
i=1
where F(t) isthe time-dependent tensile forceand n, is
the number of atomsin theleft-hand grip. For the atoms
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Fig. 1. Stress—strain curves in the initial range for the crystal identical to that in [1] as calculated in different computer-simulated

tensile tests.

of the right-hand grip, the equations are similar and
have the form

mo’u;/ot° = Y f(ry) + F(O)/n;. (3b)

i=1

In order to simplify the problem, we assume that the
atoms of each grip are displaced as a unit. From
Egs. (2b), (2c), (3a), and (3b), we calculate the atomic
displacements averaged over the grips to be the same
for al atoms of each grip. The partition of the atoms of
the sampleinto three groups, namely, theinternal atoms
subject to Egs. (2) and the atoms of the left-hand and
right-hand grips for which Egs. (3) are satisfied, is
made only once, at the beginning of the computer
experiment. The surface atoms to which the externa
stresses are applied are chosen according to the calcu-
lated coordination number of atoms in the grips; an
atom is considered to belong to the surface if its coor-
dination number is less than ten.

Equations (2) and (3) are solved by the second-order
finite difference method [4], which gives the stress—
strain curve of the sample and a series of “snapshots’
illustrating the process of stretching. The stressis mea-
sured in units of theYoung's modulus, and the strain is
averaged over the length of the cylinder.

2. CALCULATIONS

Equations (2) and (3) allow one to model the frac-
ture of asample at a constant loading rate, aswell as at

PHYSICS OF THE SOLID STATE Vol. 43 No. 4
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a constant load under creep conditions. The simulation
program also made it possible to model the fracture at
a constant strain rate. We used these three methods to
investigate the fracture of a sample prepared from the
crystal dealt with in [1]. The results are presented in
Fig. 1.

FromFig. 1, itisseen that the different methods give
the same result in the elastic-strain range. A fundamen-
tal difference is observed only when a critical strainis
reached, which is equal to about 8% for the sample at
hand. At this strain, the strength of the model single
crystal is5.5% of theYoung's modulus, whichis some-
what lower than the crystal strength predicted from the
Orowan theory [5]. At a constant loading rate, after the
critical strainisreached, the ssmpleincreasesrapidly in
length and ultimately tears, while at a constant strain
rate, the stress drops because of structural changes and
lattice vibrations occur.

It is seen from Fig. 1 that, without prior heating,
creep tests can be conducted only at stresses close to
their maximum value. For this reason, we chose the
minimum stress at which the sample was torn after a
reasonably long time.

First of al, we calculated the strength of samples
prepared from perfect fcc crystals in an equilibrium
state. Figure 2a shows the results of tensile testsfor two
differently oriented fcc crystals. The stresses were
applied along the[100] or [110] axis of the crystal. Cal-
culations show that, for the crystal tilted through 45°
with respect to the direction of the applied force, the
modulus of longitudinal elasticity is 3.4 times larger,
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Fig. 2. (a) Stress—strain curve and (b) average kinetic energy of atoms of fcc crystals as calculated for adiabatic stretching at a con-

stant strain rate de/dt.

while its strength is 20% lower and the elastic limit
strain is smaller by more than half.

Figure 2b shows variationsin the cal culated average
kinetic energy of atoms with increasing strain of fcc
crystals. To find this energy, we calculated the kinetic
energy of all atomsof thecrystal. Itisseenfrom Fig. 2b
that the average thermal energy of atoms increases vir-
tually instantaneously (within atime of the order of the
period of lattice vibrations) at the instants the strength
falls off steeply; the increase is 0.015D for a strain of
6.7%, while at a strain of 11.5%, it is 0.027D and
0.045D for the stresses applied along the [110] and
[100] axes, respectively, where D is the dissociation
energy of apair of atoms.

The data presented in Fig. 2 correspond to computer
simulation of adiabatic stretching (AS), where the

PHYSICS OF THE SOLID STATE \Vol. 43

atomic energy of the crystal is kept fixed. This is the
reason why lattice vibrations occur when the crystal
structureis rearranged suddenly and the strength of the
crystal sharply decreases. In order to eliminate this
effect, we consider quasi-isothermal stretching (QIS),
where oscillations of atoms are significantly sup-
pressed, as is the case with artificial damping intro-
duced into the system [6].

A comparison of the stress-strain curves in the
cases of SA (Fig. 3a) and QIS (Fig. 3b) in the whole
range from the starting point to theinstant the sampleis
torn shows that they are essentialy different. In the
former case, stretching is accompanied by stronger and
more frequently occurring distortions of the sample
structure and, furthermore, the fracture occurs at a
larger strain.
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Fig. 3. Stress—strain curves for (a) adiabatic and (b) quasi-isothermal stretching of an fcc crystal along the [110] axis at a constant

strain rate de/dt.

Figure 4 shows a sequence of snapshots of the
arrangement of atoms in the initial stage of quasi-iso-
thermal stretching along the [110] axis at a constant
strain rate for the case where a plastic transformation
occurs from one elastic state to another.! The shots cor-
respond to the axial section of the sample at theinstants
the resistance to sampl e stretching reachesitsfirst local
minimum (Fig. 3b). According to Fig. 4, at a strain of
6.7% (shots 1 and 2), over a period of time comparable
to the period of lattice vibrations, sample narrowing
ends with phase transformation of some fcc unit cells
into hcp ones and with strain redistribution; there
appear two atomic hcp sheets tilted at an angle of 45°
to the direction of the externa force.

In shot 3, corresponding to € = 11.9%, the hcp dou-
ble sheet of atoms is split into two single sheets and
there appear two boundaries of a twin, each of which
possesses mirror symmetry of fcc unit cells. One-half
the unit cells undergo the reverse hcp — fcc phase
transformation, whilein the adjacent sheet, the forward
fcc — hep transformation occurs, with the result that
one of the boundaries of the twin is displaced parallel

1 Time is measured in units of the period T of lattice vibrations, t =
T/T, where T isthe running time.

PHYSICS OF THE SOLID STATE Vol. 43 No. 4

to itself by one interatomic distance, thereby produc-
ing local elastic strain. On further stretching of the
sample, a twin is nucleated with another orientation
that is favorable to the formation of a kink band
(Fig. 4, shots 4 and 5).

The occurrence of the sudden phase transformation
can easily be seen in Fig. 5, where the temporal varia-
tions in the angles that the two straight lines passing
through the third and fifth central pairs of atomsin the
excited zone, respectively, make with the external
stress axis (during adiabatic stretching) are shown with
ahigh temporal resolution, starting from the moment of
time t; = 80. The atoms of these pairs are indicated by
filled circles in panel 1 of Fig. 4. In the elastic-strain
range, there was no reorientation of the lattice relative
to the external -stress axis. According to Fig. 5, the vari-
ations in the orientation of the atomic pairs indicated
above are described by the same curve to a high accu-
racy, especialy over the initial portion of the strain
range.

It isevident from Figs. 4 and 5 that the phase trans-
formation of the lattice proceeds at a high rate and
atoms in the excited zone are displaced synchronously;
the duration of this transformation is comparableto the

2001
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Fig. 4. Sequence of snapshots for the case of quasi-isother-
mal stretching of an fcc crystal along the [110] axisat acon-
stant strain rate de/dt: (e) atoms in the grips, (X) hcp unit-
cell atoms, and (A) fcc unit-cell and surface atoms.

period of fundamental |attice vibrations. The variations
inthe angle presented in Fig. 5 were cal culated with the
aim of revealing the formation of a dislocation. Instead
of this, however, we observed the structural phase
transformation of the fcc to an hep lattice and, in addi-
tion, the formation and displacement of a twin. Note
that the fcc and hep lattices with the same number of
atoms per unit cell differ only in symmetry; the hcp lat-
tice possesses mirror symmetry, while the fcc lattice
has inversion symmetry.
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Fig. 5. Temporal variations in the orientation of pairs of
atoms with respect to the externally applied force in the
vicinity of a kink band as calculated with a high temporal
resolution for adiabatic stretching: (1) central atoms of the
third sheet and (2) atoms of the fifth sheet.
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Fig. 6. Tempora variations in the numbers of (1, 3) fcc and
(2, 4) hep unit-cell atoms of fcc crystals being stretched at a
constant strain rate de/dt along (1, 2) the [100] and
(3, 4) [110] axes.

One can also see from Fig. 5 that there are high-fre-
guency oscillations with a period of approximately 5,
which are likely to be due to the flexural vibrations of
the sample that accompany the formation of kink
bands. These oscillations correlate with oscillations of
the kinetic energy of atoms, which are observed in
Fig. 2b and have a period that is twice as short.

Further information on the transformation of fcc to
hcp unit cells which occurs during stretching of fcc
crystals at a constant strain rate de/dt is presented in
Fig. 6. This figure a so provides support for the occur-
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Fig. 8. (1, 2) Stress—strain curvesand (3, 4) variationsinthe
average kinetic energy of atoms of (1, 3) fcc and (2, 4) hep
crystalsfor the case of adiabatic stretching at aconstant rate
do/dt; AN isthe relative change in the distance between the
grips (percentage of the initial sample length).
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rence of the sudden strain-induced fcc — hcp phase
transformation. It is notable that fcc unit cells aretrans-
formed not only into hcp cells, but a'so most likely into
surface atoms, as indicated by the different amounts of
discontinuous change in the numbers of fcc and hcp
unit cells occurring upon this transformation.

Figures 7a and 7b illustrate the fracture of an fcc
crystal during adiabatic and quasi-isothermal stretch-
ing, respectively. It is seen that, when stretched at a
constant strain rate de/dt, the sampleisdivided into two
parts at a strain of € = 82.3% in the former case and at
astrain of 66.2% in the latter. Therefore, the plasticity
is higher in the former case, as judged from the higher
limit deformation and the external appearance of the
fractured sample. The forming twins are seen more
clearly in Fig. 7b, which corresponds to the case of
stretching with almost complete suppression of the
kinetic energy of atoms. This figure shows the same
section of the sampleasthat in Fig. 4. The onset of frac-
ture is detected automatically in the computer experi-
ments.

Figure 8 shows the data on the fracture of fcc and
hep crystalsin tensile tests performed at a constant rate
do/dt, with the increase in the applied force AF being
egual to 0.01 at each time step of the integration proce-
dure, which corresponds to approximately the same
duration of elastic loading as that in the case of a con-
stant rate de/dt. It is seen that the strength of the hcp
crystals is significantly lower in absolute value (by
about 25%) than that of the fcc crystals and that their
homogeneous deformation ceases sooner. Perhaps this
is due to the different initial orientation of the fcc and
hcp crystals and their different deformability. Figure 8
a so shows the variation in the average thermal energy
of atoms in units of the dissociation energy D; the
former energy is calculated with allowance for the
kinetic energy of the fragments flying apart as the sam-
pleisdisintegrated.

The peak in the energy variation curve in Fig. 8 is
associated with the sample fracture, which occurs at a
nearly doubled sample length. Figures 7c and 7d show
the sections of the sample just before its fracture in AS
and QIS tests, respectively, at a constant loading rate
do/dt. In this case, as is seen from the figures, two
necks are formed near the grips and the limit deforma-
tion ishigher than that in the case of stretching at a con-
stant strain rate de/dt; furthermore, the fcc —— hcp
phase transformation does not occur in gquasi-isother-
mal stretching. In both cases, the fcc and hep crystals
behave as elastoplastic solids.

3. CONCLUSION

Thus, using the methods developed, we conducted
computer experiments to determine the strength of per-
fect fcc and hep crystals. The strength of a sample was
found to depend heavily on its orientation with respect
to the externally applied force. It was shown that,
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Abstract—The dependences of magnetic, el ectric, and magnetotransport properties on oxygen non stoichiom-
etry were investigated in compounds of Ca,(FeM0)O, and Sr,(FeEM0)O, (5.90 < x < 6.05). The regular trends
in behavior of the magnetization, resistance, and magnetoresistance of samples of these series are determined.
It is established that the magnetoresi stance is composed of two partsthat appear asaresult of magnetic ordering
in grain-boundary layers and of the intergrain transport of spin-polarized charge carriers. The electronic trans-
port in the samples is assumed to be governed by percolation processes between grains which have a metallic
type of conductivity and are separated by insulating spacers. © 2001 MAIK “ Nauka/Interperiodica” .

INTRODUCTION

The effect of “giant magnetoresistance” discovered
in perovskites Sr,(FEM0)O; and Ba,(FeM0)O, has
attracted considerable attention due to its possible
applications [1-4]. Materials revealing a large magne-
toresistance effect are necessarily involved in the oper-
ation of devices of information storage and processing
and magnetic field sensors. It should be noted that the
origin of the giant magnetoresistance effect in these
compounds is poorly understood [5-8]. The magne-
toresistance effect is assumed to be due to grain bound-
aries in these compounds and to strong spin polariza-
tion of charge carriers. Thisassumption is supported by
the results obtained on thin epitaxia films [9]. The
magnetoresistance effect was found to be positive in
epitaxial films, whereas polycrystals exhibit the nega-
tive effect; that is, the electrical resistance of the sam-
plesreducesin amagnetic field. For manganites, alarge
magnetoresistance effect is observed, asarule, in com-
paratively strong fields (higher than 1 T) [10, 11]. The
grain-boundary magnetoresistance effect monotoni-
cally increases in manganites with reducing tempera-
ture, whereas in grains, this effect is the most pro-
nounced near the phase transition temperatures.

At present, there are no data avail able on the magne-
toresistance  properties of Ca(FeEM0)Os and
Sr,(FEM0)O, compounds in relation to oxygen con-
tent. Itiswell known that deviation from the stoichiom-
etry strongly affects both magnetic and electric proper-
ties of LaMnO;-type manganites.

The am of the present work is to establish the
dependences between the magnetic, electrical, and
magnetic-transport properties and oxygen nonstoichi-

ometry in compounds A, (FeM0)O, (A =Ca, Sr; 5.90 <
X £ 6.05).

1. EXPERIMENTAL METHOD

Samples of A,(FeM0)O, (A= Ca, Sr) were prepared
from oxides and carbonates of corresponding elements
by the standard ceramic technique in the atmosphere of
a noble gas. Compounds of CaCO;, SrCO; MoOs,
Fe,O;, and MoO, taken in stoichiometric proportions
were ground in an agate mortar. Then, the powders
were pressed into pellets under a pressure of 6 kBar;
these pellets were synthesized in an argon flow at a
temperature of 1200°C for three hours. After synthesis,
the sampleswere cooled at arate of 100°C/h. X-ray dif-
fraction analysis data, which were obtained using CoK,
radiation, confirmed the single-phase perovskite struc-
ture of the samples. The oxygen content in the com-
pound prepared by this method was determined from
the mass deficiency after reduction to calcium and
strontium oxides, aswell asto metallic iron and molyb-
denum, in a hydrogen flow.

The reduction of the samples was done in evacuated
guartz ampules at a temperature of 900°C in the pres-
ence of ground metallic tantalum, which served as a
getter of oxygen. For oxidation of the samples, ground
LaMnO; ; was placed into the ampule. The oxygen con-
tent was determined from the mass deficiency of the
sample after reduction or from the mass excess of the
sample after oxidation. To determine the unit cell
parameters and to control the single-phase conditions
of the samples, x-ray analysis was performed after each
treatment.
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The magnetic susceptibility was measured by the
bridge technique, the resistance was measured by the
standard four-probe method, and the magnetization
was determined using a vibrating-sample magneto-
meter.

2. RESULTS AND DISCUSSION

The chemical formula of the samples synthesized
was determined to be Sr,(FEM0)Ogq and
Cay(FeM0)Os5 4. According to x-ray analysis, the
Sr,(FEM0)Og o, sample had a cubic unit cell, with its
parameter being equal to 7.873 A, which corresponds
to aunit-cell volume of 61.984 A3. The Cay(FeM0)Ox oo
compound was of O-orthorhombic symmetry with the
parametersa = 5.384 A, b=5.522 A, and c = 7.709 A
and areduced unit cell volume of 57.225 A3, X-ray dif-
fraction analysis of all compounds reveal ed weak super
structure peaks due to ordering of the iron and molyb-
denum ions in a NaCl-type structure. With increasing
oxidation, the unit cell volume of al compounds
decreased. The oxidized sample of Sr,(FEM0)O; o5 had
avolume of 61.973 A3. The reduced volume of the oxi-
dized Ca,(FEM0)Ogqs sample was 57.211 A3, With
reduction, the unit cell volume of the compounds
increased. The Sr,(FeEM0)Os5 4, compound had a unit
cell volume of 62.247 A3, For the Ca,(FeM 0)Os o, com-
position, the reduced volume was 57.258 A3,

Earlier, Nakagawa measured the magnetization of
Sr,(FEM0)Og and Cay(FeM0)Og samples [12]. The
magnetic moment value varied from 3.2 to 3.6 Bohr
magnetons per formula unit (ug/f.u.) in these com-
pounds.

Our measurements of magnetization performed at
8 K (Fig. 1a) showed that the Ca,(FEM0)Os o Sample
had a magnetic moment of 3.17 g/f.u. and the mag-
netic moment of Sr,(FeM0)Og o, Was 2.9 pg/f.u. From
the temperature dependences of the dynamic suscepti-
bility (Fig. 2), the Curie temperatures T were deter-
mined for each composition. As can be seen from
Fig. 2, the Curie temperatures of the as-synthesized
Cay(FeM0)O5 49 and Sr,(FeEM0)Ogq, compounds are
equal to 375 and 418 K, respectively. With reduction of
the Ca,(FeM0)O5 49 and Sr,(FEM0)Og 4, Samples, the
magnetic moments (Fig. 1b) and the Curie tempera
tures (Fig. 2) were decreased. For the Ca,(FeM0)Os g4
composition, the magnetic moment was 3.07 g/f.u. at
8 K and T decreased to 367 K. The magnetization of
the Sr,(FeEM0)Os oo compound was 2.63 pg/f.u., and the
Curie temperature was 399 K.

The resistivity (p) of the Cay(FeM0)Osq9 Sample
was of the order of 10 Q cm at the temperature of lig-
uid nitrogen (Fig. 3b). For the Sr,(FEM0)Og o, cOmpo-
sition,p~1Q cmat 77 K (Fig. 4b). With reduction, the
resistivity p of the samples of both series decreased.
The p temperature dependences of the as-synthesized
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electrical resistivity on temperature for Cay(FeMo0)Oy
(5.94 < x< 6.03).

samples and those of the oxidized and reduced samples
of each seriesare presented in Figs. 3b and 4b. One can
see that the resistivity p of the reduced samples
increased insignificantly with increasing temperaturein
the overal temperature interval measured, which is
typical for metals. The compositions of the calcium
seriesdisplayed akink on the p(T) dependence near the
Curie temperature.

With oxidation, the samples of al series exhibited
an increase in the p. For the Sr,(FEM0)Og o5 COMPOSi-
tion with an oxygen content slightly changed from 6.02
t0 6.05, the resistance increased by four orders of mag-
nitude at the temperature of liquid nitrogen. The p tem-
perature dependence of this sample also changed. The
resistance of the Sr,(FeM0)Ogqs compound revealed
the Arrhenius (activated) behavior in the overall tem-
perature interval measured. For the oxidized sample of
Ca,(FeM0)Og 3, a decrease in the p was observed with
increasing temperaturein theinterval from 77 to 325 K.
When further heated, the sample exhibited an increase
in resistivity.

The magnetoresistance was calculated as MR =
{[Pp(H = 0) — p(H = 5 kOe)]/p(H = 0)} x 100%. The
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Fig. 4. Dependences of (a) the magnetoresistance and (b)
electrical registivity on temperature for Sry(FeMo)Oy

(5.90 < x < 6.05).

temperature dependences of the magnetoresistance for
the series of Ca(FeM0)O, (5.94 < x < 6.03) and
Sr,(FeEM0)O, (5.90 < x < 6.05) are shown in Figs. 3a
and 4a, respectively. The maximum value of the mag-
netoresistance effect was exhibited by the samples of
the strontium seriesin afield of 5 kOe. The MR values
ranged from 13 to 18% for all samples at the tempera-
ture of liquid nitrogen and decreased to ~1% with
increasing temperature (Fig. 4).

At 77 K, the magnetoresistance of the Ca,(FeEM0)O,
series (5.94 < x < 6.03) holds in the limits from 7 to
10%. As the temperature increases, the magnetoresis-
tance effect decreasesto ~0.5%. Then, at the Curie tem-
perature, the magnetoresistance exhibits a peak not
exceeding avalue of 1.5%. The similar behavior of the
magnetoresistance of a Ba,(FeM0)Og composition
near the Curie temperature was observed in [4]. At T,
the MR of the samples of the Ca,(FeEM0)O, (5.94 < x <
6.03) series is weakly dependent on the oxygen non-
stoichiometry of the composition.

Analyzing the temperature dependence of the mag-
netoresistance, one can see an interesting peculiarity in
its behavior. Asthe oxygen content is reduced, the low-
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temperature magnetoresistance effect decreases more
rapidly with increasing temperature; that is, the smaller
the oxygen index, the steeper the magnetoresistance
curve dope for the compositions of each series. This
tendency isthe most pronounced for the samples of the
strontium series.

According to the results of investigations of
Ba, (FEM0)Og, Sr,(FeM0)O;, and Ca,(FeM0)O; by the
NMR method, theironionsarein the trivalent state and
the molybdenum ions are in the pentavalent state [13].

We suggest that, during the reduction process in
the compounds, two contrary factors affect the unit
cell volume, namely removal of the oxygen atoms and
transition of theironionsfrom thetrivalent stateto the
divalent state. To conserve the electrical neutrality in
the sample, as one oxygen atom is remaoved, two iron
ions should pass to the divalent state. The former pro-
cess results in a decrease in the unit cell parameter,
whereas the latter process causes the parameter to
increase, because the ionic radius of the Fe** is signif-
icantly greater than theionic radius of the Fe**. Ascan
be seen from the experimental data, the unit cell vol-
ume increases in the reduction process. This suggests
that the unit cell parameter is more strongly affected
by the decrease in the average oxidizing state of the
ironions.

It can be supposed that the oxidation processin the
A,(FEM0)Og (A = Ca, Sr) compounds is similar to the
oxidation of LaMnOs-type perovskites. In this case,
with oxidation of the samples, the valence state of the
molybdenum ions changes (Mo>* — Mof) and cation
vacancies appear. Both processes result in adecreasein
the unit-cell volume. As was mentioned above, the unit
cell parameter of our samples decreased with oxi-
dation.

The spontaneous magnetic moment of the stoichio-
metric compounds of A,(FeMo)Og (A = Ca, S) is
determined by the antiparallel ordering of the magnetic
moments of the iron Fe** (3d°) and molybdenum Mo®*
(4d?) ions. In this case, for the stoichiometric com-
pound, the spontaneous magnetic moment should be
expected to be of 4 pg/f.u. at 0 K. It seems likely that
strong hybridization of the orbitals of the Fe and Mo
ions with the 2p orbitals of the oxygen ions decreases
the effective magnetic moment of these ions. In our
case, the maximum value of magnetization was exhib-
ited by the Ca,(FeM0)Os oo composition; as mentioned
above, its magnetic moment was 3.17 pg/f.u. at 8K.

Reduction of the Ca(FeM0)Os;4 and
Sr,(FEM0)Og o, samples results in a decrease in the
spontaneous magnetic moment per formula unit in
these compounds because of the change in the elec-
tronic configuration of a part of theiron ions from Fe**
(3d°) to Fe?* (3d®). The Fe** (3d®) ions have a smaller
magnetic moment than the Fe** (3d°) ions. The hexava-
lent molybdenum ions are diamagnetic. Therefore, asa
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result of the oxidation of A,(FeEM0)O, (A = Ca, Sr), an
increase in the spontaneous magnetic moment should
be expected. The decrease in the Curie temperature in
the reduction process of the samples seemsto be dueto
the exchange interaction Fe?*~O-Mo°* being slightly
weaker than the exchange interaction Fe>*-O-Mo°*.

Asaresult of the reduction of the samples, the elec-
trical conductivity increased (Figs. 3b, 4b) in spite of
the appearance of oxygen vacancies, which are struc-
tural defects and should restrict the mobility of charge
carriers. It is possible that this tendency is associated
with partial disordering of the Fe** and Mo°* ions. In
the strongly reduced samples, we observed a signifi-
cant decrease in the intensity of the super structure
peaks associated with the ordering of the iron and
molybdenumions. It iswell known that the perovskites
containing only Fe* ions are good insulators. When
the oxygen content is greater than the stoichiometric
value, a drastic increase in the resistance is observed.
The resitivity temperature dependence (Figs. 3b, 4b)
could be interpreted assuming that the conductivity of
the strongly oxidized samples is due to percolation
processes. It seems likely that the samples are com-
posed of the bulk metallic phase and insulating inter-
layers. The insulating interlayers are weakened at
some places, which results in percolation conductivity
over the metallic phase. When the samples are oxi-
dized, itislikely that the content of the grain-boundary
layers radically changes first. This suggestion is indi-
rectly supported by the strongly oxidized samples
becoming brittle.

The magnetoresi stance effect and magnetic proper-
ties correl ate with each other. The weaker the exchange
interaction in A,(FeM0)O, (A = Sr, Ca), the faster the
magnetoresistance decreases with increasing tempera-
ture. The maximum of the magnetoresistance effect in
thevicinity of the Curie temperature seemsto be dueto
the same processes as in the metallic TI,Mn,O; with a
pyrochlore structure [14]. In TI,Mn,0O; at the T tem-
perature, the conductivity character also does not
change, but the magnetoresistance effect is several
times greater [14]. Possibly, it isin part due to the fact
that the compounds of A,(FeEM0)Og (A= Sr, Ca) arefer-
rimagnetics, whereas TI,Mn,O; is characterized by
parallel ordering of the magnetic moments of all man-
ganese ions. It is well known that the ferrimagnetic
spinels of the MnFe,O, type also exhibit a magnetore-
sistance peak near the Curie temperature, athough its
valueis quite small.
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Abstract—A theoretical explanation is given for the frequency independence of the nonreciprocal birefrin-
gence of light, which was recently observed in the semiconductors Cd, _,Mn,Te, Zn, _,Mn,Te, and GaAs in
the frequency range below the frequency corresponding to the interband absorption edge. It is shown that the
symmetry of the effect becomes higher at such frequencies if the light-induced excitation energy 7w, (k) only
slightly depends on the photon momentum k. In this case, the nonreciprocal birefringence is completely deter-
mined by the second-rank magnetoelectric tensor. It is shown that the nonreciprocal birefringence of light can
be observed in magnetic mediawith atensor order parameter. © 2001 MAIK “ Nauka/Interperiodica” .

In recently published works [1, 2], a number of
unusual properties of light birefringence An(w) induced
by an external magnetic field in cubic semiconductors
Cd,_,Mn,Te, Zn,_,Mn,Te, and GaAs were found
experimentally. One of them is frequency-independent
birefringence which is observed when the light quan-
tum energy Aw is less than the band gap E, (except a
small frequency range, ~0.2 eV near E,). At first glance,
thereisnothing surprising in such afrequency indepen-
dence of the birefringence, because the usual birefrin-
gence (in optically anisotropic crystals) also virtually
does not depend on frequency in the transmission
range. However, these two phenomena are essentially
different, since magnetically induced birefringenceisa
linear spatial-dispersion effect; i.e., it isassociated with
the contribution to the optical permittivity tensor of the
crystal, which depends on the wave vector of light k

through the equation Ag;, (@, k, n) = v (w, n)k, where

yfﬁf isaT-odd tensor symmetric inindicesi and k; and

the symbol n denotes a T-odd quantity characterizing
the medium (or the external magnetic field) and, gener-
ally, being a tensor with respect to spatial transforma-

tions. The odd parity of the tensor Y with respect to

the time reversal follows from the Onsager symmetry
principle Ag; (w, k, n) = Ag(w, —k, —n). Similar to
optical activity, which is described by a T-even tensor

yi(fj') antisymmetric in i and k, nonreciprocal birefrin-
gence can be observed only in noncentrosymmetric
crystals. The distinction between the usual and the non-
reciprocal birefringence at the phenomenological level
reflects the essential differences in the microscopic

nature of these two phenomena.

In addition to the frequency independence of An(w)
for 7iw < Eg, another feature of nonreciprocal birefrin-
gence was revealed in [1, 2]. At these frequencies, the

tensor y,(lff was found to have a higher symmetry in

comparison with the symmetry admitted by the point
group of the crystal. In other words, relations between

some components of the tensor yi arise for iw < E,,
which lead to higher symmetry of the tensor and do not

depend on the crystal under investigation.

In this paper, we give an explanation for the features
of the nonreciprocal birefringence listed above. For this
purpose, we consider the frequency dependence of the
optical permittivity tensor of a crystal in the frequency
range below the electron transition frequencies. The
wave-vector-dependent contribution Ag;, (w, k) to the
real part of the permittivity tensor at zero temperature
has the form [3]

4m
Ag (w k) =
k( ) ﬁQ)zV
i k k i (1)
» |:J0,n—k(k)‘]n—k,0(_k)+‘]O,nk(_k)\]nk,0(k)i|
Z W,_—W Wy + W '

n

where J(k) is the Fourier component of the current
operator; r, and v, are the coordinate and velocity
operators of ath particle, respectively; and #w,, is the
transition energy from the ground state |0[{o the exited
state |nk [

For small wave vectors k, the matrix element

Ju. o (k) can be expanded in a power seriesin k. In the
approximation linear in k, we have

Jno(K) = 10,(Dpo + Qnok)) + i€ Mok,  (2)

where w, = W, and |n= |nk = O] This expansion is
general; however, explicit calculation of the expansion
parameters D.,, Q\,, and M3, depends on the
accepted model of electron states of the crystal.
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Substituting Eg. (2) into Eqg. (1) and retaining the

terms linear in k, we obtain the tensors y& and vy,

which determine the natural optical activity and the
nonreciprocal birefringence, respectively. Since we are
interested in Ag; (w, k) at frequencies which arelow in
comparison with the electron transition frequencies w,,
we expand expression (1) in a power series in the
parameter w/w, and retain the first two terms of the
expansion. It is a matter of direct calculation to prove
that the first term of the expansion (containing the
zeroth power of the parameter wcw,) is antisymmetric
inindicesi and k. Since we consider the termslinear in
k, thisterm could giveriseto optical activity. However,
this term is exactly equal to zero by virtue of the sum
rules, which are well known in the theory of optical
activity [4]. A nonzero contribution to the optical activ-
ity arises only when the terms quadratic in the parame-
ter w/w, in expansion (1) are taken into account. The
corresponding expressions are well known, and we do
not present them here. We note only that the rotation of
the polarization plane is proportional to w7 in the fre-
guency range under investigation.

Let us now proceed to consideration of the nonre-
ciprocal birefringence, which is described by the
terms linear in the parameter w/w, in expansion (1).
Indeed, these terms are symmetric in indices i and k
and, as a conseguence of the Onsager relation, they
have T-odd parity. Thus, we obtain the following

expression for y{) :

Vl(;) = €5l t €gslis+ Oy, (3)
where
o.. = an DiO,anLO-" Din,OM?),n (4)
S Th\Y) W, '
n
Oy = an D:)nDEO + DﬁoDiOnawnk (5)
A, w, oK |, o

n

As one can see from these formulas, the matrix ele-
ments of the electrical quadrupole moment operator

Q!, are not involved in expressions (3)—«5), which

determine yfﬁ? a low frequencies. The last term in
Eq. (3),i.e, thetensor 04, isresponsiblefor the depen-
dence of the excitation (electron—hole pair) energy
upon Kk in atrandation-invariant medium. Thistermis
not equa to zero only if w, # w,_x. The genera

expression for the tensor y,ﬂf') , Which is correct for any

frequency of light, was obtained in [5]. However, the
consideration in [5] was applied to the antiferromag-
netic—magnetoel ectric Cr,0O;, the symmetry properties
of which dictate the equality w,, = wy,_. For this rea-

son, the expression for the tensor yfif obtained in [5]
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does not include the contribution which contains the
derivative dw,/0k. In semiconductors with the sphaler-
ite structure, the dependence of w, on k in a magnetic
field wasinvestigated for the exciton spectrum rangein

[6,7].

In optical experiments on the propagation of light, k
and w are connected by the relation ck(w)/w = n(w),
where n(w) is the refraction index; in the frequency
range w < w, we have n(w) = const. Sincethe nonrecip-

rocal birefringence An [ y,(lff , it follows from

Egs. (3)«5) that An(w) = congt in the frequency range
under investigation. Exactly the same behavior of An(w)
wasreveaed experimentally [1, 2] in the semiconductors
Cd,_MnTe, Zn, _ Mn,Te, and GaAsfor 7w < E.

L et us now consider the symmetric properties of the

tensor v given by Eq. (3). The first two termsin the

right-hand side of Eq. (3) are defined by the second-
rank tensor a;. In the case of ahomogeneous field, the
contribution of these terms to the electromagnetic
response of the medium is responsible for the magneto-
electric effect [8]. Therefore, the tensor a;s determined
by Eg. (4) can be interpreted as a part of the complete
magnetoel ectric tensor, which is due to electron transi-

tions, and the corresponding contributionto vy will be

designated as the magnetoelectric. The last term in
Eq. (3), i.e., thetensor g, cannot be reduced to a sec-
ond-rank tensor in the general case; in other words, it
contains a nonreducible third rank tensor, which we
will refer to, following [5], as quadrupole. It isimpor-
tant that the quadrupol e and the magnetoel ectric contri-
butions to the nonreciprocal birefringence can be sepa-
rated experimentally [1, 2]. This separation is based on
the various angular dependences of the nonreciprocal
birefringence caused by the magnetoelectric and the

quadrupole contributionsto yfﬁf upon orientation of the

crystal. The analysis of this dependence for cubic semi-
conductors Cd, _ ,MnTe and Zn,_ MnTe (X = 0.4)
performed in[1, 2] has shown that the quadrupole con-
tribution to An(w) is much less than the magnetoel ec-
tric one in the transmission range for 2w < Ey, where
An(w) = const. A similar behavior was revealed in the
dielectrics Cr,05 [9] and Co4B,045l [10]. The first of
them is a magnetoelectric antiferromagnet; therefore,
its nonreciprocal birefringence is a spontaneous effect.
The birefringence in the paramagnetic Co;B,0,5l was
induced by an external magnetic field.

It is easy to explain the absence of an appreciable
guadrupole contribution in the dielectrics Cr,O; and
Co4B,0,3l by taking into account that this contribution
is proportional to dw,/0k, as can be seen from Eq. (5);
i.e., it depends on the dispersion of el ectron excitations.
However, in the wide-band-gap dielectrics to which
these crystals belong, the dispersion issmall (in Cr,0;,
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by symmetry, dw,/0k = 0 at k = 0); consequently, the
quadrupole contribution to v issmall.

It is more difficult to understand the reason why the
quadrupole contribution is relatively small in the mag-
netic semiconductors Cd, _,Mn,Te and Zn,_,Mn,Te,
where the dispersion of electron excitationsis substan-
tial. Taking into account that the experiments were car-
ried out on samples with a significant concentration of
Mn?* ions (x = 0.4), one can assume that the essential
contribution to the effect is due to the d—d transitionsin
the Mn?* ion. Usually, the contribution of these transi-
tionsto the optical constants of solidsissmall, sincethe
matrix elements of the electric dipole moment operator
Dy, are nonzero in this case only owing to therelatively
weak noncentrosymmetric part of the crystal field.
However, this small contribution has an influence only
for optical effects existing in the electric dipole approx-
imation (in particular, without account of magnetic
dipoletransitions) and isinsignificant in this case, since

the product Di), n M? o of the matrix elementsis aways

different from zero only because the crystal is noncen-
trosymmetric. Therefore, the contribution of d—d tran-
sitionsin the Mn?* to ion magnetoel ectric tensor (4) can
be comparable with the contribution of interband tran-
sitions to this tensor. At the same time, d—d transitions
are well localized and, consequently, do not make any
substantial contribution to the quadrupole tensor o;,.
The validity of this assumption can be tested by deter-
mining the relative value of the quadrupole contribu-
tion to the nonreciprocal birefringence in semiconduc-
tors which do not contain Mn?* ions. Measurement of
the frequency-independent nonreciprocal birefringence
in CdTe, ZnTe, and GaAswas performed in [11]; how-
ever, reliable separation of the magnetoelectric and
guadrupole contributions to An turned out to be impos-
sible because of the smallness of An, which is due,
among other factors, to the absence of exchange
enhancement of interband transitions by Mn?* ions.
Nevertheless, the above consideration alows one to
conclude that there is a substantial influence of the dis-
persion of electron excitations on the nonreciprocal
birefringence despite the remaining uncertainty in the
interpretation of these experiments. Such an influence
isthe characteristic feature of optical spatial-dispersion
effects, and this influence manifests itself especialy
clearly in agiven special case by defining not only the
magnitude of the effect but also its symmetry.

In closing, we will point out the possible observa-
tion of nonreciprocal birefringence in a medium with
a magnetic structure which is characterized by aten-
sor order parameter, namely, the three-point correlator
of the microscopic magnetic moment density
0y (r,)me(r,)m(r3)C) provided that this correlator is

odd with respect to spatial inversion; the average [in(r)]

can be equal to zero. Indeed the tensor g, in Eg. (3) has
the same symmetry properties and can be different
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from zero in this case. Such amagnetic structureis dif-
ficult to reveal with the help of traditional resonant and
x-ray diffraction methods. If the three-point correlator
of the magnetic moment density is even with respect to
spatial inversion, then the Faraday rotation which is
quadratic in the wave vector of light k should be
observed in the medium with such amagnetic structure
[12]. Expanding Eq. (1) in apower seriesink and w/w,
it is easy to show the rotation of the polarization plane
of light @ O «? at low frequencies; i.e., it behaves like
the usual Faraday rotation. At the same time, for the
Faraday rotation which is quadratic in k, we have
@(w) = const at high frequencies[12].
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Abstract—Microscopic models of real ferromagnetic gadolinium are proposed, and their critical propertiesare
studied by the Monte Carlo method. The critical exponents a (heat capacity), y (susceptibility), and 3 (magne-
tization) are calculated. The a, 3, and y exponents are determined by the approximation of the data on the basis
of traditional power functions and in the framework of the finite-size scaling theory. It is revealed that the crit-
ical behavior of gadolinium is affected by the dipole—dipole interactions. It is shown that the Monte Carlo
method is a powerful tool for investigations into the critical properties of complex models in which two types
of weak relativistic interactions are jointly taken into account against the background of each of these interac-

tions. © 2001 MAIK “ Nauka/Interperiodica” .

1. INTRODUCTION

The ideas underlying the scaling and universality
hypotheses and the renormalization-group theory
appeared most fruitful in constructing a unified theory
of phase transitions and critical phenomena[1, 2]. The
most exact and reliable numerical values of critical
exponents were obtained on the basis of the renormal-
ization-group theory and the e-expansion [3, 4]. Up to
now, the renormalization-group theory remains one of
the most efficient tools for quantitative investigations
into the critical phenomena. However, this theory also
involves serious problems in the study of complex
models which require inclusion of numerous factors
that areinherent in real systemsbut areignored in first-
approximation model s (classical Ising, Heisenberg, and
other models). Among these are anisotropy, impurities,
multispin exchange, dipole-dipole interaction, lattice
vibrations, and a number of other factors [2]. At the
same time, the current state of the art in the investiga-
tion of phase transitions and critical phenomena is
characterized by the study of more complex and redlis-
tic models [5, 6]. Moreover, the approach underlying
the renormalization-group theory is not strictly micro-
scopic [7].

For these reasons and others, phase transitions and

critical phenomena have been extensively studied by
Monte Carlo methods [5, 6, 8-10].

Quantitative analysis of the immediate critical
region with the use of Monte Carlo methods became
possible only in recent years. Nonetheless, the results
obtained by these methodsto date have been on apar in
terms of accuracy with the most reliable data of other
techniques and, sometimes, even surpass them [5-10].
The computational power of modern computers and the
application of special algorithmsin some cases make it
possible to calculate critical parameters directly from

the results of Monte Carlo calculations without invok-
ing various tricks and technical procedures[5, 11].

Laboratory experiments thus far performed in the
immediate vicinity of the critical point are too compli-
cated, do not ensure the required accuracy for the the-
ory, and do not provide answers to a number of impor-
tant questions. Furthermore, the investigation into the
critical behavior of some magnetic materials presents
considerable difficulties. One of these materials is a
rare-earth metal, viz., gadolinium. Despite alarge num-
ber of experimental studies carried out with the aim of
elucidating the character and specific features of the
critical behavior of gadolinium, many important prob-
lems still remain to be solved.

In this work, we proposed microscopic models of
real ferromagnetic gadolinium and studied their critical
properties by the Monte Carlo method. The distinctive
feature of the present study isthat the models proposed
account for weak relativistic interactions of different
types against the background of each of these interac-
tions, and their influence on the critical behavior has
been the subject of investigation. This statement of the
problem is of interest from the standpoint of the poten-
tials of both the technique for analyzing critical phe-
nomena and the Monte Carlo method in revealing the
effect of weak factors on these phenomena.

2. CRITICAL PROPERTIES OF GADOLINIUM

Gadolinium is a rare-earth metal with a close-
packed hexagonal structure. In the temperature range
232K <T<T,[0293 K, gadolinium undergoesasimple
ferromagnetic ordering. Magnetic and neutron diffrac-
tion investigations demonstrate that the one-ion and
two-ion mechanisms are responsible for the anisotropy
in gadolinium, whereas the anisotropy in the paramag-
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netic phase is governed by the uniaxial anisotropy of a
short-range magnetic order [12—14]. On the one hand,
gadolinium is a uniaxial weakly anisotropic ferromag-
net, and, hence, its critical behavior at temperatures
sufficiently close to T, can have an Ising character. On
the other hand, a spherically symmetric distribution of
the electron density and the absence of an orbital
momentum lead to the isotropic exchange interaction,
which suggests a Heisenberg character of the critical
behavior.

The statistical critical behavior of gadolinium has
been experimentally studied in alarge number of works
[14-24]. Investigations into thermal expansion [14,
15], heat capacity [16-18], and magnetic properties
[19-23], aswell as M ssbauer studies[24], which were
performed with different single-crystal and polycrys-
talline samples, made it possible to determine a set of
static critical exponentsa, [3, y, and . The numeral val-
ues of these exponents are summarized in the tables
given in [23-25]. A comparison of the experimental
data with theoretical predictions within the Ising and
Heisenberg three-dimensional models shows their dis-
crepancy. As follows from the critical exponents a of
the heat capacity and thermal expansion, gadoliniumis
either Heisenberg-type or isotropic dipole magnet. As
regards the exponent (3, which characterizes the tem-
perature dependence of the spontaneous magnetization
M, this dependence in al the studies also corresponds
to either Heisenberg or isotropic dipole magnet. At the
same time, the critical exponent y of the susceptibility
is closer to the characteristic values of the Ising model.
Moreover, the exponent & is consistent neither with
microscopic theories nor with the molecular-field the-
ory. This brings up the question of how the critica
behavior of gadolinium can be explained when certain
critical exponents correspond to one model and the
other exponents follow another model.

According to analysis of the experimental data, the
main reasons for these discrepancies are as follows.

(1) The reasons associated with the technique for
determining particular critical exponents [23]. In the
majority of works, the B, y, and & critical exponents
were determined by the fitting of M—H-T experimental
data to the scaling equation of state for the magnetiza-
tion, which implies the fulfillment of the scaling law
v=PB(d — 1). In this definition, the critical exponents
should obey the scaling laws which include the same
exponents 3, y, and &. However, their individual values
can be inconsistent with the true asymptotic critica
behavior.

(2) In rea crystals, there occur additional interac-
tions perturbing the initia critical behavior. For exam-
ple, isotropic dipole interactions in Heisenberg mag-
nets lead to the dependence of the y exponent on the
reduced temperature [23].

(3) As follows from recent experiments performed
with different gadolinium samples, defects produce a
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considerable effect, which can change the character of
the critical behavior [18].

(4) The critical properties of gadolinium, specifi-
cally the width and height of the heat capacity peak,
depend on the conditions and the procedure of sample
preparation [18].

(5) Theoretical estimates have been obtained for
static model s with fixed val ues of the geometric param-
eters of the lattice, angles, atomic positions, etc. At the
sametime, in the case when real samples are studied in
laboratory experiments, these parameters can vary,
which can lead to a change in the interaction parame-
ters. In some cases, this can result in a disagreement
between theoretical and experimental data.

Note that careful experimental investigations into
the static critical properties of gadolinium were carried
out by Aliev et al. [23], who determined the values of
the 3, y, and & exponents. The specific features in the
behavior of the heat capacity were studied by Bednarz
et al. [18]. The results of the latter work indicate that
the critical behavior of the heat capacity is very sensi-
tive to the procedure for preparing a sample, its purity,
and chemical composition.

However, it should be noted that not al the above
factors can be eliminated or taken into account in the
course of |aboratory experiments. For this purpose, it is
necessary to carry out an experiment in which all the
parameters involved are specified and rigidly con-
trolled. These conditions can be provided only by a
numerical experiment (the Monte Carlo method).

3. MICROSCOPIC MODELS OF GADOLINIUM

The following features of gadolinium should be
taken into consideration when constructing the models
of thismaterid: (i) the electron density is distributed in
a sphericaly symmetric way, and the orbital momen-
tum is absent; (ii) the energy of the magnetic crystallo-
graphic anisotropy for gadolinium is substantially less
than that for other rare-earth elements; and (iii) the iso-
tropic dipole-dipole interactions in gadolinium can
play asignificant role in the critical region.

With due regard for these features, the Hamiltonian
of a system can be represented in the form

H = 35 J0m)-DaY () =D (MR,
ij i i

1
=1, 1)

where the first term accounts for the exchange interac-
tion of each Gd** ion with all the nearest neighbors (J >
0), the second term describes the uniaxial anisotropy
(D,), and the third term represents the i sotropic dipole—
dipole interaction (D). According to the data obtained
in terms of the molecular-field theory [12, 23, 26, 27],
the parameters of the anisotropy D, and the isotropic
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dipole forces Dy are as follows: D, = 1.41 x 10 and
Dy = 1.35 x 103,

The calculations were performed by the Monte
Carlo method for cubic samplesof sizeL xL x L (L =
8, 10, 12, 14, 16, 18, and 20) with periodic boundary
conditions. The systemswere simulated with allowance
made for all magnetic and crystallographic features of
real gadolinium. In order to bring the system to the
equilibrium state, Markovian chain segments of a
length up to 2.5 x 10* MCS/spin were cut off. Averag-
ing was carried out over a Markovian chain of alength
up to 1.2 x 10° MCS/spin.

In order to revea the effect of dipole forces on the
character of the critical behavior, we considered two
gadolinium models. The model G1 takes into account
the exchange interaction with the nearest neighbors and
the uniaxial anisotropy. The model G2 additionally
alows for the isotropic dipole-dipole interactions. It
should be noted that, asfar as we know, the influence of
different-type weak interactions against the back-
ground of each of these interactions on the critical
behavior has never been investigated by the Monte
Carlo method, and, hence, the potentials and the “ sen-
sitivity” of the Monte Carlo method in this case remain
unknown.
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Fig. 1. Temperature dependence of the heat capacity for the
G1 model.
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4. STATIC CRITICAL PROPERTIES
OF GADOLINIUM MODELS

The temperature dependences of the heat capacity
and the susceptibility were examined using the fluctua-
tion relationships

C = (NK?) (W0~ ), 2

X = (NK)(On'D- oni3), 3)

whereK = |J|/kgT, U istheinternal energy, and misthe
magnetization. The temperature dependences of the
heat capacity C and the susceptibility x for the G1
model are shown in Figs. 1 and 2. Note that al the
dependences exhibit clear maxima, which, within the
limits of experimental error, correspond to the same
temperature. Figure 3 depicts the temperature depen-
dence of the magnetization m for the G1 model. The
magnetization m monotonically decreases with an
increase in temperature, and the high-temperature
“tails’ decrease with an increase in the number of spins
N. The critical temperature was determined by the
Binder cumulant method [5]. According to the finite-
size scaling theory (see [5] and references therein), the
cumulants U, = 1 — IM4Z302(3 for systems with dif-
ferent sizes L intersect at the critical point T.. The tem-
perature thus determined k;TJ/|J| = 3.22(2) was taken

4.0 T T T T T T
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35F & o N=1000 A
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A N=2744
30l $ e N=409 |
L B N=5832
[ ]
25+ % .
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Fig. 2. Temperature dependence of the susceptibility for the
G1 model.
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Fig. 3. Temperature dependence of the magnetization for
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Fig. 4. Temperature dependence of the Binder cumulant U
for the G1 model.

as the critical temperature. The temperature depen-
dence of the Binder cumulant U, for the G1 model at
different Nisdisplayed in Fig. 4.

Similar calculations were performed for the G2
model. Qualitatively, all the features characteristic of
the G1 model (see Figs. 1-4) are also observed for the
G2 model. The difference between the temperature
dependences of C and X for the models G1 and G2 lies
in the fact that the height of the maxima for the G2
model is dightly less than that for the G1 model. The
critical temperatures T, for both models coincide within
the limits of error.

The critical behavior of the heat capacity was
approximated by the following relationships [18]:

C= S (+al)+RI+E (&
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C= 20 -1 +aj+RH+E
wheret = T — T,|/T,; a isthe critica exponent of the
heat capacity; and A, a., R, and E are the fitting param-
eters. The value of x was taken equal to 0.55 [3]. The
data were processed using the nonlinear least-squares
technique. For both gadolinium models, the critical
parameters obtained from relationships (4) and (5) are
equal to each other within the limits of error; however,
expression (5) leads to a smaller error in their calcula-
tions.

Table 1 presents the critical exponents a, which
were obtained by the approximation of the heat capac-
ity in different temperature ranges with the use of rela-
tionship (5). As can be seen from Table 1, all thecritical
exponents in the temperature range 3 x 102 <t < 5 x
10! are negative (which is characteristic of the Heisen-
berg model) and fall in the range from —0.14 to —0.18.
It isworth noting that, asthe value of t,,,,, decreases, the
exponent o increases, approaches zero, and then
becomes positive. Thisindicatesthe crossover from the
Heisenberg to the Ising critical behavior.

The theoretical value of the crossover temperature
t., can be calculated by the formulat,, = (D/|J])¥f[23],
wheref=1.25for thecrossover fromn=3ton=1(nis
the number of order parameter components). In our
case, t, = 8.31 x 10 As follows from the data pre-
sented in Table 1, the crossover range for the systems
under consideration is sufficiently wide. Similar fea-
tures are observed in the behavior of the heat capacity
for the G2 model. The exponents a determined in a
similar manner for the models G1 and G2 coincide
within the limits of error.

For comparison, the theoretical values of the a, 3,
and y exponents for three-dimensional systems are as
follows: a =0.108, 3 = 0.326, and y = 1.24 for theIsing
model (n=1)[3,4]; a =-0.126, 3 =0.368, andy=1.39
for the Heisenberg model (n=3) [3, 4]; and o =—-0.135,
B =0.381, and y = 1.37 for the model with isotropic
dipole—dipole interactions (see [23, 25] and references
therein).

The effect of dipole forces, to some extent, mani-
festsitself in the critical exponentsy of the susceptibil-
ity. The critical exponents y and y' were calculated
using a simple power relationship

X =Tl (6)

The exponents y and y' obtained for the models G1
and G2 are listed in Table 2. The susceptibility is a
strongly fluctuating quantity, and the character of the
critical behavior cannot be uniquely determined by tra-
ditional procedures of processing the Monte Carlo data.
However, the data presented in Table 2 rather conclu-
sively indicate atendency for the exponents of the sus-
ceptibility to change when going from the G1 model to
the G2 model. Note that there is a clear tendency for a
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Table 1. Effective critical exponents a of the heat capacity for gadolinium (model G1, t, = 3.0 x 107°)
N tmax
5x10% | 4x10! | 3x10% | 2x10% | 1x10%! | 09x107! | 08x10t | 0.7x 107

512 —-0.18(2) -0.16 -0.13 -0.08 -0.02 0.02 0.06 0.08
1000 -0.18 -0.15 -0.12 -0.09 —-0.03 0.01 0.05 0.07
1728 -0.16 -0.14 -0.10 —0.06 —-0.01 0.02 0.06 0.08
2744 -0.17 -0.15 -0.09 -0.07 -0.02 0.00 0.04 0.07
4096 -0.15 -0.13 -0.10 -0.04 —-0.02 0.01 0.04 0.07
5832 -0.14 -0.12 —-0.09 -0.04 -0.01 0.03 0.05 0.08

decrease in the magnitudes of the y exponent in the G2
model as compared to those in the G1 model. At the
sametime, these featuresfor they' exponent are consid-
erably less pronounced.

The critica behavior of the magnetization was
approximated by the expression

m = BJtP(1+ a,t"), ©

where B and a,,, arethe critical amplitude and the ampli-
tude of the correction for scaling, respectively. The data
of the Monte Carlo experiments were processed with
correction for scaling (a,, # 0) and without regard for
this correction (a,,, = 0). The critical exponents 3 calcu-
lated for the models G1 and G2 are presented in
Table 3.

The calculations were performed in the same tem-
perature range as for the susceptibility. For the G1
model, the 3 exponents obtained from the data pro-
cessed without correction for the scaling (a,, = 0) and
those with this correction (a,, % 0) liein therange 0.31—
0.34. It isdifficult to reveal the influence of the correc-
tion for the scaling from these data, because they coin-
cide, to within the error, at a,, # 0 and a,, = 0. Making
allowance for the dipole interactions in the G2 model
leads to asmall increase in the B exponents.

Note that the character of the critical behavior of the
models under consideration cannot be uniquely deter-
mined using the critical exponentsy and 3. In our opin-
ion, thisis explained by the fact that the susceptibility
isastrongly fluctuating quantity and the magnetization
exhibits high-temperature tails. Hence, the traditional
procedures of processing these quantities lead to seri-
ous problems. As will be shown below, analysis of the
same data in the framework of another approach gives
amore clear pattern of the critical behavior.

5. A FINITE-SIZE SCALING

The basic principles of the finite-size scaling theory,
which has been used extensively in recent years, are
reduced to the inclusion of finite (L < ) sizes of the
systems analyzed by the Monte Carlo method [5, 9, 28,
29]. According to this theory, the free energy of a suffi-
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ciently large system with periodic boundary conditions
at atemperature closeto the critical point T.isscaled as
follows:

F(T,L) = LFeL™), )

whered isthe space dimension, T.=T(L =), and v is
the statical critical exponent of the correlation length
for an infinitely large system (L = o). Relationship (8)
leads to similar dependences of the heat capacity, the

Table 2. Effectivecritical exponentsy (y') of the susceptibil-
ity for gadolinium models G1 (D4 = 0) and G2 (D4 # 0) at
095x108<t<7x107

Dy=0 Dg# 0

N 1 1

y y y y

512 113(3) | 129 1.11(2) 1.17
1000 1.14 1.24 1.11 1.18
1728 115 1.28 1.12 1.13
2744 1.14 1.23 1.13 1.14
4096 1.18 1.28 1.15 1.14
5832 1.19 1.27 1.14 1.13

Table 3. Effective critical exponents 3 of the magnetization
for gadolinium models G1 (Dy = 0) and G2 (D4 # 0) at

0.95x103<t<6x10*

Dd =0 Dd 0
N
a,=0 an%z0 ay,=0 an,z0

512 0.30(2) 0.32 0.32 0.32
1000 0.31 0.33 0.33 0.34
1728 0.32 0.33 0.33 0.34
2744 0.32 0.34 0.34 0.36
4096 0.33 0.34 0.34 0.35
5832 0.33 0.34 0.34 0.36
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magneti zation, and the susceptibility per spin, that is,

C(T, L) = L*Cy(tL™Y), )
m(T, L) = L™ my(tL™"), (10)
X(T, L) = LY"xtL™). (11)

Relationships (9)—«11) describe well the critica
behavior of infinitely large systemsatt < 1and L — oo.

From this theory, it follows that the magnetization
and susceptibility inthesystemof sizeL xL xLa T=
T, and sufficiently large L satisfy thefollowing relation-
ships:

—B/v

moO L, (12)

x oL, (13)

Analysisof our datawith the use of relationships (12)
and (13) madeit possibleto determinethe 3 and y expo-
nents. To accomplish this, the dependences of mand x
on the linear size L of the lattice were plotted on the
log- og scale. For the G1 model, we obtained the ratios
B/v =0.501 and y/v = 1.987. By assuming that the ini-
tial Hamiltonian is the Heisenberg one and setting
v =0.706 [3, 4], we have 3 = 0.35(2) and y = 1.40(2).
Note that these values are in good agreement with the
exponents theoretically calculated within the Heisen-
berg model (B =0.368 and y = 1.39 [3, 4]). For the G2
model, B/v = 0.569 and y/v = 1.917. Since this model
allows for the dipole-dipole interactions in addition to
the exchange interactions, let us determine the expo-
nentsat v = 0.706 (the Heisenberg model) and v = 0.69
(the dipole model [25]). As a result, we obtain 3 =
0.40(2) andy=1.35(2) at v = 0.706 and 3 = 0.39(2) and
y=1.33(2) at v = 0.69. It isworth noting that the 3 and
y exponentsfor thismodel are shifted toward the values
characteristic of three-dimensiona dipole models (B =
0.38 and y = 1.37 [25]). The exponent magnitudes
obtained at v = 0.706 coincide with these theoretical
values, to within the limits of error. 1t should be noted
that the replacement of v = 0.706 by v = 0.692 leads to
adecrease in the y exponent, which is characteristic of
the crossover from the critical behavior within the
three-dimensional Heisenberg model with isotropic
short-range forces to the behavior described by the
three-dimensional dipole model.

In practice, the scaling of the heat capacity, asarule,
is performed with maximum values C,, and the
expression [5, 28, 30],

Crax(L) = Cpa(L = ) —aL®", (14)

where a is a coefficient. The approximation of the data
with the use of relationship (14) givesthe critical expo-
nents o =—0.15(2) for the G1 model and a = -0.17(2)
for the G2 model at v = 0.706. The a value recal culated
for the G2 model at v = 0.69 (the dipole model), to
within thelimits of error, coincides with the a exponent
at v =0.706. These dataalso agree well with theoretical
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predictions within the Hei senberg model and the results
obtained in analysis of the Monte Carlo calculations on
the basis of traditional power functions.

Our results obtained by the Monte Carlo method in
the study of the models for real ferromagnetic gadolin-
ium demonstrate that the G1 model exhibits a Heisen-
berg critical behavior. The critical exponents a of the
heat capacity, which were determined by the approxi-
mation of the data with power functions and from the
relationships of the finite-size scaling theory, agree
well with each other and the theoretical values, as well
as with the majority of the data obtained in laboratory
experiments for gadolinium [18, 23-25].

The 3 and y exponents determined by the traditional
technique from relationships (6) and (7) have a specific
feature typical of the Monte Carlo data: the character of
the critical behavior is difficult to judge from these
exponents. At the same time, the results obtained for 3
and y by the processing of the same datain terms of the
finite-size scaling theory unambiguoudly assign the G1
model to the Heisenberg universality class with expo-
nentsa =-0.15(2), B =0.35(2), and y = 1.40(2). A com-
parison of the critical parameters calculated for the G1
and G2 models shows that the inclusion of the isotropic
dipole—dipole interactions in the G2 model leads to a
certain shift in the critical parameters which is charac-
teristic of the crossover from the Heisenberg model to
the dipole model. Note also that the isotropic dipole—
dipoleinteractions considered in the G2 model are only
awesak perturbing factor on the background of strong
exchange interactions. Since analysis of the effect of
these forces on the critical behavior with the joint inclu-
sion of another weak perturbing factor, namely, the
uniaxial anisotropy, was not performed earlier, the res-
olution of the Monte Carlo method in this case
remained unknown. For thisreason, all the experiments
and the data processing were carried out rigorously fol-
lowing the same procedure. The features that have
manifested themselves in the G2 model indicate a high
resolution of the Monte Carlo method.

It should be noted that, although the results of the
data processing in the framework of thefinite-size scal-
ing theory are in better agreement with theoretical and
experimental results, analysis of the same data by their
approximation with power functions makes it possible
to extract additional important information. In our
opinion, in order to obtain a more comprehensive pat-
tern of the critical behavior in these systems, the results
of the Monte Carlo calculations should be analyzed
within both approaches.
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Abstract—Diffraction of light by dynamic deformations of a domain wall moving at the velocity of sound is
observed in plates of rare-earth orthoferrites TmFeO5; and DyFeOs. In this case, the domain wall is shown to
become bent across the thickness of the plate. The lifetime of the dynamic deformations is determined to be
20 ns, and their dimension is 2 x 10~ cm. It is found that the polarization of light is altered and its change is
comparable in magnitude to the Faraday rotation angle in the orthoferrites investigated. © 2001 MAIK

“ Nauka/Interperiodica” .

INTRODUCTION

In orthoferrites (weak ferromagnets) RFeO; (R* is
arare-earth or an yttrium ion), the crystalline and mag-
netic structure is such that the motion of domain walls
(DWs) under a magnetic field is the dominant mecha-
nism of magnetization reversal [1-6]. The mutual ori-
entation of the easy magnetization axis and the optical
axisin orthoferrites, as well astheir high magnetoopti-
cal quality factor in the visible spectral region, isfavor-
able for study of the DW dynamics in these materials.
The maximum DW velocity in YFeO; is higher than
that in all other magnets studied to date. The experi-
mental value of this velocity is the same as the mini-
mum phase vel ocity of spin waves corresponding to the
linear portion of the spin-wave dispersion curve and
equals 19.74 x 10° m/s[1], which issignificantly higher
than the velocities of transverse (v,) and longitudinal
sound (v,) in this material. The dependence of the DW
velocity on the amplitude of the driving magnetic field
v(H) is nonlinear in YFeO; and earlier investigated
rare-earth orthoferrites. It has been shown [1] that the
DW ceases to be one-dimensional in YFeO; when its
velocity exceeds the velocity of sound. The v(H) curve
has a number of “shelves” i.e., magnetic-field ranges
AH over which the DW velocity varies only insignifi-
cantly. The ranges AH over which the DW velocity is
equal to v, or v, were theoretically shown [1, 4] to be
due to magnetoelastic coupling. Some shelves corre-
sponding to DW moation at a supersonic velocity are
dueto DW interaction with magnons, which are created
near a DW under parametric-resonance conditions [1,
2]. The number of shelves on the v(H) curve and their
width AH increase as the DW velocity approaches the
limiting velocity C. These features were observed in
plates of Y FeOs, no matter what the synthesis method,

the DW type (Bloch, Néel, or intermediate one), the
plate thickness, the boundary conditions at the plate
surfaces, or the temperature in the range of 4.2—460 K
[1,2].

The DW motion at a supersonic velocity, which is
characteristic of orthoferrites, was investigated theoret-
ically inamodel which allowsfor strong dissipation [1,
4] and magnetoel astic interaction of the DW with bulk
acoustic waves. By simultaneously solving the magne-
todynamics and elasticity equations, the effect of the
external magnetic field on the time dependence of the
DW magnetization was calculated with alowance for
the magnetoelastic coupling and energy dissipation in
the elastic subsystem. The v(H) dependence found cor-
relates well with the experimental dependence. The

dynamic elastic deformations U; and U, associated
with the moving DW were calculated [1, 4] to be

U; = -8,sin9 cosd /C(1-v?v?),
U = -5,sn'9/C(1-vv)),

where &, and &, are the magnetoelastic coupling con-
stants and 9 is the angle between the easy axis and the
direction of the DW motion. It followsfrom Eq. (1) that
the magnitude of the dynamic elastic deformation tends
to infinity as the DW velocity approaches v, or v;.
Because of this, the magnetic anisotropy constants are
significantly renormalized and can even change their
sign, which, in turn, leads to a change in the DW struc-
ture and dimensions and affects the DW dynamics, as
was observed in [1, 5].

In [3], the parameters of the dynamic deformations
produced by amoving DW were found from the spectra
of inglastic light scattering by the DW; the Brillouin
scattering spectra, which were formed during the DW

)
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passing 10° times across the beam spot of a He-Ne
laser, were used to determine the frequency and wave
vector of excited phonons; they were found to be
10 GHz and 3 x 10° cm2, respectively (at liquid-helium
and room temperatures). It was also confirmed in [3]
that the magnitude of the dynamic deformation
depends on the direction of the DW motion; when this
direction does not coincide with the crystallographic a,
b, and c axes of the crystal, the DW interacts with all
three phonon modes. The dynamic deformations of a
moving DW increase significantly when it breaks
through the sound barrier, as was found experimentally
and substantiated theoretically in[1, 4].

Chetkin et al. [5] showed that, when the DW veloc-
ity equals the transverse sound velocity, the DW width
becomes almost an order of magnitude smaller and
then, at supersonic velocities, again increases sharply
almost to itsinitial value. It was proposed that the DW
tilts through an angle as large as approximately 50°
when it breaks through the sound barrier.

Fraunhofer diffraction from a single fixed DW in
orthoferrites was investigated in [7]. The sample was a
100 pm thick plate of orthoferrite Y FeO;, and diffrac-
tion from a DW between two domains magnetized in
opposite directions was observed; in passing through
them, the polarization of light was changed.

In contrast to YFeO, rare-earth orthoferrites
(REOs) are characterized by an additional magnetic
ordering in the sublattice formed by rare-earth ions.
Because of this, the magnetoel astic coupling constants
in RFeO; are larger than those in Y FeO; and the cou-
pling of the magnon and phonon subsystems is
strengthened when DWs move at a hear-sonic velocity.

The objective of this paper is to investigate the
behavior of a DW breaking through the sound barrier
during pulsed magnetization reversal in plates of
REOQOs, such as TmFeO; and DyFeO;. Earlier investiga-
tions of the DW dynamics in REOs [1, 2] were con-
ducted using a magnetooptical analog of the Sixtus—
Tonks induction method, which does not alow one to
measure high velocities with satisfactory accuracy and
investigate the shape of the DW. The DW dynamics at
supersonic velocities in the yttrium orthoferrite was
investigated in [1, 2] by a method that yielded a high
spatia (less than 1 um) and temporal resolution (less
than 1 ns), but this method has not yet been applied to
investigate the DW dynamicsin REOs.

1. EXPERIMENTAL RESULTS

We investigated TmFeO; and DyFeO; samples
which had been grown by the crucibleless melting
method with optical heating at the Moscow Power
Institute. The samples had the shape of plates and were
cut out perpendicular to the optical axis. The thickness
of the plates was about 60 um, which ensured the high-
est magnetooptical contrast and allowed one to visual-
ize dynamic DWs without using an image interferome-
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ter. The plate surfaces were preliminarily treated by
immersing the plates in overheated orthophosphoric
acid, which relieved internal stresses and increased the
mobility of the DWs.

The investigation was made by a double-exposure
high-speed photography method [6]. A dynamic DW
was illuminated synchronously with the pulsed mag-
netic field by two subnanosecond pulses of an oxazine
17 dye laser pumped by anitrogen transverse discharge
laser. The emission wavelength 630 nm fell within the
optical transparency window of the samples investi-
gated. The method allows one to conduct an investiga-
tion in real time. Improvements in the method reduced
the error to 2% for avelocity of 20 x 10° m/s; this error
was fundamentally determined by the light pulse length
alone [2]. The time separation between the two illumi-
nating pulses was 15 ns. The distance traveled by the
DW over this time interval was used to calculate the
DW velocity, which allowed the v(H) dependenceto be
determined very accurately in the TmFeO; and DyFeO,
samples.

The temperature dependence of the DW mobility in
orthoferrites is known to follow the 1/T? law [1]. At
room temperature, the DW mobility in REOs is an
order of magnitude lower than that inY FeOg; therefore,
in order to investigate the DW dynamicsin these mate-
rials, strong magnetic fields must be applied. For this
reason, we measured the temperature dependence of
the DW mobility in TmFeO;. It wasfound that the max-
imum DW mobility in the TmFeO; samples studied
wasreached at 168 K and equaled 860 cm/(s Og). Inthe
temperature range 94-98 K, weakly ferromagnetic thu-
lium orthoferrite exhibits reorientation of its magneti-
zation from the [001] to [100] direction, whichislikely
the reason for the decrease in the DW mobility at tem-
peratures below 168 K. Our investigations of the DW
dynamicsin TmFeO; were all conducted at 168K in an
optical liquid-nitrogen cryostat. The sample was fixed
to a cooling copper lead, which allowed the tempera-
ture to be kept constant.

We also investigated the temperature dependence of
the DW mobility in DyFeO; plates of different thick-
nesses. The maximum mobility was found to be equal
to 340 cm/(s Oe), and it was reached at room tempera-
ture. Because of the low DW mobility, the velocity of
the DW motion in this orthoferrite can only dlightly
exceed the longitudinal sound velocity 7.2 x 10° m/s. In
DyFeQ,, as well as in TmFeO;, the v(H) dependence
exhibited shelves AH at velocities equal to v, and v;.

Figure 1a shows a photomicrograph of two superim-
posed dynamic domain structures with alternate light
and dark stripes. As in YFeO; [1], the moving DW in
the TmFeO; samples investigated ceases to be planar
when it breaks through the sound barrier. A leading
portion occurs on the DW, asis seen from the photomi-
crograph in Fig. 1a. On the left and on the right of this
portion, the DW velocity remains equal to the trans-
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Fig. 1. Photomicrographs of two superimposed dynamic domain structuresin TmFeO 5 at 168 K (the time separation between the
two illuminating pulses is equal to 15 ns). (a) Diffraction pattern from a portion of the DW at the instant it breaks away from a
dynamically deformed region and (b) a non-one-dimensional DW moving at a supersonic velocity equal to 8 x 10° ms.

verse sound velocity in TmFeQO;, 3.6 x 10° m/s, while
the velocity of the leading portion exceeds this value
andisashigh as5 x 10° m/s. (All measurements of the
dynamic DW parameters were made by processing the
original photomicrographswith acomputer.) Asisseen
from Fig. 1la, the brightness of the light stripes
decreases with their distance from the leading portion
of the DW. This variation in brightness is more pro-
nounced in the dark region, where the DW has already
broken through the sound barrier. Microphotometric
measurements showed that stripes are also observed in
thelight region, but they are feebly marked. The overall
width of the part of the dark region in which light
stripes are observed is 67.5 pm. It should be noted that,
during a time of 15 ns, the DW travels a distance of
54 um when moving at avelocity of v, = 3.6 x 10° m/s,
while in the region where the DW moves at a super-
sonic velocity 5 x 10° m/s, the distance traveled by the
DW is 75 um. Therefore, the width of the just men-
tioned region, containing four light stripes, is smaller
than the distance traveled by the DW with supersonic
velocity during the time elapsed between two laser
pulses. The distances of the centers of the four light
stripes from the leading portion of the DW are 35, 50,
60, and 67.5 um, respectively. According to micropho-
tometric measurements, the relative brightnesses of
these light stripes with respect to that of the first light
stripe of the leading DW portion are 76, 64, 50, and
35%, respectively.

Similar modulation of the brightness was also
observed in a DyFeO; plate when the DW velocity
became equal to the velocity of sound. It should be
stressed that this modulation takes place only at the
instant the DW breaks through the sound barrier, as can
be seen from the photomicrographs for TmFeO; pre-
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sented in Fig. 1. Indeed, Fig. 1b shows the dynamic
domain structure in the case where the DW velocity is
8 x 10° m/s and there are three leading DW portions
with theradius of curvature approximately 180 um, but
no modulation of brightness is observed.

2. DISCUSSION

It has been shown both theoretically [1, 4] and
experimentally [3] that, when the DW velocity is near
the velocity of sound, a region of localized dynamic
deformation (elastic soliton) as large as several DW
widths can break away from the DW. In order to inter-
pret the observed modulation of the light intensity
transmitted through TmFeO; and DyFeO; plates, let us
analyze the diffraction of light by the phase inhomoge-
neities[8] associated with dynamic deformations of the
DW breaking through the sound barrier.

The characteristic size of a dynamically deformed
region breaking away from amoving DW must be com-
parable to the DW width and can be aslarge as several
micrometers. We will assume that the shape of the
dynamically deformed region separating from the DW
is identical to the shape of the DW before it breaks
through the sound barrier. Under these conditions, the
observed amplitude modulation of light can be due to
diffraction by phase inhomogeneities associated with
variations in the refractive index in the deformed
region.

The double-exposure pulsed photomicrography
method allowed us to immediately record the diffrac-
tion pattern (Fig. 1a) that occurs when the moving DW
breaks through the sound barrier. A diffraction pattern
similar to that in Fig. 1awas also observed for the DW
moving at the velocity of sound in rare-earth orthofer-
rite DyFeO; at room temperature. It should be noted
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that this phenomenon does not occur in YFeO; [1, 2],
which suggests that the effect of the magnetic ordering
of rare-earth ions on moving DW's becomes more sig-
nificant at transonic velocities.

Let us analyze the conditions under which diffrac-
tion of light is observed in this situation. Our investiga-
tion of the v(H) dependence in TmFeO; reveaed that
the magnetic field range AH, over which damping of
DW motion occursat v = v, is severa timeslarger than
that observed earlier inY FeO, plates of the same thick-
ness. These ranges are 350 and 75 Oe, respectively. In
fact, AH, in TmFeO; is closer to its value in a thin
(10 um thick) Y FeO, plate, where AH, = 500 Oe[1, 2].
In this case, one might expect a noticeably larger
dynamic DW deformation if one assumes that the
power that is expected for producing this deformation
isincreased with increasing AH,. This power can becal-
culated from AH,, velocity v,, the duration of the DW
motion, and the saturation magnetization My which is
equal to 140 G for TmFeO; and, according to our esti-
mates, is as large as severa microwatts. Under these
conditions, the shape and dynamic behavior of the DW
can be significantly changed, asindicated in[1, 3-5]. In
addition, the higher coercitivity of the surface layers of
the samplesinvestigated can be favorable to bending of
the initially planar DW not only over the plane of the
plate, asin Fig. 1, but also across the plate thickness.
Furthermore, according to [1, 3], when the moving DW
breaks through the sound barrier, a dynamically
deformed region can separate from the DW and, at v >
V,, it will lag behind the DW and retain a shape similar
to that of the DW for sometime. Thisconclusion issup-
ported by the dataobtained in[3, 4], according to which
the leading edge of a dynamically deformed region is
sharp, whileits trailing edge is diffuse.

In the case of light incident normal to the surface of
the plate, the formation of the diffraction pattern is
determined by the phase modulation of the light wave
passing through different portions of the DW bent over
the plate thickness. The different spacing between the
light stripes observed does not correspond to the usual
diffracted intensity distribution, where the spacing
between principal maxima is approximately the same
[8]. To account for this fact, we assume that each of the
light stripes observed is the resultant distribution of the
diffracted intensity from different portions of the
dynamically deformed region breaking away from the
non-one-dimensional DW. The usual diffracted inten-
sity distribution over the maxima of different orders
does not take place because, perhaps, there is no regu-
larity in the structure of the dynamic DW deformations
[4]. The fact that several maxima of the diffracted
intensity are observed will be interpreted below in
terms of the specific features of DW dynamics.

In our experiments, the light incident on an ortho-
ferrite plateislinearly polarized and the diffraction pat-
tern observed isformed by the light transmitted through

PHYSICS OF THE SOLID STATE Vol. 43 No. 4

2001

695

the analyzer. When there are no dynamic deformations,
adark region is observed through which the DW passes
during the time separation between the two laser pulses
(thisregion is seenin Fig. 1b and at the left of Fig. 1a,
where the DW is not curved). The appearance of
dynamic deformations leads to a change in the polar-
ization of light in this region, and light stripes corre-
sponding to diffraction maxima of the type indicated
above are observed against a dark background. The
change in the polarization is due, perhaps, to a change
in the elastooptical coefficients and/or in the Verdet
magnetooptical constant of the orthoferrite plate, and it
is comparable to the effect produced by the Faraday
rotation, judging from the change in the contrast
observed. The Faraday rotation angle is approximately
20° for a TmFeO; plate 60 um thick.

Let us discuss the features of the dynamic DW
behavior when it breaks through the sound barrier. As
is seen from Fig. 2, the v(H) dependence is strongly
nonlinear in a TmFeO; sample. Note that it is analo-
gous to the v(H) dependence for orthoferrite DyFeOs.
As in the case of YFeO,, there is a range AH, over
which the DW velocity v isvirtually constant and equal
to v,. Discussion of other features of the v(H) depen-
dence is beyond the purpose of this paper. Figure 2 also
shows a predicted v(H) dependence calculated by
simultaneously solving magnetodynamics and elastic-
ity equations [1, 4]; the curve in Fig. 2 has portions on
which the differential DW mobility is negative at DW
velocities close to the velacity of sound. Accordingto a
model based on a probabilistic approach to describing
DW dynamics, the DW motion becomes unstable at
V = V. In this case, the DW behavior is significantly
affected by fluctuations, such asinhomogeneities of the
crystalline and magnetic structure, the magnetic field,
and elastic strains, leading to phase transformations of

10

V, km/s

100 200 300 400 500600 700 800
H, Oe

Fig. 2. Experimental and calculated magnetic-field depen-
dences of the DW velocity in a thulium orthoferrite plate
60 um thick at 168 K.
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thefirst order. Asfollowsfrom theory and experimental
data[1-4] and asis seen from Fig. 2, the critical behav-
ior of the DW moving at atransonic velocity manifests
itself in the fact that there are three values of the veloc-
ity at which the DW can move at the same value of the
magnetic field, which istypical of the first-order phase
transformations. According to the Maxwell rule, which
appliesto this dynamic system [1, 4], the DW moves at
the transverse sound velocity over a longer period of
time, which is due to an increase in the amplitude of
dynamic deformations caused by its motion.

In order to produce a stable two-domain structurein
REO, one should apply gradient fields severa times
higher than those applied to Y FeO;. In the specific case
of TmFeO; and DyFeO;, thefield gradient isaslarge as
2500 Oe/cm. Inthe beginning, the DW is situated in the
region where this field is zero. As the DW is displaced
from its equilibrium position under the action of the
magnetic pulse field, the resultant magnetic field
decreases uniformly at the expense of the gradient field.
When the DW velocity is not close to the velocities of
sound, the field gradient has only a marginal effect on
the resultant field if the pulse field has a large ampli-
tude. However, near the sound velocities, the dynamic
DW isin an unstable state and any fluctuation can have
adramatic effect on it.

The appearance of severa light stripes in the dif-
fraction pattern from dynamic DW deformations can be
understood if one takes into account that the driving
field decreases because of the gradient field. The first
diffraction stripe appears at a distance of about 250 um
from the starting position of the DW. At this point, the
resultant field is decreased by 62.5 Oe. Note that, under
the conditions indicated above, the field magnitude at
which the DW velocity becomes equal to the velocity
of sound is of the order of 500 Oe in TmFeO,. Because
of the decrease in the amplitude of the driving magnetic
field, when accelerated to avelocity v = v,, the DW is
brought into the field of a magnitude which is not large
enough for the DW to move at a supersonic velocity.
Nevertheless, the DW has already broken away from
the dynamically deformed region, which resulted in the
formation of thefirst (in time) of the diffraction stripes
observed. The appearance of the other light diffraction
stripes can be interpreted in the same way. Since the
gradient component of the resultant field increases with
the increasing DW distance from its starting position
(64.5, 66.5, and 70.25 Oe), the time it takes for the DW
to accelerate to a velocity higher than v, also increases,
which is the reason why the diffraction stripes are not
equidistant.

Analysis of the photomicrograph in Fig. larevealed
that the brightness of the diffraction stripes decreased
linearly with time. At the instant the DW breaks away
from the deformed region, the maximum DW velocity
is5 x 10% m/s. Using this value, we found that the four
diffraction stripes appeared at 9, 10, 12, and 15 ns,
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respectively, after the DW velocity became higher than
the velocity of sound v,. By extrapolating our data on
the decrease in the brightness of the diffraction stripes
with time, we evaluated the lifetime of the dynamic
deformations produced by the moving DW in TmFeO,
to be 20 ns.

The widths of the diffraction stripes were measured
to be 14, 8.5, and 3.25 um. The brightness of the stripe
that was the fourth to appear islikely to be determined
by unrelaxed deformation; therefore, we can evaluate
the characteristic size of this deformation from the
width of the fourth stripe L. The image was formed in
the specimen surface closer to the observation point.
We assume that the dominant contribution to this dif-
fraction maximum comes from the central region of the
DW curved across the plate thickness. Therefore, the
distance S of the observed diffraction pattern from this
region is equal to half the plate thickness, i.e., 30 pm.
The diffraction angle can be taken to be roughly equal
to L/S. On the other hand, this angle can be expressed
in terms of the ratio A/d, where A is the wavelength of
light and d is the characteristic size of the dynamic
deformation. With the numerica data indicated above,
the value of d is thus found to be about 2 um, whichis
close to the apparent DW thickness in orthoferrites. At
the same time, diffraction of light by static DWs of
much smaller widths (about 40 nm[7]) was observedin
these materials. Thus, analysis of our experimental data
and that obtained in [7] revealed that DWs are curved
across the thickness of the samples.

Thewidths of the diffraction stripesindicated above
allow one to conclude that the dynamic deformations
are not changed in shape, but only decrease in magni-
tude. According to [4], the dynamic deformations of the
transverse and longitudinal types evolve in radically
different ways. Transverse deformations decay rapidly
and become diffuse in shape, while longitudinal defor-
mations have a longer lifetime and hold their shape.
The evolution of dynamic deformations of DWs mov-
ing at avelocity closeto v, as described above suggests
that, in the case considered, transverse and longitudinal
deformations occur simultaneously. It can also be con-
cluded that, when the moving DW breaks through the
sound barrier, its profile across the plate thickness is
changed.
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Abstract—A study was made of the effect of thickness and thermal treatment on the microstructure and mag-
netic properties of Gd/Cu and Gd/Si multilayer films obtained by rf ion sputtering. It was found that the mag-
netic layers have an amorphous—crystalline structure, with the component ratio depending on the thickness of
the magnetic layers and nonmagnetic spacers and on the annealing temperature. An analysis of the temperature
dependences of the torque, which was made within the molecular field approximation, yielded a quantitative
description of the changes in the film phase composition. The correlation between the exchange coupling
parameter and the structural state of gadolinium was established. © 2001 MAIK “ Nauka/lInterperiodica” .

INTRODUCTION

The properties of thin films of rare-earth elements,
aswell as of other magnetically ordered substances, are
subject to a strong size effect [1]. The specific features
of thisinfluence were studied primarily on singlelayers
and multilayer films of Gd. In particular, one found a
direct connection between the Gd layer thickness and
such characteristics as the magnetic moment [2], the
Curie temperature [3, 4], and magnetic anisotropy [5].
Thickness was aso found to indirectly affect the mag-
netic properties through the variation in the structural
imperfection of films [6]. Although the above studies
dealt with single-crystal Gd films, the latter variation
may underlie a certain quantitative disagreement
between the results quoted by various authors.

The structural state may reveal still more noticeable
variations in nonepitaxialy grown thin films. Among
such objectsare multilayer films containing, in addition
to the rare-earth metals, intervening 3d metal layers. In
such conditions, rare-earth metals (Th, Dy, Gd) exhibit
a tendency to amorphization [7, 8]. In magnets with
indirect exchange interaction, a group to which rare-
earth metals belong, such a phase transition should
strongly affect the magnetic ordering parameters. The
present study dealswith this effect in the specific exam-
ple of Gd/Cu and Gd/Si multilayer films.

1. EXPERIMENTAL

The film samples were prepared on silicon sub-
strates by rf ion sputtering. The base and the argon gas
pressures were 2 x 1078 and 2 x 10 mm Hg, respec-
tively. Each film deposition was preceded by one-hour

sputtering of Gd, which served as a getter. All materials
were deposited at arate of ~1 A/s. The samples differed
in the thickness of the Gd layers (75-400 A) or of the
nonmagnetic Cu or Si spacers (2-20 A). The total
thickness of the magnetic component in the multilayer
samples was practically constant (=4000 A). In addi-
tion, we used several thicker Gd single-layer films in
the experiment. Each sample had a buffer underlayer
and an insulating cap layer of a nonmagnetic materia
not lessthan 100 A thick. After preparation, somefilms
were subjected to thermal treatment in a vacuum at
temperatures of up to 450°C.

The magnetic properties of the films were measured
on atorque magnetometer. The structure was character-
ized with an x-ray diffractometer and an electron
microscope. In the latter case, we studied thinner sam-
ples (down to 500 A) deposited on cleaved surfaces of
NaCl crystals.

2. RESULTS AND DISCUSSION

Figure 1 shows (with symbols) the experimental
dependences of the torque P on temperature T obtained
on aone-layer Gd film 7200 A thick (curve 2) and on
multilayer Gd/Cu films (curves 3, 4) with magnetic lay-
ers differing in thickness (Lgy) and spacers of a fixed
thickness (Lg, = 10 A). The measurements were carried
out in a magnetic field of 1 kOe applied at 45° to the
sample plane. Also shown for comparison is the P(T)
relation (curve 1), which was obtained in aweak mag-
netic field on a bulk Gd sample prepared directly from
the target material. A comparison of curves 1 and 2
reveals that even athick film is characterized by a con-
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siderably lower Curie temperature (~250 K) and a
smoother course of the P(T) relation than those of the
bulk material. Thisis probably associated with the spe-
cific features of the rf ion sputtering. The Gd films
deposited by this technology exhibit substantia
microstrains, which may account for the observed
decrease in the exchange coupling. Reducing the Gd
layer thickness by introducing nonmagnetic spacers
also givesriseto avariation of the magnetic properties,
and it is this variation that was the main subject of this
investigation.

As can be seen from Fig. 1 (curves 3, 4), the transi-
tion to the thin-film state is accompanied by a further
decrease in the Curie temperature and the appearance
of amore or less pronounced break in the P(T) curves
at temperatures of ~160 K. This behavior of the torque,
which actually reflects the variation of spontaneous
magnetization with temperature, indicates that the Gd
layers are magnetically not single-phase. Moreover,
these data suggest that the parameters characterizing
the deviation from the single-phase state are dependent
on the value of Lgy. The Gd/Si films, close in thickness
to the ones discussed, yielded very similar results, both
qualitatively and quantitatively. This reflects the pas-
sive role of the nonmagnetic spacer and, thus, argues
for the existence of arelation between the phase com-
position and the thickness of the magnetic layers.

The x-ray diffraction measurements made with
CrK, radiation lend a certain support to this conjecture.
This is seen from a comparison of the diffractograms
presented in Fig. 2 for the substrate coated by a Si
buffer layer (curve 1) and the Gd(Lgg)/Si(10 A) films
with Lgg = 75 (curve 2) and 150 A (curve 3). These dif-
fraction patterns indicate that the insulating Si layers
and the thin Gd layers are amorphous for the x-rays,
while the thicker Gd layers contain a crystalline phase.
Viewed in the given angular interval, this phase pro-
duces only one strongly broadened line. It can be iden-
tified with the (002) Gd reflection, which, nevertheless,
is shifted relative to its position for bulk Gd (46.68°).
These features support the conclusion that the crystal-
line Gd phase is textured and that its lattice is strongly
distorted. The hexagonal axis of the crystallitesis pre-
dominantly perpendicular to thefilm plane, and the cor-
responding interplanar spacing is, on average, substan-
tially larger compared with its equilibrium value.

The structural state of the films was analyzed in
more detail with an electron microscope. Figure 3 dis-
plays electron diffraction patterns and photomicro-
graphs of Gd/Si(10 A) samples with Gd layers of dif-
ferent thicknesses. The absence of distinct lines in the
pattern and the presence of the characteristic ripple in
the electron microscope image in Fig. 3a, when com-
bined with the x-ray diffractograms, indicate that the
thin Gd layers are amorphous. At the same time, the
electron diffraction patterns exhibit two rather than one
halo, thus evidencing the existence of two systematic
interatomic distances. Their estimation based on the
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Fig. 1. Experimental (symbols) and theoretical (lines)
dependences of the torque on temperature for (1) a bulk
sample and (2-4) Gd(Lgg)/Cu(10 A) films with different
magnetic-layer thicknesses (A): (2) 7800, (3) 225, and
(4) 75.
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Fig. 2. Diffractograms of (1) the substrate and (2-4)
Gd(Lgg)/Si(10 A) filmswith different magnetic-layer thick-
nesses (A): (2) 75and (3, 4) 150in (2, 3) theinitial state and
(4) after annealing at 400°C. Arrows identify the positions
of some calculated lines for the GdsSi, compound and of

the line assigned to (002) Gd.

average halo diameter yields 2.8 and 1.8 A. The fact
that these figures are incommensurate suggests that the
second halo is not associated in any way with second-
order diffraction. Thissecond halo isprobably aprecur-
sor of crystallization, because there are intense diffrac-
tion lines of crystalline Gd at the corresponding angles.

The phase state of the samples with Lgy = 150 A
(Fig. 3b) may be characterized as amorphous—crystal-
ling; indeed, one clearly sees both diffuse diffraction
lines and a halo in the electron diffractogram, and the
photomicrograph includes elements of an amorphous
ripple and crystallites with an average diameter not
above 50 A. An analysis of the diffraction lines present
assigns them to the crystalline a-Gd. The ¢ axis of the
corresponding crystallites tends to align normal to the
film. In some places, one also observes atexturein the
sample plane. On the whole, these films exhibit strong
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Fig. 3. Electron diffraction patterns and photomicrographs
of Gd(Lgy)/Si(10 A) films with different magnetic-layer
thicknesses (A): (a) 75, (b) 150, and (c) 400. The figures
specify the interplanar distances d corresponding to the dif-
fraction lines under study.

phase nonuniformity over their area. There are regions
where either the crystalline or the amorphous phase
dominates. Nevertheless, visual estimates show the
content of the latter phase to be higher. Samples with
the thickest (Lgq = 400 A) Gd layers (Fig. 3c) are dso
in the amorphous—crystalline state. However, the crys-
talline a phaseis more clearly pronounced in them and
is quantitatively dominant. The average crystallite size
isashighas 100 A.

The above results show convincingly that, as the
layer thickness decreases, Gd is observed to transfer
from the crystalline to the amorphous state. Thistransi-
tion comes practically to a close at Lgy = 100 A. It
appears natural to assume that it is the phase transfor-
mations that underlie the above-mentioned changes in
the magnetic properties of the films. We employed the
molecular field approximation for a phenomenol ogical
description of thisrelationship. It was assumed that the
magnetic moment of the atoms and the Gd density in
the amorphous and crystalline states are the same,
whilethe molecular-field parameters (A, and A, respec-
tively) are different and correspond to different Curie

temperatures of the amorphous, T&, and the crystalline,
T¢, phases, whose concentrations are n, and n,.

A subsequent analysis revealed that the two-phase
model does not provide an adequate description of the
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experimental data. To attain it, we had to introduce into
the model a third component, which we call conven-
tionally the transition phase. It is nonuniform and con-
sists of elements whose Curie temperatures range from

T& to Te. For the sake of simplicity, we assumethat the
Curie temperature distribution law is such that the
molecular field parameter is characterized by a distri-
bution function constant over the range from A, to A..
Then, the magnetization of the transition phase will be
given by the expression

)\C
_ 1 [p)\ A/
MaoT A0 A = MOz [BE A, (O
}‘a
where B(x) is the Brillouin function, p is the magnetic
moment of the Gd atom, and M(0) is the bulk Gd mag-
netization at T = 0. The last assumption impliesthat the
film and bulk densities are equal. Thus, the film magne-
tization contains three components:

M(T) = aMo(T) + RM(T) + necMa(T), ()
where M,, M, and M, are the magnetizations and n,,
n., and n, are the concentrations of the amorphous,
crystalline, and transition phases, respectively. The
magnetizations of the amorphous and crystalline
phases were calculated in terms of the molecular field

theory, as in the case of the transition phase, but with
constant molecular field parameters A, and A...

Equation (2) was used in calculating the torque
component necessary for comparison with the expe-
riment:

P=P,=HM, -HM,. (3)

In Eq. (3), the components of the external magnetic
field H, and H, were set by the actual experimental con-
ditions, while the magnetization components M, and
M, were derived by minimizing the free energy. This
was done under the assumption that the magnetization
in the film bulk is uniform and the magnetic anisotropy
of the filmsis due only to the shape anisotropy.

Figure 1 shows the theoretical P(T) relations (solid
lines) fitted to the corresponding experimental plots by
varying the concentration of the three phases properly.

Thevauesof T¢ and T¢ were estimated preliminarily
in every case from the experiment by linearly extrapo-
lating the low- and high-temperature parts of the P(T)
graphs to zero. These temperatures were used subse-
quently to determine the molecular field parameters A,
and A.. Thefairly good agreement between the theoret-
ical and experimental P(T) curves testifies to the valid-
ity of the model used and offers the possibility of quan-
titatively characterizing the multiphase state of the
films.

It was found that the T¢ temperature depends only
weakly on the thickness and is close to 160 K. The T¢
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temperature shows a tendency to increase from 240 to
260 K with increasing layer thickness. However, for all
film samples, its magnitude remains smaller than the
Curie temperature of bulk Gd. This probably reflects
the strong lattice distortions observed by us. Figure 4
plots the concentrations of the various magnetic phases
vs. the Gd layer thickness. The symbols relate to the
multilayer films, the Gd(Lgy)/Cu(10 A) film, and the
thick (3800 and 7200 A) single Gd layers. It should be
pointed out that the absolute error in the determination
of n, n,, and n,. by fitting reaches 5%. Nevertheless,
the course of therelationshipsisfully in accord with the
above qualitative reasoning. As Ly increases, the con-
tent of the crystalline phase grows and that of the amor-
phous phase decreases. The transition phase exhibitsan
indistinct maximum in the thickness region where n,
and n; approach each other.

The above results relate to Gd layers in multilayer
films with nonmagnetic spacers 10 A thick. Thisfigure
was found to be the lowest thickness ensuring a practi-
caly complete break of any structural coupling
between the magnetic layers. The corresponding inves-
tigation was performed on a number of samples with a
fixed total thickness of the magnetic layers (3800 A)
and nonmagnetic Si and Cu spacers of different thick-
nesses. The latter thicknesses were chosen such that
Leg=T75A.

The P(T) curves measured on sampleswith different
Ly and L, showed that their magnetic properties vary
with the spacer thickness. Note that this variation is
qualitatively similar to that observed when varying L.
Thisisindicated, in particular, by the dependence of the
concentrations n,, n,, and n,. on the Si spacer thickness
Lg (Fig. 5). Ascan be seen from the figure, introducing
even the thinnest spacer layer used (2 A) changes the
magnetic phase composition of the samples dramati-
cally. The crystalline phase transforms practically com-
pletely to the transition phase, which, in turn, transfers
to the amorphous phase for Lg > 5 A. Thus, the n.(Lg)
relation follows a honmonotonic pattern. Note that the
maximum in thiscurveismore clearly pronounced than
that in the n(Lgy) dependence. Figure 5 also shows
that for Lg > 10 A, the phase composition varies very
little. Similar results were obtained for samples with
copper spacers.

Thermal treatment is known to affect the phase
composition of nonequilibrium structural systems. We
performed accumulating vacuum annealing of the
Gd/Cu and Gd/Si samples. It was found that the effect
of annealing on the film properties depends primarily
on the material of the spacers, as well as on the thick-
nesses of the spacer and magnetic layers. The films
containing copper spacers revealed sharp degradation
of their magnetic properties (a decrease in the Curie
temperature and a transition to the paramagnetic state)
already under low—temperature anneaing (T,, <
200°C). This degradation was higher in films with a
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Fig. 4. Dependences of the calculated concentrations of the
amorphous (ny), crystalline (ng), and transition (n,.) mag-
netic phases on the layer thickness in Gd(Lgq)/Cu(10 A)
films.
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Fig. 5. Dependences of the calculated concentrations of the
amorphous (ny), crystalline (ng), and transition (nyo) Mag-
netic phases on the Si spacer thickness.

smaller Lgy and larger Lo, This suggests that in this
case, the annealing not so much affects the structural
state of Gd, as stimulates the formation of the Gd-Cu
intermetallic compounds, which possess substantially
lower magnetic ordering temperatures than Gd [9].

The situation observed in the thermal treatment of
the Gd/Si samples was totally different. The annealing
regime used (T, < 450°C, the anneal time equaled one
hour in each stage) did not bring about a noticeable
degradation of the magnetic properties of films, thus
permitting a fairly comprehensive phase analysis. The
torque curves revealed that the Gd(75 A)/Si(10 A) films
are not very senditive to annealing in the T, interval
indicated above. Thisis also supported by the electron
microscope images. Figure 6a presents an electron dif-
fraction pattern and a photomicrograph of the sample
structure after annealing at 380°C. A comparison of
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Fig. 6. Electron diffraction patterns and photomicrographs
of (&) Gd(75 A)/Si(10 A) and (b, ¢) Gd(150 A)/Si(10 A)
samples after annealing at different temperatures (°C):
(a) 380, (b) 250, and (c) 380.
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Fig. 7. Dependences of the Curie temperatures of various
magnetic phases on the annealing temperature: (1, stars) T(a:
of the Gd(75 A)/Si(10 A) sample; (1, circles) T& of the

Gd(150A)/Si(10A) sample; (2) T¢. of the Gd(150A)/Si(10A)
sample; and (3) T¢ of the GdsSi4 phase.

these data with the corresponding initial -state measure-
ments (Fig. 3a) does not reveal any noticeable differ-
ences, the clearly defined amorphous phase and indica-
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tions of the onset of crystallization are observed as
before.

Phase composition calculations likewise revealed
the presence of only an amorphous and a transition
phase in the sample in all stages of the annealing. The
concentrations of these phases remain practically con-
stant, n, = 0.7 and n,. = 0.3. By contrast, the Curie tem-

peratures undergo some changes. In particular, Tg

drops sharply (from 240 to 200 K) in the initial anneal
stage. However, because of the transition phase being
inalow concentration, this affectsthe overall pattern of
the P(T) relations only weakly. The variation of the
Curie temperature of the amorphous phase is more

clearly pronounced in the experiment. The T&(T,) rela-
tion is shown graphically in Fig. 7 (curve 1). As T,,
increases, aslight growth followed by adecreasein T&

down to ~130 K is observed. It can be conjectured that
annealing brings about some short-range changesin the
amorphous structure. However, their direct detection
would require more detailed structural studies.

Annealing affects the properties of films with
thicker Gd layers much more dramatically. Thisis seen,
in particular, from Fig. 8, in which the circles relate to
the P(T) dependences for the Gd(150 A)/Si(10 A) sam-
ple measured in different stages of the annealing. These
data permit dividing the annealing into two stages, with
the boundary passing within the 300-350°C region.
Low-temperature thermal treatment influences the
shape of the P(T) curves only weakly. The quantitative
characteristics of the phase composition practically do
not change aswell. Asin the preceding cases, they were
derived from the fitting P(T) curves shown by linesin
Fig. 8and found to ben, = 0.6, n.=0.15, and n,. = 0.25.

Thus, magnetometric measurements performed at
T, < 350°C suggest that the amorphous phase remains
dominant. Similar information is provided by electron
microscopy. Figure 6b shows an electron diffraction pat-
tern and a photomicrograph of a Gd(150 A)/Si(10 A)
sample annedled at T,, = 250°C. They are seen to differ
very little from the corresponding patterns characteriz-
ing theinitial state of such films (Fig. 6b). The changes
observed relate only to the Curie temperatures of the
amorphous and crystalline phases. The dependences of
these characteristics on the annealing temperature are

shown in Fig. 7 (curves 1, 2). Both T¢ and T¢ are seen
to exhibit atrend to growth within the T, region under
study.

Annedling at T,,, = 350°C (curve 3 in Fig. 8) trans-
formsthe P(T) relation markedly. It resultsin a change
in the curve from a concave to a convex shape, an

increased Curie temperature T¢ close to the magnetic
ordering temperature of bulk Gd, and a decrease in the
torque at low temperatures. Thelast effect is apparently
aresult of the decrease in the Curie temperature of the
amorphous phase, as is the case with the
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Gd(75 A)/Si(10 A) films. The fitting P(T) curve drawn
for Te = 130°C and T¢ = 290°C yields the following
calculated concentrations of the magnetic phases: n, =
0.4,n.=0.4, and n,. = 0.2. It followsthat thisannealing
brings about a substantial growth in the volume of the
crystalline phase, which occurs at the expense of both
the amorphous and the transition phase. It should be
noted that, if the crystalline phase is textured, it can
giverise to a systematic error in the quantitative analy-
sis of the phase composition proposed here. This error
arises from the disregarded crystalline magnetic anisot-

ropy.

As can be seen from Fig. 8, the thermal treatment
carried out at higher temperatures al so affects the prop-
erties of multilayer films. The most essential point here
is that magnetic ordering persists to temperatures sub-
stantially in excess of the Curie point of bulk Gd. This
could possibly be due to the thermally induced forma-
tion of new chemical compounds in the film. Thereis
only one compound in the system of elements under
study here, Gd;Si, [9], whose Curie point (345 K) is
above room temperature. The dlight bend in the P(T)
relation at room temperature (curve 4 in Fig. 8) may
indicate the formation of a new magnetic phase in the
films. Taking into account this factor yields the Curie
temperatures of the crystalline Gd and of the GdsSi,
phase shown by curves 2 and 3in Fig. 7.

Figure 2 presents the x-ray diffraction pattern (dif-
fractogram 4) of the Gd(150 A)/Si(10 A) sample
annealed at T,, = 400°C. It contains a distinct line of
crystalline Gd. This line is narrower than the corre-
sponding line of the original sample (diffractogram 3).
Additionally, it lies close to the tabul ated position. Both
these observations evidence an annealing-induced
reduction of Gd lattice distortions, which, in turn, can
account for the observed changes in the Curie tempera-
ture of the crystalline phase. The other lines probably
belong to Gd silicides, in particular, to the GdsSi, com-
pound. The latter hasavery rich structure of diffraction
lines, some of which fit well into the diffraction pattern
obtained (Fig. 2).

Figure 6c also presents electron microscopy data
obtained on the Gd(150 A)/Si(10 A) sample after
annealing at T,, = 380°C. The high-temperature anneal -
ing is seen to extremely complicate the electron diffrac-
tion pattern. It exhibits a large number of diffraction
lines and traces of the origina halos. Unambiguous
interpretation of this pattern would be difficult. Never-
theless, there are grounds to assume that the films con-
tain an amorphous and a crystalline Gd phase, as well
as silicides, the most probable of them being GdsSi,
and GdSi,. It should also be stressed that the electron
diffractograms did not reveal any traces of contaminat-
ing phases like oxides or carbides. Moreover, the non-
uniformity of the diffraction ring intensity suggests the
presence of a crystalline texture both in the Gd itself
and in the derivative crystalline phases.

PHYSICS OF THE SOLID STATE Vol. 43 No. 4

2001

703

12

w 1.0

5

208

o 0.6

|

= 04

X

& 02
0

1 1
0 100 150 200

T,K

Fig. 8. Experimental (symbols) and calculated (lines)
dependences of the torque of the Gd(150 A)/Si(10 A) films
on the annealing temperature (°C): (1) initial state, (2) 200,
(3) 350, and (4) 450.

A visual analysis of the microstructure shows it to
be strongly nonuniform in the samples subjected to
high-temperature treatment. Figure 6¢ displays the
most typical fragments of these patterns. The films
exhibit regions of an amorphous and of a crystaline
phase with a large dispersion of the grains in size and
shape. A more detailed analysis revealed that grains of
the new crystalline phases occur only in close proxim-
ity to Gd grains. At the same time, one observes alarge
number of islands of crystalline Gd with no other crys-
talline phases present nearby. This suggests that the
above phase transformations take place in a certain
sequence.

3. CONCLUSION

On the whole, our study permits the following con-
clusion. Gd films obtained by rf ion sputtering are mul-
tiphase. The main phase componentsare crystallineand
amorphous gadolinium modifications, which possess
substantially different magnetic-ordering temperatures.
However, there are apparently a number of intermedi-
ate states inbetween, which account for a continuous
variation in the magnetic properties. One can also con-
ceive of a variation of the exchange coupling parame-
terswithin the main structural states, which would give
rise to changes in the Curie temperatures of the amor-
phous and crystalline phases within 130-160 K and
250290 K, respectively. The film phase composition
depends on the thickness of the magnetic layers, the
thermal treatment temperature, and the properties of
the intervening nonmagnetic materials. Being highly
neutral, silicon provides a good protection of Gd films
against the del eterious effects of externa factors.
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Abstract—The transport properties of lanthanum manganites over a wide range of temperatures below the
magnetic phase transition point are discussed within the model of a two-phase composite whose phases differ
in the magnetic order and charge carrier concentration. The volume ratio of the phases depends on the temper-
ature and the magnetic field. The magnetoelastic polarons are charge carriers in both phases, and the metal—
dielectric transition occurs as apercol ation transition accompanied by the crossover of the polaron conductivity.
The results obtained by numerical simulation of the resistivity, magnetoresistance, and thermopower are com-
pared with the experimental data for Lag,Mn; 305 _5 thin films. The theoretical and experimental data are in
good agreement. © 2001 MAIK “ Nauka/lInterperiodica” .

1. INTRODUCTION

A superposition of ferromagnetic and antiferromag-
netic peaks of neutron scattering for a number of sam-
ples doped with lanthanum manganites was already
observed many years ago by Wollan and Koehler [1]
and lent impetus to a considerable discussion (see, for
example, review [2] and references therein). However,
it seems likely that only recent experimenta investiga-
tions [3-6] uniquely confirmed the magnetic and elec-
tric inhomogeneities of lanthanum manganites in the
magnetic phase transition region. The results obtained
conclusively demonstrated that ferromagnetic and anti-
ferromagnetic regions are spatially separated and form
charge-carrier—enriched (metallic) and charge-carrier—
depleted (semiconducting) domains. Magnetization
vectors of different ferromagnetic regions are disor-
dered. The application of an external magnetic field
leads to the percolation transition to a metallic phase,
which is accompanied by the giant magnetoresistance
effect. It is interesting that a sample does not undergo
complete transformation into the ferromagnetic state
even in astrong magnetic field [4].

Although the results obtained in [3-6] reveaed the
phase separation, a number of questions essential to the
understanding of the physics of the giant magnetoresis-
tance effect in manganites remain unclear. In particular,
it remains to be seen whether the conductivity mecha
nism in charge-enriched (metallic) domains radically
differs from that in charge-depleted domains. To put it
differently, whether these regions should be considered
to be separated by a true metal—dielectric phase transi-
tion or the conductivity in domains changes according
to ascenario of the conductivity-crossover type. A vari-
ant of the answer to this problem determinesthe type of

Ginzburg—L andau functional and, hence, the results of
the application of the phenomenological theory of
phase transitions to lanthanum manganites.

In the present work, the transport properties of lan-
thanum manganites over a wide range of temperatures
below the magnetic phase transition point T, were dis-
cussed within the model of a composite (efficient
medium) formed by long ferromagnetic domains with
a metallic conductivity which were embedded in a
semiconducting paramagnetic matrix (Fig. 1). It was
assumed that the magnetization m(T, H) is an order
parameter, and the fraction C(T, H) of charge carriers

AN \
&
\\>\\\ \&4

Fig. 1. A composite with phases differing only in the charge
carrier concentration and the magnetic order. The volume
ratio of phases depends on the temperature and the magnetic
field. Near T, the composite consists of strongly oblong
ferromagnetic ellipsoids with a metallic conductivity
(FMm) (solid lines) which are embedded in a paramagnetic
semiconducting matrix (PMs) (bright field of the drawing).
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contained in metallic domains is a secondary order
parameter. The metal—dielectric transition occurs as a
percolation transition. Note that this transition in the
case of strongly oblong ferromagnetic domainsis very
sharp and exhibits alow percolation threshold [7]. The
obtai ned theoretical dependences of the electrical resis-
tivity and the thermopower of a composite on the tem-
perature and magnetic field were compared with the
experimental datataken from [8, 9] for La,;Mn; 305_5
thin films grown by magnetron sputtering. An excellent
agreement between the experimental and theoretical
results shows that the effective medium model ade-
guately reflects the physics of the phenomenon under
consideration.

It should be noted that a model similar to that dis-
cussed in the present work was considered recently by
Jameet al. [10]. The obtained theoretical dependences
well represented the experimental data for Ca systems.
It was reasonable to analyze a generdization of the
model proposed in [10]. In particular, by assuming the
internal inhomogeneity and the percolation transition
to the metallic phase, we introduced two essential
changes as compared to [10]. First, we supposed that
magnetoelastic polarons are charge carriers in the
metallic and semiconducting phases, so that the metal—
dielectric transition occurs as a percolation transition
attended by the crossover of the polaron conductivity.
Second, the relation between the order parameters was
taken into account through an interaction of the n?C
type rather than m?C?, aswas proposed in [10] (seedis-
cussion below).

2. THE GINZBURG-LANDAU FUNCTIONAL

In the magnetic phase transition region, we assume
that the magnetization m(T, H) is the primary order
parameter and the fraction of charge carriers C(T, H)
contained in metalic domains is the secondary order
parameter. The interaction between the order parame-
tersis considered within the lowest symmetry-allowed
approximation (see, for example, [10, 11]), viz., ~n?C.
Note that a similar term in the expansion of the free
energy for cubic crystals appears, for example, when
the interaction of macroscopic strains with the primary
order parameter is taken into account (see [12]). It is
this situation that occurs in lanthanum manganites
under the assumption of their phase separation: the for-
mation of charge-inhomogeneous regions leads to the
aggregation of Jahn—Teller Mn** ionsinto clusters and
the collectivization of the corresponding lattice strains.

The free energy functional has the form

1 1 1 1
F= Eamrmz + me4 + éaC2 + ZBCA—dmZC. (1)
Here, T = (T = To)/ Tem Tem IS @ bare temperature of the
magnetic phasetransition. All the coefficientsin expan-
sion (1) are assumed to be positive. We do not seek to
develop the phenomenological theory of phase transi-
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tions in lanthanum manganites. Hence, we will restrict
our consideration to the situation when the paramag-
net—ferromagnet phase transition is a second-order
transition. This implies introduction of an additional
condition ab > 2d? for the parameters of expansion (1).
From the set of equations of state

OF/dm=—a, T + 2dC)m+ bm? =0,
dF/9C = aC + BC3—dn? = 0,

it follows that C(T, H) ~ m?(T, H) and the phase transi-

tion temperature is determined as T = (1 + 2dC)/ T,
Therefore, the phase separation process and a nonzero

concentration C below the T, temperature bring about
an increase in the “effective” critical temperature of the
phase transition.

3. TRANSPORT PROPERTIES OF A COMPOSITE

Let us consider a composite whose phases are crys-
tallographically (chemically) homogeneous but differ
in the concentration of charge carriers. The volume
ratio of the phases depends on the temperature and the
magnetic field. Our aim is to reconstruct the transport
properties of the composite from the known character-
istics of its components. These characteristics can be
found from the experimental data for La-deficient thin
films of La,;Mn, ;05_5 in the range of low (metallic
phase) and high (semiconducting phase) temperatures.

Details of the film preparation and the data on their
magnetic, magnetoresistive, thermoelectric, and mag-
netoresonant properties were described in [8, 9, 13].
Note that the La,,Mn,;;0;_; films ~3500 A thick
were grown by reactive magnetron sputtering on the
(001)-oriented SrLaAlO, substrates. According to
x-ray structure analysis, the films are homogeneous and
have a perovskite structure.

3.1. Magnetoresistance. The properties of a com-
posite made up of long metallic wires embedded in a
semiconducting matrix (Fig. 1) were studied earlier by
Lagarkov and Sarychev [7]. Specifically, the effective
resistivity p = p(H, T) of a sample whose components
are characterized by the resistivities p,, = p,(H, T) and
ps = pdH, T) is represented by the relationship (see
expression (9) in[7])

2C(0 P V[P + G0~ ] + 4P —P))
+3(1-C)(p—ps)/(2ps+p) = 0.

Here, the depolarization factor G = (b?pda’p)In[1 +
(ap/bpy)] is introduced according to the composite
model [7] and C = C(H, T) is the mixing factor (the
fraction of charge carriersin the metallic region).

)
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As follows from the preceding section, C(H, T) ~
m?(T, H). In numerical calculations, we will use the
relationship

Ol -
O —

where T, isthe temperature of atransition to the homo-
geneous ferromagnetic state (T, <€ Ty); T, is the tem-
perature of metallic domain nucleation; in the absence
of amagnetic field, T,, = Tc; and O(x) is a theta func-
tion.

The experimental temperature dependence of the
electrical resistivity of Layg;Mn;30;5_5 films in a zero
magnetic field is shown by pointsin Fig. 2. The behav-
ior of the reduced resistivity of the sample p(H, T) =
R(T, H)/R(77 K, 0) in the metallic region (T < 200K) is
approximated by the phenomenol ogical dependence

pm(T, H) — 10—2.8K—3/2T3/2
+10exp{ aN(e + gusScH)} .

Here, the first term corresponds to band carriers and
describes the asymptotic behavior of p,(T) at low tem-
peratures T < 70 K. The second term—the basic termin
the temperature range under consideration—reflects
the fact that a carrier in the crystal becomes a charged
magnetoelastic polaron which is covered with a
“phonon and magnon coat” (see, for example, [14, 15]
and references therein). By generalizing in thisway the
physical meaning of the second term as compared to
[16], we assume that N(e + gusSH) = {exp((e +
g SH)/T) — 1} isthe mean number of magnetoel as-
tic polaronswith an energy € = 950 K, & isthe effective
number of spins participating in the formation of a
“magnon coat” of the polaron, and a = 550 is the struc-
turefactor [16]. The numerical values of the parameters
involved in relationship (4) and formulas (5)—7) given
below were obtained from analysis of the experimental
data and were taken from [8, 9].

The resistivity of filmsin the semiconducting phase
(T > 220 K) is approximated by a dependence of the

type

C(H,T) = 1- _IPO%F@(T—TO), ©)

(4)

po(T, H) = 10K Texp(E,/T), (5)

which corresponds to inelastic processes of charge car-
rier hoppings with an activation energy E, = 1220 K,
which differs from that in aferromagnetic domain. Itis
assumed that, in the paramagnetic phase, the “mag-
netic” component of a polaron is small so that its
energy isvirtually independent of the magnetic field.

The calculated temperature dependences of the
resistivity of acomposite at different axial ratiosa/b for
a ferromagnetic ellipse are depicted by solids lines in
Fig. 2. The calculations were performed using formula (2)
in the case when p(H, T) and p(H, T) were defined by
relationships (4) and (5), respectively. As can be seen
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Fig. 2. Temperature dependences of the resistivity of the
composite at different axial ratios for metallic ellipsesa/b =
(1) 1, (2) 10, and (3) 50. Points are the experimental datafor
Lag7Mn; 303 _ 5 filmsin the absence of a magnetic field.
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Fig. 3. Temperature dependences of the resistivity of the
composite at different temperatures of the formation of
metallic domains. a/b = 10. Conditions. (1) Tp = 120 K,

Tn=220K =T, and H = 0 kOg; (2) T = 120 K, Ty, =
220K =T, and gugScH = 50 K; and (3) T = 130K, Ty, =
235K, and gugScH = 0. Points are the experimental datafor
Lag7Mnq 303 _ 5 films without magnetic field and at H =
10 kOe.

from this figure, the theory satisfactorily describes the
experimental dependences only for very oblong ferro-
magnetic ellipsoids (a/b > 10). In other words, metallic
regions in Lay-Mn, ;05_5 films are formed as strip
domains rather than as compact clusters.

The temperature dependences of the resistivity,
which were numerically simulated using expressions (2),
(4), and (5) at a/lb = 10 and the magnetic fieldsH =0
and 10 kOe, are displayed by solid linesin Fig. 3. The
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Fig. 4. Temperature dependences of the Seebeck coefficient
for athin composite film on a bulk substrate. a/b = 10, Ty =

120 K, and Ty, = 220 K = T. Points are the experimental
data for Lag7Mny 303 _ 5 films (1) without magnetic field
and (2) a H =5kOe.

relevant experimental datafor La,,Mn, 305_5filmsare
also shown by points in this figure. Allowance should
be made for the fact that the magnetic field leads to (i)
achange in the energy of a magnetoelastic polaron, (ii)
ashift in the temperature of metallic domain nucleation
and, correspondingly, the temperature of percolation
transition, and (iii) the orientation of magnetic
moments of ferromagnetic domains. L et us evaluate the
relative contribution of each effect.

The last term in formula (4) accounts for the first
factor. Curve 2 in Fig. 3 corresponds to the situation
when the energy of a magnetoelastic polaron is
changed by 50 K in afield of 10 kOe, i.e., when the
number of spins per charge carrier is of the order of
20Sy,.- In this case, the temperature of metallic domain
nucleation remains unchanged, i.e., T, = T¢. It is seen
from this figure that the effect of magnetic field on the
resistivity through this mechanism is extremely weak
even at alarge number of spins of manganeseions S,
which form the magnon component of the polaron coat.

Relationship (3) makes it possible to elucidate the
role of the second factor. Curve 3 in Fig. 3 illustrates
how the change in the temperature of metallic domain
nucleation T,, in a magnetic field affects the composite
resistivity. A shiftin T,, and T, by approximately 10 K
toward the high-temperature range alows us to
describe adequately the experimental dependence for
Lay;Mn, ;05_5films.

The change in the composite resistivity at a given
temperature due to a change in the orientation of mag-
netic moments of ferromagnetic domainsin a magnetic
field can be accounted for with the use of the models
proposed earlier for granular systems (see, for example,
[17]). This mechanism of the magnetoresistivity for
lanthanum manganites was discussed in my earlier
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work [18]. Consideration was given to the situation in
which metallic ferromagnetic domainsin the semicon-
ducting matrix are spherical in shape and their relative
fraction (thefilling factor f) issmall (f < 1). Inthiscase,
the magnetoresistivity effect associated with the reori-
entation of magnetic moments is proportional to the
factor f. The case of strongly oblong ferromagnetic
ellipsoids calls for separate analysis. At the same time,
there are grounds to believe that this mechanism of the
magnetoresistivity in lanthanum manganites at the tem-
peratures of interest isinsignificant [2, 15].

3.2. Seebeck coefficient. The temperature and field
dependences of the thermopower for the composite can
be determined from the results of the preceding section
and from the relationships for the thermopower of com-
posite components.

The experimental temperature dependence of the
Seebeck coefficient for Lay,Mn, ;0;_5 filmsin a zero
magnetic field and a field of 5 kOe [9] are shown by
pointsin Fig. 4. The behavior of the thermopower in the
metallic phase (T < 180 K) is represented as

Si(T) = (102K1T -3 x 104K 2T?) uVI/K. (6)
In the paramagnetic phase (T > 220 K), we have
S(T) = (7000 K/T —22) uV/K. (7

Now, wetakeinto account that the thermal conductivity
of athin-film sample is predominantly determined by
the thermal conductivity of the substrate. Then, the
Seebeck coefficient for the film on the substrate is
defined as[10, 19]

— pssrn_pmss+ p@(p(Ti H)(Ss_sm)
ST, H) (ps_pm) . (8)

It should be emphasized that the dependence T, H) in
the entire field range is determined only by the experi-
mental dependence of the resistivity pe,(T, H), because
the asymptotics for the low-temperature and high-tem-
perature thermopower components are independent of
the magnetic field.

The simulated temperature dependences of the See-
beck coefficient are shown by solid linesin Fig. 4. The
Seebeck coefficients were calculated by formula (8) at
the ratio a/b = 10 and magnetic fields H = 0 and 5 kOe.
The experimental data for Lay,Mn, ;05_5 films are
depicted by pointsin thisfigure. The coincidence of the
theoretical and experimental data indicates that the
effective medium model correctly reflects the physics
of the phenomenon under investigation.

4. DISCUSSION

Inour earlier works[8, 9], we attempted to describe
the properties of La-deficient systemsin the framework
of atwo-liquid model. According to this model, above
and below the magnetic transition temperature, the sys-
tem involves two types of charge carriers that differ in
their character of interaction with a magnetic sub-
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system (two conduction channels). Band charge carri-
ers elasticaly interact with the magnetic subsystem,
and charge carriers of the other group are characterized
by the activation motion attended by the emission and
absorption of magnons. The temperature dependences
of the resistivity for carriers of these two groups are
quite different: in the former case, the resistivity
increases with an increase in the temperature, whereas
the resistivity for inelastic processes decreases with an
increasein the temperature. It turns out that, in the case
when the properties of the system meet certain condi-
tions, the crossover from one conductivity mechanism
to another mechanism occursrather abruptly and is suf-
ficiently sensitive to the magnetic field for providing
the giant magnetoresistance effect. (A description of
the properties of lanthanum manganites in terms of the
two-liquid model isaso availablein [16, 20, 21].)

The two-liquid model satisfactorily reproduced the
magnetoresistive properties of Lay;Mn;305_5 thin
films but was inapplicable to the description of the ther-
moelectric characteristics, which was also noted by
other researchers (see, for example, [20]). The results
obtained allowed usto argue for the magnetic and elec-
tric internal inhomogeneity of the system [9]. With due
regard for recent experimental data [3-6], it is quite
reasonabl e to use the aforementioned effective medium
model for the phenomenological description of the
magnetotransport properties of La-deficient mangan-
itesin the temperature range below the T temperature.

In thiswork, we studied the transport properties of a
two-phase composite whose phases are crystallograph-
ically homogeneous but differ in the charge carrier con-
centration and the magnetic order. The volume ratio of
the phases depends on the temperature and the mag-
netic field strength. It was assumed that it isthis el ectri-
cal and magnetic structure which is characteristic of
lanthanum manganites over a wide range of tempera-
tures below the magnetic phase transition point T.

The results obtained were discussed within the
model in which the concentration of the metallic ferro-
magnetic phase in the semiconducting paramagnetic
matrix isthe secondary order parameter and the magne-
tization is the primary order parameter. The basic
assumption of the theory lies in the fact that magne-
toelastic polarons are charge carriers in both metallic
and semiconducting phases, so that the metal—diel ectric
transition occurs as a percolation transition attended by
the crossover of the polaron conductivity.

It was demonstrated that the phenomenological
description of electrical and magnetic interna inhomo-
geneities of Lay,,Mn,;0;_5 films leads to a qualita-
tively correct representation of the field and tempera-
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ture dependences of their transport properties over a
wide range of temperatures below T.. Asin [10], we
revealed that metallic domains are formed in the form
of very oblong ellipsoids rather than “drops’ compact
in shape. This form of domains ensures a sufficiently
sharp metal—dielectric transition, which is characteris-
tic of high-quality samples.
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Abstract—This paper reports an experimental study of the magnetization processes and structure of the Gd—
Ti—Ge compound in the initial coarse-grained state and a nanostructured state obtained under torsion at a high
quasihydrostatic pressure. It is established that in a nanocrystalline sample, the magnetic ordering temperature
is30K lower, the coerciveforceiseight times higher, and the magnetization is 3.7 times|ower than their respec-
tivevaluesin acoarse-grained sample. The observed changesin the magnetic properties are shown to be related
primarily with the conversion of apart of theinitial phase with the CeScSi-type lattice to a CeFeSi-type weakly
magnetic phase. The effect of structural defects and of partial disorder on the magnetic characteristics of the

compound are also discussed. © 2001 MAIK “ Nauka/Interperiodica” .

The ternary silicides and germanides of rare-earth
and transition metals make up a new class of magneti-
cally ordered substances. I nvestigation of magnetismin
these compositions revealed a number of new com-
pounds of the types RScX [1] [here, R stands for arare-
earth (RE) metal, and X, for Si or Ge] and RTiGe [2]
possessing high magnetic-ordering temperatures. For
instance, the magnetic ordering temperature of the
RTiGe compounds considerably exceeds those of pure
RE metals, although only the RE ions have a magnetic
moment in this series.

GdTiGe was found to undergo a polymorphic trans-
formation [3]; more specifically, this composition can
crystallize, depending on the actual preparation condi-
tions, in anumber of lattice types. CeFeSi (space group
P4/nmm) and CeScSi (space group 14/mmm). Note that
a change in the structural type affects the magnetic
properties of a given composition considerably.

The available data relate to single-crystal samples.
At the sametime, it is known that the magnetic charac-
teristics of RE ferromagnets are determined to a con-
siderable extent by their structural state. This becomes
particularly noticeable in samples with a nanocrystal-
line structure. In particular, in a nanocrystalline state,
the coercive force of pure Dy and Th increases by thou-
sands of times[4, 5]; the magnetization of Dy [4, 6], Tb
[5], and Gd [7] decreases by a few times; the magnetic
transformation points change [5, 6]; and the magnetic
ordering changes its character [4, 6].

In this connection, we carried out an experimental
study of the magnetization processes and structure of a
GdTiGeadloy inthe nanocrystalline and coarse-grained
states, the results of which are presented here. The

choice of the method of severe plastic deformation to
produce a nanocrystalline structure was motivated by
the fact that this method precludes contamination and
permits obtaining bulk nonporous samples which do
not need subsequent compacting before performing
structural and magnetic measurements.

1. MATERIAL AND EXPERIMENTAL
TECHNIQUE

For this study, we used the ternary compound
GdTiGe (35 at. % Gd-33 at. % Ti—32 at. % Ge) with the
initial structure of the CeScSi type (see table) prepared
by rf melting.

The nanocrystalline structure was attained by
intense plastic deformation, more specifically, by
room-temperature torsion on Bridgman anvils through
an angle of 101t at a pressure of 8 GPa.

The magnetization curves were measured on a
vibrating sample magnetometer in a field of 1.6 x
10% kA/m. The temperature dependence of the magne-
tization was studied with a magnetic balance [6] in a
vacuum of 1.3 x 102 Paand afield of 250 kA/m within
the temperature range from 290 to 1070 K.

The microstructure of the samples was investigated
with aJEM 2000EX transmission electron microscope.
The sample chemical composition was measured on a
JSM-840 scanning €lectron microscope equipped with
a Link attachment. The phase composition was deter-
mined by the standard technique on aDRON 3M x-ray
diffractometer.

1063-7834/01/4304-0710$21.00 © 2001 MAIK “Nauka/Interperiodica’
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Structural and magnetic data for GdTiGe samples with different lattice types
Structure Space group a, nm c, nm Typeof ordering| Tc n, K B, K Meff» UB
CeFeS P4/mmm 0.4065(1) 0.7716(2) Weak FM 412 317 8.3
CeScSi 14/mmm 0.4065(1) | 1.5454(1) | FM 377 413 8.6

2. RESULTS OF THE STUDY
2.1. Magnetic Properties

The measurements of the coercive force showed that
H. does not exceed 0.64 kA/m in the initia nonde-
formed, coarse-grained (CG) sample with the CeScSi
structure and it increases to 5.2 kA/m in the nanocrys-
talline (NC) sample.

Figure 1 displays the magnetization curves a(H).
One readily sees that the magnetization curves for the
CG (curve 1) and NC (curve 2) structures follow prac-
ticaly the same pattern; namely, in fields of up to
160 kA/m, the magnetization grows rapidly to subse-
guently reach alinear portion. However, the magnetiza-
tion of the NC sample remains substantially lower than
that of the CG sampl e throughout the range of thefields
applied. For instance, at H = 10% kA/m, the magnetiza-
tion of the CG sampleis 3.7 times that of the NC sam-
ple. The magnetization curve of a sample having the
CeFeSi structure, whichisaweak ferromagnet (curve 3),
is aso shown for comparison.

Figure 2 presents the temperature dependences of
the magnetization, o(T), for the structural states stud-
ied. The room-temperature magnetization of the initial
CG sample (1) with the CeScSi structure is substan-
tially higher than that of the NC sample (2). These
curves also differ dightly in character; indeed, in the
CG sample, the o(T) dependence follows a pattern typ-
ical of ferromagnets, while in the NC sample, the mag-
netization decreases more slowly. The ferromagnetic
Curie point determined by extrapolation of the steepest
part of the o(T) curveto the temperature axiswas found
to be 375 K for the NC state, which is lower by 30 K
than that for the CG state.

The direct and reverse runs of the temperature
dependence of the magnetization measured on the CG
sample coincide completely. Heating the NC sample to
1070 K and maintaining it at this temperature for
30 min increases the magnetization dlightly, as is evi-
dent from the reverse course of the o(T) curve; how-
ever, this does not affect the ferromagnetic Curie point.
Note that the magnetization of the NC sample remains
higher than that of the samplewith the CeFeSi structure
throughout the temperature range studied (curve 3).

2.2. Sructural Studies

Figure 3 displays an electron microscope image of
the microstructure of the NC sample. The crystallite
size estimated from bright-field el ectron micrographsis
10-20 nm. Inside the crystallites, one observes a high
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disdocation density. The crystalite boundaries are
broad and diffuse.

The x-ray diffractograms of the samples are shown
inFig. 4. A comparison of the diffraction patterns of the
initial CG samplewith the CeScSi structure (1) with the
NC sample (2) reveals that the deformation resulted in
the disappearance of most of thelines present intheini-
tial phase. The figure also shows a diffractogram of the
sample with the CeFeSi sructure (3). The intense
reflections in the diffractogram of the NC sample are
seen to be due to the CeFeSi phase. However, these
lines are broadened to the extent where one cannot
make a quantitative analysis of the phase composition
of the NC sample. The line broadening is apparently
associated with the small size of the crystallites and the
high level of interna stresses. Taking into account the
complex character of the Gd-Ti—Ge lattice, the quanti-
tative separation of the contributions due to these fac-
tors to the broadening cannot be done because the line
intensity istoo weak.

3. DISCUSSION

The above results show that the NC and CG struc-
tura states of the Gd-Ti—Ge compound differ consider-
ably in magnetic properties. In the NC sample, the
coercive force increases eight times, while the magne-

0, arb. units

1
0 5 10 15 20
H, kOe

Fig. 1. Magnetization curves of (1) Gd-Ti-Ge samplesin
theinitial state (CeScSi-type structure) and (2) in the nanoc-
rystalline state and (3) a sample with a CeFeSi-type struc-
ture,
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Fig. 2. Temperature dependence of the magnetization of
(1) Gd-Ti-Ge samples in the initial state (CeScSi-type
structure) and (2) in the nanocrystalline state under heating
and cooling and (3) a sample with a CeFeSi-type structure.
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Fig. 3. Fine structure and electron microscope image of a
nanocrystalline Gd-Ti—-Ge sample.

tization decreases by a few times. The ferromagnetic
Curie temperature deduced from the temperature
dependence of the magnetization islower by 30 K than
that of the CG sample. Because all magnetic measure-
ments on the NC and CG samples were conducted in
identical conditions, the observed differences may be
attributed obviously both to the different phase compo-
sitions of the samples and to specific features of the NC
structure which formed in the course of intense plastic
deformation.

As was aready pointed out, annealing at 1070 K
does not result in a substantial change in the character
of the temperature dependence of the magnetization,
although annealing at such ahigh temperatureisknown
to reduce the density of structural defects by several
orders of magnitude. This point argues for the sugges-
tion that the difference between the magnetic properties
of the NC and CG samplesis primarily due to a part of
theinitial phase with the CeScSi structure transforming
to aweakly magnetic phase with a CeFeSi-type lattice.
The substantial decrease in the magnetization of asam-
pleasit convertsto the NC state is also obviously asso-
ciated with the phase transformation, with the magneti-
zation of the NC sample following practicaly alinear
course (curve 2 in Fig. 1). Because the magnetization of
the NC sample exceeds that of the sample consisting
only of the CeFeSi-type phase, this suggeststhat severe
plastic deformation produces a mixture of the two
phases.

The phase transformation stimulated by deforma-
tion was also observed to occur in pure Gd with a
nanocrystalline structure, which was likewise produced
on Bridgman anvils[6].

The noticeable decreasein the Curie pointinthe NC
sample cannot be associated with the presence of a
weakly magnetic phase, because its magnetic ordering
temperature is higher than that of the initial strongly
magnetic phase. At the same time, it is known that a
decrease in the crystalite size and the presence of
defects break up the long-range order, which in turn
entails a decrease in both the magnetization and the
magnetic ordering temperature via exchange inter-
action.

As was already mentioned, pure RE ferromagnets
subjected to severe plastic deformation exhibit similar
changes in magnetic properties. These changes, as
illustrated by Tb [8], are connected primarily with a
certain change in the lattice parameters, large lattice
microdistortions, and a small crystallite size, which
destroy the periodicity and weaken the exchange inter-
action, particularly, close to the crystallite boundaries
[6, 7, 9, 10]. Unlike pure RE metds, the Gd-Ti—Ge
compound has a very complex ordered lattice consist-
ing of layers alternately containing and free of RE ele-
ments. Interlayer coupling is responsible for the high
magnetic transition temperature [1-3]. At the same
time, asis shown by recent studies of the ordered inter-
metallic compounds NizAl [11] and TiAl [12], severe
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Fig. 4. X-ray diffraction patterns of (1) Gd-Ti—-Ge samplesin theinitial state (CeScSi-type structure) and (2) in the nanocrystalline

state and (3) a sample with a CeFeSi-type structure.

plastic deformation by torsion may bring about both a
partial and complete structural disorder and the forma-
tion of a solid solution. Note that the structure under-
goes a substantial disordering even with the anvils
turned through an angle ~172. One may therefore sug-
gest that deformation of the Gd-Ti—Ge samples on the
Bridgman anvilsalso resulted in apartia structural dis-
order. Because the | attice distortions are maximum near
the boundaries of crystallites and at defect pileups, the
disordering associated with deformation starts to
develop apparently near the crystallite boundaries and
dislocation pileups. It isin these regions that the phase
with a CeFeSi-type lattice, which exhibits the proper-
ties of aweak ferromagnet, is formed.

On the other hand, such a composite NC sample
structure, consisting of an ordered, weakly distorted
lattice in the bulk of the crystallites and a disordered

PHYSICS OF THE SOLID STATE Vol. 43 No. 4
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lattice with large microdistortions near the boundaries,
interferes with the domain wall displacement and gives
riseto anincreasein H.. Moreover, the structural disor-
der reduces, on the whole, the magnetization and low-
ers the magnetic transformation temperature dightly.
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Abstract—A method is proposed for the calculation of the magnetocal oric effect from simultaneous measure-
ments of thermal expansion and magnetostriction made in different regimes (adiabatic and isothermal). The
magnitude of the magnetocal oric effect for Smg Srg sMNO; is estimated. It isfound that near the Curie temper-

ature T it passes through a maximum to reach a giant value AT = 4.6 K for AB = 0.84 T. In addition, in the
neighborhood of T, we observed colossal magnetoresistance Ap/p = [p(H) —p(0)]/p(0) = 72% in aweak mag-

netic field of 0.84 T, agiant negative volume magnetostriction w = -5 x 10 in afield of the same strength, and
alarge change in the sample volume AV/V = 0.1%. © 2001 MAIK “ Nauka/Interperiodica” .

Rare-earth manganites with perovskite structure
exhibit typicaly strong coupling of the electron and
spin subsystems with the lattice, which gives rise to
anomalies in their magnetic, €electrical, optical, and
elastic properties. Theoretically and from the practical
standpoint, the most interesting effects are undoubtedly
the colossal magnetoresistance (CMR) and giant mag-
netostriction, which are observed in some of these com-
pounds near the Curie temperature T.. While the CMR
has been dealt with in a large number of publications
(see reviews [1-3] and references therein), the magne-
tostriction of rare-earth manganites remains much less
studied [4-6]. Materials possessing a large magneto-
striction can be employed in a variety of devices con-
verting electrical to mechanical energy. Asfor the mag-
netocaloric effect (MCE) in manganites, it has practi-
cally not been investigated at all [7-9]. It was pointed
out in [10] that the MCE in manganites is comparable
in magnitude with that in Gd, which makes these mate-
rials promising for application in magnetic coolers. For
instance, calculation of the MCE from heat capacity
measurements in La, ;Ca, ,MnO; yields AT = 2 K for
AB=3T near To =260 K [11]. Thisillustrates the need
to search for materials exhibiting a high magnitude of
the above effects at room temperature and in weak
magnetic fields. This paper reports a study of thermal
expansion, magnetostriction, MCE, electrical resistiv-
ity, magnetoresistance, and ac initial magnetic and
paramagnetic susceptibility of Smy ¢St ,MnOs;.

Theinitial magnetic susceptibility in an ac magnetic
field of 0.8 to 8 kHz was measured with an F-5063 fer-
rometer, and the paramagnetic susceptibility was found
by weighing with electromagnetic compensation. The
electrical resigtivity was determined by the four-probe
technique. The longitudinal and transverse magneto-
striction and thermal expansion were measured by

means of strain gauges with a resistance of 92.30 +
0.01 Q and a strain sensitivity coefficient of 2.26. One
gauge was pasted onto the sample; the other, on the
guartz plate. When taking a measurement, the gauges
on the sample and the quartz plate were oriented in the
same way relative to the magnetic field.

SmMySrosMnO; was prepared using standard
ceramic technology. The phase composition and lattice
parameters were checked with a Siemens D5000 dif-
fractometer. The ceramic prepared was established to
be a single-phase perovskite with orthorhombic struc-
ture (Pnma group). The single-phase state of the
ceramic was aso confirmed by Raman spectroscopy
using a Jobin-Yvon T64000 triple-grating spectrome-
ter; indeed, we detected only those phonon modes char-
acteristic of orthorhombic manganites with Pnma sym-
metry.

Figure 1 plots the temperature dependence of the
initial magnetic (left-hand scale) and the paramagnetic
(right-hand scale) susceptibility of the compound under
study. The x(T) temperature dependence exhibits a
sharp maximum at Ty, = 32 K and an abrupt decay at
Te = 110 K (T was determined as the position of the
minimum in the {dx/dT} (T) curve). Within the 230- to
300-K interval, the paramagnetic susceptibility obeys
the Curie-Weiss law with a paramagnetic Curie tem-
perature © = 124 K. At T < 230 K and adeviation from
the Curie-Weiss law is observed, which indicates that
the magnetic state in this temperature region is not
homogeneous. The electrical resistivity p is seen to
increase sharply (by severa orders of magnitude) near
Tc (Fig. 2). Application of an external magnetic field
brings about a decrease in p in the region of T and,
hence, anegative MR (Fig. 2). Notethe very large mag-
nitude of MR, Ap/p = [p(H) — p(0)]/p(0) = 72%, in a

1063-7834/01/4304-0715%$21.00 © 2001 MAIK “Nauka/ Interperiodica’
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Fig. 1. Temperature dependence of the ac initial magnetic susceptibility in a field of 104 T and a frequency of 8 kHz (left-hand

scale) and of the paramagnetic susceptibility (right-hand scale).

weak magnetic field of 0.84 T. Figure 3 presents the
temperature dependence of the thermal expansion
Al/1(T) measured under heating and cooling of the sam-
ple. Asthe temperature drops below T, one observes a
strong decreasein Al/1 corresponding to avolume com-
pression AV/V = 3Al/1 =0.1%. Asseen from Figs. 2 and
3, the electrical resistivity and thermal expansion
undergo atemperature hysteresis below T, which indi-
catesafirst-order phasetransition at Tc. It isknown that
first-order phase transitions occur at a constant temper-
ature T and, hence, |(dM/dT),| should, theoretically, be
infinite. In this case, one should observe alarge MCE,
because

AT = —(T/Cp, ) (dM/dT),,AH,

where C;, , isthe heat capacity at a constant pressurein
a constant magnetic field and M is the magnetization.

1000 1.0
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—ggg 0.6

—1000 - 1 * TC 1 1 1 1 _(1):8
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Fig. 2. Temperature dependence of the electrical resistivity
(Ieft-hand upper scale) and of magnetoresistance in afield
of 0.84 T (right-hand lower scale).
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The MCE isusually either measured directly or esti-
mated from the experimental heat capacity or magneti-
zation data. We propose a method for estimating the
magnitude of the M CE which is based on simultaneous
measurement of thermal expansion and magnetostric-
tion in different regimes, namely, adiabatic and isother-
mal. The fact is that when studying magnetostriction,
one usually measures the adiabatic change in the vol-
umeor length, i.e., immediately after the application of
a magnetic field, where al the heat generated by the
MCE has not yet dissipated and remainsinside the sam-
ple. In this case, the total change in the length or vol-
ume is the sum of the magnetostriction and thermal
expansion due to the MCE. Assuming the relative
elongation A = Al/I to be afunction of H and T, we can
write [12]

d\ = (dA/dH);dH + (dA/dT),dT.

12

10

Al x 10*

50 100 150 200 250 300
T,K

Fig. 3. Temperature dependence of the thermal expansion
measured in a heating and a cooling run.
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Fig. 4. Temperature dependence of the volume magneto-
striction measured in the adiabatic and isothermal regimes,
and of the anisotropic magnetostriction in a magnetic field
of 0.84T.
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Fig. 5. Temperature dependence of the magnetocaloric
effect.

Whence for the magnetostriction measured in the adia-
batic regime, one obtains

(AM/dH) = (dNdH); + a(dT/dH) o,

where a = (dA/dT),, is the coefficient of thermal linear
expansion and (dT/dH), is the MCE. In accordance
with the above expression, we measured the tempera-
ture dependence of the magnetostriction in the adia-
batic regime (dA/dH).4 and of that in the isothermal
regime (dA/dH)+ (Fig. 4) and derived the coefficient of
linear thermal expansion from the Al/I(T) relation
(Fig. 3). (Notethat we measured the longitudinal A and
transverse A magnetostriction components, while the
volume w and the anisotropic A, magnetostriction were
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calculated from the expressions w = A+ 2\ and A =
A — Ag.) The temperature dependence of the MCE
AT(T), obtained for AB=0.84T, isshowninFig. 5. One
readily sees a sharp MCE maximum near T with a
giant amplitude AT = 4.6 K, which yields an extremely
high field dependence of the MCE of 5.5 K/T. We also
note the giant volume magnetostriction of -5 x 10 in
aweak magnetic field of 0.84 T. The anisotropic com-
ponent of the magnetostriction isvery small throughout
the temperature range studied (Fig. 4).

Thus, we report on the first observation, in the
Smy Sr,.sMNO; manganite near the Curie temperature,
of a giant magnetocaloric effect, a giant negative vol-
ume magnetostriction, and a large volume change,
which are accompanied by a colossa magnetoresis-
tance.

ACKNOWLEDGMENT

The authors are indebted to L. I. Koroleva for fruit-
ful discussions.

The work was supported by the Russian Foundation
for Basic Research, project nos. 00-02-17810 and
00-15-96695, and INTA S-97-open-30253.

REFERENCES

1. E. L. Nagaev, Usp. Fiz. Nauk 166 (8), 833 (1996) [Phys.
Usp. 39, 781 (1996)].

2. A. P. Ramirez, J. Phys.: Condens. Mater. 9 (7), 8171
(1997).

3. Y. Tokura and Y. Tomioka, J. Magn. Magn. Mater. 200
(1), 1(1999).

4. L. |. Koroleva, R. V. Demin, and A. M. Balbashov,
Pis'ma zZh. Eksp. Teor. Fiz. 65 (6), 449 (1997) [JETP
Lett. 65, 474 (1997)].

5. M. R. Ibarra, P. A. Algarabel, and C. Marquina, Phys.
Rev. Lett. 75 (19), 3541 (1995).

6. R. Mahendiran, M. R. Ibarra, A. Maignan, et al., Phys.
Rev. Lett. 82 (10), 2191 (1999).

7. X.X.Zhang, J. Tgjada, Y. Xin, etal., Appl. Phys. Lett. 69
(18), 3596 (1996).

8. W. Chen, W. Zhong, D. Hou, et al., Phys. Lett. 15 (1),
134 (1998).

9. X. Bohigas, J. Tejada, E. Del Barco, et al., Appl. Phys.
Lett. 73 (2), 390 (1998).

10. V. K. Pecharsky and K. A. Gschneidner, Jr., J. Magn.
Magn. Mater. 200 (1), 44 (1999).

11. X. Bohigas, J. Tgjada, M. L. Marinez-Sarrion, et al.,
J. Magn. Magn. Mater. 208 (1), 85 (2000).

12. K. P.Bélov, Elastic, Thermal, and Electrical Phenomena
in Ferromagnetic Metals (GITTL, Moscow, 1951).

Trandated by G. Skrebtsov



Physics of the Solid State, Vol. 43, No. 4, 2001, pp. 718-721. Trandated from Fizika Tverdogo Tela, \Vol. 43, No. 4, 2001, pp. 690-692.

Original Russian Text Copyright © 2001 by Shamsutdinov, Rakhimov, Kharisov.

MAGNETISM

AND FERROELECTRICITY

Nonlinear Wavesin a Chain of Plane-Parallel Domain Walls
In Ferromagnets

M. A. Shamsutdinov, S. E. Rakhimov, and A. T. Kharisov
Bashkortostan Sate University, ul. Frunze 32, Ufa, 450074 Russia
e-mail: KharisovAT@ic.bashedu.ru
Received September 29, 2000

Abstract—Taking into account the nonlinear interaction between plain domain walls (DWSs) in achain of DWSs,
one- and two-parameter solitons are obtained. These solitons are solitary shear waves propagating along the

DW chain. © 2001 MAIK “ Nauka/Interperiodica” .

INTRODUCTION

In astripe domain structure, along with volume spin
waves, there are excitations localized in a domain wall
(DW) associated with coupled oscillations of DWs [1].
A chain of plane-parallel DWs can exhibit wave prop-
erties similar to those of an atomic crystal lattice [2-5].
The long-range magnetostatic interaction forces
between the DWs play the role of elastic forces. The
waves of deformation of both the flexture and shear
types can propagate in the chain of a DW. The disper-
sion characteristics of the DW shear waves in a plane-
parallel domain structure are similar to the wave char-
acteristics in the one-dimensional chain of masses [6].
In this case, the linear waves of both acoustic and opti-
cal modes of the DW oscillations can exist [4]. The
forced nonlinear oscillations in the chain of plane-par-
alled DWs have many special features [7]. In such a
chain, nonlinear DW-shear waves of the acoustic and
optical modes of excitations can aso occur.

BASIC EQUATIONS AND DISCUSSION
OF RESULTS

In this work, the nonlinear DW shear waves of the
acoustic mode are considered in a ferromagnet plate
with uniaxial anisotropy (itsaxisis perpendicular to the
plate plane) and with a plane-parallel domain structure
(PDS). If the domain width D is considerably larger
than the DW width, one can obtain the following
expression for the DW interaction energy [7] by using
the procedure of calculation of the magnetostatic
energy for aplate with PDS[8]:

W = W,
Zn

_2nM; .,  16M3D
"T T " T n

5 Y- o g 23 ).

Qn = jn+1_jn’

where h is the plate thickness, M, is the component of
the magnetization vector aong the normal to the plate
plane, and j, isthe displacement of the nth DW from its
equilibrium position. In deriving Eg. (1), we ignored
the DW interaction with distant neighbors, which is
justified for the waves corresponding to acoustic modes
with small wave vectors. The kinetic energy of the sys-
tem is defined by the expression

m,,d
ZZD%:Jt

(D)

where

1
21V,

isthe DW mass per unit area[9], y is the gyromagnetic

ratio, Ay = ,/A/K,,, Aisthe nonhomogeneous-exchange
constant, and K, is the uniaxial anisotropy constant.

Introducing anew variable g = 11j/D, we write the equa-
tion of motion in the form

2

c—i—zqﬂ = (a1 =)~ F (= )], ()

where

W = 4nM3/(Dm,), 3)
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2 (1) . ooy
f(@) = a+£y S @-e™sin(ap),
p=1 P (4)
_mh
b = X
Using the relation
b
Z( b)° (L-e™)sin(gp) = - arctanﬂda
= p’ ) cosq + €

and representing the integral in the form of a power
series in g, we obtain the following expression correct
to thefifth order:

f(a) = ag+pa’+3q”, )
where
= 2ol g = 2
o= blncoshz, B = 12b anh 5
1 2b 3. .w2b0
0= 120bt h —4tanh

The dependence of a and /a on the ratio Th/D is pre-
sented in the figure. Since (/5 ~ 1040, we limit our-
selvesto thefirst two termsin Eqg. (5). At d=0, Eq. (2)
is known as the Fermi—Pasta-Ulam equation [10].
Introducing a continuous space variable x = nD and
denoting u = g,, we obtain

D’ D’
u, = s°0° [u+ Tt * Ba ua}, (6)
s = wy,D.J/a. (7)

Equation (6) is the modified Boussinesg equation. The
corresponding linearized equation (B = 0) has a wave
solution u = uycos(kx — wt) with the dispersion law

W = sk E%l———k2D
where k < 217D and sisthe velocity of the linear DW

shear waves.
Using the reductive perturbation theory [10] with

9 = g(xtst), T=¢% u-= zs”u(")(ﬁ,r), (8)

we obtain the modified Korteweg—de Vries (MKdV)
equation

+20,u® + rogu® + pay ()’ =

where
2
=S - SDB
12’ a
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/D

Dependences of a and /a (curves 1 and 2, respectively) on
theratio of the specimen thickness h to the domain width D.

By passing from the slow variables 9 and 1 to the usual
variables { = x = st and t in accordance with (8) and
introducing U = eu, we obtain
+20,U +rdju + pa;U° = 0. 9)
In Eq. (8), the small parameter € is the quantity (V, —
s)/s < 1, where V; is the velocity of the nonlinear wave
of deformation. This means that Egs. (8) and (9) are

applicable if the velocity of nonlinear wavesis close to
that of alinear wave.

Equation (6) is of the second order in time. It
describes the waves which propagate in either of the
two directions along the coordinate axis. The sign alter-
native appears in the scale transformation and, hence,
in Eq. (9), because Eq. (9) is of the first order in time
and describes awave that propagates only in one direc-
tion. Therefore, the choice of sign determinesthe direc-
tion of the wave propagation (forward or backward)
along the coordinate axis.

A one-soliton solution to the MKdV equation has
theform [11]

(10)
q-= +q0arctan[ hEAﬂE}

el o [ ae B G

wheren =x* (s+ v)tand v > 0. Notethat Eq. (9), with
each sign, has solutions of both signsin Eg. (10).

The velocity of nonlinear longitudinal DW shear
waves V is higher than the velocity of linear waves s,
i.e, Vg=s+V,s> v (because v > 0). Let us compare
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the velocity of the nonlinear wave with Walker’'s DW
limit velocity V,, [9]

Y ym,
One can obtain the following expression for the veloc-
ity ratio:

At usua bubble-domain film thicknesses h ~ 8QA,
Q= KUIZHMS is the quality factor), the domain width

isD ~ 8QA, [9]. Then, we have V/V,, ~ 4/aQ and at
Q = 10-103 we have V/V,, ~ 10102
One can go from the discrete model to the continu-

ous one if the soliton width exceeds the domain width
considerably; i.e., if

D ZJE v
This condition is fulfilled at least at A,/D > 10, which
imposes additional limits on the soliton velocity: v/s <
4 x 10 The maximal value of the relative domain

deformation in the region of the soliton localization can
be found to be

_DUo_g av

TP T mBs’
At a/f ~10? and v/s~ 10% we have 0 < 0.1. At v =
100 cm/s, D = h=0.01 cm, m,, = 3 x 1071° g/cmq, and
My = 100 G, the value of the relative deformation is
0 =0.03.

A two-parametrical solution of Eq. (9) has the
form [12]

2r 9 0 sin(k,E £ Qt) O
U=2 |—=actanf——=—
N p 98 TN ER K cosn(E/,)

1 v, AS+r ) or
o= p T Qs pde @

where & = x + (s— v,)t. We can choose the soliton vel oc-
ity v, (which is measured from the velocity of the of
linear wave s) and the characteristic size of the local-
ized excitation A, to be independent parameters. It is
clear from Eq. (13) that the range of the parameters v,
and A, where the soliton exists is defined by the ine-
quality

(12)

v, A3 > /2. (14)

In the case where condition (14) is fulfilled, k, in
Eq. (13) isareal quantity. Let us analyze two limiting
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cases of Eq. (12) [12]. In thefirst case, the amplitudeis
small; i.e., Ak, = 1. The solution in Eq. (12) is a
weakly localized small-amplitude wave. In the second,
extremely nonlinear case, we have kA, << 1 and solu-
tion (12) represents a breather, that is, a system of two
solitons with opposite signs, oscillating with the fre-
guency Q around the common center of gravity, which
moves with the velocity s— v,. The maximum distance
that can separate two solitonsis equal to
2
A= 2A2Ink0A2.
In contrast to Eq. (11), where v is strictly positive, the
guantity v, inthe breather solution (12) can be negative
[see Eq. (14)]. Let the velocity v, beclosetoitscritical
value [which corresponds to the equality in Eq. (14)],

v, = (1 — W/(2A3), 0 < p < 1. Then, we have
ko, = J/p/3 < 1and Q = 2|v, |k, and Eq. (15) can be
rewritten in the form A = A,In(12/p). At p = 0.05, we
have A = 5A,.

If the relation between v, and A, is similar to that
between v, and A, for the soliton solution in Eq. (11),

viz.,, A, = Jrlv,, we have
ko = 1/4,, Q = 2v .k, (16)

and the two-parametrical solution in Eq. (12) takes the
simplest form

(15

Osn[.J/v,/r(Cxv,t)] O
Feosh[ vt (7 v10)] O

It is seen from Eg. (16) that the wave number k; is
inversely proportional to the width A,, while the fre-
quency Q isdirectly proportional to the velocity v, and
the wave number k.

As was indicated above, all the calculations were
carried out ignoring the interaction with far-spaced
neighbors. For thisreason, asis evident from acompar-
ison of Eq. (2) with the equations of thelinear wave the-
ory as applied to the chain of plane-parallel DWs|[4, 5],
the results obtained at b = 1 are qualitative in character,
while, at b < 1 (when the domain width D far exceeds
the plate thickness h), they are of a quantitative charac-
ter. A domain structure with the domain width D being
considerably larger than the plate thickness h can exist
in both ferromagnets (see, e.g., [13]) and rare-earth
orthoferrites.

CONCLUSIONS

Thus, under certain conditions, the nonlinear waves
of DW deformation, which are similar to solitonsin an
anharmonic chain of atoms, can exist in the chain of
plane-parallel DWs. Physically, such waves are local-
ized waves of compression and dilatation, i.e., of the
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longitudinal deformation of the DW chain with possi-
ble additional internal degrees of freedom. The velocity
of DW shear solitons exceeds Walker’s limit velocity
by an order of magnitude and more, which can be of
certain practical importance. Such nonlinear waves of
deformation can be excited with a pulsed or a high-fre-
guency magnetic field inhomogeneous over the plate
plane, as is the case with linear deformation waves of
the acoustic type [14].
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Abstract—It is found that the ferroelectric phase transition in the ammonium sulphate crystal (NH,),SO, at
T =223 K isaccompanied by spontaneous twisting of samples around the a, b, and ¢ crystallographic axesin
the ferroelectric phase. This twisting, observed with a torsion pendulum, cannot be explained solely by the
change in symmetry mmm — mmz2 at the Curie point. It is supposed that the twisting is connected with acom-
plex rearrangement of the structural elements of the crystalline lattice below the Curie temperature. © 2001

MAIK “ Nauka/Interperiodica” .

INTRODUCTION

The effect of spontaneous twisting of asamplein a
torsion pendulum at temperatures lower than the Curie
point (T.) was first observed in pure proper ferroelas-
tics KH4(SeOs;), and KD5(SeOs), [1]. Later, this twist-
ing was observed in other ferroelastics, for example, in
K,ZnCl, [2], in crystals of the KH,PO, family [3], in
KLiSO, [4], and in some other materials. In al these
cases, crystals undergo displacive phase transitions
(PTs) which are accompanied by the appearance of new
components of the shear deformation in the ferroelec-
tric phase. Such components are absent in the high-
symmetry phase. If no new components of the shear
deformation appear at T, as, for instance, in a
Ba,NaNb;O,5 crystal at the ferroelectric phase transi-
tion (T = 858 K) from the tetragonal phase (4mm point
symmetry group) to another tetragonal phase (4/mmm),
then the twisting effect is not observed [5].

In this connection, it is of interest to clarify if afer-
roel ectric ammonium sulfate (NH,),SO, sample will be
twisted as aresult of a rhombic—+hombic PT when the
temperatureis changed. It isknown [6] that this crystal
has three components of shear deformationintheferro-
electric and paraglectric phases. In addition, none of
these componentsis a new shear component, but all of
them undergo an abrupt change at T [7, 8]. Moreover,
an anomalous behavior of the elastic and nonelastic
properties of the crystal subjected to twist deformations
was detected in the vicinity of T.. This behavior is
likely to be due to jumplike changes in the shear com-
ponents of the elastic rigidity at T [9].

Ammonium sulfate crystals undergo the ferroelec-
tric PT from the high-temperature rhombic phase with

D2 (Pnam) symmetry into the |ow-temperature rhom-

bic phase with C3, (Pna2) symmetry at the Curie tem-

perature T = 223 K [10, 11]. Thistransition is accom-
panied by the appearance of a spontaneous polarization
P, aong the c axis. The P, changesits sign at atemper-
ature of about 85 K [12]. Some characteristic features
(such as a small value of the Curie-Weiss constant
(Cew = 33.8 K), an anomalous behavior of the sponta
neous polarization in the vicinity of the 85-K tempera-
ture, etc.) allow one to classify (NH,),SO, as a weak
ferroelectric [13]. The mechanism of the ferroelectric
PT inthis crystal is quite complex and is still not com-
pletely understood in detail. The (NH,),SO, crystal unit
cell contains 60 atoms or four formula units. It isfairly
difficult to describe the structural rearrangement of this
crystal at Te. According to the idea formulated in [14],
one can suppose that two ferroelectric sublattices are
formed in (NH,),SO,, as well as in some other weak
ferroelectrics, at thetemperature of the ferroelectric PT.
These sublattices have oppositely directed spontaneous
polarizations Py, and P, (subscripts 1 and 2 indicate the
corresponding ferroelectric sublattices) with different
temperature dependences. The spontaneous polariza-
tions Py, and P, are due to displacements of the tetra-
hedrons (NH,), and (NH,), along the c axis. Twisting of
these tetrahedrons is caused by a rearrangement inside
the (SO,), and (SO,), groups. It isassumed that the dis-
tortion of the (SO,), and (SO,), groups and their rota-
tion at some angle take place at the Curie temperature.
Their rotation angle depends on the temperature of the
sample (below the Curie point).

It is obvious that the rearrangement of different
structural elements of acrystal a T = T can lead to a
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complex deformation of ammonium sulfate samplesin
the ferroelectric phase. The main purpose of this work
was to measure the spontaneous twist of ammonium
sulfate crystal samples under a change in temperature
in the vicinity of T and in the range corresponding to
the ferroelectric phase. We also investigated the mech-
anism of this phenomenon by analyzing the macro-
scopic deformation of a sample in atorsion pendulum.

1. EXPERIMENTAL

The (NH,),SO, crystals were grown by the isother-
mal evaporation method at T = 303 K from a saturated
water solution with pH = 4. To prepare the ammonium
sulfate solution, a twice-recrystallized substance was
used. Samples for measurements were cut out in the
form of barswith the rectangular cross section having a
sizeof 2 x 2 x 18 mm. The length of these bars was ori-
ented along the a, b, or ¢ crystallographic axes. We will
refer to these samples as x-, y-, and z-oriented samples,
respectively.

The amount of the twist deformation was measured
by means of a setup, based on an inverse torsion pendu-
lum [15], with the relative error not exceeding +5 x 1075,
The twist deformation created in the sample led to the
rotation of the disk of the pendulum torsion system at
some angle. The rotation angle ¢ was measured by
capacitive sensors in the case of considerable twist
deformations and by photoelectric sensors in the case
of small deformations. The experimental curves ¢(T)
were automatically recorded by an XY-coordinate
recorder. The sample temperature was measured with
an error of £0.5 K.

2. RESULTS AND DISCUSSION

The results of measurements of twist deformations X
obtained in the cooling regime with a cooling rate of
about 0.2 K/min for samples with x, y, and z orienta-
tionsare shownin Fig. 1. Itisclear that the twist defor-
mations are absent in the paraglectric phaseat T > T =
223 K. However, the samples of all three orientations
are spontaneously twisted in the ferroelectric phase.
The X,, X,, and X, deformations are initially changed in
ajump a T., and then a gradualy increasing twist
deformation is observed in the X,(T), X/(T), and X/T)
dependences in the course of cooling in the ferroelec-
tric phase. The maximal value of the X deformation is
observed for samples of the z orientation, while the
minimal one is observed for samples of the x orienta-
tion. For samples of the zand y orientations, the jumps
in deformation AX a T were found to be AX, =3 x 1073
and AX, = 1.2 x 107, respectively. The temperature
dependence of the spontaneous twist of the (NH,),SO,
samples, recorded in the heating and cooling regimes,
demonstrates a qualitatively similar behavior (Fig. 2).
Since the dependences of In(X — AX) upon In(T; —T)
shown in Fig. 3 are linear over the interval AT = T —
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Fig. 1. Temperature dependences of the X twist deforma-
tionsfor samples of (1) x, (2) y, and (3) z orientations.
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Fig. 2. Temperature dependences of the twist deformation X
for the z-oriented sample in the heating and cooling runs.
Arrows indicate the directions of the temperature change.

T =20 K, the experimental X(T) curves were approxi-
mated over thisinterval by a power-law function:

(X=AX) =A(Tc-T)", 1

where A is a temperature-independent factor and n is
the exponent.

The dope of the linear parts of the In(X — AX) =
{In(Tc — T} plotsisthe same for samples of they and
z orientations. From this slope, the exponent n in
Eqg. (1) wasfound to be =0.5.

To understand the reason for the sample twisting in
the torsion pendulum, let us first find the relation
between the twisting angle and the characteristics of
the crystal inthe casewhere atorque M isapplied to the
sample. Since one of the sample ends is fixed in the
pendulum and the torque M is applied to the other end,
anonuniform deformation will be produced in the sam-
plein torsion oscillations. It is obvious that this defor-



724

-55F
-6.0F
3 F o°
| p"o
< 2 o o
= =70 .O'.. Ko}
o°
-0 ] o"'d
. e
—80}° 'b
1 1 1 1 1 1
-1 0 2 4
In(Te—T)

Fig. 3. Dependences of In(X —AX) upon In(Tc —T) for sam-
plesof (1) y and (2) z orientations.

mation is varied both along the sample length and over
any of its cross sections as one moves away from the
torsion axis. In any cross section of the sample, the
shear deformation is maximal at the periphery, i.e., in
the exterior layers, while the deformation of the central
part of the sample along the torsion axis is absent.

Note that, in the torsion pendulum, the elastic tor-
siond rigidities C,, C,, and C, are functions of different
components of the shear rigidity for samples of thex, y,
and z orientations, namely, C, = f(Css; Cgg), Cy = f(Cys;
Ces), and C, = f(Cyy; Coo).

For an anisotropic sample (for instance, of the z ori-
entation) of arectangular cross section, in the case of a
linear relation between the stress o and the deformation
X, thetwisting angleis

$,=MI/C, (2

where | is the sample length and C, is the torsional
rigidity.

Suppose, for simplicity, that we deal with apurefer-
roelastic crystal having anovel shear deformation com-
ponent Xz, which appears spontaneously at Tc. In this
case, the shear component o5 of the external stressis
related to the deformation Xs as

05 = CosXs. (©)
Then, one can write down the torque causing the sam-
ple to twist around the z axisin the form

al2 3

M = 2[0zdS = 2a [ CgsXezdz = c55x5%, (4)
0

where a isthe transverse dimension of the sample.
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The torsional rigidity C, for samples of the z orien-
tation can be written, according to [16], as

J' sin kXndx J’ n
_ 642’ 17
T[4 Z Z kn K2 . n
n — —
C44 C55 (5)
256a 1
Z E—
n —_ —
Cu C55

where the coefficients n and k take the valuesn =1, 3,

candk=1,35, ... inthetemperature interval near
Tc. If, for example, the Cs5 component becomes “ soft”
(Cs5 < C,y) When the temperature approaches T, then
Eqg. (5) will have the form

256a°
C, = TCSSZZ’ (6)
T 1 2
where
“ 1T el
Z _2‘5’ Z‘ZE‘% 0
2 k=1
Thus, we have
C, = Csa/3. (8)
Substituting Egs. (4) and (8) into Eq. (2), we get
3l
0, = =X ©)

It is seen that, in the vicinity of the Curie point, the
twisting angle ¢ of the sample in the torsion pendulum
is proportional to the shear deformation X of the proper
ferroelectric crystal. The coefficient of proportionality
in Eqg. (9) depends only on the sample geometry and
does not depend on the elastic properties of the crystal.
One can assume that this relation is also valid for the
case of spontaneous deformation of the samplesin the
absence of external forces. Then, according to Eg. (9),
the sample will twist if some component of the shear
deformation X appears as a result of the PT, as is the
case with the ferroelectric PT. However, (NH,),SO, is
not a proper ferroelastic, and a spontaneous twisting of
(NH,),SO, crystalsin atorsion pendulum at T < T is
quite an unexpected phenomenon. It cannot be solely
due to the change in symmetry mmm — mm2 at
the PT.

However, we should take into account that, in spite
of the fact that no softening of the elastic rigidity com-
ponents of the crystal takes place at the Curie point, an
abrupt change in both the longitudinal and the shear
components of the elastic compliance matrix was
detected [8]. The latter can serve as the reason for the
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sampl e twisting in the torsion pendulum with changing
temperature.

The complex stressed state of a sample realized
under the experimental conditions is characterized by
the torsional shear modulus G. This modulus is deter-
mined by both the corresponding shear components of
the elastic compliance tensor and the longitudinal com-
pliance component along the twisting axis [17], which
are mutually related. This can be verified by comparing
the temperature dependences of the twist deformation
of az-oriented samplein thevicinity of T intwo cases,
namely, in the presence and in the absence of an exter-
nal tensile stress g, applied to the sample along the ¢
axis (Fig. 4). It isclearly visible that, in the presence of
the tensile stress o, = 3 x 10° Pa, the deformation X, is
changed more sharply in the vicinity of Tg; that is, the
twist and stretching deformations of the (NH,),SO,
monocrystal are tightly connected with each other.

Since the rotation of the SO, tetrahedrons takes
placeinthe (NH,),SO, structurewhen it is cooled from
the paraglectric phase through T and their rotation
angle has a pronounced temperature dependence in the
ferroelectric phase, one can assume that the SO, tetra-
hedron rotation is connected with the twist deformation
and the spontaneous twisting of the sample. At the
same time, the displacement of the SO, groups in the
course of the PT contributesto the tensile and compres-
sive deformation (longitudinal deformations). In other
words, the twist deformations of (NH,),SO, are con-
nected with the microscopic mechanism of the ferro-
electric PT, while the spontaneous twisting of samples
is due to the spontaneous polarization of the crystal.

It is obvious that, in the case of torsional oscilla-
tions, a nonuniform deformation appears in the sample
along its radius. This deformation is characterized by
the gradient terms 0X,,/0y and dX,5/0z for x-oriented
samples, 0X,,/0x and 0X,4/0z for y-oriented samples,
and 0X3,/0x and 0X,/dy for z-oriented samples.

It is known that the nth-rank tensor is transformed
according to the same irreducible representation as the
product of its n coordinates does. In particular, the P
polarization, which is the first-rank tensor, is trans-
formed as its z coordinate. The X5, deformation (the
second-rank tensor) is transformed according to the
same irreducible representation as the product of its
coordinates zx. Therefore, in the case of samples of the
z orientation, the nonuniform deformations 0Xs/dx and
0X,/0y are transformed as the polarization P,. For this
reason, if in samples of the z orientation the spontane-
ous polarization P; appears in a jump at T, then the
nonuniform deformations 0Xs/0x and 9X,/dy, which
initiate the rotation, also appear in a jump simulta-
neously with this polarization. Dueto theinverse piezo-
effect, the jump of the polarization P; at T should lead
to an abrupt change in the X;, X,, and X5 deformations,
which are related to P; by the piezoelectric moduli dg;,
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Deformation, 103

216 218
T,K

220

Fig. 4. Temperature dependences of the twist deformation X
for a sample of z orientation in the vicinity of Tg: (1) for
zero external stressand (2) for external tensilestresso = 3 x
10° Pa applied along the twisting axis.

d3,, and dg5 [6]. Note that the abrupt change in the lon-
gitudinal and shear components of the elastic compli-
ance was experimentally observed in (NH,),SO, at the
first-order ferroelectric PT [8].
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Abstract—The temperature dependences of Griineisen parametersfor layered crystals of the hexagonal crystal
system are constructed. It is demonstrated that the Griineisen parameters calculated in the framework of the
model proposed by |I.M. Lifshitsfor astrongly anisotropic crystal agree satisfactorily with those obtained from
the experimental data for graphite, the most typical layered crystal. It isfound that the effect of bending vibra-
tions on the Griinei sen parameters decreases with a decrease in the anisotropy of the elastic properties. © 2001

MAIK “ Nauka/Interperiodica” .

1. INTRODUCTION

Grineisen parameters y belong to the most impor-
tant characteristics of crystal lattice dynamics. They
enter into the equation of state, represent a measure of
the anharmonicity of the forces acting in a crystal, and
reflect the features and character of the distribution of
the frequencies of the phonon spectrum and their vari-
ations under pressure. Using the Grineisen parameters,
it is possible to relate various thermodynamic quanti-
ties. The magnitudes of these parameters determine
physical processes such as thermal expansion, heat
conduction, sound absorption, etc. This high informa-
tion content stimulates interest in the investigation of
the Griineisen parameters.

2. THEORY

Two methods of theoretical treatment of thermal
expansion of crystals exist, namely, the microscopic
and phenomenological (thermodynamic) approaches.
According to the thermodynamic method, the tensor of
thermal expansion coefficients is related to the free
energy F by the thermodynamic relationship

1 9°F
Qi = Vap,aT (@

Since the calculation of the thermal expansion coeffi-
cients is rather complicated in the framework of the
anharmonic model, the quasi-harmonic model is
widely used [1]. In the quasi-harmonic model, atomic
vibrations are considered harmonic. However, it is
assumed that the frequencies w for each mode depend
on the pressure applied. Because the amplitudes of
atomic vibrations in solid-state | attice sites are actually
always small, the supposition that the vibrations are of
an “amost harmonic” character is substantiated well.
The free energy of the crystal in the framework of the
quasi-harmonic model can be treated as the sum of free
energies of independent oscillators, each of which cor-
responds to asingle normal mode. In this case, the free

energy (without regard for the energy of zero-point
vibrations) can be written as[2]

F = kTS Ln(1-exp(fiwy/KT)). 2
j

Then, according to Eg. (1), we have

19 hdw/op O
VOT L exp(fiw,/KT) - 17
]

©)

Qg =

In terms of Eq. (3) for layered crystals with the axial
symmetry (specifically in the hexagonal crystal sys-
tem), the linear thermal expansion coefficients take the
form
_ G Cayj
=y 2
(Cy +Cypp)Cq—2C;
_ CisYn }
(Cu1 + Cyp)Cy3—2CT5
_Cy (Cu+Cp)Yo
aD - V 2
(Cuu+Cypp)Cy—-2Cy5
_ 2C 3y }
(Ciy+C1)Cg—2Ci;
Here, o, and a; are the linear thermal expansion coef-
ficientsin thelayer planes and normal to layers, respec-
tively; C; arethe elastic constants; and y, and y, arethe

weighted mean Grineisen parameters in the layer
planes and normal to layers, respectively,

Yi= Y WiCil Y G vo = S vaiCily €,
i j j ,—

where

aan,-

_ _ OLnw,
Vi = T3lna  Yoi T

“adLnc
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Here, a and c are the lattice parameters in the layer
planes and normal to layers, respectively; y; o ; are the
Grlneisen parameters for the jth mode; and C; is the
contribution of the jth mode to the heat capacity.

The C,, v, and V parameters, as a rule, are weak
functions of temperature. Hence, it follows from rela
tionship (4) that the temperature dependence of the
thermal expansion coefficients should be determined
by the temperature behavior of the heat capacity. In
fact, numerous experimental data indicate that a(T) ~
T3 at low temperatures, while a ~ const at high temper-
atures (above the Debye temperature 6). On the other
hand, the features in the temperature behavior of the
thermal expansion coefficients can be governed by the
specific features of the temperature dependence of the
Grineisen parametersy(T), because C,, and V, asarule,
vary monotonically with the temperature.

It also follows from relationship (4) that, for exam-
ple, thelinear thermal expansion coefficient inthe layer
planes o can be negative for two reasons. First, the sec-
ond term has a dominant role: a strong expansion nor-
mal to the layers causesthelateral compression (the so-
called Poisson’s compression). Second, the Griineisen
parameter v itself is negative.

As a rule, the mode Griineisen parameters v ; =
—-dLnw/dLna are positive [2]. As the pressure
increases, atoms in a solid approach each other, the
amplitudes of their vibrations at the same energy
decrease, and the frequency increases. However, it was
pointed out for the first time in [3] that, under specific
conditions, y; can be negative in the layered crystals.
The matter is that the layer subjected to the uniaxia
tension should be considered a membrane. The mem-
brane tension leads to an increase in the frequency of
transverse vibrations; i.e., dLnw/dLna > 0. The so-
called membrane effect results in the negative mode
parameters ;. For layered crystals, the density of
states of the acoustic vibrations that are transverse with
respect to the layer plane (the so-called bending vibra-
tions) is rather large at low temperatures, which corre-
sponds to a large statistical weight of C;/C. Since this
vibrational mode corresponds to the negative values of
the mode Grineisen parameter v, ;, we can expect that
the weighted mean parameter y;, will be negative.

Relationship (4) can be rewritten as [4]

V
Yi = C_[(Cll +Cp)a, + Cy30],
P

v )
Yo = C_[Cascm +2C50].
P

We take into account the quasi-continuity of the
spectrum and change over from summation in relation-
ships (2) and (3) to integration with allowance made for
the dispersion laws of the spectrum of acoustic vibra-
tions in the layered crystal and their variations under
pressure, which are given in [3]. In the limiting cases,
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we can obtain the analytical form of the temperature
dependences of the heat capacity C(T) and the thermal
expansion coefficients o (T) and ar(T). Specificaly,
for an intermediate temperature range N’0 < T < &O
(designations are the same as in [3, 5]), by retaining
only the largest termswith respect to & and T/©, we can
derive the following temperature dependences:

TNK T
D = a0
o (T) = 7.2T[2N0k¢1DID2 ©)

32¢%vpy? LOU

_ TONkrerir?
(1 = 207w B0

where N and N, are the numbers of unit cells in the
crystal and unit volume, respectively;

N?=Culpv? (?=Calpv?
2/lpv?=1/C; + UUCq; O =rhvivka;

v is the dimensionless parameter characterizing the
flexural rigidity of the layer (v < 1); and ¢, = dCs,/dp.
Theinclusion of dependences (6) in expressions (5)
allows one to determine the form of the temperature
dependences of the Griineisen parameters

v(T) = 2+, ™

where A and B are the positive numbers. Using the
numerical values of the parameters taken from [5]
(dCsq/dp = 16, v = 0.47), the quantitative estimations
from relationship (7) can be made for graphite, one of
the typical layered crystals. In the case of graphite in
the temperaturerange 0.7 < T < 390K [5], thefollow-
ing relationships are valid:

y(T) =400 K/T + 1.5, y(T) =35-10K/T.

3. RESULTS AND DISCUSSION

Let us consider the thermal behavior of the Gri-
neisen parameters y,(T) and y(T), which were calcu-
lated from relationships (5) for layered crystals of the
hexagonal crystal system.

The temperature dependences of the Grineisen
parameters y(T) and y(T) for graphite single crystals
with due regard for the temperature dependence of the
elastic constants C;(T) and without regard for it are
shown in Fig. 1. In order to calculate the required
dependences, we used the experimental dataon the heat
capacity [6], therma expansion [7], and elastic con-
stants[8].

It is seen from Fig. la that the temperature depen-
dences y(T) and y(T) differ substantially. The y(T)
guantity is positive over the entire temperature range
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under consideration, whereas y|(T) is negative. The
common feature is a monotonic decrease in the abso-
lute values of y5(T) and yj(T) with an increase in tem-
perature. Thisindicates that the anharmonicity of inter-
atomic bonding forces for graphite in the layer planes
and normal to them decreases with an increase in tem-
perature. It is evident from comparison of the curves
that the inclusion of C;(T) has little or no effect on the
character of the y, 5(T) dependence. The y(T) quantity
decreases by 30%.

The theoretical dependences of the Grineisen
parameter calculated from relationship (7) are shownin
Fig. 1b. A good agreement is observed with the data
obtained for y;(T).

Figure 2 shows the temperature dependences of the
Grineisen parameters for the GaS, GaSe, and InSe lay-
ered crystals, which were calculated from the data on
the heat capacity [9], thermal expansion [5], and elastic
constants [10]. It is easy to see that, for al these crys-
tals, thereisatemperature range near 30-50 K inwhich
the Grineisen parameter y is negative. As for graphite,
this can be explained by the dominant contribution of
transverse acoustic vibrations, which are caused by
atomic displacements normal to layers and propagatein
the layer planes. In other words, the membrane effect,
which isspecificto layered crystals, manifestsitself. At
temperatures above 50 K, the y parameter increases
rapidly due to an increase in the contribution of the
modes with positive values of the mode Griineisen
parameter v, ; and flattens out at temperatures close to
the Debye temperature. The quantitative estimations
with relationship (7) cannot be applied to these crys-
tals because of the lower anisotropy of the elastic
properties [5] and the invalidity of the assumptions
made when deriving relationship (7). However, the
quantitative reasoning holds.

For comparison, let us consider the known experi-
mental datafor zinc and cadmium [11]. Elemental zinc
and cadmium, as well as the crystals investigated
above, crystallize in the hexagonal crystal system. The
interaction of the atoms|ocated in planes normal to the
sixfold axisis stronger than the interaction between the
planes. The strong anisotropy of the forces acting in the
crystal is also evidenced by a considerable anisotropy
of thethermal expansion (ay/a,~6at T~ 0) and by the
temperature range in which o, is negative.

The temperature dependences of the Griineisen
parameters y(T) and yj(T) for zinc and cadmium [11]
areshowninFig. 3. It isevident that the contribution of
the modes with the negative parameter y;; manifests
itself in these crystals as a small decrease in the values
in the temperature range where a; is negative. The
parameter v itself remains positive over the entire tem-
perature range. The nature of the negative thermal
expansion for zinc and cadmium crystals is apparently
determined by the dominant part of the second term in
relationship (4), i.e., by Poisson’s compression, all the
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Fig. 1. Temperature dependences of the Griineisen parame-
ter for graphite: (a) with due regard for C;(T) (solid lines)
and without regard for C; (T) (dashed lines) and (b) theoret-
ical calculations from relationship (7).

more that the functions f,(T) = 60/ T2 and f,(T) = a /T3
constructed for these elements represent a mutual mir-
ror image.

Thus, the transverse acoustic vibrations in layered
crystals, which propagate in the layer planes and at
which the atomic displacements are normal to the layer
planes, play the dominant role in the temperature
behavior of the Griineisen parameters. These vibrations
(modes) correspond to negative values of the mode
Grilneisen parameters 'y, ; because of the manifestation
of the specific membrane effect. For a strongly aniso-
tropic layered crystal, this can lead to negative val ues of
the weighted mean Griineisen parameter vy, It follows
from the above figures that if al of the modes are
involved in mation (at temperatures close to the Debye
temperature), y, > y for layered crystals. In other
words, the anharmonicity of interatomic bonding
forcesis stronger toward the stronger bond (in the layer
planes). This trend is clearly observed for graphite,
because the Debye temperature is approximately equal
to 1600 K.
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Another mechanism, which is known from the liter-
ature, leads to negative Griineisen parameters[12]. Itis
known that Group IV elements of the periodic table
crystallize in the cubic crystal system of the diamond
type (for example, germanium, silicon, and a-tin),
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whereas compounds of the germanium isoelectronic
series crystallize in the cubic crystal system of the
sphalerite type (for example, InSb, InAs, GaAs, GaSh,
and AlSh). All these semiconductors are characterized
by the negative values of the low-temperature thermal
expansion coefficients due to negative Griineisen
parameters[11]. Aswas shownin [12], the specific fea
tures of the phonon spectrum of germanium, which was
constructed using the neutron diffraction data, can lead
to a negative thermal expansion. The reason is that the
branch of the transverse acoustic vibrations for germa-
nium has a horizontal portion in the vicinity of the Bril-
louin zone boundary (a similar phenomenon was also
observed for silicon and a-tin). Therefore, this branch
in calculations can be considered as consisting of two
parts, namely, a Debye's part at the beginning of the
spectrum and an Einstein’s part at the end. According to
[12], the Einstein’s part of transverse acoustic vibra-
tionsisresponsiblefor negative values of the Griineisen
parameter.

The phonon spectra of layered crystals also exhibit
specific features. However, in these spectra, unlike the
phonon spectra of the aforementioned materials, the
acoustic branch of transverse vibrations with the dis-
placement vector directed normally to the layer is char-
acterized by the dispersion dependence «? ~ Ag? + Bq*
[3], where q isthe wave vector projection onto the layer
plane, A is the quantity determined by the elastic con-
stant of the interlayer shear C,,, and B is the quantity
characterizing the flexural rigidity of the layers. A sim-
ilar quadratic dispersion dependence was experimen-
tally found for graphite [13], GaS [14], and other lay-
ered crystals.

In conclusion, it should be emphasized that the
direct measurements of the mode Griineisen parame-
ters y(T), which usually involve considerable experi-
mental difficulties, could provide important informa-
tion on the character of phonon spectrain these crystals
and their variations under deformation.
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Abstract—The paper reports on an acoustic study of the temperature dependences of the ultrasonic-wave
velocity and attenuation in a LiCsSO, crystal within the 190-295 K temperature region, which includes the
interval of the pseudoproper second-order ferroelastic phase transition (202 K). The velocity of the transverse
Xy acoustic mode isfound to decrease by more than six times at the phase transition. The possibility of perform-
ing ultrasonic studies both in the region of the ferroel astic phase transition temperature and below it is demon-
strated. The results are treated in terms of Landau’s theory. Waves not associated with the soft mode are shown
to exhibit anomalies which are supposedly due to an intermediate phase, whose existence was suggested in a
number of publications. © 2001 MAIK “ Nauka/lnterperiodica” .

Thelithium—cesium sulfate LiCsSO, isof interest as
amaterial undergoing a phase transformation and hav-
ing aferroelastic domain structure at |low temperatures
(see, e.g., [1] and references therein). There are aso
reports of its good optical characteristics [1] and
unusual thermal properties [2], which makes LiCsSO,
a promising crystal for device applications. This
accountsfor its having become the subject of numerous
studies performed by various methods.

LiCsSO, belongs to a family of ACBX,-type com-
pounds (the potassium sulfate family), where A and C
stand for alkali metals or the NH, ion and BX, is SO,,
SeQ,, or some other tetrahedral ion [3]. According to
[4-8], LiCsSO, undergoes a structural phase transition
at a temperature of about 202 K from the paraglastic
phase with an mmm rhombic point group to the fer-
roel astic monoclinic structure of the class 2/m, without
a change of the unit cell content. A polarizing micro-
scope study suggeststhat the transition to the 2/mgroup
occurs through an intermediate phase with an unidenti-
fied, supposedly monoclinic symmetry within a tem-
perature interval from 206 to 199 K [7]. Subsequent
x-ray diffraction and calorimetric studies [4, 8, 9] did
not confirm the existence of such an intermediate
phase, and the transformation itself was considered to
be a typical second-order phase transition. However,
later EPR studies of the phase transition in LiCsSO,
again reported observation of an intermediate structure
in the above-mentioned temperature region [2, 10].
Thus, the problem of the mechanism of thetransitionin
LiCsSO, from the para to the ferroelastic phase
remains unclear.

The properties of LiCsSO, were also investigated by
Raman scattering [11], NMR [1, 12], and other meth-
ods. It was established that the transition to the fer-
roelastic phase involves a strong softening of the acous-
tic phonon mode associated with the shear component
&, Of the strain tensor. At the same time, the primary
(microscopic) order parameter characterizes the order-
ing of the sulfate tetrahedra [7], and, by the terminol-
ogy of [13], this phase transition is a pseudoproper fer-
roelastic transformation in which the primary parame-
ter n and the strain shear component &,, are linearly
related. In connection with the ferroel astic nature of the
phase transition in LiCsSO,, the elastic properties of
the crystal were studied. The temperature dependences
of the dynamic elastic moduli c,g (o and 3 are the Voigt
indices) were investigated primarily by Brillouin light
scattering [5] and ultrasonic [14-16] methods. A strong
decreasein the cg4 €l astic constant and weak anomalies
of other elasticity tensor components in the region of
the phase transition were observed. The most complete
information on all independent moduli ¢, of the mmm
group can be found in [5] for a broad temperature
region including the Curie point T.. Attempts to mea-
sure the sound velocity directly in the region of the
phase transition and below it were unsuccessful in all of
the chosen directions [14, 15] because of the strong
attenuation of the ultrasonic wave caused by the fer-
roelastic domain structure [17]. Note that the measure-
ments reported in [15] were made only for the wave
associated with the cg €lastic constant, while in [14],
seven independent ¢,z components were studied. The
first measurements of the velocity of the transverse
ultrasonic wave corresponding to the soft acoustic

1063-7834/01/4304-0732%$21.00 © 2001 MAIK “Nauka/Interperiodica’
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mode were made in the ferroelastic phase in [16]. No
anomalies in the elastic moduli which would indicate
the existence of an intermediate phase were observed in
[5, 14-16].

Here, we report a comprehensive ultrasonic study of
crystalline LiCsSO, within the 190295 K range
including the Curie point. We measured the tempera-
ture dependences of the relative variationsin the veloc-
ity and attenuation of a y-polarized transverse sonic
wave propagating along the rhombic crystallographic
axis x and of longitudinal waves launched along the
[10Q], [101], and [011] directions of the rhombic phase.
There are no reports of earlier studies of the tempera-
ture dependence of sound absorption in LiCsSO,.

1. EXPERIMENT

Colorless transparent LiCsSO, crystals were grown
from water solutions at a constant temperature of 315 K.
The crystals thus grown had a pseudohexagona sym-
metry with twins, which could be observed in polarized
light. The crystals were characterized by chemical and
x-ray diffraction analysis. The samples for the study,
cut of twin-free parts, were parall el epiped-shaped and
measured 5 x 5 x 5 mm, with sides parallel to the rhom-
bic axes and at 45° to them. The samples for measure-
ments of the velocity and attenuation of the xy mode
associated with the cg elastic constant measured 1 x
5x 5 mm. The error of aligning with the crystallo-
graphic axes was not above 1°, and the faces were
plane-parallel to within 5 pum.

The measurements were conducted by several ver-
sions of the echo-pulse method [18] at a frequency of
5.5 MHz. Because of the strong sound attenuation in
the ferroel astic phase, the xy acoustic mode was studied
by atechnique specially developed for strongly absorb-
ing media, by which one observed the interference of a
pulse transmitted through the samplewith that reflected
from its front face [19]. In the region of the strongest
attenuation, the sound velocity was determined by mea-
suring the pulse transit time through the sample.

All the measurements were conducted under slow
cooling and heating of the sample at arate lower than
0.1 K min. Prior to each measurement, the sample
was thermally stabilized for 5 min, and below 260 K,
for 15 min. This time was long enough for the acoustic
parametersto reach astable level. The temperature was
stabilized to within 0.05 K, and the temperature gradi-
ent in the sample did not exceed 0.02 K cm™. Therela
tive measurement error in the paraglastic phase was
102% for the velocity and 10% for the attenuation. In
the region of the ferroelastic transition and below it, the
measurement errors of acoustic parameters for the xy
mode could increase up to 1% and 50%, respectively.

The results obtained for the xy mode under cooling
from room temperature are shown in Fig. 1. The veloc-
ity of the xy wave is seen to decrease strongly near the
Curie point. Such atemperature behavior is character-
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Fig. 1. Temperature dependences of the velocity v and rela-
tive attenuation coefficient Aa for a y-polarized transverse
ultrasonic wave propagating along thex axisin the LiCsSO,
crystal for (1, 2) cooling and (3, 4) heating. The solid line
plots the theoretical relation for the velocity derived from
Egs. (4) and (5). The dashed line is drawn to aid the eye.

istic of the inverse susceptibility associated with the
order parameter or with a macroscopic quantity related
linearly with the primary order parameter in the vicin-
ity of proper (pseudoproper) ferroelastic transitions
(see, eq., [20]). Note that the minimum velocity of the
xy wave was found to be 380 m s, which coincides,
within experimenta error, with the minimum value of
340 m s? obtained [5] by the Brillouin scattering
method. The minimum velocity corresponds to a soft-
ening of the elastic modulus cg to 5.0 x 108 N m at
room temperature (the elastic modulus was calculated
assuming the crystal density to be 3.442 g cm [5]).
Figure 1 also shows the temperature dependence of the
sound wave attenuation coefficient. The attenuation
increases strongly as one approaches the Curie point
from the high-temperature side and continues to grow
as the temperature decreases below T.. At T =190 K,
the sound attenuation became so strong that the signal
was completely corrupted by noise and further mea-
surements were impossible. When heated subsequently
from low temperatures up, the measurements could be
resumed only for T > 210 K because of the attendant
difficulties of detecting and identifying the signals. The
data obtained in heating runs are also shown in Fig. 1.
The velocity of the xy mode measured under heating is
seen to coincide, within experimental error, with that in
the cooling run. The attenuation of the sound under
heating was dightly higher than that measured under
cooling, which is apparently associated with acoustic
contact degradation at low temperatures.
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Fig. 2. Temperature dependences of the relative velocity
variation Av/vy and of the relative attenuation coefficient
Aa for alongitudinal ultrasonic wave propagating along the
[011] directioninthe LiCsSO, crystal for (1, 2) cooling and
(3, 4) heating. The solid lineis drawn to aid the eye.

Figures 2—4 display the temperature dependences of
the sound velocity and attenuation obtained for the
other acoustic modes studied by us. The longitudinal
ultrasonic waves propagating along the [011], [100],
and [101] directions of the rhombic phase exhibit sub-
stantially smaller velocity changes near the phase tran-
sition than is the case with the xy mode, and arelatively
weak increase in their attenuation near T and below it
is observed, which implies weak coupling of the pri-
mary order parameter with deformations produced by
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Fig. 3. Temperature dependences of the relative velocity
variation Av/vg and of the relative attenuation coefficient
Aa for alongitudinal ultrasonic wave propagating along the
[200] direction in the LiCsSO, crystal. Cooling run.
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these waves. Using the ultrasonic technique (which
offers a higher accuracy than the Brillouin scattering
method does) has permitted us to reveal a number of
anomalies undetected heretofore. In particular, the
wave propagating along [011] exhibited a nonmono-
tonic variation of the velocity with temperature near the
phase transition; this variation was not accompanied by
noticeable changes in the attenuation coefficient
(Fig. 2). For the xx mode, we observed small maximain
the velocity and attenuation when approaching the
Curie temperature (Fig. 3). As in [5], the ultrasonic
wave propagating along the [101] direction (Fig. 4) was
found to suffer a slight decrease in velocity near T,
which was accompanied by an increase in the attenua-
tion. The results presented in Figs. 2—4 were repeatedly
reproduced, within experimental error, in subsequent
cooling-heating runs.

2. DISCUSSION OF RESULTS

The anomalies observed in the xy mode velocity at
the phase transition can be described by Landau’s ther-
modynamic theory. Taking into account that the phase
transition in LiCsSO, is pseudoproper in character, the
principal termsin Landau’s expansion in powers of the
order parameter and strain can be written, following the
general approach outlined in [13], as

® = Do+ 0(T-To)n>+Bn’ +yne,

lo 2, 1<'o
+ §C668xy+ ézcijklsijekl T

(D)

where @, is the value of the thermodynamic potential
of the paraelastic phase in the absence of strains; Ty is
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Fig. 4. Temperature dependences of the relative velocity
variation Av/vg and of the relative attenuation coefficient
Aa for alongitudinal ultrasonic wave propagating along the
[201] direction in the LiCsSO, crystal. Cooling run.
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the phase-transition temperature for a clamped crystal
(To=Tc— y2/(aocg6)); n isthe order parameter; g; are
the strain tensor components; cioj « are the elastic mod-

uli in the paraglastic phase; and i, j, k, | =X, y, z The
prime on the sum indicates that it does not contain a

term with cgs. Combining Eq. (1) with the order-
parameter relaxation equation [21]

rg_rl = _Qq_J
dt on
(T isarate coefficient) and generalized Hooke's law,
0P
Oij = (fkl = Gijki€u»

one can derive general expressions for the velocity v
and additional attenuation Aa of an elastic wave cou-
pled with the soft mode above and below the phase-
transition temperature:

2 Cg
vV = A/:————————, 2
P /Ces + Cos
Ad = w JE—M 3
2 Cg

where

_ J«T T/(T-To)*+ 't
C66—C66
l+0)'[

0 L+’ T = ((Tc=To)/(T=To))

Ces = Ces P
for T>Teand
1+ (wt/2)°
Cos = Coo T —T ( 2) N
C 0

+1| + 2

[Z(TC T } (wr/2)

Te-=T

1+ (01/2) + ——2

o LR sE I

Ces = C
66 66 TC—TO
2(Tc—-T)

for T< Te. In Egs. (2) and (3), wisthe sound velocity,
T = [[ag(T = Tp)] is the order-parameter relaxation
time in the paraelastic phase, cg is the effective elastic

modulus, and cg is the rea part of this modulus.

Within model (1), the velocities of the other acoustic
modes do not change at the phase transition and the
additional sound attenuation for them is zero.

A comparison of our experimental results with the
data obtained near T in [5] does not show any velocity

+ 1} + (w1/2)?
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dispersion within the frequency interval from a
few megahertz to about ten gigahertz. Thus, atheoreti-
cal analysis of the temperature dependences of the xy
wave velocity can be done using the low-frequency
relations derived from Egs. (2) and (3), which coincide
with the corresponding expressions presented in [20]:

C66 DT chlz

p OT—T,0 @
for T>Teand
0 |j./2
szﬁgm e 5)
p U e -|-_|_Tc2ToD

for T < Tc. The best fit of the theoretical v(T) relation
obtained from Egs. (4) and (5) to the experiment is

reached for T — T, = 15K and cg = 2.2 x 101° N m2,
which corresponds to a room-temperature velocity of
the xy mode of vgy =2530 ms* (Fig. 1). The vaue of

vgy accepted to reconcile the theory with the experi-

ment differs somewhat from that measured at room
temperature (Fig. 1), which is possibly due to our hav-
ing neglected higher order termsin €,, and n in Lan-
dau's expansion (1). The difference T — T, = 15 K
determined by us indicates a fairly strong coupling
between the order parameter n and strain €,,.

Consider the variation of the elastic constants near
T, for the other modes studied. For alongitudinal wave
propagating along the [101] crystallographic direction
(Fig. 4), one observed a certain decrease in the sound
velocity near T inacooling run. Note the peak near the
velocity minimum, which is weakly pronounced
against the general sound attenuation background
apparently caused primarily by scattering. The most
probable explanation of this behavior of the acoustic
parameters liesin aweak “admixing” of the soft mode
to the effective elastic modulus corresponding to the
given longitudinal wave because of a slight misorienta-
tion of the samples under study.

The longitudinal acoustic wave propagating along
[100] revealed a maximum in the velocity dightly
above T, which was accompanied by a attenuation
peak (Fig. 3). As can be seen from Fig. 2, the velocity
of the [011] longitudinal wave undergoes nonmono-
tonic variations above T.. These variations are, on the
whole, reproduced in the cooling—heating runs. The
observed velocity changes do not exceed 1% in magni-
tude and could not be seen in [5], because the sensitiv-
ity of the Brillouin scattering method is not high
enough for that. As can aso be seen from Fig. 2, the
anomalies observed for this mode in the temperature
behavior of the sound velocity are not accompanied,
within experimental accuracy, by any anomaliesin the
attenuation coefficient.
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The nonmonotonic velocity variation of the ultra
sound propagating along the [011] crystallographic
direction, as well as the behavior of the elastic charac-
teristics of the [100] wave, does not find explanation
within Landau’s theory for a pseudoproper second-
order ferroelastic transition. The anomalies revealed
can supposedly be associated with the presence of an
intermediate phasein the LiCsSO, crystal, whose exist-
ence was suggested in [2, 7, 10].

3. CONCLUSIONS

Thus, we have performed measurements of the
sound velocity and attenuation in LiCsSO, for the
transverse xy mode and longitudinal waves propagating
along [011], [100Q], and [101] within the temperature
interval of 190-295 K, which includes the region of the
ferroelastic phase transition. A softening of the elastic
modulus cg and an increase in the xy wave attenuation
were found to occur near T. The temperature behavior
of the velocities and attenuation coefficients of the lon-
gitudinal ultrasonic waves were observed to have
anomalies, which provide supportive evidence for the
assumption of the presence of an intermediate phase at
the transition to the ferroel astic state. The possibility of
performing acoustic measurements in the region of
proper (pseudoproper) second-order ferroelastic phase
transitions has been demonstrated.
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Abstract—The self-consistent band structure of a TiNi intermetallic compound in two phasesis calculated by
the full-potential linearized augmented-plane-wave (FLAPW) method. The features of changes in the density
of states upon B2—B19' martensitic transformation are discussed. The influence of atomic positions on the elec-
tronic structure of the martensitic monoclinic phase is examined. The frequency dependence of the optical con-
ductivity and the emission, absorption, and the characteristic electron-energy-loss spectra are calculated with
due regard for the transition probability matrix element. The results of calculations are in reasonabl e agreement
with the avail able experimental data. © 2001 MAIK “ Nauka/Interperiodica” .

1. INTRODUCTION

Considerableinterest in the TiNi intermetallic com-
pound is motivated by its unique properties and, prima-
rily, the so-caled “shape-memory effect,” which
accompanies martensitic transformations [1]. Tita-
nium—nickel materials have widespread technological
application and, in the last decade, have been exten-
sively used as biomaterials. The crystal structure and
properties of TiNi have been studied in detail in numer-
ous experimental and theoretical works (see, for exam-
ple, [1-16]). It is known that the mechanical behavior
of an alloy strongly depends on the doping with athird
element and on precipitates formed in a TiNi matrix.
The phase transformations in TiNi are attributed to the
features of its electronic structure. Upon cooling, the
high-temperature phase becomes unstableto the forma-
tion of charge density waves, which is explained by
geometric features of the Fermi surface [10, 13, 17].
The electronic structure of the austenitic phase of TiNi
was first calculated by Papaconstantopoul os and Nagel
[9] and was then investigated repeatedly (see, for exam-
ple, [10-17]). Despite discrepancies between the
results of thefirst calculations performed in the frame-
work of non-self-consistent methods, at present, the
electronic structure of this phase is beyond question.
The electronic structure of the B19' martensitic mono-
clinic phase is not clearly understood by researchers.
The crystallographic structure of this phase was inves-
tigated in a number of works [2-5]. Note that the
obtained lattice parameters differ from each other, but
even alarger scatter was observed in atomic positions
in aunit cell. According to [12, 13, 16], the differences
in the electronic structures are most pronounced in the
range of the Fermi energy E.. The rhombohedral “pre-

martensitic” R phase was not explored for the lack of
crystallographic data, which were published only
recently by Hara et al. [18]. Experimental data on the
electronic properties of different phases, which can be
used for a comparison with calculations of the elec-
tronic energy spectrum, are very limited. In particular,
Shabolovskaya et al. [7, 8] measured the dispersion of
the optical conductivity o(w). A considerable changein
the spectral curve o(w) in the low-frequency range was
observed upon B2-B19' transition. An intense asym-
metric absorption peak appeared at 0.52-0.80 eV. At
the same time, upon B2-R transformation, Sasovskaya
and Pushin [19] did not find similar featuresin the opti-
cal conductivity curve, which only dightly differed
from that obtained for the B2 phase. The calculations
performed by Fukuda et al. [20] for the rhombohedral
phase confirmed the assumption made in [19] that its
electronic structure only insignificantly changes upon
B2-R transformation. According to calculations carried
out in [12, 13], the optical conductivity in the energy
range 0.5-1.0 eV exhibits only a very low-intensity
peak. Bihimayer et al. [13] drew the conclusion that the
use of the constant transition probability matrix ele-
ment approximation led to underestimating the inten-
sSity of this peak.

The aim of the present work was to investigate thor-
oughly the electronic structure of the B19' martensitic
phase as a function of lattice parameters and atomic
positions, to cal culate anumber of electronic properties
(the emission, absorption, and characteristic electron-
energy-loss spectraand the optical conductivity) intwo
phases, and to analyze changes in the electronic struc-
ture upon structural transformation.

1063-7834/01/4304-0737$21.00 © 2001 MAIK “Nauka/ Interperiodica’
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2. COMPUTATIONAL TECHNIQUE

The band structure was investigated by the full-
potential linearized augmented-plane-wave (FLAPW)
method [21]. The approximation proposed by Perdew
et al. [22] was used for the exchange—correl ation poten-
tia. The scalar—relativistic calculations included not
only the valence bands (3d, 4s, and 4p) but also the 3s
and 3p states. These states should be taken into
account, because they are located sufficiently close to
the valence bands. The expansion of the wave function
for valence electrons in terms of spherical functions
involved more than 120 augmented plane waves for the
RKM parameters (the product of the largest reciprocal
lattice vector into the mean muffin-tin radius), which
are equal to 8 and 9 in the case of the B2 phase, and
more than 250 plane waves for the B19' phase. The
potential in the intersphere region for the B2 phase was
described using 80-100 Fourier coefficients. The
expansionin| waslimited by | .., = 10. The self-consis-
tency was performed for 165 k vectors in the irreduc-
ible part of the Brillouin zone for a cubic lattice and
128 k vectors for a monoclinic lattice and was consid-
ered achieved when the change in the total energy did
not exceed 10~° Ry. The radii of muffin-tin spheres for
titanium and nickel were taken equal to 2.3 au and kept
constant in the calculations of two phases for correct
analysisof the electronic characteristics. Thetest calcu-
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100} M/M
o 200 ©
= 100+ JWM
200} @
100}
200} ©
w- N
. . N

-04 0.2 0 0.2

E,Ry

Fig. 1. Tota densities of states (electrons/cell Ry) for
(a) B2-TiNi and (b—€) B19'-TiNi at lattice parameters and
atomic positions taken from [2-5], respectively.
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lations at different ratios between the muffin-tin radii
demonstrated that the density of states is virtualy
unchanged, even though the charge inside spheres
depends on the chosen radius. The x-ray and electron-
energy-loss spectrawere calculated with due regard for
the transition probability matrix element. The theoreti-
cally calculated spectra were smeared taking into con-
sideration instrumental resolution and widths of the
core and valence levels.

3. RESULTS AND DISCUSSION

Figure 1 shows the calculated total density of states
for the austenitic and martensitic phases of TiNi. Asa
whole, the results obtained arein reasonabl e agreement
with our data calculated by the linear muffin-tin orbital
(LMTO) method within the atomic-sphere approxima:
tion[12]. Let usdwell in more detail on analysis of the
density of states for the monoclinic lattice. Four calcu-
lations with parameters taken from [2-5] (variants 1-4)
were carried out for the B19' phase. Note that the data
of different authors on the lattice parameters for the
TiNi martensitic phase differ insignificantly, whereas
the scatter in the positions of titanium and nickel atoms
in the unit cell is considerably larger. The unit cell
parameters obtained in [4, 5] most adequately describe
the experimental diffraction data. Therefore, for the
most part, these parameters were used in previous cal-
culations [12, 13, 16, 20]. Actualy, the densities of
states N(E) at the Fermi level that were calculated with
the use of the parameters taken from [2, 3] (Figs. 1b,
1c) arelarger than or virtually identical to those for the
B2 phase (see table). The total energies are also larger
than the total energy of the B2 phase, which does not
count in favor of thisstructural transformation. It seems
likely that the |attice parameters of the B19' monoclinic
phase in these works were determined insufficiently
correctly and, moreover, the measurements were car-
ried out with polycrystalline samples. The total and
partial densities of states for the B2 phase and all the
variants (1-4) of calculations for the B19' phase are
given in the table. The density of states for variant 3
(Fig. 1d) virtually coincides with that obtained by Bihl-
mayer et al. [13], who used the LAPW method. The
LMTO method applied in [12, 16] at the same lattice
parameters taken from [4] gave a more distorted den-
sity of states with a dip to the right of the Fermi level.
Note that the fine structure of the density of states for
the monaclinic phase stems from the lowering in the
lattice symmetry, which leads to the splitting of degen-
erate energy terms. In spite of small differences near
the Fermi level in calculations performed by different
band theory methods, there is a general tendency to
smearing of the valley (characteristic of the B2 struc-
ture) between the two groups of bands that are related
to the alloy components. The effect of the anisotropy of
the crystal potential in the intersphere region, which
wasignored in earlier calculations, is most pronounced
in the E; range. The fact that this dip in the density of
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states near the Fermi level is primarily associated with
atomic displacements upon structural transformationis
evident from the calculation according to variant 4
(the maximum displacements of atoms from the posi-
tionsthat correspond to thosein the B2 phase) (Fig. 1€).
The same effect is observed in calculations by using the
lattice parameters taken from [4] or [5] and varying
only the atomic displacements. The dispersion curves
along the symmetric direction in the Brillouin zone are
shown in Fig. 2a (variant 4). The coordinates of the
Brillouin zone points are asfollows: I, va(0, 0, 0); X,
a1, 0, 0); M., va(1, 0, a/c); and Z, va(0, 0, a/c).

Thus, analysis of the calculated density of statesfor
the monoclinic martensitic phase showsthat thereisthe
characteristic redistribution of the density of statesin
the range of the Fermi level: the splitting of the high-
energy peak, the shift in a number of unoccupied tita-
nium states away from Ep, and the appearance of states
between two main peaks of the density of states, which
brings about a decrease in N(Eg) and the total energy
E.- The change in E, is 0.005 Ry for variant 4 and
even smaller for variant 3. All these facts demonstrate
that the stability of the martensitic phase at |ow temper-
aturesis higher than that of the cubic phase.

Examination of changes in the partial charges in
titanium and nickel spheres upon structural transition
indicates the tendency for the localization of a metal
chargeinsideits sphere; i.e., the“antibonding” states of
the metal upon martensitic transformation become
occupied, whereas the titanium states are, as if, dis-
placed beyond the Fermi level. It is of interest that the
nickel and titanium states with the de; symmetry pre-
dominantly appear between the main peaks. Upon
phase transformation, the value of N(Eg) decreases by
35%. As a whole, the N(Ef) value for nickel changes
insignificantly, while the N(Eg) value for titanium is
virtually halved as compared to that in the B2 phase.

Note that data obtained by different authors for the
contributions of the componentsto the density of states
at the Fermi level in the B2 phase differ substantially;
however, a small predominance of N(Eg) for titanium
was noted in recent works. Why does this question
attract so much attention of researchers? If we consider
B2 titanium compounds with Group V11 3d-5d metals,
the stability of TiFe, TiRu, and TiOs compounds can be
explained in the framework of the Yamashita criterion
[23]. In terms of bonding and antibonding states, the
stability depends on the position of the Fermi level in
the valley separating these states. An increase in the
mean number of valence electrons per atom (from 6 to
7) results in the occupation of the metal and titanium
antibonding states. According to Shabolovskaya [§],
the Ti d states that dominate at the Fermi level are
responsible for the instability of the B2 lattice. On the
other hand, the portion in the slope of the second high-
energy peak in the density of states (at which the Fermi
level arrives when passing along the series) is predom-
inantly formed by the metal d states, which are present

PHYSICS OF THE SOLID STATE Vol. 43 No. 4
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Densities of states at the Fermi level (electrons/cell Ry) for Ti
and Ni in B2-TiNi (2 atoms per cell) and B19-TiNi (4 atoms
per cell)

Alloy N(Ep-total | NER)Ti | N(Ep) Ni
B2-TiNi 35.38 16.76 12.40
B2-TiNi [12] 39.61 22.46 17.15
B2-TiNi [13] 38.34 19.48 14.60
B2-TiPd 43,56 24.62 10.74
B19-TiNi (1) 101.05 54.17 30.02
B19-TiNi (2) 75.24 37.61 24.00
B19"-TiNi (3) 57.30 25.42 21.21
B19-TiNi (4) 42.78 16.52 16.12
B19-TiNi [12] 40.82 19.86 20.96
B19-TiNi [13] 60.64 30.52 10.46
B19-TiNi 51.98 29.12 15.88
B19-TiPd 74.84 49.88 17.00
B19-TiPd [13] 7750 50.26 17.02

2001

as an admixture to the dominant titanium states in this
spectral range. Therefore, the situation near the Fermi
level turns out to be much more complex than that pro-
posed in [8], and the metal can play an important role
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Fig. 2. Calculated electronic energy spectraof (a) B19-TiNi
(variant 4) and (b) hypothetical B19 structure.
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Fig. 3. Total densities of statesfor (a) TiNi and (b) TiPd in two phases.

in the explanation of structural transformationsin tita-
nium alloys. At the sametime, the Shabol ovskaya state-
ments[8] hold some validity. Furthermore, our calcula-
tions and those performed by Zhang and Guo [16] for
TiCu in a hypothetical B2 phase showed that N(E) for
titanium is substantially larger than N(Eg) for copper. In
this case, the Fermi level coincideswith asharp peak in
the density of states, which explains the instability of
the given lattice.

According to the calculations of the present work
and the results obtained in [12, 13], the B2-B19' trans-
formation is accompanied only by an insignificant |ow-
ering in the Fermi level (the distance between Er and
the bottom of conduction band changes by 0.2 eV).
This results agrees with the conclusion regarding a
small shift in the Fermi level, which was madein [7, 8]
reasoning from the absence of noticeable changes in
the location of the absorption edge and absorption band
maxima at 1-5 eV. The experimental data on the tem-
perature dependence of the magnetic susceptibility for
an alloy with an almost equiatomic composition sug-
gest a qualitative change in the position of the Fermi
level upon martensitic transformation, which isasoin
agreement with the caculated density of states
(Fig. 1e).

By using the band calculations, it was interesting to
consider why TiNi undergoes a transformation into the
B19' phase rather than into the B19 phase as in TiPd.
For this purpose, we carried out the calculations for the
hypothetical B19 orthorhombic phase in TiNi. The lat-
tice parameters were taken from [24] (these parameters
were actually obtained by the extrapolation of the crys-
tallographic data for the Ti—-Ni—Cu alloysin which this
phase is observed). The total density of states for B19-
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TiNi isdisplayed in Fig. 3. In this case, the Fermi level
coincides with a peak in the density of states and the
value of N(Eg) = 25.98 electrons/(cell Ry spin) islarger
than the values of N(Eg) for both the B19' and B2 phases
of TiNi. Moreover, the structure of the density of states
itself indicates the presence of flat portions near the
Fermi level, which is corroborated by the correspond-
ing calculations (Fig. 2b, direction F-Y). Therefore, we
deal with the structural instability, and any distortion
(inour case, amonoclinic distortion of thelattice) leads
to a more stable structure. This feature is absent in the
spectrum of TiPd. As can be seen from Fig. 3b, the
Fermi level in the B2 phase of TiPd, asin the B2 phase
of TiNi, islocated in asmall local minimum at the slope
of the high-energy peak; however, Er upon structural
transformation remains in the range of the local mini-
mum of the high-energy peak in the density of states.
Unlike B2-TiNi, in which the titanium contribution at
the Fermi level somewhat exceeds the nickel contribu-
tion (see table), the titanium contribution in B2-TiPd is
virtually twice as large as the palladium contribution
(12.31 and 5.37 electrons/(atom Ry)). In B19-TiPd, the
palladium contribution decreases, whereas the titanium
contribution remains amost unchanged. Note that the
localization of palladium in its sphere is stronger than
that of nickel in both B2 and B19 phases (8.04-8.60 and
7.97-8.20 electronsin TiPd and TiNi, respectively).

The electronic structure obtained for two TiNi
phases was used for the calculation and analysis of
X-ray spectra. It should be noted that, although the elec-
tronic properties of the B19' phase were calculated
using the electronic structure determined for variants 3
and 4, we present the results only for variant 4, because
the observed differences in the structure of the density
of states in this case are more pronounced. A large
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Fig. 4. K x-ray emission and absorption spectra of TiNi and TiPd in two phases. Solid lines correspond to the theoretical spectra,

and points are the experimental spectrataken from [25].

number of works have been devoted to the x-ray spec-
trum investigation of TiNi whose K and L emission and
absorption spectra and x-ray photoelectron spectra are
of particular interest. Figure 4 shows the calculated K
X-ray emission and absorption spectra and the experi-
mental spectra (points) taken from [25]. A comparison
between the calculated and experimenta spectra dem-
onstrates that the positions and intensities of the main
peaks are in satisfactory agreement. There are several
possible mechanisms responsible for the formation of
the K3, 5 line for transition metals and alloys [25, 26].
It is believed that the line shape as a whole reflects the
distribution of the d states in the valence band, and the
main features coincide with the centers of gravity of the
dey and dt,4 bands. An increasein the valence charge of
components in the series TiFe-TiCo-TiNi leads to the
atomization and lowering not of the d band as a whole
but only its triplet dt,, component, because a further
filling of the d shell occurs at the expense of this band.
The main features in the K3, 5 lines of the compounds
begin to come close together, which is consistent with
the behavior of the partial densities of states. At the
same time, the shift in the Fermi level toward the tita-
nium peak in the density of states and the filling of the
de, antibonding states bring about the appearance of a

PHYSICS OF THE SOLID STATE Vol. 43 No. 4

2001

shoulder near the Fermi level in the titanium and nickel
KB, 5 lines. (In order to save space, we do not present
the results for TiFe and TiCo.) This shoulder becomes
more pronounced in the titanium spectra when passing
to TiPd and TiPt, in which N(Ep) for titanium increases
as compared to that in TiNi. Moreover, the low-energy
shoulder for TiPd virtually disappears (Fig. 4). Thelin-
ewidth also increases when going along the isoelec-
tronic TiNi series. Upon structural transformation, the
Ni and Pd Kf3, 5 lines change more strongly than the
corresponding titanium lines of the two compounds. In
this case, the intensity is maximum directly near the
Fermi level. It isinteresting to note that this maximum
is already observed for B2-TiPd and its intensity virtu-
ally does not decrease up to 3 eV.

Analysis of the absorption edge of titanium aloys
revealed the following features. The selective absorp-
tion lineisisolated, which manifestsitself more clearly
in the spectraof nickel or palladium as compared to the
spectra of titanium. A small disagreement with the
experimental data can be associated with the smearing
parameters used in the calculations. However, a
decrease in these parameters results not only in the for-
mation of the more pronounced so-called m substruc-
ture but in a disagreement with the experimental dataat
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Fig. 6. L, 5 electron-energy-loss spectra of ametal (Me = Fe, Co, and Ni) and titanium in 3d titanium compounds. Insets show the
spectraof Ni and Ti for the austenitic and martensitic TiNi phases.

energies higher than 5 eV (the well-defined second
dip). Upon B2-B19' transformation in TiNi, the selec-
tive line also becomes more pronounced in the titanium
spectrum. By contrast, upon B2-B19 transformation in
TiPd, the m substructure becomes less pronounced in
the spectra of both titanium and palladium. Since the
absorption spectra reflect the states that lie above the
Fermi level and the crystal field has astronger effect on
outer orbitals, the difference in the splitting of the d
band into two subbands with different symmetries pri-
marily manifests itself in the width of the selective
absorption lines. This width increases in the series
TiFe-TiCo-TiNi and decreasesin the series of titanium
compounds with nickel, palladium, and platinum.

It is known that the shape of the L; emission line
also well reflects the state with the d symmetry. For
transition metal alloys, the L; line exhibitsarather sim-
ple shape (virtually without fine structure). Further-
more, this line is shifted toward the high-energy range
and is somewhat narrower thanthe K3, 5 line. Asarule,
the change in the intensity of lines and their shift with
respect to the K spectra are discussed in the literature.

PHYSICS OF THE SOLID STATE \Vol. 43

The calculated L; spectra of TiNi and TiPd in two
phases and the experimental x-ray photoel ectron spec-
tra are depicted in Fig. 5. The locations of the main
peak are in good agreement, and the appearance of a
shoulder near the Fermi level reflects the shift in Eq
toward the range of the second peak in the density of
states for TiNi and TiPd. The shoulder in the low-
energy part of the spectrum is associated with the de,
bounding states of the metal. Upon structural transfor-
mation, the change in the valence band of TiNi is less
than that of TiPd whose valence band exhibits a dou-
blet. Reasonable agreement is observed between the
results of calculations and the experimental datafor B2-
TiNi and B19-TiPd. A small difference in the location
of the theoretical maxima for the B19' and B2 phases
(0.2 eV) confirms the conclusion that the low-energy
part of the density of states for TiNi weakly changes
upon martensitic transformation. 1t should be noted that
theintensity of the Pd L; line for the B19 phase consid-
erably decreases as compared to that of the correspond-
ing line for the B2 phase, wheresas the intensity of the
Ni L3 spectra of both phases remains virtually constant
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and the intensity of the Pt L; spectrum of B19-TiPt
decreases only dlightly.

In recent years, the characteristic electron-energy-
loss spectra of intermetallic compounds have been
studied in alarge number of experimental works [27—
29]. This spectroscopic technique is sufficiently pre-
cise, and itsresults can serve as an excel lent test for the-
oretical calculations of electronic structure. The results
of our calculations are displayed in Fig. 6. The
L absorption spectra of transition metals and their
aloysin the range of the main edge exhibit a character-
istic feature known as the “white line’—a sharp maxi-
mum of the absorption coefficient. The martensitic
transformation in TiNi is attended by a small increase
in the white-line intensity for both components (Ni and
Ti), which reflects an insignificant change in the width
of the unoccupied part of the d band. Note that this
change is one order of magnitude less than that
observed, for example, in the series TiFe-TiCo-TiNi.
Theintensity of the Co whitelineincreases amost by a
factor of two as compared to theintensity of the Ni line,
and the intensity of the Fe line for the TiFe alloy
increases even greater. A similar tendency to a change
in the intensity of the L spectra of metals is also
observed in a series of their compounds with Al [27],
even though the structure of the line differs from that
found for transition metal alloys. Thelines abtained for
the 3d titanium aloys are virtually identical in shape to
the corresponding experimental spectra of metals. For
the early elements of the first long period, the wave
functions of d electrons considerably differ from the
corresponding atomic functions, which are character-
ized by a substantial localization near their atoms. The
screening conditions becomes less rigid, which, in par-
ticular, leads to abroadening of theline with a decrease
in the charge of the element. At the sametime, the the-
oretical calculations of the titanium line do not repro-
duce the experimental ratio of peaks. In the framework
of the one-electron model, the ratio L; : L, should be
equal to 2 : 1, whereas the inverse ratio is found from
the experimental spectrum of titanium. This is
explained by many-electron effects, which cannot be
taken into account in the calculations at present.

The optical absorption spectra were also calculated
with due regard for the transition probability matrix
element. However, as expected, the experimenta
intense absorption peak at 0.52—0.80 eV [7] manifests
itself in the calculations of the B19' phase only as a
peak with a very low relative intensity, which agrees
well with our earlier LMTO calculations [12]. The
presence of thisintense peak inthe optical conductivity
curve a(w) in the aforementioned energy range cannot
be considered reliably revealed reasoning from the sole
experimental work [7]. At the sasmetime, it would be of
interest to establish its possible origin on the basis of
theoretical calculations. The probability of the Ti;Ni,
precipitation in the TiNi alloy is sufficiently high.
Therefore, it was instructive to calculate the optical
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Fig. 7. Total density of states for TigNig4.
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Fig. 8. Optical conductivities for (a) B19-TiNi and TigNi,
bulk aloys and (b) the B2-TiNi(100) surface: (1) titanium-
and (2) nickel-terminated surfaces and (3, 4) bulk calcula-
tions for two surface models, respectively. Points are the
experimental datataken from [7]. Theinset shows the theo-
retical dependence o(E) at energiesup to 0.5 eV.

conductivity of this compound. The crystalographic
data for TigNi, were taken from [24]. Figure 7 shows
the calculated density of states for TizNi,, which isin
reasonable agreement with the results of the LMTO
calculations carried out by Fukudaet al. [20]. The opti-
cal conductivities o(w), which were calculated for
B19'-TiNi and Ti;Ni,, and the experimental dependence
taken from [7] are displayed in Fig. 8a. The interband
and intraband contributions are shown. The orientation
dependence of the optical conductivity wasincluded in
the calculations. Note that the calculation of the optical
conductivity in the IR range requires a high computa-
tional accuracy and integration over alarge number of
k vectorsin the Brillouin zone. The shift in the theoret-
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ical curves toward the high-energy range is associated
with the use of the local-€electron-density approxima-
tion. As can be seen from Fig. 8a, the a(w) curve for
TisNi, well representsall the features of the experimen-
tal dependence for the martensitic phase and aso the
structure of the sharp peak in the range 0.52-0.80 eV.
Unfortunately, asfar as we know, the chemical compo-
sition of the samples was not controlled at all experi-
mental stages. It would be tempting to attribute the
peak at 0.52-0.80 eV to the Ti3zNi, rhombohedral pre-
cipitate in the TiNi matrix and to argue that the experi-
mental datain [7] were obtained for the samplethat was
not apure B19' phase. Another possible explanation can
be connected with the surface effect. The calcul ation of
the electronic structure for the surface of the B19' mar-
tensitic phase is a sufficiently complex problem, which
requires a large computational power. It is much easier
to perform similar calculations for the B2 structure and
to estimate the possible surface effect in this case. The
results of calculations of the electronic structures of the
(001) and (110) seven-layer surfaceswill bereportedin
a separate work. The (001) surface can be terminated
either with titanium atoms or with nickel atoms. Figure
8b shows the optical conductivity curves for these two
variants (curves 1 and 2 correspond to the titanium- and
nickel-terminated surfaces, respectively). It turns out
that thefirst variant well reproduces the structure of the
experimental dependence in the visible and IR ranges,
namely, the experimental peaks at 0.085, 0.113, 0.17,
0.24, and 0.35 eV, which are not reproduced by the bulk
calculations. Furthermore, an increase in the intensity
inthelR rangeisdetermined only by theintraband con-
tributions. The theoretical curve o(w) (interband con-
tributions) in the IR range for the titanium-terminated
surface (001) is depicted in the inset. The sharp peak at
0.17 eV is noteworthy. As follows from the calculated
density of states, an increase in the number of titanium
states near the Fermi surface is observed when passing
from the bulk to the surface. It is possible that an even
larger transformation of titanium states at the surface
can occur in the martensitic phase, which can result in
the formation of a sharp peak near 0.5 eV. On the other
hand, according to Shabolovskaya [30], the surface
composition very strongly depends on the procedure of
treating a sample. The composition of surface layers
can be changed and shifted toward the region enriched
with nickel. Our calculations demonstrate that the tita-
nium-terminated surface (001) in TiNi possesses ahigh
chemical activity and reconstruction ability. It should
be noted that a better insight into the electronic struc-
ture of the monoclinic martensitic phase calls for reli-
able experiments and new experimental data on the
optical and x-ray spectra. At the same time, the results
obtained make it possible to conclude that the general
features in the electronic structure of the B19' marten-
sitic phase are revealed. The rearrangement observed in
the structure of the density of states in the range of the
Fermi level and the changesin the electronic character-
istics of the alloy are governed by the transformation of
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titanium states at the Fermi level. It is clear that the
transition to the structure, which is described by the lat-
tice parameters and the atomic positions determined in
[4, 5], turns out to be reasonable from the standpoint of
the band theory.
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Abstract—A simple model variational function is proposed for an adequate unified description of X* and X~
two-dimensional trions over the entire range of el ectron-to-hole mass ratios with the use of aminimum number
of variable parameters. © 2001 MAIK “ Nauka/Interperiodica” .

1. INTRODUCTION

The bound electron—hole complexes which involve
either two electrons and a hole (trion X-) or two holes
and one electron (trion X*) are referred to astrions. X~
and X* trions represent formations composed of two
identical Fermi particles bound by Coulomb forces on
athird particle that possesses a charge equal in magni-
tude but opposite in sign. The mass of the third particle
does not necessarily coincide with masses of the two
other particles. The dependence of the energy of atrion
complex on the mass ratio of its constituent particlesis
the subject of our investigation. An adequate model of
atrion should describe the complex at any massratio of
its constituent particles and, in the limit, lead to the
known abjects, such as a hydrogen ion H-, a hydrogen

molecule HE , aD~ center in asemiconductor (two elec-

trons bound on a positively charged center), apositron-
ium ion (two electron + positron), etc.

The practical necessity of investigating similar
objectsfirst arose in chemistry in the late 1920s for the
description of lithium hydride, in particul ar, theinterac-
tion between Li~ and H~ ions (Hylleraas [1]). In 1929,
Bethe [2] performed the first theoretical calculation of
an H-ion by using avariational method with three vari-
able parameters.

In the forties, the properties of a negative hydrogen
ion were invoked for explaining the solar and solar-type
atmospheric opacities. This required an essential
refinement of the results obtained earlier by Bethe. For
the most part, attempts were reduced to a simple
increase in the number of variational parameters [3-5].
However, more exact variational functions were also
sought by researchers. In 1944, a certain successin this
field was achieved by Chandrasekhar [6].

Three-particle electron—hole complexes (trions) in
semiconductorswere predicted in 1958 by Lampert [7].
The experimental investigation of trions involved con-
siderable difficulties due to the low characteristic bind-

ing energy of this complex (tenths of meV), which
imposed rigid restrictions on the temperature of their
possible observation (~1 K).

More recently, interest in trions was rekindled with
advancesin the field of heterostructures and the advent
of molecular engineering—the creation of artificia
objects or the control over parameters of the existing
objects by using quantum-well structures (wells, wires,
and dots). In particular, theoretical calculations per-
formed in the 1980s demonstrated that the binding
energy of atrion in a semiconductor structure with a
guantum well can increase substantialy (by the order of
magnitude) [8-10]. This opened up fresh opportunities
for experimental observations of trions in these struc-
tures, which wasrealized in 1992 by Kheng et al. [11].

Since that time, trions of both types have been
repeatedly observed in different heterostructures at low
temperatures. The possibility of investigating these
objects in practice has stimulated theoretical interest in
them.

The difference between atrion and an H-ion (or H,
molecule) resides in the fact that the ratio of the effec-
tive masses of the electron and the hole constituting the
complex is not asmall quantity and the wave functions
of electrons and holes cannot be separated. It is inter-
esting that different electron-to-hole mass ratios can be
realized in different semiconductors. Asaresult, the X~
and X* complexes can qualitatively change in their
structures and properties from the paositronium ion in
one limit (at equal masses of the electron and the hole)

to the H-ion or the H, molecule in the other limit (at
electron mass < hole mass). Trions are in fact natural
intermediate objects between H-and H; . When study-
ing the X~ and X* complexes at different electron-to-
hole mass ratios, we can gradually change over from
the negative ion to the positively charged molecule,
which, taking into account the large difference between
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these two objects, is of great theoretical and experimen-
tal interest.

A considerable number of works concerned with
calculations of the energy and wave functions of trions
at different mass ratios have been published in recent
years[12-15]. The parameters of these complexes have
also been investigated as functions of the well width
[16, 17] and the magnetic field strength [18-21].

The present paper is devoted to the study of the X~
and X* trionsin aninfinitely deep quantum well (within
the two-dimensional approximation) at all mass ratios
in the absence of an external magnetic field. One of the
problemsin present-day calculations of trionsis a poor
behavior of trial variational functions of the X* trionin
the case when the electron-to-hole mass ratio tends to

zero, i.e., in the limit of the H, molecule. The problem
lies in the fact that the complex in this limit involves
two infinitely heavy particles, and, hence, the wave
function of this system should take the form of ad func-
tion of the distance between these particles. Therefore,
itisat asmall massratio that the wave function and the
energy of the X* trion begin to change drastically. It is
known that the formation energy for an H, molecule
(H + p) isamost four times higher than that for the H-
ion (H +e). Asfollowsfrom calculations[8, 10, 12], the
characteristic binding energy ratio for a trion and the
corresponding exciton is virtually independent of the
electron-to-hole mass ratio u for the X- complex and
slowly increases for the X* complex with a change in
the mass ratio 4 from the positroniumion (4 = 1) to the

H, molecule (1 = 0). In this case, the binding energy

of the X* trion predominantly changes at small mass
ratios (1 < 0.1). In thisrange of massratios, the binding
energy of the trion changes by almost a factor of two.
In actual fact, at the mass ratio in therange u 0 0.1 —
0.3, the structure of a wave function similar to that of
the H-ion qualitatively transforms into the structure of

awave function similar to that of the H, molecule.

All the previous calculations were performed using
trial functions which were based on the structure of an
H- ion and gave no way of describing two infinitely
heavy particles in the H, molecule. In the limit of an

H, molecule, these trial functions either led to inade-
guate results or required the use of alarge number of
variable parameters in order to ensure the aforemen-
tioned &-functional dependence. For this reason, the
use of these tria functions became, at least, inefficient.

In this work, we proposed arelatively simple varia-
tiona function which depends on a small number of
parameters and adequately describes both X~ and X*
complexes at any €lectron-to-hole effective mass ratios
in the rigorously two-dimensional case.
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2. MODELS AND THE WAVE FUNCTION

Two models of a trion can be considered qualita-
tively.

(1) In the limit H~, there is the model of a heavy
nucleus with two light electrons which are localized in
its vicinity and strongly screen each other. Within this
model, the trion iswell described by atwo-dimensional
analog of the variational function proposed by Chan-
drasekhar [6]:

Y(ry, ry) = (exp(—ary—br,)
+exp(—bry—ary))(1+c|ry—ry).

(D

This function consists of the symmetrized exciton-like
part with different electron orbit radii and the polariza-
tion factor. The quantitiesr, and r, are the two-dimen-
sional vectors from the nucleus to electrons. The varia-
tional parameters a and b have the meaning of orbit
radii of two electrons, and the parameter ¢ ensures an
increase in the wave function with an increase in the
distance between €lectrons; i.e., it accounts for the
polarization effects. This wave function adequately
represents the singlet state of trions over the entire
range of mass ratios, except for trions similar in struc-

tureto the H, molecule, i.e., the X* complexeswith the
mass ratio L < 0.1. Despite a small nhumber of varia-
tional parameters (only three), it is known that this
function for three measurements reproduces the energy
of the H-ion with an accuracy of 10% [22].

(2) Inthelimit H5 , thereisthe model of amolecule,
i.e, the model of two heavy nuclei and an electron
residing on a bonding orbital. In the ground state, this
system iswell described by the following function:

W(ry,15) = (exp(-ary) + exp(-ary)) R(r—ry). (2)

Thisfunction is composed of the sum of two hydrogen-
like wave functions [23], which is multiplied by the
wave function of the relative motion of nuclei Ji(R),
whereR=|r; —r5|.

In the limit of an infinite nucleus mass, the NH(R)
function should transform into a &-like function of R—
R, (Where R, is the minimum of the binding potential).
In the case when the nucleus masses are large but not
infinite, the (R) function at large R should decrease as

exp(=sR), where s = ,/—2m,E/A”, E is the binding
energy of the given trion with respect to the decay into
afreeexciton and ahole, and m, isthe hole mass. Inthe
vicinity of R,, the (R) function should follow therela-
tionship N(R) ~ exp(—d(R — Ry)?); in this case, if the
electron-to-nucleus massratio tendsto zero, the param-
eter d should tend to infinity.

3. THE GROUND STATE OF X* AND X~ TRIONS

In the absence of a magnetic field, the ground state
of the X* and X~ complexes is their singlet state, i.e.,
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Fig. 1. Structureof an H; molecule: (1) thequalitativeform

of the potential binding nuclei in H;, (2) the parabolic
approximation of the binding potential near the potential
well bottom, and (3) the qualitative dependence of the wave

function for H, on theinternuclear separation.

the state with the antiparallel spin orientation of two
identical Fermi particles (electronsfor X~ and holesfor
X*). At present, it is believed that this ground state of
the X~ trion isthe sole state. In any case, thereisno the-
oretical or experimental evidence for excited states of
this complex. A different situation occurs in the X*

complex, because the H, molecule obtained in the
limit p — O at an infinite mass of nuclei possesses an
infinite discrete spectrum of vibrational and rotational
levels.

A “good” function for describing the ground state of
both trions at any masses of their constituent particles
will be constructed as follows.

(i) The entire range of mass ratios is divided into
two ranges, in each of which the trion can be described
by the aforementioned, relatively simple models. To
put it differently, we assume that the trion at any elec-
tron-to-hole massratio is described by awave function
similar in structure to the wave function either for the
H~ion (two particles “rotate” about one particle) or for

the H, molecule (one particle binds the two other par-
ticles). The conventional division into these two ranges
does not correspond to the division of trionsinto the X~
and X* trions. As was noted above, the conventional
boundary corresponds to the massratio pu ~ 0.1-0.3 for
the X* complex.

(ii) In the framework of each model, we choose the
simplest (with a minimum number of variable parame-
ters) wave function which adequately describes the
trion in this approximation. In this case, the trion wave
functionsthat correspond to different models should be
as closely similar in structure as possible, and the max-
imum number of variational parameters of one wave
function should be used in the other function. Func-
tions (1) and (2) considered above meet these require-
ments. It is easy to see that the polarization-free term
(exp(—ary, — br,) + exp(=br, — ar,)) in the wave func-
tion (1) structurally corresponds to the electronic term
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(exp(—ar,) + exp(-ar,)) in function (2). Moreover, the
term (N(Jr, —r,[)), which isresponsible for the relative
motion of nuclei in function (2), corresponds to the
polarization term (1 + c|r; —r5|) in function (1).

(iii) The sought trial function is constructed as a
combination of the two wave functions chosen in the
preceding item. The structural similarity of the chosen
wave functions allows us to reduce the total number of
variable parametersin the final function.

The sought trial variational function obtained by
combining the above functions (1) and (2) is repre-
sented as

Y(ry, ry) = (exp(-ar,—br,) + exp(-br, —ar,))

1+cR ~ ©)
—1+d(R—RO)2eXp( sR),

whereR=|r, —r,|and a, b, ¢, d, R,, and s are the vari-
ational parameters.

These parameters have the following physical
meaning: a and b are the reciprocals of the radii of two
identical particles localized on the third particle with
allowance made for their mutual screening, the param-
eter ¢ accounts for the polarization effects, the parame-
ter d describes the longitudinal vibrations of two iden-
tical particles with respect to each other, R, isthe mean
interparticle distance, and the parameter s optimizesthe
wave function at infinity.

It is obvious that the above wave function involves
the wave function (1) of the negativeion H-(at d, s=0)
and the wave function (2) of the positive molecule H}
(at b, c=0), and the additional parameters only lead to
a better result in both limiting cases. It is aso easy to
justify the choice of thefactor (1 + d(R—Ry)?)tinfunc-
tion (3), which is responsible for longitudinal vibra-
tions of the complex.

It should be noted that, in the case when the binding
between two identical particles of the trion can be
described by a parabolic potentia (Fig. 1), the wave
function (3) should exhibit a Gaussian dependence on
R (the distance between these two particles), Y(R) ~
exp(—d(R — Ry)?). However, a strictly parabolic poten-
tial can describe only very small vibrations of the X*

complex and only in the limit of the H, molecule. In
reality, the potential binding two identical particlesin a
trion at large distances is considerably weaker than the
parabolic one and the Gaussian approximation of the
trion wave function leads to its substantially faster
decrease with distance as compared to the actual
dependence. Hence, we used a weaker dependence
Y(R) ~ /(1 + d(R- Ry)?), which, to afirst approxima
tion, adequately describes the trion vibrations near R =
Ry, and the behavior of the P(R) function at infinity was
specified by a weaker factor exp(—sR) as compared to
the Gaussian function.
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As a conseguence, we derive the wave function (3),
which, in both limits, should lead to the results not
worse than those obtained with functions (1) and (2)
and shows promise of obtaining a good approximation
for the trion energy over the entire range of electron-to-
hole mass ratios with a minimum number of variational
parameters.

4. RESULTS AND DISCUSSION

Figure 2 shows the dependence of the trion binding
energy hormalized to the energy of the corresponding
two-dimensional exciton (hereafter, this energy will be
considered to mean the trion binding energy) on the
electron-to-hole mass ratio, which was calculated with
our variationa function (3). For comparison, the
dependence (converted in terms of the same variables)
obtained by Stebe and Ainane [10] with the use of the
variational method including 22 parameters is also
depicted in Fig. 2.

Degspite the considerable difference in the numbers
of fitting parameters (6 and 22), these dependences are
in good agreement. Our results reproduce the data
obtained in [10] with an accuracy of better than 5% over

the entire range of mass ratios, except for the limit H,
(at 1 <0.1). Notethat the error obtained turned out to be
even smaller than the error (~10%) of the calculation
with the use of the Chandrasekhar wave function (1)
inthe limit of the H-ion. This illustrates the fact that
functions (1) and (2) combined above into function (3)
noticeably improve and complement each other. It is
worth noting that the error (<5%) in the determination
of thetrion energy is approximately the samefor al the
mass ratios. This gives grounds to conclude that our
variational function (3), which is constructed from the

wave functions of the H- ion and the H, molecule,
makes it possible to describe equally well the entire
range of mass ratios rather than only these limiting
Cases.

Of special interest isthe limit H, (1 < 0.1). Aswas
already mentioned, the problem liesin the fact that the
X* trion at these masses acquires a pronounced molec-
ular structure. Therefore, the wave functions based only
on the structure of the H- ion (among them was the
function used in [10]) cease to give good results even
with alarge number of variational parameters. For this
reason, the dependence calculated in [10] terminates at
themassratio g = 0.1 in Fig. 2. In our opinion, evenin
this case, the accuracy of the results obtained with our
function (3) is no less than before. For comparison, we
note that the trion energy (0.41) calculated in the
present work at 1 = O completely coincides with that
obtained by Varga[24].

The results of our calculations and the theoretical
dependence obtained by Thilagam [12] with the use of
the averaged binding potential of atrion are also com-
pared in Fig. 2. It should be noted that, unlike the
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Fig. 2. Dependences of the trion binding energy on the elec-
tron-to-hole massratio: (1) this work, (2) variational calcu-
lationswith 22 variable parameters[10], and (3) the approx-
imation of model trion potential [12].

results obtained by variational methods, the trion bind-
ing energy reported in [12] is not of necessity less than
the exact energy of the complex. However, aqualitative
comparison between our dependence and that obtained
in [12] enables us to draw the same inference: the
dependences qualitatively agree over the entire range of

mass ratios, except for the aforementioned H; limit
(u< 0.1). In this limit, the trion energy calculated
within the model proposed in [12] is dmost a quarter
less than that in our case. Thisis explained by the fact
that the trion model used in [12] for calculating the
dependence under consideration is well applied to the
complexes with a structure similar to that of the H=ion

but leads to failures when changing over to the H,
structure (see also [24, 25]). Thisis another exampl e of
how models and approximationswell describing the X~
and X* trions over a wide range of masses are inappli-
cablein thelimit of the H; molecule. Thisisthereason

why the inclusion of the H, model is so important in
the construction of the general trion model.

It should be emphasized that the trion energy (nor-
malized to the exciton energy) for X~ is virtually con-
stant (=0.12) and does not depend on the electron-to-
hole mass ratio, whereas the trion energy for X*

increases as the limit H; is approached and the main
increase is observed in the least studied range p < 0.1.
In this range, the trion energy increases from 0.22 (at
p=0.1) to 0.41 (at p = 0.0) by almost afactor of two.

Let us now interpret this fact in the framework of
our models. Note that the mass ratio range i < 0.1 cor-
responds to the case of two heavy holes and a nucleus
that are bound through an electron into a molecule. It
can be assumed that the el ectron wave function has had
time to adapt adiabatically to the slow mation of holes
for which the binding interatomic potential approxima-
tion [23] becomes applicable. In this case, the problem
is reduced to the motion of a hole with the reduced
mass m/2 in the two-dimensional potentia V(R),
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which is the sum of the electron binding potential and
the Coulomb repulsion potential of holes. A qualitative
form of the V(R) potential isdepicted in Fig. 1. At large
hole masses, it is believed that the hole wave function
islocalized in the vicinity of R,, i.e., the minimum of
the V(R) potential. Then, within the parabolic-potential
approximation, we have

V(R) = V(Ro) +5(R-Ry)” (4

In this approximation, the trion binding energy is
given by

Ef(1) = V(R) + 22 )

and the quantity fw iswritten as

heo = hF - [V g
My My (AR)? R=R,

The quantity 0°V(R)/(0R)?| - r, can be evaluated from

the depth U, and the half-width w of the potential well
formed by the potential V(R), that is,

Yo
=9
W

°V(R)
(OR)® |r=r,

It is clear that the well depth can be estimated as U, =
V(Ry) = Eyo (thetrion binding energy at p = 0). In order
to evaluate the well half-width, we note that w < 2R,
since the potential V(R) —» +o at R — 0 due to the
Coulomb repulsion of holes. On the other hand, we can
assume that w > Ry/2, because both the hole Coulomb
repulsion potential and the electron binding potential
substantially decrease only at distances R> 2R,,. Hence,
it follows that

02 @)

Lo V(R <& ®
2R, (0R)® |r= R, Ro
As an estimate, we set
VR <2 ©)
(0R)® |r= R, o

The optimum interatomic distance R, in a two-dimen-
siona molecule H;, isasfollows:

R, = 0.5a,, (10)

where a, is the three-dimensional Bohr radius. Then,
taking into account the dependence of the exciton bind-
ing energy on the massratio, that is,

2 A

Eo(M) = __1+HKa§’ (11)

PHYSICS OF THE SOLID STATE \Vol. 43

SERGEEV, SURIS

from formulas (5)—(11), we obtain

Ev(W) _ E.(0)

Ee(H) Ee(0)
=0.41(1+ ) —0.64./u(1 + ).

As can be seen, the trion energy in the limit of the

H molecule (at small 1) depends on the mass ratio as

asquare root. For the electron-to-hole massratio u = 0,
the trion-to-exciton energy ratio is represented as

E..(0)
E«(0) (12

(1+p) + (1 +p)

whereas relationship (12) even at the massratio 1 = 0.1
leadsto an almost twofold decrease in the trion-to-exci-
ton binding energy ratio, that is,

E.(0.1) _
E. (0.1) ~

With due regard for the approximate character of the
estimates performed, this result is in excellent agree-
ment with the calculated ratio of 0.22.

In conclusion, it can be noted that simple qualitative
considerations on the basis of the wave functions for

the H-ion and the H;, molecule allowed usto construct
the trial function which makes it possible to describe
adequately both trions over the entire range of mass
ratios with the use of a not very large number of vari-
able parameters. Recall that the results reported in [10]
were obtained with 22 variable parameters, whereaswe
used only six parameters. This provides a means of
applying the proposed models to the construction of
trial functionsfor variational calculationsin more com-
plex cases, specifically for thetrion in awell of afinite
width or in the presence of amagnetic field.

0.23.
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Abstract—The paper analyzesthe rate of energy relaxation involving acoustic phonon emission between exci-
ton states in a double quantum well. A theoretical study is made of the part played by two mechanisms, one of
which isaone-step transition with emission of an acoustic phonon and the other is atwo-step transition, which
includes elastic exciton scattering from interface nonuniformities foll owed by energy relaxation within an exci-
ton subband. The rate of the two-step transition in real double quantum wellsis shown to be higher than that of
the one-step transition. As follows from cal culations, the fast energy relaxation between exciton statesis deter-
mined by the elastic scattering of phonons from the interface.

INTRODUCTION

The double quantum well (DQW) is one of the sim-
plest model objects to study tunneling through a poten-
tial barrier [1]. The interest in this object stems prima-
rily from the fact that present-day technologies are
capable of creating structures with predetermined
parameters (layer thickness, barrier height) whose scat-
ter introduced in the course of manufacture is
extremely small. This substantially reducesthe interac-
tion of carriers and excitons with nonuniformities (het-
erojunction defects, composition nonuniformities,
impurities).

The DQW consists of two quantum wells separated
by athin barrier transparent to tunneling. At low tem-
peratures, the carriers become bound rapidly to form
excitons[2]; therefore, exciton effects play an essentia
role in the optical properties of DQWSs [3]. A DQW
may have excitons of two types, direct and indirect
(Fig. 1). Theindirect exciton (1X) isformed by an elec-
tron and a hole which residein different quantum wells
and are bound by Coulomb interaction; the direct exci-
ton (DX) is made up by an electron and a hole located
in the same quantum well. The indirect exciton has a
very large radiative lifetime (>10° s [4, 5]), which
exceeds that of the direct exciton by severa orders of
magnitude (~107° s[6]). Since the electron and the hole
in an indirect exciton state are spatially separated, the
binding energy of the I X islessthan that of the DX (for
instance, the IX binding energy in a DQW with quan-
tum well widths of 10 nm and a barrier afew nm thick
is~3-4 meV [3, 7, 8], whereas the binding energy of a
DX is8 meV [3]).

The energy position of an IX with respect to a DX
can be varied by properly varying the electric field
applied to the DQW. Because the I1X is a dipole, its
recombination energy depends linearly on the electric

field [3, 9], whereas in weak fields (<10 kV/cm), it is
practically electric-field independent. Figure 1b shows
schematically the exciton-state recombination energy
as a function of the electric field perpendicular to the
DQW plane. At certain values of the electric field, the
energies of some exciton states become equal and
energy resonance sets in. Two of such resonances pre-
sented in Fig. 1b involve pairs of exciton states whose
electronic parts of the wave functions are localized in
different quantum wells (they are identified in the
scheme by dashed circles). The other two (shown by
dotted triangles) involve the pairs of the exciton states
whose €electronic wave-function parts coincide, but the
hole parts arelocalized in different quantum wells. One
more resonance, specified by a dashed square, corre-
spondsto apair of the exciton states in which both hole
and electronic parts of the wave functions are different.
Tunneling interaction between these pairs of states near
the resonance givesrise to the repul sion of exciton lev-
els, a phenomenon well known in quantum mechanics.
In this case, the wave functions of exciton states repre-
sent linear combinations of the unperturbed DX and I X
wave functions. The repulsion of exciton energy states
near resonance is experimentally observed only for the
pair of exciton states which differ in the electronic part
of the wave function [3, 7-10]. The exciton splitting
between exciton states at resonance for the other pairs
turns out to be too small to be detected experimentally
because the hole component of the exciton wave func-
tion penetrates only weakly into the barrier.

Investigation of the rate of exciton energy relaxation
in a DQW is an essential problem, which is currently
attracting the attention of researchers. If the energy sep-
aration A between the first-size-quantized exciton
statesin two quantum wells exceeds the optical phonon
energy [2, 11-14], the corresponding transition time,
determined by the interaction of excitons with optical

1063-7834/01/4304-0752%$21.00 © 2001 MAIK “Nauka/Interperiodica’
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Fig. 1. (8) DQW band diagram and exciton states; (b) sche-
matic relating the exciton-state recombination energy to the
electric field applied perpendicular to the DQW plane. The
circles identify the region of resonance between exciton
states differing in the wave-function electron component;
the triangles show the resonance of the IX and DX differing
in the wave-function hole component; and the square speci-
fies the region where the two states differing in electronic
and hole components of the wave function are at resonance.

phonons, is ~10-100 ps, depending on the actual DQW
parameters.

In the case where the difference between the energy
levels in two quantum weélls is less than the optical
phonon energy, the transition time between exciton
states differing in the electronic component of the wave
function is determined by the coupling with acoustic
phonons and, accordingly, should increase substan-
tially compared with the exciton—phonon transitions
involving an optical phonon.

Data on the rate of energy relaxation between exci-
ton states, which is determined by interaction with
acoustic phonons, have been recently obtained from an
experimental study of stationary photoluminescence
(PL) in adightly asymmetric DQW [7, 8]. The struc-
ture under study was a CaAgAl33Cay57AS DQW with
guantum wells 9.6 and 10.2 nm thick separated by a
3.8-nm thick barrier. The PL spectrum of this DQW
measured at T = 10 K is shown in Fig. 2a. One readily
sees two narrow, well-resolved exciton lines. The
energy splitting between the exciton levels at the
DX-IX resonance (which is governed by the electron
coherent tunneling) isd = 1.3 meV. Theinset to Fig. 2a
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Fig. 2. (a) DQW photoluminescence spectrum measured at
T=10K withan electricfield U = 0.2V applied perpendic-
ular tothe DQW plane. Theinset showsthe diagram of exci-
ton transitions 1 and 2; (b) experimental (symbols) and the-
oretical (solid line) ratios 1,/1; of the photoluminescence
line intensities of exciton states 2 and 1 plotted vs. the
energy spacing between exciton levels A for T = 10 K.

shows schematically the wave functions of the exciton
states (1 and 2) and the radiative transitions corre-
sponding to these states. The solid linein Fig. 2b plots
the PL intensity ratio I,/1, for T = 10 K, which was cal-
culated under the assumption of the exciton states 1 and 2
being in thermodynamic equilibrium by means of the
relation [7]

1/2

L, _ A+ (A%-8)

1 AF(A2-3)"7

A O
ThoTO )

N

where & isthe energy splitting between the exciton lev-
elsat resonance (6 = 1.3 meV) and A isthe energy spac-
ing between exciton states 1 and 2. The sguares are
experimental data[7]. The good agreement between the
experimental data and the 1,/1; ratio calculated from
Eqg. (1) permits the conclusion that the exciton states
coupled by the transition of the “exciton” electron are
in thermodynamic equilibrium. This means that the
rates w, _, and w, _, of the exciton—phonon transi-

tions involving the emission and absorption of
phonons, respectively, far exceed the DX radiative
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(a)

Mechanism I

Acoustic
phonon

Mechanism II

Acoustic
phonon

kT

Fig. 3. Two mechanisms of transition between exciton
states: (a) one-step transition with emission of an acoustic
phonon and (b) two-step transition involving elastic exciton
scattering from an impurity with subsequent relaxation
within an exciton subband.

recombination rate wy ~ 10° st for T > 10 K and
A~KkgT.

Thiswork is aimed primarily at theoretical calcula-
tion of the transition rate between exciton states in the
case where acoustic phonons are involved in the pro-
cess. For the sake of definiteness, we are going to con-
sider only the 2 — 1 transitions involving phonon
emisson a T = 0 (Fig. 3). In areal DQW, this energy
relaxation can proceed in two ways.

(I) One-step transition | (Fig. 3a). This transition
transfers an exciton from one exciton subband to the
other while changing the exciton energy and wave vec-
tor. The acoustic phonon emitted in this transition pro-
vides preservation of the energy and momentum con-
servation laws.

(I1) Two-step transition Il (Fig. 3b). This transition
can take placein areal DQW with quantum-well thick-
ness fluctuations, which act as exciton scattering cen-
ters. The transition proceeds in two stages. In the first
stage, the exciton is scattered el astically from an impu-
rity or interface nonuniformity to transfer to the other
subband, a processin which the momentum of the exci-
ton is changed, but its total energy is preserved. In the
second stage, the interaction with aphonon changesthe
exciton energy within the exciton subband.

The question of which, the one- or two-step, transi-
tion mechanism isresponsible for the energy relaxation
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between the exciton states presently remains open.
Experiments with nonequilibrium phonons also did not
provide a definite answer to this question [15]. The
interest in this problem is also connected with the pos-
sibility of using tunnel structures as a frequency-tun-
able acoustic-phonon detector (phonon spectroscopy)
[16-19].

In this work, we shal calculate the probability
w, , of an electron transition from a higher- to a

lower-energy exciton state in a symmetric DQW, pro-
ceeding a T = 0 and involving the emission of an
acoustic phonon, for different A. We assumethat, at low
temperatures, kgT < A, the w, _ , is affected primarily
by spontaneous acoustic-phonon emission. In these
conditions, one can also neglect the exciton distribution
in k in the high-energy state. Thus, the T = 0 approxi-
mation will adequately describe the experimental situ-
ation considered above. The calculation of w, _ ; will

be carried out separately for the inglastic (one-step)
transition mechanism | (Fig. 3a) and mechanism I (the
two-step one), in which the exciton electron scatters
elasticaly from interface nonuniformities, following
which exciton energy relaxation occurs (Fig. 3b). We

shall show the differences in the dependence of w, _ ;

on A between the transitions proceeding in mechanisms|
and I1. We shall also construct angular dependences of
the emitted acoustic phononsin the case where DX and
IX arein resonance (A = & = 1.3 meV), as well as far
from resonance for the one-step transition mechanism I.
Section 1 will present anaytical expressions for the

transition probability between the exciton states w, _

for mechanisms| and Il. In Section 11, we shall givethe
results of a numerical calculation of the one-step-tran-
sition probability w, _ ; and estimate the probabilities
of the two-step transition by mechanism |1. We are also
going to construct the angular dependences of the flux
of acoustic phonons generated in the transition by
mechanism | between the exciton states. In Section 3,
we shall use the results of the calculation to compare
the parts played by mechanisms | and Il in the fast
energy relaxation between the DQW exciton states,
which accounts for the experimentally observed ther-
modynamic equilibrium, and draw the corresponding
conclusions.

1. EXCITON-PHONON COUPLING

We are going to present here the main relations gov-
erning the rate of energy relaxation between the exciton
states, which involves acoustic phonons. We shall
assume the DQW to consist of two identical quantum
wells separated by a barrier transparent to tunneling.
Our problem consists in determining the transition
probability between exciton states 1 and 2 with differ-
ent electronic components of the wave functions (see
inset to Fig. 2a). We shall also assume for definiteness
that the high-energy state 2 correspondsto adirect exci-
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ton and the low-energy state 1 is an indirect-exciton-
type state. Our calculation of the energy relaxation will
take into account only the transitions from the high- to
the low-energy exciton state at T = 0 which are accom-
panied by phonon emission.

1.1. Energy Relaxation between Exciton Sates
inan ldeal DQW

Inanideal DQW, atransition between exciton states
is possible only through exciton—phonon coupling,
which makes possible the one-step transition (inset to
Fig. 2a) from high-energy state 2 (with wave vector
k, ~ 0) to low-energy exciton state 1.

For definiteness, we assume the hole to be localized
in the right-hand quantum well (see inset in Fig. 2a).
We shall aso assume subsequently that the energy
spacing A between the exciton states does not exceed
the binding energy of the indirect exciton. Otherwise,
transitions involving ionization of the indirect exciton,
i.e., transitionsin which a“free” electron and a “free”
hole arise in the fina state in different quantum wells,
would be possible. The transition probability per unit
time from state 2 with wave vector k, = 0 to state 1 with
an arbitrary wave vector k; can be written as

2,2
w1 = 25 g s avna@l @
2.1 ﬁz 2-1 05 W\
ki q

where q is the three-dimensional wave vector of an
acoustic phonon with dispersion w,(q) = sg, where s, is
the sound velacity; k; is the two-dimensional exciton

wave vector in the final state; MJ'" , is the transition
matrix element from state 2 with the exciton wave vec-
tor k, = 0 to state 1 with the exciton wave vector ki,
involving the emission of an acoustic phonon with
polarizationv =LA, TA; and m=m, + m, isthe exciton
mass, with m, and m, being the eectron and hole
masses, respectively.

The matrix element M3, is determined by the
overlap integra of the exciton wave functions W, with
the phonon:

M3Y, = D'|J2|H|W1|:50,k1+qua (©)
where H isthe Hamiltonian describing the exciton cou-
pling with acoustic phonons, & i + 4 isthe Kronecker
symbol accounting for momentum conservation in the
DQW plane, and q,, isthe projection of g on the DQW
plane.

In the case where the exciton level spacing is small
(A < E, where E is the size quantization energy reck-
oned from the quantum-well bottom), the exciton wave
functionsin the DQW, W; and W,, can be presented as
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alinear combination of the direct and indirect exciton
wave functions Wpy (k) and W,y (k)[20]:

W, = aWpx(ky) + BWix(ky),
W, = BWpy(ky) + aWix(ky),

(42)
(4b)

a’+p° =1, «a

. 5
JWnZ =5+ 0) + &

In the simplest approximation, the wave functions
of the direct and the indirect exciton with awave vector
k; can be written as

_ 2 , p
Pixon(k) = [—5——exp(ikiR)exp| -
IX(DX) 2 o0 [ AlX(DX)i| (5)
X Be1(2)(Z) P (),

where ¢4(z) and ¢(z) are the electron wave func-
tions of the size-quantized ground level in the isolated
left- and right-hand quantum wells, respectively; ¢(z.,)
is the hole wave function of the size-quantized ground
level in the isolated left-hand and right-hand quantum
wells; Risthe position of the exciton center of massin
the quantum well plane; p is the distance between the
electron and the hole in the quantum well plane; Apx
and Ay arethe diameters of the direct and indirect exci-
tons, respectively; and z, and z, are the electron and
hole coordinates in the direction perpendicular to the
guantum well plane.

Denoting the widths of the quantum well and of the
barrier by a and b, respectively, we can write the elec-
tron wave functionsin asingle quantum well (SQW) in
the form

Ncos(na/2)exp[na(z— 2z *+ (a/2))]
2<2y5—(al2)

Ncos(Nz—Nzy ), |2—2i2)| <a/2 (6)
Ncos(na/2) exp[-ng(z— 21 — (a/2))]
Z2>2y,+(a/2).

Here, the following notation has been introduced:

Ng = /2M,(U —E) /A and n = ,/2mE /, with U being
the barrier height and E, the electron size-quantized
energy; N isthe normalization factor; and z; and z, are
the positions of the left- and right-hand quantum wells,
respectively.

For high enough barriers, U > E, the electron wave
functions penetrate only weakly into the barrier, so that
na=rt

Two kinds of the interaction governing the exciton—
phonon transitionsin GaAs/AlGaAs gquantum wellsare
possible: (i) theinteraction determined by the deforma-
tion potential (DP) and (ii) the piezoacoustic (PA) inter-
action. The interaction of an exciton with an acoustic
phonon is actually a sum of the phonon interactions

be12(2 =<
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with the electron and the hole, H = H, + H;,. However,
because the electronic components of the exciton-state
wave functions are orthogonal, the matrix element of
the €eectron interaction with the hole is zero,
W,|H,|W,0= 0. Viewed from the physical standpoint,
this means that transitions between exciton states are
possible only because they are mediated by the phonon
coupling with the exciton electron.

The Hamiltonian of the exciton interaction with an
acoustic phonon having a wave vector g and polariza-
tion v can be presented in the form

H = | h ig= exp(igr) A, 7
poVquq p(xigre) Ag (7)

where =, isthe deformation potential constant, p, isthe
density of the medium, r, is the electron position vec-
tor, and V is the total volume. For a GaAs(100) quan-

tumwell, A;" =1 for the LA and A;" = 0 for the TA
phonons [21].

The Hamiltonian of the PA interaction has the form

PA _
e

PA
vag ) eeEar A, (@)

where h,, isthe piezoacoustic constant and e i stheelec-

tronic charge. The squared coefficient A, which

q,v?

determines the angular dependence of |M2 - 1| , can be
written for a GaAs(100) layer as [22]

(Ayra)” = sin’(20) +(1/2)sin’®,
(9)

(AP = gsin49cosze.

The trangition probabilities between exciton states
can befound by calculating the matrix element in Eq. (3)
and substituting the expression thus obtained into Eq. (2).
For the DP interaction with an LA phonon, we have

_2 2 3

W | = Idesmeq—z

Y(q)®
2T[ﬁposv 1+4ysin“@

,(10)

where 0 is the angle between the phonon propagation
vector and the z direction.

Thereisno DP interaction with the TA phonon. The
transition probability for the PA interaction with a
phonon of polarizationv is

PA (eh14)
2.1 =
211p,s,

x [Y(q)|(A)".

Idesne#

1+4ysin’e (1)
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In the last two expressions, we introduced the nota-
tion

2 Y
1+ J1+4ysin?e”S

q:

where y = A/2ms§ is the ratio of the energy spacing

between the exciton level sto the characteristic exciton—
phonon coupling energy.

The overlap integral Y(q) of the exciton wave func-
tions with the phonon can be presented in the form

(@I = &R0 00RO 2,
(12)
+ [Phox) = Pl éh(qf,
where
£ =ap = 828 (13)

is the exciton-state wave-function mixing coefficient;
g, = gcos6 isthe perpendicular component of vector g;
P.(A\) is the overlap integral of the phonon wave func-
tions with the exciton electron in the DQW plane,

Ernh ) |:|2 -3/2
P.(\) = [1 N %Aqsnem} , (14)
and Z(q,) = ﬁm dzq)i (2) exp(iq,2) isthe overlap integra
(in the z direction) of the phonon wave function with

the electron wave-function component of the excitonin
an isolated quantum well.

For infinitely high barriers, we have
sing,a/2
a.8/2[1 - (q.a/2m)°]

Z{a,) = (15)

1.2. Energy Relaxation between Exciton Sates
in Real DQWSs

The relaxation between exciton states in a real
DQW can proceed in two stages (Fig. 3b). First, the
exciton electron is scattered with a probability w, from
interface nonuniformities and transfers to the other
exciton subband (an intermediate state). This transition
conserves the total energy of the exciton while chang-
ing its momentum. Next, with the probability w;, the
exciton transfersto the final state by emitting an acous-
tic phonon, and the exciton energy is changed. The rate
of relaxation between the exciton states will be deter-
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Table 1. Time of the 2 — 1 two-step transition from a high- to a low-energy exciton state with emission of an acoustic
phonon, calculated for different A and phonon polarizations

Time of phonon emission by an exciton with energy A ) - .
A (meV . . . . . . . . : . Elastic-transition | Total transition
+ (MeV)["Dp interaction with | PA interaction with | PA interaction with | Total time|  time T, (ns) [timeT, _ ;(ns)
aLA phonont (ns) | aTA phonont (ns) | aLA phonont (ns) | T (ns)
13 0.065 0.12 0.52 0.039 0.012-0.060 0.051-0.099
2.0 0.14 0.59 2.3 0.11 0.028-0.14 0.14-0.25
35 0.18 11 4.6 0.15 0.086-0.44 0.24-0.59

mined by the rate equations

dn

d_t2 =G+ Wgni —Wgh,,

dn (26)
i b

d_tl = Welp —Weh —Win;,

where w, is the probability of adirect elastic transition

from state 2 to state 1; w_ is the probability of the

reverse elastic transition from state 1 to state 2; n, and
n; are the exciton concentrationsin theinitial (at level 2)
and intermediate states, respectively; G is the exciton
generation rate; and w; is the probability of an inelastic
transition from the intermediate to the final state.

The probabilities WZ and w,, are determined by the

matrix element of the elastic transition connecting the
exciton states and by the density of theinitial and inter-
mediate states, respectively. In a two-dimensional sys-
tem, the density of exciton states does not depend on
exciton energy, and, therefore, the densities of the ini-
tial and intermediate exciton states are equal. Thus, one
can assume the probabilities of the direct and reverse

elastic transitions to be equal: WZ =W,

In a steady state, the total transition probability
between exciton states determines the exciton transi-

tion rate from the initial state: w, _,n, = G. For a
steady state, Eq. (16) yields

Woo g = W Wi (17)

1.2.1. Scattering from impurities or interface
defects. We shall assume that excitons interact with
interface nonuniformities and impurities at the inter-
face. Then, the matrix element of an elastic transition
between exciton states will be proportional to the over-
lap of the wave functions of exciton states at the inter-
faces, W,(z)W,(z), where z is the coordinate of the ith
interface. Neglecting the tunneling penetration of the
wave function through the barrier and summing over all
interfaces yields

N
W, 05 [Wa(z) Wa(z)|* =

i=1

62N 2
Elwéxml . (18)
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where N = 4 is the number of interfacesin the DQW.
At the same time, the probability of elastic exciton

scattering in SQW isWgqy ~ N|kIJ2Dx(zi)|2 ,WhereN = 2.
When the exciton states are at resonance, the ampli-
tudes of the wave functions W,(z) and W,(z) are equal.
Hence, in this case, the transition probability w, is one
half that of the elastic exciton scattering in a SQW:

62
W, = —Wgoy - 19
2A2 SQW ( )
The probability of elastic exciton scattering in a
SQW was studied both theoretically [23-25] and
experimentally [26, 27]. This probability depends on
the exciton gas temperature, the quantum-well thick-
ness, and the quality of the quantum-well interfaces:

Wsow = R./T /a2, where R is a constant depending on
the interface properties. We assume that the structures
on which our experiments were performed (see Intro-
duction) have a high interface quality [7, 8], which is
evidenced by the small inhomogeneous broadening of
the exciton PL line (lessthan 1 meV). As an upper esti-
mate of the probability of exciton scattering in our quan-
tum wells we shall use the value R = 4.79 m?/(K'? s)
obtained from the experimentally measured diffusion
coefficient [26]. On the other hand, we believe that the
interface quality in our samplesis certainly poorer than
that in samples with quantum wells grown by the
growth interruption method. The probability of elastic
scattering from interface nonuniformities in the latter
samples is substantially lower and comparable with
that of inelastic scattering from acoustic phonons [28].
We believe that (wsqy)™ liesin our structure from 6 to
30 ps. Thus, at exciton level resonance, we have 12 <

ng < 60 ps. Asthe spacing between the exciton energy

levels increases, the wave-function overlap decreases,
as does the transition probability, w, ~ A2 (Table 1).

1.2.2. Energy relaxation. Probability w, can be
readily found by straightforward calculation. Let the
exciton have a kinetic energy A and wave vector k, =

J2mA/h. The probability for such an exciton to
change its energy when transferring, with emission of

2001
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an acoustic phonon, to a state with awave vector k; is
determined by the interaction matrix element:

Mg, = W1 (k) [HIWy (kB i, + g,

where the exciton wave function W,(ky)) is given by
Eq. (4.1); the Kronecker symbol &, . a accountsfor

momentum conservation in the DQW plane; that is,
|k —ky| = qsin®.

The total transition probability to al lower lying
statesis obtained by summing over all acoustic-phonon
wave vectors q:

Wi Z|Mk24k

Note that in this case, where the exciton—phonon
coupling, rather than causing a transition to the other
exciton state, changes only the energy and momentum
of the exciton, the acoustic phonon interacts with both
the electron and the hole: W ,(k,)|Hp| W, (ky) O£ O.

The deformation potentia of the interaction of an
acoustic phonon with a hole can be written as[29]

(20)

2kE G

_ _r R [l

h
HEF = i exp(zigr 22
h /2p Vagd On(a)exp(iary), (22
where
B, 63
O0A-2+2Bcos’0, (LA phonons)
D 2 2
=w(@) = (23)
[§Bsm26 (TA phonons)

and A and B are the deformation potential constants.
For the PA interaction, we have

PA _

h (24)

— (ehy)exp(zigr,)AdY.
2p0Vs,q( 12) EXP(Ziqry) A,

By calculating the matrix element in Eq. (20) and
substituting the result into Eqg. (21), we find the proba-
bility wi:

—2 ko

kycosp — k|
w = dk, (d |2—1
21%h posvj. 1.[ ¢ (25.1)
X ><DPG)(q - qu)!
WP (eh14) | Ky C03¢ K|
w = dk, [d
2n2ﬁposvf 1I L R (25.2)

X Xpa@(q—0yy),
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where ¢ isthe angle between the k, and k, vectors, g =

(2ms,/)(K; — K1), Gy = Ky —Kal, @ = /0” = Oy, ©(9)
is the Heaviside step function
1, x=0
o) = 0 X
, X<0,

and Xpp and Xp, areintegralswhich characterizethe DP
and PA interactions of the acoustic phonon with the
exciton and are defined as

Xpp = A 0( Pe(}\DX) + BZeXp[in(a"' P)IPe(Aix)}

‘“(‘”[a Pa(hox) * BP0

= |0®Pe(Aox) + B explid,(a + b)]Pe(A )
—0°Pyhox) = B P (A,

-3/2

PN = Zya)[ 1+ E'““Aqum} ,

2_-3/2

PN = Zy(@)[ 1+ FeAanf |

For high enough barriers, one can assume that the
wave functions of the electron and the hole in a SQW

coincide, Z(a, = Z(q,).

2. RESULTS OF NUMERICAL CALCULATION
2.1. Energy Relaxation Rates

In our calculation of the transition probability
w, _ ; between exciton statesinvolving the emission of
an acoustic phonon due to the PA or DP potentia, we
used the following parameters of the exciton in a
GaAgAlGaAs quantum well: m, = 0.067m, m, =
0.15m, (where my isthe free electron mass), a= 10 nm,
b=38nm, A\px = 14 nm, A;x = 26 nm (the data are
taken from atheoretical calculationin[3]), == 7.3 eV,
hy, = 1.45 x 10’ V/cm, s o =5 x 10° cm/s, Spp = 3 x
10° cm/s, d=1.3 meV, po=5.3g/cm3, A=-6.7 eV, and

= —2 eV. The results of the calculation of the time
T, ., for the one-step mechanism of energy relaxation
(Fig. 3a) aregivenin Table 2 for various values of A. At
resonance (A = 9), the transition time between the exci-
ton states involving emission of an acoustic LA phonon
in the case of DP interaction is 1, _; = 0.29 ns. The
transition timeincreases strongly with increasing A and
isaslongast,  , =24nsfor A=35meV.

For small A (A ~ d), the PA interaction plays a sub-
stantial role in exciton—phonon transitions. Indeed, the
transition time under the PA interaction of excitons
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Table 2. Time of the elastic one-step transition 2 — 1 from ahigh- to alow-energy exciton state with emission of an acous-
tic phonon, calculated for different A and phonon polarizations

A, (meV) DPinteractionwithalLA | PA interactionwithaTA | PA interactionwithalLA Total time
phonon T (ns) phonon T (ns) phonon T (ns) T, 1 (nY)
13 0.29 0.30 2.7 0.14
2.0 0.71 0.80 6.0 0.35
35 2.38 4.0 29 14

with TA phonons was found to be 1, _; = 0.30 ns at

resonanceand 1, _ ; =4 nsfor A =3.5 meV. However,

the PA interaction with LA phonons is considerably
less efficient. Thisis connected with the specific selec-
tion rules for the PA interaction in Eqg. (9), as well as
with the TA and LA phonons having different sound
velocities. Note that the dependences of the phonon-
assisted exciton transition probabilities on A for the DP
and PA interactions are different. Indeed, the deforma-
tion potential is directly proportional to gV?, whereas
the PA interaction potential isinversely proportional to
qY2. Therefore, in contrast to the DP interaction, the
transition probability due to the PA interaction is
affected more strongly by phononswith asmall g. AsA
increases, phonons with large q, which play a more
important part in the DP interaction, become involved
in the phonon-assisted exciton transitions. Therefore,
as A increases, the PA interaction grows progressively
less efficient and the transition time due to the PA inter-
action grows faster than that due to the DP interaction.

The results of calculation of the time 1, _ ; for the

two-step mechanism of energy relaxation between
exciton states is presented in Table 1 for different val-
ues of A. Thetime of the exciton DP interaction with a
TA phonon was found to be negligible compared with
the total relaxation time, and, therefore, it is not given
in Table 1. At resonance (A = 0), the relaxation time
within an exciton subband is 1, = 0.04 nsand is close to
the exciton energy-relaxation time in a SQW, Tsow =
0.022 ns at T = 10 K, given by the relation (L't,) =
A T/a (where a is the quantum-well width and A, =
45 m/(K s) [26]). The time T; increases with increasing
Atoreach0.14 ns.

2.2. Angular Dependences
of the Generated Phonon Flux

The probability of exciton interaction with phonons
propagating at an angle O to the z direction is deter-
mined by theintegrandin Egs. (10) and (11). Figures4a
and 4b display the angular dependences of the flux den-
sity of acoustic phonons emitted in the DP and PA
interactions, respectively, into a unit solid angle in the
one-step transition. The dashed lines correspond to the
region near the resonance (A = 1.3 meV), and the solid
lines are far from the resonance (A = 3.5 meV). In con-
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trast to the case of a SQW, the transitions between exci-
ton states in the DQW are due primarily to the interac-
tion of excitons with acoustic phonons emitted mainly
perpendicular to the DQW plane. The distribution is
characterized by several phonon propagation directions
(shown by lobesin the figures) in which the interaction
of phonons with the excitons is particularly strong. As
A increases, the lobes displace toward larger angles and
a new lobe forms in the 8 = O direction. Thus, as A
increases, phonons with progressively larger 8 angles
begin to participate in the transitions.

Interestingly, the probability of DP interaction with
a phonon propagating exactly perpendicular to the
DQW plane oscillates with increasing A. Thus, the
interaction with phonons moving along the z axis is
maximum at a certain value of A different from .

A distinctive feature of the PA interaction is the
existence of additional selection rules, which forbid
exciton interaction with phonons propagating in the z
direction. Therefore, the angular dependences of the
acoustic phonon energy in a PA interaction, which are
presented in Fig. 4b, always have at least one full lobe.
A comparison of this distribution with the angular dis-
tribution in the DP interaction reveals that the lobes
corresponding to the PA interaction are turned through
alarger angle 6. The reason for this liesin that the PA
interaction potential decreases with increasing q, i.e.,
with decreasing angle 6 (unlike the DP interaction,
which grows with decreasing angle 6).

Because the PA interaction is more efficient for
excitonswith small g, the maximum of the phonon flux
density due to the PA interaction falls aways on the
first lobe. In contrast to the PA potential, the deforma-
tion potential increaseswith increasing g, but the wave-
function overlap of the exciton and phonon decreases
with growing g. Therefore, the maximum in the flux
density due to the DP interaction occurs at some
medium values of q; for the parameters chosen above,
these values correspond to the second lobe.

3. DISCUSSION OF RESULTS

In the case of the inelastic (one-step) mechanism,
the probability of one-step transitions between exciton
states with emission of acoustic phonons exhibits a
strong dependence on A. The value of w, _ ; decreases
rapidly with increasing A, primarily as a result of the
decreasing exciton wave-function overlap between the
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Fig. 4. Angular dependence of the flux density of acoustic phonons emitted in the transition between exciton states (mechanism I)
for: (a) DPinteraction (LA phonons) and (b) PA interaction (TA phonons). The dashed and solid lines show the relations cal cul ated
for A = 1.3 and 3.5 meV, respectively. The horizontal axisis aong the direction perpendicular to the DQW plane.

guantum wells. The increase in the wave-vector range
Omax—Amin Of phonons involved in the exciton—phonon
coupling with increasing A is compensated by the
decrease of the exciton and phonon wave-function
overlap in the DQW plane because of the increasing
longitudinal component of the exciton wave vector d,
(see below). Thus, in a first approximation, we have
w, _; ~ &2 where ¢ isthe exciton-state mixing coeffi-
cient defined by Eq. (13), or, in view of Eqg. (13),
W, ; ~A=2 For A=3.5meV, thetransition probability
becomes | ess than one reciprocal nanosecond, whichis
lessthan the DX emission probability at T= 10K, wg ~
4 ns [6]. However, the thermodynamic equilibrium,
experimentally observed to exist between the exciton
statesat A = 3.5 meV and T = 10 K, indicates that the
transition probability between exciton states should

PHYSICS OF THE SOLID STATE \Vol. 43

actually be higher. Hence, the transition probability is
governed by another mechanism.

We believe the two-step transition to be such a
mechanism. While the rate of transitions between exci-
ton states in this mechanism also decreases with
increasing A, the probability of these transitions lies
between 1.7 and 4.2 ns* even for A = 3.5 meV. We thus
come to the conclusion that the energy relaxation in
transitions between exciton states occurs primarily by
the two-step mechanism.

Consider now with what phonons excitons predom-
inantly interact in the one-step transition. We note first
of al that theinteraction is possible only with phonons
whose energy is less than #q,,,S, = A, while being at
the same time above a certain value %q.s, ~ Y Y?A.
The contribution of each phonon satisfying this selec-
tion rule to the total exciton—phonon coupling respon-
sible for the transition between exciton states is deter-
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mined by its wave vector q. As follows from Eq. (12),
phonons whose half-wavelength in the z direction, per-
pendicular to the DQW plane, fits an even number of
times into the separation a + b between the quantum
wells should weakly interact with the excitons. By con-
trast, the exciton—phonon transition probability
between exciton states should be affected most of all by
phonons whose half-wavelength along the z direction
fits an odd number of timesinto the DQW width. Note
also that the overlap integral of the exciton and phonon
wave functions drops sharply with increasing g, if sev-
eral phonon half-wavelengthsfit into the quantum well
width in the z direction. Thus, the interaction will have
the highest efficiency if the following two conditions
are satisfied:

(27)

m s
4. <3 and qzzm(2n+1),

where nisan integer.

There is aso a condition for efficient interaction of
excitons with phonons which imposes a constraint on
the magnitude of the longitudina (along the DQW
plane) component of the phonon wave vector. It con-
sists in that the phonon wavelength in the DQW plane
is not substantially smaller than the exciton diameter.
Therefore, the longitudinal component of the phonon
wave vector g more strongly affects the indirect exci-
ton, which has larger linear dimensions.

The exciton—phonon coupling in the case of the two-
step relaxation mechanism exhibits essential differ-
ences from the interaction involved in the one-step
mechanism (Fig. 3b). First, in the two-step relaxation,
the phonon can interact not only with the electronic
component of the exciton wave function but also with
the hole component. This factor substantially increases

the transition probability w, _ ;. Second, the overlap

between the exciton and phonon wave functions does
not depend on A. For thisreason, w; no longer depends
strongly on A. Third, in this relaxation, the interaction
with phonons propagating primarily along the DQW
layer is not weak. As the energy spacing A increases,
the lower exciton state becomes progressively more
indirect. Phonons with alarge q,, couple more weakly
to the indirect exciton, because the latter has a larger
diameter. Thisiswhat primarily determines the depen-

denceof w, _; onA.

The calculations made in Section 2 show that the
interaction of excitons with acoustic phonons in the
inelastic (one-step) transition between exciton statesis
frequency-dependent. This implies the possibility, in
principle, of using DQWsand other tunnel structuresas
narrow-band subterahertz and terahertz generators and
detectors of phonons [15-19, 30]. Several groups of
experimenters are presently working on the realization
of this idea to develop a new instrument which would
permit one to probe the phonon spectrum and to study
phonon dynamics in semiconducting nanostructures.
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Theresults of our calculations can be used in analyzing
some experimental data obtained in experiments with
nonequilibrium phonons. In such an analysis, one
should take into account the two-step transitions by
mechanism |l (Fig. 3b). The angular dependences
(Fig. 4) demonstrate the need of using anarrow enough
phonon beam in order to exclude the effect of two-step
relaxation processes, which considerably reduce the
spectral resolution of a DQW as a phonon spectrome-
ter. In this case, phonon generation will be determined
by the one-step exciton relaxation mechanism and the
energy of the generated phonons will beiw = A.

Phonon absorption also follows an anisotropic pat-
tern and can be analyzed in a similar manner. For
instance, at temperature T < 5K and A = 3.5 meV, the
one-step transition between exciton states will be
accompanied by absorption of only the phonons inci-
dent at angles 6 < 8°. At the same time, such phonons
will not, in any way, influence the transitions involving
€l astic processes (two-step transitions). |ndeed, absorp-
tion of phonons propagating at small angles 0 in single
guantum wellsisforbidden by the selection rules. Thus,
by creating a beam of nonequilibrium phonons propa-
gating perpendicular to the DQW plane and by study-
ing the changes in the exciton PL spectra induced by
such a beam, one can exclude the effect of the two-step
transition mechanism. In these conditions, the effect of
nonequilibrium phonons on the PL spectrum will
reflect the spectrum of nonequilibrium phonons.

4. CONCLUSIONS

Thus, we have calculated the times of exciton
energy relaxation due to acoustic phononsinaDQW as
functions of A. The energy relaxation between exciton
states in a DQW is governed by two mechanisms,
namely, the inelastic one-step transition involving an
acoustic phonon (mechanism |) and elastic scattering
from interface defects, followed by energy relaxation
within an exciton subband (mechanism I1). We have
studied the influence of both mechanisms on the transi-
tion probabilities between the exciton states and drawn
the conclusion that the energy relaxation between the
exciton states is dominated by two-step transitions with
participation of elastic processes.

The exciton—phonon coupling has different angular
dependences in the one- and two-step mechanisms.
Therefore, the phonons propagating in adirection close
to zinteract with exciton states by the one-step mecha-
nism only.
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Abstract—Thallium halide microcrystals were grown from water solutions in a porous matrix obtained from
alkali borosilicate glass by etching, and their absorption and luminescence spectra were studied. Constraining
the crystal size was found to affect the stability of some crystal modifications. The exciton radii were deter-
mined, and the dimensions of microcrystals in which size quantization effects become observable were esti-
mated from the absorption spectra of bulk TIBr and TICI crystals. © 2001 MAIK “ Nauka/Interperiodica” .

A remarkable property of thallium halide crystalsis
their high dielectric permittivity. The static values are
30 and 32 for the cubic TIBr and TICI and 15 for the
cubic and 21 for the orthorhombic TlI. In standard con-
ditions, TIBr and TICl have a CsCl-type cubic structure,
whileTII crystallizesin an orthorhombic structure with

the Cmem (D3, ) space group and transformsto a CsCl-
type structure (the red TlI modification) at room tem-
perature and at a pressure of 5 kbar, or at atmospheric
pressure when heated to 170°C. Thin films of the
TIBr, _,l, solid solutions retain the CsCl-type structure
throughout the x range from 0 to 1; however for x> 0.3,
bulk crystals of these solid solutions are orthorhombic.
At x = 0.3, bulk TIBr;_,l, crystals transfer from the
cubic to orthorhombic phase when cooled to the liquid
nitrogen temperature. Cubic TIBr, _,Cl, (KRS-5) and
TIBr; _,l, (KRS-6) crystalsfind applicationin acoustics
and electronics.

Cubic thallium halidesareindirect-gap crystals. The
extremum of their valence band lies at the X point of the

Brillouin zone (X ), while the extremum of the con-
duction band lies at the R point (R} ); the direct transi-

tions X — Xz are higher in energy [1, 2]. At low
temperatures, the energies of the indirect (Eig) and

direct (Eg) transitions are 3.22 and 3.42 eV (TICI),

2.66 and 3.02 eV (TIBr), and 2.75 and 2.86 €V (TII),
respectively. The values of [ES/(ES — Ej)]°, which
govern the rel ative magnitude of the oscillator strengths
of theindirect and direct transitions, are approximately
300 (TICI), 80 (TIBr), and 550 (orthorhombic TII). As
aresult, the absorption coefficient for the indirect tran-
sitions in thallium halides is comparatively high. The
absorption and luminescence spectra of thalium
halides reveal, at the fundamental edges, clearly pro-

nounced exciton effects, namely, series of narrow exci-
ton lines, which imply the existence of bound exciton—
phonon states [1]. Under strong optical excitation,
bands appear at the indirect edges, which are assighed
to the electron-hole liquid [3].

Investigation of the microcrystals of the halides of
many metals, in particular, of the copper, mercury, bis-
muth, and lead iodates, reveaed structura features and
size quantization effects [4—10]. The properties of the
thallium halides (structural transformations, two easily
observable types of band-to-band transitions, a strong
excitonic effect) make the preparation and study of the
characteristics of the microcrystals of these compounds
aproblem of considerable interest. This relates to both
small microcrystals, in which quantum confinement
effects become manifest, and comparatively large ones.
We report here on the first experiments on the growth
of thallium-halide microcrystalsin ahost matrix and on
astudy of their properties.

1. EXPERIMENTAL

The porous matrix was prepared of alkali borosili-
cate glass (ABSG) etched at 50-100°C in a3 M solu-
tion of hydrochloric acid. Etching produces pores with
an average diameter of about 7 nm, which have afairly
narrow size distribution, in the ABSG. Porous glass
matrices were immersed into a saturated aqueous solu-
tion of Tl at 100°C, after which the sampleswere dried
at various temperatures. To obtain matrices with differ-
ent Tll densities, the samples were subjected to such
cycles from one to seven times. The solubility of TICI
in water at 100°C exceeds 20 times that of TII, and
therefore, in the case of TICI, the matrix was dipped
only once into a saturated or unsaturated solution. The
number of crystallization cycles for TIBr, whose solu-
bility in water at 100°C istwice that of TlI, varied from
oneto afew times. Water solutionsof TIBr and TlI were
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used to grow mixed TIBr,l, _, microcrystalswith ahigh
bromine content (x > 0.7) in the ABSG pores.

We studied the absorption and luminescence spectra
of the matrices containing thallium halide microcrys-
tals, which were pumped by anitrogen laser with a pho-
ton energy of 3.68 eV, apulse length of 5 ns, and pulse
repetition frequency of 100 Hz. The luminescence
spectrawere measured at 80 and 300 K in the cw mode
and with time resol ution.

2. RESULTS AND THEIR DISCUSSION
2.1. Thallium lodate

Thetime-resolved, zero-delay emission spectrum of
a Tll sample subjected to three crystallization cycles
does not differ much from that of the empty matrix;
however, when studied in the cw mode, the lumines-
cence spectrum exhibits a band peaking at 2.74 eV,
which belongs to the Tl microcrystals. The reason for
the difference between the spectra obtained in the two
modes consistsin that the Tl luminescence band builds
up more slowly than the matrix radiation and has a
longer decay time. In an optically denser sample (seven
crystallization cycles), this band becomes noticeable
against the matrix radiation background already at
room temperature and it is dominant at 80 K (Fig. 1).
This emission band of TII microcrystals overlaps the
direct and indirect band-to-band transition regionsin a
bulk crystal. The absorption spectrum of the matrix
with embedded TII microcrystals exhibits a structure
coinciding in energy with the direct transition in bulk
Tl crystals[1] (Fig. 1). Asfollowsfrom this absorption
spectrum, the TII microcrystals grown in a porous
ABSG matrix from a saturated aqueous sol ution are not

Absorption, arb. units

Luminescence intensity, arb. units

-
-

1 1
2.0 2.4 2.8 32
Photon energy, eV

Fig. 1. Normalized integral luminescence spectra and the
absorption spectrum of a porous matrix with embedded TlI
microcrystals (six cyclesof growth from saturated solution).
T=(1) 80K, (2) 300K, and (3) empty matrix at 80 K. The
dashed line is the absorption spectrum.
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small enough to alow reliable observation of the quan-
tum-confined level shift in them. The position of the
fundamental transition edge indicatesthat the Tll phase
growing in the matrix poresis orthorhombic. We estab-
lished that, in contrast to bulk crystalswhich transfer to
the cubic phase at 170°C, TlI microcrystals remain
orthorhombic at substantialy higher temperatures,
closeto the melting point of bulk crystals (440°C). This
stability of microcrystalsin the low-symmetry phaseis
in agreement with the structural properties of the
“large” microcrystals of Cul [4] and Hgl, [5, 6]
observed earlier.

2.2. Thallium Chloride

The luminescence spectrum of the matrix with TICI
microcrystals obtained by slow dehydration exhibits a
band peaking at 2.59 eV at 80 K and a weaker band at
alower energy. Asin the case of TlI, these bands grow
in intensity more slowly than the matrix radiation does
and decay with a characteristic time of a few pus
(Fig. 2). If the samplewas dehydrated rapidly at 100°C,
the emission band maximum measured with the same
delay liesat alower energy of 2.54 V. This may be due
to large Stokes losses, because rapidly formed microc-
rystals are usualy of a poorer quality (and smaller in
size). We did not observe any sharp features in the
absorption spectrum of TICI microcrystals within the
energy region from 3.0 to 3.6 eV. The diffuse character
of the fundamental absorption edges may be caused by
a strong size dispersion of the microcrystals. The
dynamicsof Tll and TICI growth in aporous matrix are
different because of the much higher solubility of TICI
in water and of the larger temperature gradient of the
solubility. Moreover, when grown in spatially confined

Luminescence intensity, arb. units

1
1.6 2.0 2.4 2.8 32
Photon energy, eV

Fig. 2. Normalized luminescence spectra of a porous matrix
with embedded TICI microcrystals (saturated solution, one
growth cycle), measured with the following time delaysrel-
ative to the exciting pulse (us): (1) 0, (2) 5, and (3) 8. The
high energy band corresponds to the glass matrix emission.
T=80K.
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conditions, TICI may form in the orthorhombic phase
rather than in the cubic one, whichislikely to be stable
only for bulk crystals; this point requires further study.

2.3. Thallium Bromide and Mixed TIBr, _,l, Crystals

No luminescence corresponding to the spectral
regions of the direct and indirect transitions in cubic
TIBrisobservedinamatrix filled by TIBr. At high TIBr
concentrations, the diffuse absorption edge of the
matrix liesin the 3.4-eV region. In amatrix containing
mixed TIBr, _,l, crystals with a high bromine concen-
tration, we observed luminescence excited below the
fundamental transitionsin cubic TIBr; _,l,.

Matrices with embedded TIBr, _,l, and TICI exhib-
ited sharp emission peaks near 3.360 and 3.315 eV at
80 K; the peaks weakened strongly on heating to room
temperature (Fig. 3). Whileit would be difficult to iden-
tify the origin of this structure, it is most likely associ-
ated with the luminescence of the thallium ions.

2.4. Exciton Parameters of Thallium Halides

The energy separations between the narrow lines of
then =1 and n = 2 excitonic series observed for direct
transitions in TIBr and TICl show that their Rydberg
energies are approximately the same and equal to
0.011 eV. Accepting the well-known low-temperature
values of 30 and 35 for the low-frequency permittivity
of TIBr and TICI, respectively, we estimate the reduced
effective masses p for direct transitions at the X point
as 0.72m, (TIBr) and 0.95m, (TICI), where my is the
free electron mass. It thus follows that the radius of the
direct exciton is not much larger than 2 nm for these
compounds. Article [3] gives the following values of
the effective masses of the electron at the R point and

the hole at the X point: mie =0.525m, and m, = 0.66m,

(TIBr) and m, = 0.56m, and m, = 0.797m, (TICI). Our

estimates of u? are seen to be at odds with these data (u°
should be less than m,). The reasons for this disagree-
ment may lie either in the inaccuracy of the data pre-
sented in [3] or in the fact that the low-frequency value
of the permittivity is inapplicable to the lower states of
the direct excitons. Our estimates place the radii of the
indirect exciton states in TIBr and TICI in the 4- to
6-nminterval. These values are the upper bounds on the
size of the TIBr and TICI microcrystals in which exci-
ton quantum confinement should be observable. Simi-
lar values of the exciton radii are apparently typical of
the orthorhombic TIl as well (we did not succeed in
finding information on the carrier masses for this crys-
tal), because Tl microcrystals embedded in matrix
pores of sizes up to 7 nm do not exhibit size quantiza-
tion effects.
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Luminescence intensity,
arb. units

1 1 1
32 3.0 34
Photon energy, eV

Fig. 3. Spectral structure at the high energy radiation edge
of the porous matrix containing TIBry_,l, (two growth
cycles, saturated solution). T = 80 K (see text).

Thus, we have grown thallium halide microcrystals
from aqueous solutions in pores of a glass matrix and
investigated their structural and optical properties. The
most reliable results were obtained for the thallium
iodate; the interpretation of some experimental data
requires further studies: improvements in the technol-
ogy of thallium halide microcrystal growth, and exten-
sion of this technology to other matrices, in particular,
to polymer matrices.
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Abstract—The depth profiles of Cu*, Ag*, and Au* ionsimplanted into amorphous dielectric SiO,, Al,Os, and
soda—lime silicate glass (SLSG) are simulated by the DY NA program. The algorithm follows projectile-ion—
substrate-atom pair collisions giving rise to a dynamic variation in the phase composition in the surface layer
of the irradiated material and takes into account surface sputtering. lon implantation up to doses of
<10% jon/cm? at low ion energies of 30, 60, and 100 keV is considered. The measured dynamic variation of the
depth profiles of implanted ions as a function of the dose is compared with the standard statistical distribution
calculated by the TRIM algorithm. © 2001 MAIK “ Nauka/Interperiodica” .

lon implantation (1) as a method of producing
metallic nanoparticles embedded in a dielectric matrix
has recently been gaining ever increasing recognitionin
the preparation of composite materials with nonlinear
optical [1, 2] or magnetic [3-5] properties. Of particu-
lar interest in this respect is the implantation of low-
energy (10-100 keV) noble-meta ions into silicate
glasses with the aim of forming optical composites,
which allows easy integration into asilicon substrate in
order to produce combined optoelectronic devices [6].
The specific features of the optical properties of glasses
with metalic nanoparticles originate from inhomoge-
neitiesin the depth profiles of the implanted metal ions
[1, 7]. Thisisillustrated in Fig. 1 by a depth profile of
silver ions implanted at an energy of 60 keV into the
near-surface region of a slicate glass, which was
obtained from Rutherford backscattering measure-
ments [8]. This profile differs noticeably from the
Gaussian statistical distribution of implanted ions over
the sample depth, which was obtained by Monte Carlo
simulation, for instance, by means of the TRIM (Trans-
port of lonsin Matter) or SRIS (Stopping and Range of
lons in Solids) codes [9]. It was suggested earlier [10]
that one of the reasons for the asymmetric distributions
of implanted metal ions may lie in the efficient sputter-
ing of the glass substrate in the course of ion implanta-
tion [11]. In order to take this effect into account, it was
proposed [10] to determine the depth profile of impuri-
ties by standard TRIM calculations of the spectra, with
subseguent exclusion of a certain region determined by
the thickness of the sputtered substrate layer. To illus-
trate this approach, Fig. 2 presents caculated silver
depth profiles obtained after implanting silver ions of
energies 30, 60, 100, and 150 keV into a soda-Hime sil-
icate glass (SLSG) substrate. The sputtered glass layer
thickness parameters calculated for ion implantation

with doses of 4 x 10 ion/cm? at different ion energies
can be found in [10]. The data presented provide qual-
itative evidence for the conclusion that as the energy of
ion implantation decreases, the sputtering factor
becomes dominant in the final distribution of implanted
ions over the sample depth, which no longer follows a
symmetric Gaussian profile. However, TRIM calcula-
tions within this approach disregard the change in the
phase compoasition in the surface layer of theirradiated
substrate due to the penetrating metal ions and, conse-
guently, the corresponding change in the depth of the
implanted ions in various stages of ion implantation.

This paper reports the results of a new simulation
using the DY NA program [12] following pair collisions
of implanted ions with substrate atoms, which giverise

CAg+’ at. %
12+
10
8 -
6 -
4 -
2 -
0 -
1 1 1 1 1 1 1 1 1 1 1
0 20 40 60 80 100
Depth, nm

Fig. 1. Depth profile of silver ions implanted into silicate
glass, obtained from Rutherford backscattering measure-
ments. Conditions. implantation energy, 60 keV; dose, 7 x

106 jon/cm? [8].
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to dynamic variation in the phase composition in the
surface layer of an irradiated amorphous substrate, and
taking into account surface sputtering. In the DY NA
program, the elastic scattering of a projectile ion from
the target atoms is described using the results obtained
in [13]. The DY NA program has already demonstrated
agood agreement between cal culated and experimental
depth profiles of impurities in the cases of ion implan-
tation with energies > 200 keV into monatomic metal
and semiconductor substrates [11, 14]. We present the
results of aprofilesimulation for heavier ions Cu*, Ag*,
and Au* implanted at energies of 30, 60, and 100 keV
into amorphous polyatomic dielectric SIO,, Al,Os, and
SLSG.

To simulate the dynamic variation of the phase com-
position in a surface layer of an irradiated material
upon cascade pair collisions and mixing of atoms, one
has to preset the volumes and/or size of the atoms par-
ticipating in the events under consideration [13]. These
values were found by us from known densities of the
corresponding solid materials and, for the oxygen
atoms, from the interatomic distances in the dielectrics
under study. The sputtering coefficients of thedielectric
substrates, which are required for the DY NA program,
were cal culated by the SRIM-2000 code[9] for the case
of normal incidence of the projectile ions as afunction
of their energy, with due regard for the surface energy
parameters and atomic bonding energies in the SiO,,
Al,O3, and SLSG amorphous structures. The densities

used for these materialswere 2.25, 4.0, and 2.47 g/cm?,
respectively. The sputtering coefficients thus obtained
areshowninFig. 3.

DY NA simulation treats the near-surface region of
an irradiated sample as a set of thin (in our case, ~2 nm
thick) plane-parallel layers containing a preset number
of atoms of specific elements. Thetotal thickness of the
multilayer model structure exceeds the maximum pen-
etration depth of ions into the material for the corre-
sponding energies of ion implantation. In each stage of
the depth profile cal cul ations, the atom concentration in
every layer was recalcul ated after the entrapment of the
chosen ion dose fraction, so that the target used in the
subsequent steps of ion implantation had a new atomic
composition. The variation in the composition and con-
centration of atoms in each layer was calculated for
approximately 25 cascade collisions of each incident
ion with the substrate atoms. The step in the dose
dependence after which the target composition was
recal culated was approximately 5 x 10 ion/cm? for all
the situations considered.

The results of the depth profile ssimulation for the
Cu*, Ag*, and Au* ions incident on various dielectric
matrices upon ion implantation are displayed graphi-
cally in Figs. 4-6. For comparison, the profiles calcu-
lated with the TRIM code are also shown. One readily
seesthat the concentration maximum in the DY NA pro-
files is aways closer to the irradiated sample surface
than that in the TRIM distributions, and the DY NA
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Fig. 2. Calculated depth profiles of Ag* ions implanted at
different energies with statistical inclusion of the sputtering
effect. The thickness of the sputtered surface layer is given
for adose of 4 x 10'®jon/cm?. The vertical dashed lineindi-
cates the surface position after the sputtering, and the left-
hand part of the profilerelatesto the sputtered fraction of the
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Fig. 3. Calculated sputtering coefficients of the dielectrics
SiO,, Al,O3, and SLSG as functions of the energy for the

Cu*, Ag", and Au* implants.

profile becomes asymmetric for doses in excess of a
certain critical value. For instance, at an implantation
energy of 30 keV, this critical level lies between
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Fig. 4. DYNA depth profiles of Cu* ionsimplanted into amorphous dielectric SiO,, Al,04, and SLSG for different ion energies and
doses (ion/cm?): (1) 0.1 x 108, (2) 0.3 x 106, (3) 0.6 x 10%6, and (4) 1 x 10'. The ion depth profiles calculated with the TRIM

code are shown for comparison.

0.1 x 106 jon/cm? for the heavy Ag* and Au* ions and
0.3 x 10% ion/cm? for the lighter Cu* ions.

Figures 4—6 show the dynamic variation in the depth
profiles, which is particularly clearly pronounced at
higher energies (60 and 100 keV), with time, i.e., with
the buildup of implanted ionsin the irradiated materials
(curves 1-4). In the early stages of ion implantation
(i.e., for small doses), the DYNA distribution of the
implanted ions coincides with the TRIM profile. Asthe
exposure is increased, i.e., the dose grows, the ion
implantation gives rise to sputtering both of the target
atoms and of a fraction of the embedded impurity
atoms from the surface layer of the sample. Moreover,
itisknown [15] that the competing processes of surface
sputtering and variation in the atomic composition of
the matrix and its density, which affect the projective
range and the character of the incident ion collisions
with the target atoms, begin to play a substantial role at
high doses of ion implantation. These processes are
particularly important for the implantation of heavy
ions into matrices consisting of lighter atoms, which is
exactly our case. Asaresult, the maximum in theimpu-
rity concentration distribution shifts toward the surface
as compared to the TRIM profiles. Whileit is presently
difficult to say which of the two processes responsible
for the variation in the depth profile shape is dominant,
both of them should be included in the profile smula-
tion. On the other hand, one can readily conceive a sit-
uation where in certain “equilibrium” conditions of ion

PHYSICS OF THE SOLID STATE Vol. 43

implantation, the fraction of the implanted ions sput-
tered out of the near-surface region would be replen-
ished with newly implanted ions. Eventually, the profile
would stabilize at a certain depth. In this case, the com-
peting processes are governed by the rate of ion supply
and the magnitude of the sputtering coefficient. In this
simulation, we were not interested in determining the
dependence of the distribution profiles on the rate of
ion supply, although the DY NA code permits variation
of this parameter.

The data presented in Figs. 4-6 reveal another inter-
esting feature, namely, that despite the noticeable dif-
ference between the densities of SIO, and Al,O,, the
profile depths of the implanted ions are virtualy the
same for the two materials. Thereis, naturally, a differ-
ence in the absolute atomic concentration between
these profiles. Nevertheless, their similarity clearly
indicates that the competing processes and the scatter
of their parameters (sputtering coefficients, atomic
masses, etc.) may bring about unexpected impurity dis-
tributions and, in particular, coincidence of profiles for
totally different materials.

An additional example of how the depth profiles
vary depending on the dose of the implantation of
40-keV Cu* ions into an amorphous Al,O; matrix is
illustrated by Fig. 7. The three-dimensional plot cover-
ing the dose range 10%°-10'¢ ion/cm? clearly revealsthe
depth profile evolution from a Gaussian at low dosesto
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Fig. 5. DYNA depth profiles of Ag* ionsimplanted into amorphous dielectric SiO,, Al,05, and SLSG for different ion energies and
doses (ion/em?): (1) 0.1 x 1016, (2) 0.3 x 106, (3) 0.6 x 106, and (4) 1 x 10%6. The depth profiles calculated with the TRIM code

are shown for comparison.
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Fig. 7. Dose dependence of the DY NA depth profiles calcu

an asymmetric one, with the concentration maximum
shifting toward the surface. On reaching a dose of

=0.3 x 10'® ion/cm?, the depth profile stabilizes and no
longer changes with further increase in the dose.

The DY NA calculations performed for al the simu-
lations discussed in this work were made for doses not
in excess of 106 ion/cm?, because, at higher doses and
low energies of ion implantation, the impurity ion con-
centration accumulated in the near-surface region
exceeds the metal solubility limit in dielectrics [1, 2].
Thisgivesriseto the nucleation and growth of nanopar-
ticles, which immediately changes the phase composi-
tion of the irradiated material and affects the ion range
and the atomic collision mechanisms. In this case, the
approach which is based on pair collisions of atomsin
a homogeneous amorphous medium and realized in the
DY NA program becomes no longer applicable. Never-

theless, the depth distribution of metallic nanoparticles
in the case of high doses can also be predicted from the
calculated data shown in Figs. 4-7. Because the
increase in the absolute concentration of implanted
metal ionsin the depth profiles and the sputtering coef-
ficient depend on the implantation time (or on the built-
up dose), the nucleation and growth of metallic nano-
particles will also be functions of time. Obviously
enough, the size of forming metallic particles at differ-
ent depths will be “proportiona” to the metal filling
factor in the dielectric at the same depth, because both
these quantities are governed by the concentration pro-
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file of the implanted ions. Therefore, the asymmetric
depth profiles of the metal ions, which are calculated
for ion doses of ~10% ion/cm? (Figs. 4-7), permit the
conclusion that, in the cases of ion implantation with
doses in excess of this value and resulting in a similar
profile, the larger synthesized metallic nanoparticles
(and/or higher filling factors) should lie closer to the
irradiated surface, whereas smaller particles should tail
off into the bulk of the sample. This suggestion of the
sizedistribution of metallic nanoparticles over the sam-
ple depth is supported by electron microscope observa-
tions of sample sections[1, 16] and optical reflectance
studies of silicate glassesirradiated by 60-keV Ag*ions
to adose of 2 x 10% ion/cm? [7].

The model examples considered above represent a
simplification as compared with real implantation con-
ditions. In particular, in addition to the difficulties
encountered in calculations for high doses, there are
additional competing processes which considerably
affect the redistribution of impurities. Among them are
effects originating from radiation and thermally stimu-
lated diffusion in materials subjected to implantation,
segregation, the effect of crystallinity of real dielec-
trics, associated ion channeling, etc. Nevertheless, the
above approach and the use of the DY NA program per-
mit one to simulate the depth profiles of the implanted
impurity, which are closer to the experimental distribu-
tions than those obtained by the standard TRIM pro-
gram. Thus, we have demonstrated the possibility of

2001
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efficiently taking into account the modification of the
atomic composition of an irradiated target and the sur-
face sputtering, which is particularly important at low
implantation energies and when incorporating heavy
ions into a matrix made up of lighter chemical ele-
ments, as well as of obtaining a correct account of the
changes in the composition of the bombarded layer.
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Abstract—Thekinetics of europium adsorption on aW(100) face with various degrees of oxidation were studied
by thermal desorption and Auger electron spectroscopy. The spectrum of Eu atoms desorbed thermally from the
W(100) face consists of three successively filling desorption phases whose desorption activation energy
decreasesfrom 3t0 2.1 eV with anincreasein the surface coverage. The thermodesorption spectrum of Eu atoms
from the W(100) face coated with a monatomic oxygen film contains five successively forming desorption
phases, with the desorption activation energy increasing to 4 eV for the high-temperature phase. The oxidized W
is reduced by europium, and the desorption of the W oxidesis replaced by that of EuO. After amonolayer film
has formed, the Eu film adsorbed on tungsten starts to grow in the form of three-dimensional crystallites. Asthe
degree of W oxidation increases, the Eu film becomes less nonuniform, until a solid Eu film starts to grow on
bulk W oxides and completely screens the tungsten Auger signal. © 2001 MAIK “ Nauka/Interperiodica” .

1. INTRODUCTION

Rare-earth metals are widely used in electronics,
electrical engineering, oil refining, and the car indus-
try, aswell as in space technology, for manufacture of
electron emitters, permanent magnets, and construc-
tion and HTSC ceramics [1]. However, information on
the characteristics of their adsorption on the surface of
refractory metalsis scarce [2—7] and on the surface of
their oxides, it is completely lacking. In this work, we
studied europium adsorption on the surface of oxi-
dized tungsten by thermodesorption spectroscopy
(TDS) and Auger electron spectroscopy (AES). Our
earlier study dealt with electron-stimulated desorption
(ESD) of Eu atoms from an Eu layer adsorbed on oxi-
dized tungsten [8].

2. EXPERIMENTAL TECHNIQUE

The measurements were conducted by TDS and
AES methods, which were described in detail in [9,
10]. The thermodesorption products were identified by
apulsed time-of -flight mass spectrometer. The Eu atom
flux was derived from the Eu* ion current which corre-
sponded to the 152 line in the mass spectrum, and the
flux of the EuUO molecul es was deduced from the EuO*
ion current (the 168 mass line in the mass spectrum).

The Auger spectrawere recorded with a 120° quasi-
spherical retarding field energy analyzer. Quantitative
determination of Eu was based on the intensity of the
N4sO,3Ng7 Auger line at an energy of 109 €V, and the
intensity of the 4d-4f direct recombination peak at
139 eV was used to determine the extent of Eu oxida-
tion [11]. The screening of tungsten by europium was

found from the change of the N5NgV tungsten Auger
line at 169 eV. The primary electron energy was
1.3 keV, and the current density did not exceed 1.3 x
103 A/cm?. Textured tungsten ribbons 0.01 x 1.0 x
30 mmin size with apredominantly (100)-oriented sur-
face served as substrates. The ribbons were freed of
carbon by the standard technique, namely, by annealing
in oxygen at a pressure of 10~ Torr and a ribbon tem-
perature of ~1600 K for severa hours.

TheW ribbonswere oxidized in two regimes. (i) the
ribbons were exposed to oxygen at a pressure of ~3 x
10~ Torr and T = 1600 K for 10 min (the conditionsin
which a monatomic oxygen film forms on the W sur-
face [12] together with a small amount of surface W
oxides) and (ii) the oxidation was conducted at an oxy-
gen pressure of ~3 x 10~ Torr and T = 1000 K for dif-
ferent times (the conditions favoring growth of bulk W
oxides[12]).

The source of europium atoms was made of a
30-mm-long tantalum tube 3 mm in diameter with a
wall thickness of 0.05 mm, which was sealed on both
ends and into which europium was placed directly
before instrument evacuation. Seven holes 0.3 mm in
diameter were drilled aong the tube length to ensure a
uniform flux of Eu atoms onto the surface of the W rib-
bon. The source was heated by passing adirect current.
The source heating time to the establishment of a
steady-state Eu atom flux was about 10 min.
Two regimes of Eu deposition were employed: (i) the
source was heated for 10 min, after which the W ribbon
was cleaned by heating to T = 2400 K and its tempera-
ture was lowered to the temperature of Eu adsorption;
after the adsorption, the ribbon temperature was

1063-7834/01/4304-0772%$21.00 © 2001 MAIK “Nauka/Interperiodica’
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increased and the desorption products were identified;
(ii) the tungsten ribbon was cleaned by high-tempera-
ture heating, after which the Eu source was turned on,
the deposition was carried out, the source of europium
atoms was turned off, and one either recorded the
Auger spectrum or produced a high-temperature flash
with measurement of the flux of the desorbing particles.
In the first regime, the amount of deposited Eu was a
linear function of deposition time and, in the second, it
was nonlinear, with the deposition rate increasing with
the Eu source temperature.

The W ribbon and the Eu source were mounted on a
manipulator, which permitted positional adjustment of
the sampl e between the entrance to the mass-spectrom-
eter source and the energy analyzer. The ribbon heating
rate could be varied from 20 to 2000 K/s, with a close-
to-linear dependence of the temperature on time. The
deviation from linearity within the temperature range
600—2000 K did not exceed 50 K. In the high-tempera-
ture range, the ribbon temperature was measured with an
optical micropyrometer and at low temperatures, by lin-
ear extrapolation of the dependence of the ribbon tem-
perature on the heater current to room temperature. The
base pressure in the instrument was about 1072° Torr.

3. RESULTS

(a) Thermodesor ption of Eu from W (100). Figure 1
shows thermodesorption spectra of Eu atoms from
W(100) for various coverages. The coverage is
expressed in units of 8, = N/N,, where N, isthe num-
ber of Eu adatoms and N is the surface concentration

of W atoms on the (100) face (~10'® atoms/cm?). It is
seen that, as the coverage increases, three maxima
appear in the desorption curves, which indicate the
presence of three phases of Eu desorption from the
W(100) face. The two high-temperature desorption
phases reach saturation with an increase in the cover-
age, whereas the |low-temperature phase shows no sat-
uration. A similar behavior of the spectra of the Eu ther-
modesorption from the W(100) face was earlier
reported in [3], where the Eu atom flux was derived
from measurements of the surface ionization current.
The Eu concentration which corresponded to the satu-
ration of the first high-temperature phase was found to
be 5 x 10** atoms/cm? and was due to monolayer for-
mation. Thefilling of the low-temperature phase starts,
accordingly, at coverages 6, > 0.75. Because the slope
of the desorption curve of this phase does not depend
on the coverage and the europium content in it
increases without limit with increasing exposure, it can
be assumed to have zero-order desorption kinetics [13,
14] and to be due to europium desorption from three-
dimensional formations. Figure 2 shows the depen-
dence of In(dN/dt) on T for this phase of desorption.
The plot is well fitted by a straight line whose slope
yields the Eu desorption activation energy in this phase,
E=2.1+0.2 eV, which isdightly higher than the heat
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Fig. 1. Thermodesorption spectra of Eu atoms from W for
different initial coverages 65 (1) 0.03, (2) 0.1, (3) 0.15,
(4)0.25, (5) 0.4, (6) 0.5, (7) 0.7, (8) 0.82, (9) 1.0, and
(10) 1.1. The adsorption temperature T is 300 K, and the

heating rateis 200 K s,
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Fig. 2. Dependence of In(dN/dt) on T~ for theinitial cover-
age of W by europium, 65=1.3.

of europium sublimation, 1.84 eV [15]. As follows
from Fig. 1, the first high-temperature phase contains
twice the number of Eu atoms in the second phase,
which is at variance with the data obtained in [3]. This
ispossibly due to the europium adsorption in [3] having
been performed at temperatures above 700 K.

Figure 3 plots In((dN/dt)/N) as a function of T-* for
thermodesorption of Eu atomsfrom W/(100) for various
surface europium coverages 6,. For 6, < 0.03, the plot
can be approximated by a straight line whose slope
yieldsthe desorption activation energy E=3.0£ 0.2 €V.
Thisvalue coincides with that found by the temperature
modulation technique [2] and the activation energy
calculated under the assumption of trivalent Eu on W
[16], aswell aswith the TDSresult for the W(110) face
[17]. On the other hand, it lies substantially below the
value E = 4.42 eV obtained by the adsorption isobar
method [3].
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Fig. 3. Dependence of In((dN/dt)/N) on T~ for different ini-
tial coverages 85 (1) 0.03, (2) 0.1, (3) 0.15, (4) 0.25, (5) 0.4,
(6) 0.5, (7) 0.7, (8) 0.82, (9) 1.0, and (10) 1.1.

For 8, > 0.03, the plots exhibit abend, indicating the
presence of lateral interactions in the adlayer. For 6, >
0.5, a linear section paralel to the horizontal axis
appears in the graphs, beyond which a maximum is
observed for 6, > 1. The appearance of the maximum is
apparently due to the formation of the low-temperature
phase.

(b) Thermodesor ption of Eu from oxidized tung-
sten. Figure 4 displays thermodesorption spectra of Eu
atoms from the oxygen monolayer—coated W(100)
face, which were measured for various initial Eu sur-
face coverages deposited at T = 300 K. Asthe coverage
increases, five thermodesorption phases are seen to fill

dN/dt, arb. units
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T,K

Fig. 4. Thermodesorption spectra of Eu atoms from W
coated with a monoatomic oxygen film for different initial
coverages 64 (1) 0.1, (2) 0.2, (3) 0.4, (4) 0.45, (5) 0.75,
(6) 1.05, (7) 1.5, (8) 1.9, and (9) 3.5. T = 300 K. Dashed
lines show the thermodesorption spectraof EUO after oxida-
tion (at T=700K for 5min) of an Eu film deposited prelim-
inarily on W to aconcentration 64: (1') 0.4 and (2') 1.05. The
heating rateis 200 K s,
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successively, with the high-temperature phase dis-
placed by about 400 K toward higher temperatures
compared to thefirst high-temperature phase of Eu des-
orption from tungsten, which indicates an increase in
the europium binding energy at the monolayer oxygen
film on tungsten, W—O. For 65 < 0.1, the activation
energy of the Eu desorption from W-O was found to be
E=40%02¢V,i.e, higher by 1 eV than that from
tungsten. The lowest temperature europium desorption
phase is actually desorption from the condensed state.

Note that the desorption of europium oxides could
be detected only in the case when the sensitivity of the
method was increased by raising the heating rate in the
flash fivefold. In these conditions, the amount of des-
orbing EuO was a few percent of that of Eu desorbing
in the high-temperature phase from W-O. Note that
while before the Eu deposition the heating of a mona-
tomic oxygen film on W resulted in desorption, not just
of oxygen, but also of an insignificant amount of tung-
sten oxides, after Eu was deposited, one observed des-
orption not of the tungsten oxides, but rather of an
approximately equal amount of EuO. The desorption
activation energy of EuO, which was derived from the
dependence of In((dN/dt)/N) on T2, was found to be
E=41+0.2¢eV.

Europium deposited on the W ribbon at 300 K
undergoes oxidation in an oxygen atmosphere at apres-
sure of 3 x 10~ Torr and a temperature of 700 K for a
few minutes. Thisisindicated by the manifestation of
EuO moleculesin the thermodesorption spectrum, with
the EuO peak displaced relative to the high-temperature

dN/dt, arb. units
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Fig. 5. Thermodesorption spectra of Eu atoms from oxi-
dized W for different europium deposition times (min):
(2) 6, (2) 8, and (3) 10. (4) Simultaneous desorption of EUO
from the film prepared by depositing Eu for 8 min. The
dashed line shows the thermodesorption spectrum of Eu
atoms from W coated with an oxygen monolayer (europium

deposition time t = 8 min). The heating rateis 200 K s™.
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desorption peak of Eu atoms from W-O toward lower
temperatures by afew tens of degrees Kelvin (Fig. 4).

Figure 5 shows thermodesorption spectra of Eu
deposited on afilm of bulk tungsten oxides. The spectra
are seen to retain the five-phase structure. One observes
a dight displacement of the maxima of some phases
and achangein their sorption capacity. One also detects
a sizable amount of desorbing EuO molecules.

The amount of flash-desorbed Eu atoms decreases
with increasing tungsten preoxidation timefor the same
Eu deposition doses (Fig. 6). This decrease cannot be
assigned solely to the simultaneous desorption of EuO,
and it does not depend on the substrate temperature
within the range 300 < T < 600 K. This effect is appar-
ently associated with the decrease in the Eu sticking
coefficient, which arises after tungsten oxidation. A
similar effect of a decreasing adsorption activity of Ir
with respect to Y b was observed in [2] after the oxida
tion of Ir.

(c) Europium adsorption on tungsten and oxi-
dized tungsten. Figure 7 plots the Auger signal inten-
sities of Eu (109 eV) and W (169 eV) as a function of
deposited Eu dose expressed in units of 8, The deposi-
tion was made on clean W (curves 1, 4), W-O (curves
2,5), and oxidized tungsten (curves 3, 6). The Eu Auger
signa increases linearly in all cases up to 6, = 0.75,
which apparently corresponds to the filling of the first
layer. Curves 1-3 tend to saturation (or to the region of
a dow Auger-signa variation) for different signa
amplitudes, depending on the actual substrate oxidation
degree. Note that curves 1 and 2 practically coincide up
to 6, = 1.5, whereas curve 3 starts to deviate already at
the minimum values of 8, with the Auger signal of Eu
deposited on clean W first exceeding that of the Eu
adsorbed on the oxidized W. Then, one observes the
reverse behavior. This disagreement cannot be con-
nected unambiguously with a change in the Eu film
growth mechanism, because one has to also take into
account such factors as the variation in the Auger line
shape of Eu on oxidized tungsten and the decrease in
the Eu sticking coefficient with an increase in the
degree of W oxidation.

The variation of the W Auger signal intensity with
the deposited dose of Eu also arguesfor the fact that the
final state of the Eu film depends on the degree of W
oxidation. Total screening of tungsten by a deposited
Eu film is attained only when Eu is deposited on oxi-
dized tungsten (curve 6). When Eu is adsorbed on W or
on W coated with an oxygen monolayer, the depen-
dences of theW Auger signal intensity reach saturation,
with the saturated amplitude being higher in the case of
deposition on clean W. It can be conjectured that, at
T =300 K, after a monolayer film with 85 = 0.75 has
formed, three-dimensional Eu crystallites start to grow
above this monolayer. When Eu is deposited on clean
W, the nonuniformity of the growing filmislarger than
that in the case of Eu deposited on W—O and the W
Auger signal is screened less in this case. Only when
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Fig. 6. The amount of Eu desorbing from oxidized W as a
function of the preliminary oxidation time for the sameini-
tial europium coverage 65 = 1.38. The oxidation was per-

formed at an oxygen pressure P = 3 x 10 Torr and T =
1000 K.
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Fig. 7. Auger peak intensity of (1-3) Eu and (4-6) W as a
function of the Eu deposition dose at substrate temperature
T =300 K. (1, 4) Deposition on W, (2, 5) deposition on W
coated with an oxygen monolayer, and (3, 6) deposition on
oxidized W.
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Fig. 8. Auger peak intensity of (1, 2) Euand (3, 4) W asa
function of the Eu deposition dosefor various substrate tem-
peratures T (K): (1, 3) 300 and (2, 4) 500.

deposited on oxidized W, the growing film is close to
being uniform and the tungsten is completely screened.

Figure 8 shows the variation of the Auger signa
intensities of Eu and W upon Eu deposition on clean W
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at different temperatures (300 and 500 K). One readily
seesthat up to 6, = 0.5, the curves measured at different
temperatures coincide, after which they deviate from
one another and the Auger signas of both Eu and W
reach saturation in the final state. The saturated Auger
signa intensity of Eu decreases with increasing tem-
perature, while that for W grows with increasing tem-
perature. Because Eu desorption at T = 500 K is very
low, it can be conjectured that the area occupied by the
crystallites diminishes with an increasein T.

The shape of the Auger signal of Eu depends on its
chemical state [11]. For Eu,0O; one observes an
increasein the Auger lineintensity dueto the direct 4d—
4f recombination compared with that of the N,sO,3Ng;
Auger line [11]. The intensity ratio of the N,5Ox5Ng;
and 4d-4f lines reaches a minimum when a monolayer
of Eu is deposited on W. However, only when Eu is
deposited on oxidized tungsten, this intensity ratio
approaches that for the oxide.

4. DISCUSSION

The Auger signal of Eu on tungsten grows linearly
with anincreasein the coverageup to 8= 0.75 (Fig. 7),
which corresponds to a europium concentration N =
7.5 x 10 atoms/cm?. It can be assumed that up to 6, =
0.75, thefirst layer isfilling. At 6,= 0.75, the thermode-
sorption spectraof Eu atoms from W show the comple-
tion of filling of two high-temperature desorption
phases. The value N = 7.5 x 10 atoms/cm? is close to
the Eu concentration (6.94 x 10** atoms/cm?) in the
hexagonal close-packed structure with the metallic Eu
atomic radiusr = 2.02 A. A similar hexagonal structure
was observed in the EuU-W(110) system [17]. Hexago-
nal and pseudohexagona close-packed structures in a
monolayer were detected at T = 300 K for a number of
rare-earth elements on the faces of differently oriented
high-melting transition metals; Gd-W(110), Th—
W(110) [17], Yb-Mo0(110), Sm—Mo0(110) [18], Sm—
W(100) [6], and Yb—-Mo0(112) [19]. The formation of
close-packed structures is usually accompanied by a
strong decrease in the heat of adsorption.

It can be assumed that up to the coverages 6, = 0.5
(which, in the thermodesorption spectra, corresponds
to thefilling of the high-temperature desorption phase),
Eu adsorbs on W(100) by forming simple, substrate-
matched structures. (In the case of Sm adsorption on
W(100), one observed the c(2 x 2) structurefor 6,< 0.5
[6]). The activation energy of desorption of Eu atoms
from W(100) at small coverages (8,<0.03) isE=3.0+
0.2 eV. As B increases, the maxima in the thermodes-
orption spectra shift within the high-temperature phase
toward lower temperatures and the dependences of
In((dN/dt)/N) on T~ cannot be fitted by straight lines.
This is a consequence of lateral adatom interactions,
specifically of the indirect interaction through the sub-
strate conduction electrons and the dipole—dipole inter-
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action between the eectropositive Eu atoms. The for-
mation of the second high-temperature desorption
phase is apparently associated with the onset of the for-
mation of a close-packed hexagonal structure in the
adlayer. In this stage, compression of the adatom lattice
results in a transition from dipole—dipole and indirect
interactions between the Eu adatoms to direct exchange
coupling. The decrease in the heat of adsorption was
assigned in [20] to the electron transition from the
localized 4f states to the s band.

After a monolayer has been filled, three-dimen-
sional Eu crystallites start to grow already at T =300 K.
The area occupied by the crystallites decreases with an
increase in the adsorption temperature from 300 to
500 K. The activation energy of desorption from crys-
tallites, E=2.1+ 0.2 eV, isclose to the heat of Eu sub-
limation.

The thermodesorption spectrum of Eu atoms from
W coated with an oxygen monolayer contains five suc-
cessively forming desorption phases. The Eu Auger
signal varies linearly with coverage up to 6, = 0.75.
This coverage corresponds to the filling of two high-
temperature phases of Eu desorption from W-0. Asin
the case of Eu deposition on W, the deposition of Eu on
W-0 brings about the formation of a close-packed lat-
tice of Eu atoms in the monolayer, which desorb in two
phases. Both desorption phases are displaced toward
higher temperatures compared to the EL-W system.
For small coverages, the desorption activation energy is
E=4.0+£0.2 eV, whichis1eV higher than that for Eu
adsorbed on clean W. The film growing at T = 300 K
with Eu concentrationsin excess of the monolayer cov-
erage is made up of three-dimensional crystallites, and
it isless nonuniform in thickness than the film obtained
by Eu deposition on clean W. The Eu deposited on W
coated with an oxygen monolayer desorbs in the form
of atoms. EuO molecules desorb in the case where W
oxides are present on the surface. In thermodesorption
of an oxygen monolayer fromW (in the absence of Eu),
desorption of oxygen is accompanied by that of asmall
amount of W oxides. After the deposition of Eu, the W
oxides no longer desorb and one observes, instead, des-
orption of a comparable amount of EuO. Asthe degree
of W oxidation increases, the number of desorbing EuO
molecules also increases (Fig. 5). EuO oxides desorb
by first-order kinetics with an activation energy E =
4.1+ 0.2 eV. The first order of desorption kinetics
implies that the reduction of surface W oxides and the
formation of EuO occur before the onset of desorption.

5. CONCLUSION

Thus, the adsorption of Eu on W(100) oxidized to
various degreeswas studied by AES and TDS methods.
It was shown that Eu desorbs from clean W and W
coated with an oxygen monolayer in the form of atoms.
Desorption from oxidized W takes place in the form of
Eu and EuO. The Eu concentration in a monolayer on
clean W and on W coated with a monatomic oxygen
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filmis N = 7.5 x 10* atoms/cm?. The monolayer des-
orbsin two phases. For coverages 6, < 0.03, the activa-
tion energy of desorption from clean tungsten is E =
3.0 £ 0.2 eV and that from tungsten coated with an oxy-
gen monolayer isE = 4.0 + 0.2 eV. The Eu concentra-
tion in the monolayer is close to that in a hexagonal
close-packed lattice. At coveragesin excess of amono-
layer, three-dimensional crystallites grow at T = 300 K
on both clean W and W-0. The film growing on W-O
is more uniform in thickness (the crystalites are
smaller in size). The film growing on oxidized W at
T =300 K is continuous, and it completely screens the
W Auger signal. The sticking coefficient of Eu atoms
decreases with an increase in the degree of W oxi-
dation.
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Abstract—The processes of forming cadmium telluride films upon vapor-phase deposition onto a substrate in
athermal field of the temperature gradient along the substrate plane are studied. The results of technological,
geometric, electron diffraction, and el ectron microscopic investigations are reported. It isfound that the thermal
field of temperature gradient leads to a change in the duration of the Ostwald ripening stage and, under certain
conditions, enhances the perfection of the formed structure. The mechanism of the influence of athermal field
on the Ostwald ripening is established. The results obtained are in agreement with the current theory of film

formation. © 2001 MAIK “ Nauka/lInterperiodica” .

1. INTRODUCTION

At present, film material science is one of the most
important directions of technological progress. This
has stimulated theoretical and experimental investiga-
tionsin this field and motivated the necessity of study-
ing the formation of film systems under nontrivial con-
ditions (at low temperatures, high supersaturations, etc.
[1-3]).

The present work is devoted to the features of the
CdTe vapor-phase deposition in a thermal field of the
temperature gradient.

2. SAMPLE PREPARATION AND
EXPERIMENTAL TECHNIQUE

Film formation processes in a thermal field of the
temperature gradient were studied using cadmium tel-
luride films synthesized on mica (muscovite) sub-
strates. The film thickness for different samples was ho
more than 0.7 um.

The films were synthesized by the quasi-closed
(hot-wall epitaxy) method [4], according to which a
CdTe powder was placed in a specia quartz reactor
30 mm in diameter and heated under a vacuum of
=102 Pa to the sublimation temperature (T, = 773 K).
Then, the reactor was brought into contact with a sub-
strate by a manipulator for a time of synthesis which
did not exceed 1 min.

The temperature gradient of a thermal field along
substrate 1 was produced by a special metallic ring 4,
which was mounted on the substrate around its periph-
ery, and a metallic substrate holder 5 equipped with a
flat heater 7 in the central part (Fig. 1). The relatively
high heat capacity of the unheated ring provided the
heat outflow from the center to the periphery and, thus,
formed the thermal field gradient in the substrate along

the x coordinate. The substrate temperature was speci-
fied and maintained by a temperature controller in the
center of the substrate holder. The temperature was
controlled by chromel-alumel thermocouples. The
geometric measurements (thickness and thickness
homogeneity) were carried out on an M11-4 microinter-
ferometer providing measurements with an accuracy of
0.03 um. Structural investigations were performed with
an EMR-100 electron diffractometer and a PEM-100
€l ectron microscope.

3. RESULTS

The study of film formation processes in a thermal
field of the temperature gradient involved technol ogi-
cal, structural, and geometric investigations. The main
experimental results are shown in Figs. 2-4.

Fig. 1. A scheme of synthesizing cadmium telluride filmsin
a therma field of the temperature gradient: (1) substrate,
(2) disperse particles of new phase, (3) incident flux,
(4) specia metallicring, (5) substrate holder, (6) heat flux g,
and (7) heater.

1063-7834/01/4304-0778%21.00 © 2001 MAIK “Nauka/Interperiodica’
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Fig. 2. Electron diffraction patterns of cadmium telluride films synthesized (a, b) under uniform conditions and (c, d) in athermal
field of the temperature gradient at different substrate temperatures T (K): (a) 523 and (b—d) 473. (c) Central and (d) peripheral film

regions.

The structures of the films grown under different
conditions are characterized by the electron diffraction
patterns shown in Fig. 2. The electron diffraction pat-
terns that correspond to the typical structures of the
filmsgrown in the absence of athermal field of thetem-
perature gradient at substrate temperatures T, = 523 and
473 K are displaced in Figs. 2a and 2b, respectively. A
comparison of these diffraction patterns demonstrates
that a decrease in the substrate temperatureto 473K in
the absence of thermal field leads to a substantial dete-
rioration of the perfection of the structure (from epitax-
ial to polycrystalline).

The electron diffraction patterns of the films synthe-
sized in athermal field of the temperature gradient at T,
=473 K areshownin Figs. 2c (the central region of the
film) and 2d (the peripheral region of the same film).

A comparison of Figs. 2b—2d demonstrates that the
thermal field leads to enhancement of the perfection of
the structure formed at the substrate center (from
whence the heat outflow comes) and, vice versa, the
deterioration of the structure formed at the substrate
periphery (the region of the heat inflow).

The degree of uniformity of the film growth rate
along the radial coordinate x is illustrated in Fig. 3.
Curves 1 and 2 were obtained for the films synthesized
under the same conditions (T, = 473 K) in the presence
and in the absence of athermal field, respectively.

This figure pictorially shows the change in the
growth rate in athermal field of the temperature gradi-
ent. The thermal field brings about a decrease in the
growth rate at the central region of the substrate and its
increase at the substrate periphery.
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The influence of the thermal field on the surface
morphology of films can be seen in Fig. 4, which dis-
plays the electron microscope images of the surface of
the films synthesized on the substrates at a temperature
T, =473 K in the absence (Fig. 4a) and in the presence
(Figs. 4b, 4c) of athermal field. The imagesthat corre-
spond to the central and peripheral regions of the sub-
strate are presented in Figs. 4b and 4c, respectively.

The electron microscopic investigations demon-
strate that the thermal field results in an appreciable
change in the surface morphology of films. In the pres-
ence of the thermal field, the perfection of the surface

V, nm/s
10
9 L
4 o
8 —
7 1 1 1
0 0.25 0.50 0.75 1.0
X, arb. units

Fig. 3. Dependences of the growth rate on the radia sub-
strate coordinate x for cadmium telluride films synthesized
(1) in a theema field of the temperature gradient and
(2) under uniform conditions.
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Fig. 4. Surface morphology of cadmium telluride films
grown (&) under uniform conditions and (b, c) in athermal
field of the temperature gradient: (b) the centra and
(c) peripheral film regions (magnification x40000).

formed in the central region of films is enhanced and
the structure becomes more homogeneous and coarse-
grained (Figs. 4a, 4b). By contrast, the structure in the
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peripheral regions deteriorates and becomes fine-
grained and heterogeneous (Figs. 4a, 4c).

No electron diffraction patterns and micrographs
are presented for the central and periphera regions of
the films synthesized without a thermal field, because
the structural properties of these films are independent
of their position on the substrate.

4. DISCUSSION

It is known that the heteroepitaxia growth of cad-
mium telluride films upon vapor-phase deposition
under quasi-equilibrium conditions is observed only at
substrate temperatures T,= 500 K [5]. At lower temper-
atures, the structural perfection is disturbed. This is
confirmed by typical electron diffraction patterns of
CdTe films synthesized at T, = 523 (Fig. 2a) and 473 K
(Fig. 2b).

However, as follows from our experiments, in the
case when the thermal field of the temperature gradient
is produced aong the substrate, the heteroepitaxial
growth can be observed at considerably lower temper-
atures. Thisisevidenced by the electron diffraction pat-
tern of the central region of the film synthesized in a
nonuniform thermal field at temperature T, = 473 K
(Fig. 2¢).

In order to elucidate the mechanism of the effect of
the thermal field on the structural perfection, we ana-
lyze the rate of film formation. From curves 1 and 2 in
Fig. 3 (which correspond to the films with structures
shown in Figs. 2b—2d), it can be seen that the film for-
mation process is considerably retarded upon hete-
roepitaxial growth. Let us consider the possible reasons
for this observation. Recall that films of A2B® com-
pounds upon vapor-phase deposition onto a heated sub-
strate are formed through the layer-by-layer normal
growth [5]. The formation of each layer involves sev-
era stages. a three-dimensional nucleation—the for-
mation of disperse particles, the Ostwald ripening, the
coalescence, and the merging into a continuous layer.
The growth rate of films is predominantly determined
by the first two stages: the nucleation and the Ostwald
ripening [6]. The nucleation affects the film growth
only at high supersaturations and strong stationary
sources of the material. The technological parameters
(Te = 773 K and T, = 473 K) used in the experiments
cannot betreated as providing such nonequilibrium con-
ditions [4]. Consequently, the Ostwald ripening, rather
than the nucleation, is most probably responsiblefor the
retardation of the film formation process. Thisis all the
more probable, because the structural perfection of a
layer is usualy associated with the Ostwald ripening
stage [7]. In the case under consideration, the changein
the growth rate of filmsisattended by the changein their
structure [compare the electron diffraction patterns in
Figs. 2b and 2c which correspond to the films grown at
different growth rates (Fig. 3, curves 1, 2)].
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An ensemble of disperse particlesisformed through
the generalized diffusion field at the Ostwald ripening
stage. Disperse particles whose sizes are less than the
critical size R, are dissolved, disperse particles with
sizeslarger than R, grow, and the disperse particles ori-
ented on a substrate in a nonoptimum manner are
arranged in such a way as to provide the minimum
energy of the system. New disperse particles virtually
are not formed at this stage.

The evolution of disperse particles at the Ostwald
ripening stage can be quantitatively evaluated using the
distribution function f(R, t) in the size space. In the gen-
eral case, thisfunction is bell-shaped with a maximum
for disperse particles of the critical size R.. The specific
form of f(R, t) is determined by the character of mass
transfer upon Ostwald ripening and the source of atoms
onto the substrate. However, in any case, the function
f(R, t) varies with time so that the ensembl e of disperse
particles becomes more uniform. For example, in the
case of the masstransfer along the substrate surface and
in the presence of only nonstationary (dying) sources,
the distribution function has the form

_ N(1)
f = 20
(R1) R, P(V), )
where
P(U)
(2e)°*"*(3-2n)U exp%—lg__j/nzg
_ , U<2, (2
- 2+2E§—n5
(2-V)
0, U=2,

N(t) is the two-dimensional density of disperse parti-
cles at the substrate surface, n is the exponent of the
source dying, and U = R/R..

As was shown in [8], the distribution function (1)
asymptotically tends with time to aform similar to the
o function.

By generalizing all the foregoing about the Ostwald
ripening stage, it can be stated that, as its duration
increases, the layer homogeneity increases, the film
structure becomes coarser-grained and more perfect,
and the growth rate of films decreases.

Itiseasy to see(Fig. 3, curves 1, 2; Figs. 2b, 2c, 4a,
4b) that all these features in the experiment under dis-
cussion are observed in the centra film region in the
presence of athermal field of the temperature gradient.
In the peripheral regions of the films, the thermal field
produces the opposite effect. The growth rate increases
(Fig. 3, curves 1, 2), the structural perfection deterio-
rates (see the electron diffraction patterns in Figs. 2b
and 2d), and the structural homogeneity decreases
(Figs. 44, 4c).
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Therefore, we can draw the following tentative con-
clusion: thethermal field of temperature gradient favors
a change in the duration of the Ostwald ripening stage
in the direction determined by the gradient direction.

In order to elucidate the mechanism of the effect of
the thermal field on the Ostwald ripening, we now con-
sider in moredetail theinitial processes of forming sep-
arate layers. According to the classical concepts, the
growth of each layer starts with the formation of a
“two-dimensional gas’ of adatoms upon condensation
of atoms and molecules onto a substrate. Three-dimen-
sional nuclei can arise from adatoms when their mini-
mum critical density is reached. A decrease in the den-
sity below the critical value resultsin the completion of
the nucleation process and the onset of the Ostwald rip-
ening stage. The density of adatoms on the substrate
can be reduced either at the expense of adecreasein the
power of the source supplying a material to the sub-
strate or due to the material outflow from the substrate.
Evidently, it isunlikely that the thermal field of temper-
ature gradient can substantially change the material
source power. However, this field can easily induce a
directed outflow of adatoms aong the substrate, for
example, owing to the different kinetic energies of ada-
tomsin regions with different temperatures. This effect
of the therma field completely correlates with the
experimental data. In the central substrate regions with
an increased temperature (i.e. the regions of the mate-
rial outflow), the growth rate decreased, and the Ost-
wald ripening stage was initiated earlier and was more
prolonged. By contrast, at the substrate periphery with
adecreased temperature (i.e., the region of the materia
inflow), the growth rate was higher and the Ostwald rip-
ening stage, most likely, did not occur at all. Therefore,
a slowly growing, perfect, and homogeneous structure
is formed in the central regions, whereas a rapidly
growing and strongly disordered structure is observed
in the peripheral region.

The evolution of an ensemble of disperse particles
in the presence of different sources was theoretically
studied in [8]. The evolution conditions at nonstation-
ary and stationary sources are the closest to thosein the
case under consideration. The former conditions are
similar to those observed at the substrate center, and the
latter conditions are similar to the conditions in the
peripheral regions, because the thermal field encour-
ages the outflow of atoms from the center and their
inflow to the periphery.

In[8], theanalytical expression obtained for thedis-
tribution function f(R, t), which characterizesthe evolu-
tion of the system, takes the form of formula (1) for
nonstationary sources and is given by the following
relationship for stationary sources:

f(R t) = N(0)3(R-R). A3)

Here, R isthe mean size of disperse particles and N(0)
istheir initial density.
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Both functions (1) and (3) were derived under the
assumption of the mass transfer along the substrate sur-
face, which is characteristic of the low temperatures
used in the present work.

As is seen from these relationships, the theory
agrees well with the experiment. The processes of film
formation at the center and the periphery of the sub-
strate are qualitatively described by formulas (1) and
(3), respectively. The growth patterns are actually
coarse at the center of the substrate and fine at its
periphery. The scatter in the sizes of film growth pat-
terns at the periphery additionally confirms the pres-
ence of astrong source in the system, which, according
to the same theory, leads to the secondary nucleation
and, as a consequence, the deviation of f(R, t) from the
o function.

5. CONCLUSION

The above results alow us to draw the following
inferences.

(1) The thermal field of the temperature gradient
along the substrate plane induces the directed flow of a
deposited material and, thus, changes the duration of
the Ostwald ripening stage in the direction specified by
the temperature gradient.

(2) The thermal field of the temperature gradient
along the substrate plane favors the perfection of the
structure formed upon vapor-phase deposition on the
substrate.
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Abstract—New comblike copolymers of methacrylic acid esters with an optically nonlinear chromophore—a
derivative of the 4'-(4-nitrobenzylideneamino)phenol—in a side chain were obtained. Processes of forced ori-
entation of nonlinear optical chromophores covalently bonded with the main chainsin an electric field and the
effects of the conditions of orientation on the nonlinear second-order optical activity of the polymer filmswere
studied in some detail. The existence of a correlation between the chemical structure and the composition of the
copolymerswith the magnitude and the stability of the surface el ectron potential of the corresponding filmswas
shown. It was established that a maximum extent of orientation of chromophores in the bulk of the polymer
and, as a consequence, a high intensity of the second-harmonic signal were achieved when the thickness of the
region of the uniform electric field maximally approached the thickness of the sample. © 2001 MAIK

“ Nauka/Interperiodica” .

INTRODUCTION

The investigation of nonlinear optical properties of
polymer materials have attracted considerable attention
in recent years. The polymers that contain nonlinear
optical fragments (chromophores) can exhibit large non-
linear optical coefficients if the organic molecules
responsible for the optical nonlinearity are arranged in a
certain order. Thin films of polymer materials can easily
be obtained by the methods of conventional microelec-
tronics technology, which is especially valuable for
applications in optoelectronic devices. In this connec-
tion, synthesis of new polymers with nonlinear optical
properties and the investigation of conditions under
which polymers are capabl e of revealing maximum non-
linear optical activity (OA) becomes atopical problem.

It is known [1] that for a polymer with noncen-
trosymmetric optically active groups to be capable of
generating second harmonics, oriented molecular struc-
tures need to be formed init. Beginning from the 1980s,
processes of poling (polarization under the effect of an
applied electric field) at a temperature close to the soft-
ening point T, of the polymer have been widely and suc-
cessfully applied for orienting dipole molecules of the
chromophores in macromolecules. A whole number of

works (see, eg., [2-4]) were devoted to studying the
kinetics of decay of the second-harmonic signal inten-
Sity after electrization and to revealing relations
between the kinetic parameters of the decay of the sur-
face potential and the nonlinear optical susceptibility.
The variety of the results obtained and of the models
suggested for their explanation is caused by the com-
plexity of relaxation processesthat occur in the polymer
sample and differently manifest themselves depending
on the chemical nature of the polymer studied.

In thiswork, we performed a complex investigation
of the processes of chromophore orientation and sec-
ond-harmonic generation (SHG) in severa new poly-
mers. As the objects of investigation, we chose comb-
shaped copolymers of some methacrylic acid esters
whose side chains contained alkyl and/or fluoroalkyl
radicals along with an optically nonlinear chromophore
(the azomethine fragment) that was introduced through
aspacer (-CH,—or —CF,—). The possibility of changing
the composition of the copolymers (the number of
monomer units with chromophore groups), of the
amphiphilic properties (introducing hydrophobic fluo-
roalkyl and hydrophilic carboxyl groups), and of the
free volume of the polymers, as well as the relatively

1063-7834/01/4304-0783%21.00 © 2001 MAIK “Nauka/Interperiodica’
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low values of T, [5], makes these polymers a suitable
material for simulating processes of orientation—of
both free orientation (as in Langmuir—Blodgett films)
and that which arises under the action of an applied
electric field.

1. EXPERIMENTAL

Polymer | and a series of new (not described earlier)
polymers 11V of the general formula shown in Fig. 1
were synthesized by copolymerization of the corre-
sponding comonomers through a free-radical mecha-
nism. Note that the polymers synthesized were capable
of forming Langmuir—Blodgett films [6] characterized
by a highly ordered structure and optical uniformity,
with a thickness that could be controlled to within a
bimolecular layer.

The azomethine fragment 4'-(4-nitrobenzylidene-
amino)phenal, its alkyl (fluoroalkyl) derivatives 6-[4'-
(4-nitrobenzylideneamino)phenoxy]hexanol and 6-[4'-
(4-nitrobenzylideneamino)phenoxy]decafluorohex-
anol, and their methacrylic esters 6-[4'-(4-nitroben-
zylideneamino)-phenoxy]hexyl methacrylate and 6[4'-
(4-nitrobenzylideneamino)-phenoxy]decafluorohexyl
methacrylate were synthesized by technigues analo-
gous to [7] and refined by column chromatography

{ o H o H (.*q

CHZ—? CHZ_IC CHZ—?

C=0 n C=0 -m C=0 Jp
OH 0 o

T
(X%
H CH,

Fig. 1. General formula of copolymers |-V (the brace
bracket indicates the nonlinear optical fragment). Copoly-
merl:n:m:p=60:40:0, X=CF,; copolymerIl:n:m:
p=35:55:10, X=CF, Y = CH,; copolymer Ill: n: m:
p=0:80:20, X=Y = CH,; and homopolymer IV: n:m:
p=0:0:100,Y=CF, n, m and p specify the relationship
between the initial components (in mol %).
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using silicagel asthe packing material and amixture of
diethyl ether and hexane (1 : 1) as the eluent.

Copolymers I-111 were obtained by the free-radical
copolymerization of corresponding monomersin solu-
tion in N,N-dimethy| acetamide (30 wt %) with benzoyl
peroxide (1 wt %) as the initiation agent at a tempera-
ture of 60°C. Homopolymer |V was obtained by bulk
thermopolymerization.

The polymers synthesized were refined by reprecip-
itation from solutions in cyclohexanone to benzene (I,
[1, and IV) or to methanol (copolymer 111) with subse-
quent drying in a vacuum (1072 Torr) at 50°C. The
intrinsic viscosities [n] of copolymers I-11 in cyclo-
hexanone were 0.15 x 10% cm?g; that of homopolymer
IV in acetone was 0.54 x 10? cm?/g.

The structure and composition of polymers |-V
were confirmed by *H NMR spectra and UV spectros-
copy. The 'H NMR spectra were recorded on a Bruker
AC-200 (200.1 MHZz) device relative to the signals of
the solvent. In this work, we used deuterated chloro-
form ((CD;),CO) and dimethyl sulfoxide (DM SO-dg)
as the solvents. The absorption electron spectra were
obtained with a Specord M-40 spectrophotometer.

(1) Polymer 1. *H NMR [(CD,),CQ], & = 0.8-1.2
(CH,), 1.5-2.0 (CH,), 3.2-3.8 (OCH,), 4.5-4.9 (CH,—
CF,), and 6.8 ppm (HCF,). From the relationships
between the signals of protons of specific groups (indi-
cated in parentheses after the magnitude of the signals)
in the 'H NMR spectra, we estimated the ratio of
repeated units in the copolymer (80 : 20). Hereafter, o
isthe chemical shift for protons.

The UV spectrum of the film (A,,): spectraly
transparent from 280 nm.

(2) Polymer I1. *H NMR [(CD,),C0O], 8 = 0.88-2.05
(Haipn: i.€., proton contained in the linear chain —CH,—
CH,-), 3.2-3.8 (CH,O-benzene ring (Ar.)), 4.00
(CH,0), 4549 (CHCF,), 6.8 (HCF,), 7.2-7.8
(Hgom: i-€., proton located in the benzene ring), and
8.6 ppm (H located in the N=CH group).

The UV spectrum of the film (A.,) is 265, 300
(low-intensity absorption band with a weak maximum
(shoulder)), and 344 nm (shoulder).

(3) Polymer 11l. 'H NMR [DMSO-dg], & = 0.8
(-CHy), 1.2-1.7 (-CH,), 3.1-4.0 (CH,0-Ar.—CH,0),
7.05-8.4 (H,om), and 8.6 ppm (H in N=CH).

The UV spectrum of the film (A,,) is 265, 300
(shoulder), and 344 nm (shoulder).

(4) Polymer IV. *H NMR [DMSO-dg], 8 = 1.05-2.2
(Haiph), 3.75-4.5 (CH,0-Ar., -CH,0-), 4.9 (CH,—CF,),
6.9-7.45 (Haom), 8.2 ppm (H in —N=CH-).

The UV spectrum of the film (A,5) IS 328 nm
(shoulde).

Using differential scanning calorimetry (DSC), we
studied the phase and aggregation state of homopoly-
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mer IV (with a maximum content of chromophore
groups) in atemperature range of 20-350°C and deter-
mined the softening temperature to be T, = 80°C. The
DSC thermogram of homopolymer IV indicates the
existence of two transitions. alow-temperature one (at
80°C, with an endothermic effect), caused by the tran-
sition of the sample to a softened state; and a high-tem-
perature transition (at 220°C, with an exothermic
effect), related to irreversible chemical transforma-
tions, since it disappears after repeated scanning. A
microscopic investigation in an optical microscope
confirmed the DSC results; namely, it showed that at
75-80°C, the polymer begins to spread and at 220°C,
the spreading stops.

The calorimetric investigationswere performed on a
DSM-2M scanning calorimeter at a scanning rate of
16 K/min (samples 20 mg in weight were used; the
threshold sensitivity was 10~*W). The optomicroscopic
investigations were performed using a Boetius stage in
polarized light.

For studying processes of orientation of chro-
mophore groups and the second-harmonic generation,
we used polymer films obtained by centrifugation on
two types of substrates: silicon substrates for the inves-
tigation of the relaxation of charges in the regime of
isothermal discharging and a glass dide 180 um thick
for optical measurements. The thickness of the polymer
films varied within 0.3—20 pum. The samples were sub-
jected to a heat treatment at 100°C for 3 h and addition-
ally for 1 himmediately before the process of electriza-
tion in order to ensure the identical thermal history for
all of them. To provide an electric contact during the
polarization of polymer films on glass substrates, an
electrode in the form of athin metalic foil was applied
onto the back side of the substrate; this electrode was
removed before the start of optical measurements. The
electrization of the samples was performed in a dc
coronadischarge (with acurrent of no more than 3 pA)
using a three-electrode scheme. The level of the initial
surface potentia u‘; was specified by anegative poten-
tial of the grid electrode and changed from —100 to
—600 V. The electrization time t, varied from 1 to
30 min, and the €l ectrization temperature changed from
14 to 75°C. Upon €electrization at enhanced tempera-
tures, the sample was preliminarily heated to a speci-
fied temperature; after the termination of the corona
discharge, the heating was switched off and the sample
was cooled to room temperature under an electric field.

To measure the surface potential of the samples, we
used the vibrating-electrode method with an applica
tion of a compensating voltage [8]. The use of a grid
electrode in the charging device permitted us to control
the process of dectrization. The efficiency of the pro-
cess was determined by the ratio of the surface poten-

tial to the potential of the control grid (US/UQ). The
falloff of this ratio in time at room temperature was
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chosen asthe characteristic of the process of relaxation
in the sample.

Second-harmonic generation in the samples studied
was effected using a pulse laser (YAG-Nd®") operating
in the Q-switch mode; the radiation wavelength was
1.06 pm, and the pulse duration was 15 ns. The emis-
sion energy per pulse was changed in wide limits (up to
30 mJ). The Gaussian shape of the laser-beam profile
was ensured by the selection of transverse modes using
a diaphragm inside the resonator. Part of the radiation
(4%) was split by a beam divider and directed to an
FD-24K photodiode to contral the energy of the excit-
ing radiation. The major part of the p polarized radia-
tion was focused on the sample using a lens with a
focus F = 100 mm. The second-harmonic radiation was
directed onto an MDR-2 grating monochromator and
further onto an FEU-106 photomultiplier. The electri-
cal signalsfrom both photodetectors were applied to an
integrating voltage-to-digital converter and, through a
KAMAK interface, to apersonal computer to be further
processed.

2. DISCUSSION OF RESULTS

First, we studied the electret properties of films of
the synthesized polymers - V. The results obtained are
shownin Figs. 2 and 3. A comparison of the kinetics of
the surface-potentia falloff for the films of copolymers
=111 upon room-temperature electrization (Fig. 2a and
curves 1 in Figs. 2b, 2¢) suggests that the introduction
into the structure of polymer | of units with polar non-
liner-optical groups (polymers|l and I11) leadsto asig-
nificant decreasein the efficiency of the process of elec-

trization Ug/U, (at t, = 0) and adecreasein the stability

of U.. Note that the magnitudes of U2/U@J and U, are

smaller for copolymer I11, in which the content of chro-
mophore unitsis greater. However, homopolymer 1V is
close in the efficiency of electrization and stability of
the surface potential to polymer | (Fig. 2aand curve 1
inFig. 2d).

An increase in the electrization temperature from
14°C to atemperature close to T, in al polymers con-
taining nonlinear optical groups (I1-1V) leads to an
increase in the rate of the surface-potential falloff
(Figs. 2b—2d); the strongest change is observed for
samples of polymer Il (curves 1, 3 in Fig. 2b), which
has the smallest content of units with side substituents;
i.e, it is characterized by the greatest free volume.

Anincreasein theinitial value of the strength of the

internal electric field E? in the samples immediately

after the termination of the polarization procedure vir-
tually does not affect the kinetics of the falloff of the
surface potential for polymer Il (curves 1, 2in Fig. 2b)
and strongly affects the kinetics of the process for
homopolymer IV (curves 1-3 in Fig. 3). The results
obtained indicate that, in the process of U, relaxation, it
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Fig. 2. Kinetics of the falloff of the surface potential Uo/U
for polymers -1V at various electrization temperatures Tg
and initial values of the strength of theinternal electric field

E?, respectively: (a) polymer I, 14°C and 0.25 x 107 V/m;

(b) polymer 11, (1) 14°C and 0.25 x 107 V/m, (2) 14°C and
1.0 x 10’ V/m, and (3) 55°C and 0.23 x 10" V/m; (c) poly-
mer 111, (1) 14°C and 0.25 x 107 V/m and (2) 70°C and
0.25 x 107 V/m; and (d) polymer 1V, (1) 14°C and 0.3 x
10 V/m and (2) 60°C and 0.3 x 10 V/m.

2 t,h

Fig. 3. Kinetics of the faloff of the surface potential
depending on theinitial value of the strength of theinternal

electric field E? in samples of homopolymer 1V: EiO =
(1) 5.7 x 107, (2) 12.5 x 107, and (3) 66.7 x 10’ V/m.
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Fig. 4. Kinetics of the falloff of the second-harmonic signal
intensity Ugin afilm of homopolymer IV 1.6 um thick at a
temperature of 20°C after electrization of the film at T =

70°C, Ug=-600V, and E; = 3.3 x 10°V/m for 10 min.
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Fig. 5. Kinetics of the falloff of the second-harmonic signal
intensity Ugin films of homopolymer 1V at 20°C depending

on the film thickness d: d = (1) 3.5, (2) 1.6, and (3) 0.3 pm.
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is the mechanism of intrinsic conduction that is deci-
sive for polymer Il and the drift mechanism of relax-
ation of theinjected discharge for homopolymer IV [9].

Consequently, if we consider polymers |-V aselec-
trets, then they can be arranged in order of decreasing
the electret properties as follows: I-1V-II-II. Itisrea
sonable to assume that an analysis of electret parame-
ters can permit us to preliminarily estimate the effi-
ciency of electrization of the polymers, from the view-
point of obtaining a maximum extent of orientation of
nonlinear optical chromophore groups ensuring the
achievement of maximum SHG.

Optical measurements of the intensity of SHG sig-
nals from thin films of polymers 11V confirmed our
assumptions. The greatest SHG signal was revealed for
films of polymer IV; the intensity of the signal
increased by 1.5 orders of magnitude as the electriza-
tion temperature increased from 14 to 70°C. Therefore,
further investigations of the processes of orientation of
nonlinear optical fragments and of second-harmonic
generation were performed using homopolymer V.
Thetime dependence of theintensity of the SHG signal
U shown in Fig. 4 has two clearly pronounced seg-
ments corresponding to fast and dow falloffs, which
indicates the existence of fast and slow components of
the process of relaxation of the nonlinear optical chro-
mophores. Figure 5 illustrates the effect of the thick-
ness d of a polymer sample on the rate of the falloff of
the SHG signal intensity in timefor avirtually constant

value of Eio. The intensity of the signal nonlinearly

increases with increasing film thickness. Because of
technological difficulties, the measurements of optical
characteristics were started 2 h after the termination of
the electrization process; therefore, it was difficult to
perform an absolute comparison of the time depen-
dences of U, and U, aswas donein [10]. However, we
were ableto reveal thefollowing features: thetransition
to the region of the slow falloff in the time dependence
of Ug occurs later than the analogous transition in the
time dependence of Ue/Ug, and in both cases, it occurs
later, the greater the thickness of the samples. The com-
bination of the above factors suggests that in the sam-
ples of polymer IV that were studied here, adrift of the
injected charge to a certain depth inside the sample
occurs; this decreases the thickness of the region in
which efficient orientation of the chromophore groups
can occur in a uniform field. As the sample thickness
increases, the effect of this region on the extent of ori-
entation of the chromophores becomes weaker and the
intensity of the second-harmonic signal increases. The
cause for the falloff of the second-harmonic signal in
timeisvery likely the relaxation of the injected charge
due to the drift of the injected charge carriers through
the volume of the sample, which leads to a decrease in
the field strength operating in the sample and, corre-
spondingly, to a partial misorientation of the chro-
mophore groups. The faloff of the second-harmonic
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signal intensity occurs with a slight delay with respect
to the faloff of U, which is caused by the relaxation
character of the orientation-related polarization.

3. CONCLUSION

Thus, we established that the maximum extent of
orientation of nonlinear optical chromophore units
resulting from poling can be obtained in high-resistiv-
ity polymers with a high stability of the surface poten-
tia in time. The dependence of the stability of the sur-
face potential on the structure and composition of the
copolymers studied was established. For comblike
copolymers, in which the nonlinear optical fragment is
bound with the main chain through an alkyl spacer, the
stability of U, decreaseswith an increasein the concen-
tration of the chromophores and an increase in the free
volume of the polymer upon an increase in the electri-
zation temperature. In the case of a fluorine-containing
spacer, even the 100% “loading” with chromophore
groups does not lead to degradation of the stability of
the electron potential, which is in agreement with the
fact of an improvement of dielectric properties of the
polymers observed upon substitution of afluorine-con-
taining spacer for a hydrogen-containing one. The
choice of the optimal regime of electrization from the
viewpoint of obtaining a maximum magnitude and
maximum stability of the second-harmonic signal
includes not only the condition that T, be close to Tg,
but also the choice of an optimum thickness of the sam-
ple and an optimum el ectrization potentia ensuring the
achievement of uniformity of the electric field in amax-
imally possible volume of the sample.
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Abstract—The el ectron-spin resonance (ESR) spectra of cluster polyoxometal ate systems—afinely dispersed
powder of the (NH,4)g[M0,0,,]—citrie acid complex, molybdic acid, and molybdenum(V1) oxide—are investi-
gated. The initial samples are colored under exposure to ultraviolet (UV) irradiation (photochromic effect) and
thermal annealing. The ESR signal (g, = 1.94, g, = 1.92) whichis observed for the (NH4)g[M0;0,,4]—citric acid
photocolored samples corresponds to an electron of the molybdenum atom. Thisisin agreement with the data
derived from the electronic spectrum. In addition, the (NH,)g[M0,0,4]—citric acid colored system exhibits an
ESR signal (g = 2.02) which correspondsto a hole at the organic ligand. This confirms the previously advanced
model of intramolecular electron transfer under UV irradiation. The thermally colored molybdic acid hasasim-
ilar ESR spectrum (g = 1.88, 1.92, 1.93, and 1.98). For the other samples, the ESR signal is not observed. It is
demonstrated that an unpaired electron of molybdenum atoms is substantially delocalized over all metal atoms

in the cluster. © 2001 MAIK “ Nauka/Interperiodica” .

1. INTRODUCTION

It is known that the photochromic effect is observed
for solutions and films which contain polyoxomolyb-
date clusters [1-6]. This effect consists in changing the
color under ultraviolet (UV) radiation. In order to
explain this effect, amodel of coloring polyoxomolyb-
date cluster systems under UV radiation was advanced
in [1-6]. According to the model, the polyoxomolyb-
date clusters form the complexes through interaction
with water, protons, and organic ligands. In this com-
plex, the reaction of intramolecular electron transfer
can occur under UV excitation. This reaction resultsin
achangein the oxidation level of the metal in the clus-
ter dueto an irreversible change in the organic compo-
nent. The occurrence of the electron on d orbitals of the
metal atom leads to the appearance of absorption
bands, which are attributed to the d—d transitions, in the
visible and infrared (IR) ranges.

Investigation of the photochromic effect for a sys-
tem consisting of awater solution of citric acid CgHgO;
and ammonium heptamolybdate (NH,)s[M0,0,,] was
carried out in our earlier studies[7, 8]. We revealed the
reversibility of the photochromic effect, an absence of
the products of oxidation of organic acid, and a
decrease in pH. These experimental findings disagree
with the theoretical scheme proposed earlier [1-6]. For
this reason, we suggested [7, 8] a modified model of
coloring cluster systems of molybdenum oxides. A sub-

stantial feature of our model is the appearance of
unpaired electrons in the course of photocoloring.

Inthiswork, we carried out the ESR investigation of
the unpaired electrons generated in polyoxomolybdate
clusters under the photochromic effect.

2. EXPERIMENTAL TECHNIQUES

2.1. Sample preparation. The major objects of
investigation were finely dispersed powders obtained
from solutions of photochromic cluster compounds.
This choice of powder sample is explained by the fact
that water solutions drastically decrease the potentiali-
ties of the experiment. It is our opinion that the pro-
cesses of interaction of photochromic polyoxomolyb-
dates with UV radiation are similar in solution and
finely dispersed powder.

In order to obtain finely dispersed powders, we pro-
posed the following procedure. We prepared two types
of water solutions which contained ammonium hepta-
molybdate (NH,);[M0,0,,] and citric acid CgHgO,.
Citric acid (high-purity grade) and ammonium hepta-
molybdate (Aldrich Chem. Company, USA) were used
for preparation of the solutions. Concentrations for the
type 1 solution were 0.027 M (NH,)s[M0,0,,] +
0.071 M CgHgO,, and concentrations for the type 2
solution were 0.018 M (NH,)g[Mo,0,,] + 0.071 M
CeH3O,. Both solutions were colored under UV irradi-
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ation for 85 min. These two sol utions had different pho-
tochromic properties, i.e., different responses to UV
irradiation. The absorption bands of the first solution
are observed near 750 nm, while the absorption edgeis
broadened for the second solution [7, 8]. Theirradiated
solutions of both types were then dried in an exsiccator
in the presence of concentrated sulfuric acid. The pow-
ders from unirradiated solutions were also prepared in
asimilar way. We believe that the ligand environment
of the cluster, which plays a dominant role in the pho-
tochromic process, was retained in powders obtained
through this drying procedure. This approach makes it
possible to investigate the properties of the cluster sys-
temsfor both the ground and excited states.

In addition, we prepared a series of samples of
related compounds which included powders of molyb-
denum oxide (MoOs;) and molybdic acid (H,M00,). It
isimpossibleto color these materials under exposure to
UV radiation. However, they can be colored through
thermal annealing under vacuum (10 Torr) or in a
hydrogen atmosphere at 773 K. Once annealed, these
materials al'so become blue-colored, which isrelated to
the appearance of an absorption band at approximately
750 nm [9, 10]. The powders obtained were also inves-
tigated using the ESR method.

2.2. ESR spectrum. The measurements were car-
ried out on an ER220D (Bruker) ESR spectrometer at
room temperature and liquid-nitrogen temperature in
the 3-cm range. The microwave power was varied from
75to 30 mW in the course of measurements. In order to
increase the signal, a 100-kHz modulation with an
amplitude of 32 G wasused. Since coolingto 77 K gave
no new results, we analyzed only the spectra measured
at room temperature (no annealed samples were inves-
tigated at low temperatures).

789
3. RESULTS AND DISCUSSION

3.1. Experimental results. We compared the ESR
spectraof the colored and colorless photochromic poly-
oxomolybdate compounds. The results of measure-
ments of the ESR signals for various polyoxomolyb-
date cluster systems are given in thetableand in Fig. 1.

The ESR spectrum obtained for colored powders of
the ammonium heptamolybdate—citric acid system,
which has an absorption band near 750 nm, contains
two signals with close g factors (g = 1.92 and 1.94) and
a signal with g = 2.02. No hyperfine structure was
observed for any of the three signals. Thefirst two sig-
nals correspond to an unpaired electron of molybde-
num atoms whose g tensor has a weak anisotropy. The
g-factor of 2.02 corresponds to an unpaired electron
(hole) at the atoms of the organic radical. Thisinterpre-
tation of ESR resultsisin accordance with conclusions
made earlier [5, 11, 12].

The ESR signal was also observed for the samples
of molybdic acid annealed under vacuum and in hydro-
gen. For annealing under vacuum, four signals are
observed. Three signals are attributed to the el ectron of
molybdenum atoms (g = 1.88, 1.92, and 1.93), and one
signal is caused by the electron of an oxygen atom (g =
1.98) (O"). Upon annealing in hydrogen, no signal with
g = 1.98 is observed, which corresponds to electron
detachment from the hydrogen atom.

It is seen from the table that other samples of mate-
rials which contained clusters of molybdenum oxide
gave no ESR signals.

3.2. Analysis of gtensors. The analysis of g tensors
was carried out according to the Bleaney—O’Brien
model [13, 14] for the d>(d*) configuration of the metal

Values of g factors for cluster systems based on molybdenum oxide

Sample Effect Variation g factors
(NHy)g[M0,0,4]—CHg04(2) uv 1* 1.92,1.94,2.02
(NH,)6[M0;044]-CeHgO,(1) Not Not Not
(NHy)g[M0;0,4]-CHg04(2) uv 2* Not
(NH)g[M0,0,4]-CHg04(2) Not Not Not
H,M00, Annealing in vacuum 1* 1.88,1.92,1.93,1.98
H,M00, Annedlingin H, 1* 1.88,1.93,1.95
H,M00, Not Not Not
MoOg Annealing in vacuum 1* Not
MoOg Annealing in H, 1* Not
MoO, Not Not Not

Note: (1*) Absorption band at 750 nm.
(2*) Absorption edge shift.
PHYSICS OF THE SOLID STATE Vol. 43 No.4 2001
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Q

Fig. 1. ESR spectra: (1) photocol ored ammonium heptamo-
lybdate—citric acid system, (2) molybdic acid anneaed
under vacuum, and (3) molybdic acid annealed in air.

Oy, Cay Caoy
by d d.2
e, - ‘
— al
a
—d_
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— A e 1 d
- b *
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Fig. 2. Scheme of d orbital splitting in theligand field. d, A,
and V are the energy splitting parameters for d orbitals; Oy,
is the octahedral splitting, Cy,, is the tetrahedral splitting,
and C,,, is the orthorhombic splitting.

atom in an octahedral environment:
W' = a(—i d,,a) + b(-d,,a) + c(id,,B) E
LIJ_ = a(_l dyZB) + b(dXZB) + C(_Idxya) E bwsi

a’+b’+c’ =1 O
(E,,—E)a+(l/2)b+({/2)c = 0[]

(¢/l2)a+ (E,,—E)b+(¢/2)c = Ogsecular equation,
(2/2)a+ (Z/2)b+ (Ey—E)c = 0

Eq = —AI3-V/2, E,=—-AI3+V/2, E,, = 2A/3;

O = 2(-a°+b°+c%) +4kbe
O

0,y = 2(+a°—b’*+c”) +4kac g-tensor,
O

g,, = 2(+a’ + b’ —c’) + 4kab O

where { isthe spin—orbit coupling constant, k isthe fac-
tor of orbital contraction, and V and A are the energy
splitting parameters for d orbitals in the ligand field
(Fig. 2).

For the g-tensor of the ammonium heptamolybdate—
citric acid complex (g = 1.92, 1.94), avirtually degen-
erated solution exists within the error of determination:
a=0.57,b=057 ¢=0.58, k=0.95, V/( =0.00, and
A/ =0.037. For molybdic acid, the solution hasasim-
ilar form: a=0.57, b=0.58, c = 0.59, k = 0.95, V/( =
0.01, and A/C = 0.037. This solution corresponds to the
electron being completely distributed over seven metal
atoms and adequately explains the absence of hyperfine
structure lines. The presence of three g factors for
molybdic acid suggests an orthorhombic distortion of
the molybdenum atom environment. However, small
splitting in the crystal field (V and A) alowed us to
assume that its magnitude is small. The absence of the
third signal for the ammonium heptamolybdate—citric
acid complex isindicative of a higher symmetry of the
oxygen octahedron (tetrahedral distortion only).

3.3. Photocoloring model. The experiments carried
out are in accordance with the model proposed for the
photocoloring of a cluster system consisting of ammo-
nium heptamolybdate and citric acid. Assuming that
the electronic structures of colored and colorless clus-
tersin the powders obtained according to our procedure
are close to those in solutions, we generalized the
results of investigations to a unified model of the pho-
tochromic effect.

The (NH,)s[M0,0,,]-CsHgO; molecular system
obtained from type 1 solutions undergoes a transition
from ground state | to excited state Il (Fig. 3) due to
absorption of UV radiation. Then, the system relaxesto
state |11 (blue coloring), in which one electron occurs at
the Mo d orbitals. This electron is responsible for the
appearance of absorption bands near 750 nm. As a
result, two unpaired electrons far removed from each

PHYSICS OF THE SOLID STATE Vol. 43 No. 4 2001
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uv

I

Fig. 3. A model of electron transfer.

other (triplet state) occur in the system: one electron of
the molybdenum atoms (with an anisotropic g tensor)
and another one at the organic radical (g = 2.02). The
radiative transition to the ground state (from the triplet
to singlet state) isforbidden by the symmetry. The com-
plex can be frozen in this state for an infinite period of
time. However, the reverse transfer of the electron from
molybdenum to the organic ligand occurs at room tem-
perature and the powder (solution) gradualy trans-
formsinto theinitial state, i.e., becomes decolorized.

For the samples abtained from type 2 solutions, the
geometric variations in the complex which are due to
the change in the component concentrations suffice to
prevent the transition to state |11. As aresult, the system
turnsout to be frozen in state I1. It isevident that state ||
isthe singlet state (no ESR signal is observed) and that
the slow transition to the ground state is determined by
kinetic parameters alone.

It is noteworthy that coloring processesin annealed
samples of molybdenum oxides and molybdic acid dif-
fer from those observed in photochromic cluster sys-
tems. The magor reason for this difference is the
absence of “pliability” of the ligand environment in
molybdenum oxide crystals. In other words, the elec-
tron transfer proceeds simultaneously with the transfor-
mation of the crystal lattice and the electron defect is
fixed. These systems do not relax until the “ decolorized”
state is observed. For this reason, the results of investi-
gations of annealed molybdenum oxides and molybdic
acid by the ESR method (for example, [9, 10]) leavethe
mechanism of the photochromic effect unexplained.

The specific features of the ESR spectrum of molyb-
dic acid can be explained as follows. Upon annealing
under vacuum, the electron is detached from the oxy-
gen ion (O*) and transfers to the molybdenum atom
(Mo%). As a result, two paramagnetic centers are
formed: oxygen (O°) and molybdenum (Mao*) ions. The
oxygen octahedron in the Mo environment undergoes a
weak orthorhombic distortion, and, as a consequence,
three ESR signals from the central atom are observed
(9, Gy, and g,). Upon annealing in hydrogen, oxida-
tion of free hydrogen and reduction of molybdenum
occur. As a result, paramagnetic centers are generated
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only at molybdenum atoms and no g factor related to
the oxygen ion is observed.

The processes occurring during thermal annealing
of molybdenum oxide are similar to those described
above for molybdic acid. However, after annealing,
molybdenum oxide formsrather large clustersin which
the interaction of unpaired electrons becomes possible.
It seems likely that all electrons in the cluster (at both
oxygen and molybdenum) become paired at a high
temperature, and the ESR signal is not observed. Here,
one more feature of photochromic cluster systems man-
ifestsitself, namely, the specificity and individuality of
each cluster.

Thus, the experiments performed are in agreement
with the model proposed for photocoloring of the
ammonium heptamolybdate—citric acid system.
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Abstract—The static polarizability of the excited and positively charged (from 1 to 5) sodium, lithium, and
potassium clusters containing the “magic” number of valence electrons (from 8to 198) is calculated by the den-
sity-functional method within the “jellium” model. The dependences of the polarizability on the state, size,
charge, and composition of clusters are analyzed. © 2001 MAIK “ Nauka/Interperiodica” .

1. INTRODUCTION

The static polarizability o, is an important parame-
ter that determines the interaction of clusters with each
other, external fields, charged particles, and surfaces of
solids. In particular, the polarization capture is treated
as the main mechanism which is responsible for giant
cross sections of inelastic scattering of low-energy
electrons by molecular clusters[1-3], fullerenes [4-7],
and metallic clusters [8]. The static polarizability of
metallic clusters in the ground state has been theoreti-
caly studied in sufficient detail (see, for example,
reviews[9, 10]). However, experimental data are avail-
able only for small-sized sodium [11], potassium [11],
and lithium [12] clusters. According to experimental
data, the static polarizability of small-sized metallic
clusters is several tens of percent higher than that
obtained in terms of classical electrostatics for a con-
ducting sphere of the corresponding radius (04 = RS,
where R is the sphere radius). Quantum-mechanical
density-functiona calculations in the framework of the
“jellium” model and different pseudopotential models
[13-19] agree much better with experimental data. The
main reason for an increase in the polarizability of
metallic clusters as compared to its classical value is
the penetration of a valence electron cloud outside the
positive background boundary of atomic cores (the
electron density of a classical conducting sphere has
the form of a square step).

In the case when a cluster transformsinto an excited
or charged state, the charge density distribution and
interparticle interaction forces change, and, hence, its
response to an external electric field also changes. A
number of attendant effects (the Stark effect, a shift in
the surface plasma mode, etc.) are directly associated
with the cluster polarizability. In the present work, the
static polarizability of neutral excited and positively

charged (from 1 to 5) lithium, sodium, and potassium
clusters was calculated within the nonstationary den-
sity-functional theory and the spherical jellium model.
In this model, valence electrons are considered in the
field of fixed atomic cores whose positive charge is uni-
formly distributed over the cluster volume. The radius
of the positive background R= N'3ristaken asthe clus-
ter radius, where N isthe number of atomsin the cluster
(for alkali atoms, N coincides with the number of
valence electrons) and r is the Wigner—Seitz atomic
radius of the corresponding bulk metal. Since the one-
electron potential of a spherical jellium cluster is close
to a spherically symmetrical square potential well of a
finite depth, stationary el ectronic states in these systems
aternate in asimilar way (asroots of aBessel spherical
function with an increase in their magnitude) [20]:

1s*1p®1d"%2s*1 “2p°1g®2d"°1h*?3s*2 f
x 1i*°3p°1j%2¢"°3d"4s.... .

As follows from experiments [21, 22], jellium
spheres with filled electron shells (clusters with
“magic” numbers of atoms) correspond to the most sta-
ble structures of clusters of simple metals. The results
of calculations of the electronic structure and properties
(ionization potentials, electron affinity, polarizability,
photoabsorption spectra, etc.) for clusters of simple
metals in the framework of the jellium model [9, 10,
13-19, 23] are in good agreement with ab initio[italic]
calculations and experimental data. This paper reports
the results of calculations performed for the jellium
clusters of lithium (rq = 3.25a,, where a, is the Bohr
radius), sodium (rg = 3.98a;), and potassium (rs =
4.86a,) with the magic numbers N = 8, 18, 20, 34,
40, ..., 198.

1063-7834/01/4304-0792%$21.00 © 2001 MAIK “Nauka/Interperiodica’
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2. FORMALISM

The effect of an externa electric field Vo (r) =

r'P,(cosd) [where P,(cosd) is the Legendre polyno-
mial] on an electronic system leads to a change in the
electron density dp(r) = op(r)P,(cosd). The static
polarizability of a spherically symmetrical system is
related to dp(r) by the expression

00

— _ﬂ 2+1
T 1J’6p(r)r dr. (@)
0

In the framework of the linear-response and nonsta-
tionary density-functional theories, the induced elec-
tron density dp(r) is the self-consistent solution of the
set of equations [24, 25]

op(r) = J’Xo(r, r)ov(rdr’, )

0V,.(r)
ap(r)

BV(r) = Veulr) + [ ar + 2 50(0), (3

V()

op(r)
lation potential with respect to the electron density of
the system in the absence of an externa field and
Xo(r, r') isthe polarization operator in the independent
particle approximation, that is,

occ

Xo(r, 1) = S Wi (NWi(r)G(r, 1", §)

where isthe derivative of the exchange—corre-

(4)

occ

+ 3 W(OWE ()G (1T E),

Here, E; and y; are the eigenvalues and the eigenfunc-
tions of the Kohn—Sham equation

=5 VO W) = Ew), (5)

which determines the stationary state of the system (in
this work, we use the atomic system of unitse=# =
m = 1). For the spherica jellium cluster, the potential
V(r) hastheform

_ ) =pi(r") ..
V(r) _I |r_ru| dr +ch(r)v (6)
where

occ

p(r) = Iwi(n)l’

is the electron density of the cluster (the summation is
performed over all filled states),

+ 3
p(r) = 4—3@(R—r)

S
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is the density of the positive jellium background (it
coincides in magnitude with the mean density of
valence electrons in the corresponding bulk metal),
O(R-r) isthe Heaviside step function, and V,.(r) isthe
local exchange—correlation potential (in this work, we
used the parameterization proposed by Vosko et al.
[26]).

Relationship (4) for the polarization operator also
involves the Green's function G(r, r', E), which, for
spherically symmetrical systems, is expanded in terms
of spherical harmonics:

G(r,r\ E) = 3 Yin(NG(r, I E)Yin(r), (1)
Im

where the radial part can be obtained as a combination
of the regular R, and the singular N, (at zero) solutions
of theradia part of the Kohn—Sham equation (5):

g{l(ro E)N.(r>, E)
r>W,(E) '

Here, r.andr, arethe smaller and larger values of r and
r', respectively, and W, (E) istheWronskian constructed
using the R, and N, functions.

The scheme of calculationsis as follows. The self-
consistent solution of the Kohn-Sham equation (5)
with potential (6) gives the energy spectrum and the
wave functions for a specified electronic configuration
of the cluster. (The occupation numbers of electron
shells are the input parameters, and, hence, this method
can be used for both the ground state and excited or
charged clusters.) For filled energy states, the radia
part of Eq. (5) isintegrated from zero and infinity, and
the regular and singular solutions obtained are applied
to construct the Green's function. The Green’s and
wave functionsfor filled states are used for deriving the
polarization operator X, which is substituted into
Eq. (2). Then, the set of Egs. (2) and (3) is self-consis-
tently solved by the iteration method (in this case, the
convergence is achieved by applying the Aitken &
scheme [27]). The resulting distribution of the induced
electron density determines the static polarizability of
the cluster.

G(r,r,E) =

3. RESULTS

3.1. Excited clusters. Table 1 presents the dipole
(I = 1) static polarizabilities of excited lithium, sodium,
and potassium clusters and the polarizabilities for the
ground (nonexcited) state, which were calculated
according to the procedure described in the preceding
section. The polarizability isnormalized to the classical
value a4 = R®. We considered the excited states formed
as aresult of the dipole transition of an electron from
the last filled shell of the cluster to higher-lying levels.
The available experimental data on the static polariz-
ability of clustersin the ground state [11, 12] are also
listed in the table. As was repeatedly discussed earlier
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Tablel. Static polarizahilitiesof alkali metal clustersin the ground and excited states (the experimental polarizabilitiestaken
from [12] for lithium and from [11] for sodium and potassium are given in parentheses)

N Electronic configurations ao/Re
of jellium clusters Li Na K
8 1s*1p® (ground) 1.56 (2.05) 1.44 (1.77) 1.34 (1.75)
11p°2st 2.75 2.20 1.83
1%1p°3st 21.60 17.73 14.86
16%1p°4st 76.66 63.28 47.37
1821p°1dt 1.77 1.55 1.40
121p°2dt 43.88 27.64 17.71
18 1s?1p%1d'° (ground) 1.43 (1.89) 1.33(1.67) 1.26
1871pf1d%2pt 1.91 1.58 1.39
1821p%1d°3pt 18.90 15.13 11.76
11p51d%pt 52.03 36.34 18.69
171pf1d%1f1 1.48 1.36 1.27
121pf1d%2f1 178.98 54.58 17.99
20 121p81d'92¢? (ground) 1.47 (1.75) 1.37 (1.68) 1.28 (1.63)
11p51d%02st2pt 1.76 152 1.36
171pf1d'92s'3p? 18.53 14.40 10.75
1821p81d'92s4pt 47.94 29.85 13.86
34 11p%1d*028%1f1# (ground) 1.34 1.26 (1.63) 121
11p51d028%1132dt 1.54 1.36 1.26
1871p81d'926%1£133d* 24.02 17.13 10.47
1621pf1d'926%1f 131t 1.35 1.27 1.21
40 11p%1d028%1f142p8 (ground) 1.42 1.32 (1.62) 1.25
...2p°3st 1.67 1.45 131
...2p°4st 13.71 10.81 7.61
...2p°5st 30.9 16.56
...2p°%2dt 1.50 1.36 1.27
...2p°3dt 18.47 11.17 5.49
58 15?1p%101°2s%1f142p81g™8 (ground) 1.28 1.22 1.18
... 1g*72ft 1.36 1.26 1.20
...1g'73ft 45.90 21.92 5.80
...1g*1ht 1.28 1.22 1.18
68 15?1p%1d1°25%1f142p61982d° (ground) 1.36 1.27 1.21
...2d%3pt 1.46 1.32 1.23
...2d%pt 12.37 8.06 3.82
...2d%2f1 1.38 1.28 1.22
...2d%f1 23.00 7.02 2.29
92 121pf1d'°. .. 1g*82d'°1h?23<? (ground) 1.25 1.20 1.16
...3s'3pt 1.27 1.20 1.16
...3st4pt 4.83 215 1.37
106 171pf1d1°...2d1°1h??35%2f 1 (ground) 1.30 1.23 1.18
... 2f133d! 1.36 1.26 1.19
... 218291 1.31 1.24 1.18
132 121p81d1°. .. 1h?23522f 14126 (ground) 1.21 1.17 1.14
...1i%2nt 1.23 1.18 1.14
.15t 1.22 1.17 1.14
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N Electronic configurations ao/R®
of jellium clusters Li Na K
138 | 1s?1p®1d™...35%2f 141i263p8 (ground) 1.23 1.18 1.14
...3p%4s! 1.26 1.19 1.15
...3p%3d! 1.24 1.19 1.14
168 | 1s?1p®1d™O...2f141i263p61j% (ground) 1.19 1.15 1.12
... 1j2%92i1 1.20 1.16 1.12
.12kt 1.19 1.15 1.12
186 11p%1d™. .. 1i%63pf1j3°2g'8 (ground) 1.19 1.15 112
...2gt73f1 1.20 1.16 112
...2g72ht 1.20 1.15 1.12
...2g%73nt 1.59 1.21 1.14
196 121p81d1°. .. 3p%1j302g83d° (ground) 1.22 1.17 1.13
...3d%p? 1.23 1.18 1.13
...3d%f1 122 117 113
198 121p81d19. .. 1j 302918301%s? (ground) 1.23 1.17 1.13
...4st4pt 1.24 1.18 1.14

[9, 10], the jellium model in combination with the local
density-functional method more adequately describes
the polarizability of clusters of simple metals as com-
pared to the classical theory. However, the theoretical
values still remain lessthan the experimental polarizabil-
ities (in part because of the local approximation for the
exchange-correlation potential and owing to ignoring
thereal geometry of the cluster). Notethat the best agree-
ment is achieved for sodium. It is evident that a similar
ratio between the calculated and experimental data can
also be expected for excited and charged clusters.

Ascould be expected, the transition of an electron to
a higher-lying level leads to an increase in the cluster
polarizability. For low-lying excited electronic states,
the increase in the static polarizability is relatively
small, whereas the polarizability of small-sized clusters
in highly excited statesincreases by afactor of tens and
even hundreds. Anincreasein the polarizability is asso-
ciated with adecrease in the force of binding the outer
shell electron with the cluster upon excitation. The
electron cloud of a weakly bound electron is readily
deformed in response to an external field, which results
in large induced dipole moments. As an illustration,
Fig. 1 showsthe radial distribution of the electron den-
sity p(r) in the Nasg cluster in the ground
(1s°1pf1d1°2s?1142pf1g®) and one of the excited
(1s?1p®1d102s21142p%1g73f1) states in the absence of
an externa field and also the electron density op(r)
induced by the action of the external potential V. (r) =
rP,(cosd) on the cluster in the same states. As can be
seen from this figure, the electron density induced by
the external field in the highly excited cluster extends
for distances several times larger than the cluster
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radius, which, according to formula (1), resultsin large
values of a, (in the case depicted in Fig. 1, the static
polarizability increases from 1.22 to 21.92).

Table 2 presents the data on the net electron charge
outside the boundary of the positive jellium back-

ground Zy,4 = 4nJ“; p(r)r?dr and the contributions of

op
0.2

0.1

0

-0.1

-0.2

-0.3

p 1,2
0.004 /\

-2

Nass

—~J

0.002

) T

0 10 20 30 40
I, ag

Fig. 1. Electron densities p(r) in the absence of an external
field and the el ectron densities dp(r) induced by the external
electrostatic field in the Nagg jellium cluster in (1) the

ground (1s?1pf1d1%2s21142p%1g'8) and (2) excited
(1s21p%1d192521£142p81g1731) states. (3) Radial distribu-
tion of the positive jellium background. Curves 1 and 2 for
p(r) coincide on the given scale.
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Table 2. Electron charges outside the positive background boundary of jellium clusters (Zy,« iS the net charge and Z isthe

contribution of the outer shell electron)

N | Electronic configurations Li Na K
of jellium clusters Zaus Z4 Zaus Z4 Zaus Z4
18 | 1s21p51d%° 2.843 0.210 2575 0.187 1.999 0.144
121pf1d%2p* 3.135 0.563 2.842 0.476 2231 0.370
11p®1d°3pt 3.212 0.918 2.967 0.892 2.456 0.855
121p51d%p? 3.228 0.957 2.989 0.944 2.487 0.928
121pP1d01f* 2921 0.355 2,637 0.302 2,045 0.229
121pP1d%2f 3.237 0.960 2.999 0.925 2.487 0.862
58 | 1s21pf1dl°...1g'8 6.513 0.165 4.703 0.118 4170 0.103
.. 1gt72ft 6.736 0.418 4.886 0.303 4317 0.232
..1g73ft 6.869 0.933 5.148 0.871 4616 0.750
...1g%71ht 6.542 0.237 4723 0.168 4185 0.141
196 | 1s?1pb1d10...30%0 13.844 0.162 11.560 0.124 11.425 0.105
...3d%pt 13.932 0.294 11.630 0.218 11.479 0.171
...3d%3f? 13.892 0.245 11.598 0.183 11.453 0.148

the excited electron to this charge for some clusters (the
contribution from one electron of the outer filled shell
is given for nonexcited clusters) Zy =

4n R|tho(r)|2r2dr, where U, (r) is the wave function

of the excited electron or the wave function of the outer
filled shell electron in the case of the ground state. The
cluster excitation leadsto an increasein Z,4 and Zy. In
this case, there exist highly excited states for which Z
exceeds 0.9 (at Zy = 1, the électron becomes free).
These weakly bound states provide a high polarizabil-
ity of clusters. It should be noted that an increase in the
net electron charge outside the jellium background

boundary upon cluster excitation AZyu¢ = Zaus — Zous

(hereafter, the superscripts e and g refer to the excited
and ground states, respectively) isless than an increase

in the contribution of the excited electron AZy = Zg —

Z3 . Therefore, the higher the electronic excitation, the
stronger the other electrons are “drawn in” the cluster,
which suggests a weakening of the screening of elec-
trons and an increase in their binding in the cluster.

The magnitude of the static polarizability of alkali
metal clusters containing the same number of atoms
increases with an increase in the atomic number of the
substance (note that free atoms Li and Na have close

values of polarizabilities o, = 162a>, whereas the

polarizability for K atoms is o, = 286.8a3 [28]). The

normalization of a, to R® leads to the opposite ten-
dency. This is quite evident, because the larger the
atomic number, the lower the density of valence elec-
tronsin an akali metal, the lessthe el ectron charge out-
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side the boundary of the positive cluster background,
and the closer the electron density distribution at the
boundary to the square distribution (i.e., to the classical
model). This inference is true for both ground and

excited states. The ratio ag/ag for similar excited

states of clusters with identical numbers N decreases
when passing from lithium to potassium (a similar ten-
dency is also observed for free atoms [29]). The calcu-
lations of the effective orbit radii r, =

am(, |L|Jh0(r)|2r3dr for outer shell electrons in clusters
demonstrate that the relative increase in the electron

orbit radius ry,/ry, upon excitation to the same level

decreases from lithium to potassium, which results in
the above effect (for example, for clusters consisting of
58 atoms, the transition of an electron from the 1g level
to the 3f level is accompanied by an increase in the
effective radius of its orbit by a factor of 2.17 for lith-
ium, 1.8 for sodium, and 1.45 for potassium).

Anincreasein the cluster size brings about a weak-
ening of the effect of the increase in the static polariz-
ability upon electronic excitation, because the number
of freediscrete levelsin the potential well of thejellium
cluster decreases (which results in a decrease in the
number of excited states) and the difference between
the energies of the ground and excited states is also
reduced.

3.2. Charged clusters. From experiments [30, 31],

it is known that charged clusters of the Mey, , type
(where Meisametal; N £ nisthe number of atomsin
the cluster; and N is the number of valence electrons,
which corresponds to the completely filled shells of the
jellium sphere), i.e., the clusters that contain the magic
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number of valence electrons, often appear to be most
stable. In the present work, we calculated the static
polarizabilities of the positively charged clusters
Linsn, Nay,,, and K., (n = 1-5) with the magic
values of N. For these clusters, Fig. 2 depicts the size
dependences of a,/Re, where R = (N + n)r2. The static
polarizability decreases with an increase in the size of
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1.0r

0.8

0.6
1.6

1.4

1.2

1.0t

0.8

0.6 .

| |
100 150
N

Fig. 2. Dependences of the static polarizability oq (normal-

izedto R®= (N + n) rg) on the number of valence electrons

N for Liy,,, Nag, . and KRy, , clusters with different

chargesn=(1) 0, (2) 1, (3) 2, (4) 3, (5) 4, and (6) 5. (7) Static
polarizability of the classical conducting sphere.
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the neutral cluster. The size dependence of the polariz-
ability for singly charged clusters exhibits a clear max-
imum near N = 40. This maximum is also observed in
the dependences for clusters with larger values of n.
However, an increase in n brings about a flattening of
the maximum and a,/R2 for quintuply charged clusters
increases over the entire range. Beginning with N = 58,
all the dependences almost monotonically tend to val-
ues that exceed a by 9-19% for lithium, 7-15% for
sodium, and 5-12% for potassium. In order to elucidate
the origin of the maximum near N = 40, the depen-
dences of the static polarizability on the cluster charge
for lithium clusters of different sizes are plotted in
Fig. 3. It can be seen from thisfigure that anincreasein
the charge of clusters leads to a decrease in their static
polarizability. Moreover, the larger the cluster size, the
more flattened the dependence. Thisresultsin theinter-
section of the dependences in the range between n =0
and n = 4. As a conseguence, the dependence of o,/R®
on N at fixed nintherange 0 < n < 4 (Fig. 2) becomes
nonmonotonic. Furthermore, it is worth noting that, as
the cluster chargeincreases, the static polarizabilities of
clusters which consist of different metals and have the
same size approach each other. For example, the values
of ay/Re for the Lig, Nag, and Kg neutral clusters are
equal to 1.56, 1.44, and 1.34, respectively, whereas the

calculated polarizabilities of the Liy, Nabs , and K3s
clusters are 0.65, 0.64, and 0.63, respectively. Thus, it
can be concluded that the polarizability (reduced to R®)
of multiply charged clusters of akali metals only
slightly depends on their particular composition.

Fig. 3. Dependences of the static polarizability oq (normal-

ized to R® = (N + n)rs) on the cluster charge n for Lir,lf'+ n

clusters with different sizesN = (1) 8, (2) 20, (3) 40, (4) 58,
(5) 92, (6) 132, and (7) 168.
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Figure 2 dso illustrates how the interparticle inter-
action in clusters changes with an increase in their size.
As is known [28], the static polarizability of positive
akali metal ionsin the 'Sstate is one or three orders of
magnitude smaller than the polarizability of neutral
atoms. Therefore, in the absence of interatomic interac-

tion, the polarizability of the Mey, , clusters should be

virtually independent of n and the dependences shown
in Fig. 2 should lie close to each other. Asis seen from
thisfigure, asimilar tendency isrealized only for large-
sized clusters, and the polarizability at small N notice-
ably decreases with an increase in n. This is indirect
evidencethat interparticle interaction forcesin metallic
clusters increase with a decrease in their size.

4. CONCLUSION

Thus, in the present work, it was demonstrated that
the electronic excitation of metallic clustersleadsto an
increasein their static polarizability, which is most pro-
nounced for small-sized clusters. As the cluster size
increases, the static polarizability nonmonotonically
increases for charged clusters and decreases for neutral
clusters. Anincrease in the cluster size is accompanied
by aweakening of the dependence of the cluster polar-
izability on the cluster charge. The polarizability
(reduced to R®) of multiply charged clusters of alkali
metals only slightly depends on their specific composi-
tion.
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The paper of A.G. Groshev and S.G. Novokshonov
[1] was dedicated to the theoretical investigation of the
localization corrections to the longitudinal p and Hall
py resistivities of atwo-dimensional disordered system
in awide range of magnetic fields up to the quantizing
fields. In particular, they demonstrated that in the entire
range of classically strong magnetic fields in which the
mean free path | = V(T < R, (R, isthe cyclotron radius),
the cooperon retains the form of the diffusion propaga-
tor and the transition to the ballistic regime in a strong

magnetic field when | > I (I = J/c/eB isthe magnetic
length) manifestsitself in the spatial dispersion (nonlo-
cality) of the diffusion process in the Cooper channel.

Employing the definition of the el ectrical conductiv-
ity tensor in the circularly polarized coordinates, the
authors of [1] obtained, in a unified form, the expres-
sions for the quantum corrections to the longitudinal
and Hall resistivities measured in units of 2re/e*:

Eép% _ D?e% 1

EﬁpHD E!m](ﬂkpls)z

] &

¢ -8,
where
P, = ZHI pJn n(~/2p)P(p)dp,
0
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where L; (X) is the associated Laguerre polynomial

(Lo = Lo (X)),

P(p) = =[G*(p)I *

is the probability density of finding an electron at the
distance p from the point of itslast collision, and

20

K(p) = pImG (0) +i & 1 ReG (0), (5)

where G*(p) is the trandation invariant part of the
retarded one-electron Green function in the coordinate
representation.

The first term in dp(dpy) in formula (1) is due to
coherent backscattering (8 = 1), and the second and
third terms are associated with coherent scattering
through an arbitrary angle (0 < 6 < m) [2, 3]. These
expressions are valid in awide range of magnetic fields,
including quantizing ones. However, their analysis in
[1] contains an error which had a profound effect on the
final results. Namely, one term is omitted in the quasi-

classical (n — ) asymptotics of the coefficients B'"

in formula (2), which determined the contributions of
the coherent scattering through an arbitrary angle. Asa
consequence, the localization corrections that were
obtained in [1] to the Hall resistivity are dpy O In(lg/l)
forB — 0.

1063-7834/01/4304-0799%$21.00 © 2001 MAIK “Nauka/Interperiodica’
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Itiswell known [2—4] that the processes of coherent
scattering through arbitrary angles in classica mag-
netic fields lead to small corrections to the negative
magnetoresistance. However, their consideration in the
Hall resistance is of fundamental importance [5, 6],
since they guarantee the fulfillment of the Ward identity
(the particle conservation law) to thefirst order in 1/kgl.

The correct quasi-classical asymptotics of the inte-
grand in the coefficient B.” has the form

WG (p)K(p)=[1+15% iz TP(p).  (6)

where the last term was omitted in [1]. At first sight,
these terms cancel out in &py informula (1) in the limit
B — 0 (n > 1). However, dready to thefirst order in
1/n, they make anonzero contribution to dpy, which, in
the limit B — 0, eliminates the logarithmic singular
first term in formula (1). The other terms give the
expression for the quantum corrections to the Hall
resistivity, which, according to [5, 6], tends to zero
when B — 0. It should be emphasized that the conclu-
sion concerning the absence of the localization correc-
tions in the Hall resistivity [5, 6] corresponds to the
case B — 0. Therefore, the question about their
behavior in afinite magnetic field remains open. If their
absence is due to the particle conservation law, the

PHYSICS OF THE SOLID STATE \Vol. 43

GORNYI et al.

equality dpy = 0 (at least in the first order with respect
to 1/kgl) should hold in the whole range | < R., where
the Landau quantization can be disregarded. The
authors of thiscomment are currently preparing a paper
in which the behavior of the localization corrections to
the Hall resistivity in both classical and quantizing
magnetic fieldsis analyzed in detail.
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