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#### Abstract

The thermodynamic functions of a weakly nonideal plasma are extensively calculated for conditions typical of the depths of stars by using the SAHA-S equation of state. These calculations ensure precise analysis of the effect of the heavy-element content on adiabatic compressibility in the depths of the Sun. Comparison of model calculations with recent helioseismic data ensures more precise determination of solar-plasma composition. This comparison shows that the inclusion of additional components to the composition of heavy-element admixtures is a necessary condition for the theoretical equation of state and the results of analysis of solar oscillations to be consistent. © 2004 MAIK "Nauka/Interperiodica".


PACS numbers: 95.30.Qd; 96.60.Fs

Extensive recent observation data on the eigenfrequencies of solar oscillations (see, e.g., [1]) provide information about physical conditions in the depths of the Sun and enable one to refine the model of the internal structure. In order to develop a model of the Sun, it is necessary to know the equation of state of the solar plasma with high accuracy. In turn, the comparison of theoretical models with helioseismic data opens a unique possibility of verifying and refining the equation of state of a weakly nonideal plasma with a high accuracy (higher than $10^{-4}$ ). The comparison of theoretical data on the speed of sound and data reconstructed from helioseismic observations depends on the distribution of temperature, density, and chemical composition over the radius inside the Sun. Therefore, this problem is a multiparameter problem and requires the fixation of at least some of these data. In this work, we use data on the distribution of temperature and density from the model of the current Sun accepted in helioseismology [2], whereas the problem of the effect of the equation of state on the evolution and structure of the model is ignored.

Certain curves characterizing the used model data are shown in Fig. 1. Monotonically increasing solid line 1 is the density-temperature thermodynamic curve for the internal structure of the Sun. Equations of state are compared in this line. Part 3 marked by a heavy solid line corresponds to the zone of convective heat transfer, and most part of this zone is very close to the isentrope $S(T, \rho)=$ const. Line 2 is the distribution of adiabatic
compressibility $\tilde{\gamma}_{1}=(\partial \ln P / \partial \ln \rho)_{S}$. Regions of a considerable deviation of this quantity from an ideal-gas value of $5 / 3$ correspond to the ionization of hydrogen and helium. The upper abscissa axis shows the relative radius for the corresponding temperature.


Fig. 1. Distribution of (1) density and (2) adiabatic compressibility inside the Sun according to the $S$ model. Convective transfer zone (3) is indicated.

The equation of state and thermodynamic functions are calculated by using the "chemical" model [3]. The plasma consists of hydrogen, helium (these basic components amount to $98 \mathrm{wt} \%$ ), and heavy admixtures of carbon, nitrogen, oxygen, and neon. The inclusion of silicon and iron is additionally studied upon the conservation of the $2 \%$ general mass fraction of admixtures. The plasma consists of more than 90 components: atoms, diatomic molecules, electrons, and ions from single-charged ions to ions with the maximum possible charge for each element.

According to [3], the free energy $F$ of the system was represented as a sum, where the first term $F_{\text {id }}^{0}$ describes a mixture of noninteracting "ideal" parti-cles-partially degenerate slightly relativistic electrons; classical ions; atoms and molecules; and photons (the radiation-pressure effect is quite noticeable particularly for $\left.\tilde{\gamma}_{1}\right)$. The second term $\Delta F_{\text {int }}$ describes interaction between these particles. Although the first term describes the translational degrees of freedom of particles and is decomposed into the terms for kinds of particles, chemical reactions between particles, as well as the ionization and recombination reactions, can proceed. Therefore, the resulting thermodynamic parameters differ from the ideal-gas values even in simple cases (see Fig. 1). Moreover, compound particles can have internal degrees of freedom, which are described in the below expression by the partition functions $Q_{j}$ for particles of the $j$ th kind:

$$
\begin{gather*}
F\left(\left\{N_{i}\right\}, V, T\right)=F_{\mathrm{id}}^{0}+\Delta F_{\mathrm{int}} \\
=\sum_{j} N_{j} k_{\mathrm{B}} T\left(\ln \left(\frac{n_{i} \chi_{j}^{3}}{Q_{j}}\right)-1\right)+\Delta F_{\mathrm{int}}\left(\left\{N_{i}\right\}, V, T\right) \tag{1}
\end{gather*}
$$

Here, $N_{j}$ and $n_{j}$ are the number of particles of the $j$ th kind and their density, respectively; $V$ is volume; $T$ is the temperature of the system; $k_{\mathrm{B}}$ is the Boltzmann constant; and $\chi_{j}$ is the de Broglie thermal wavelength.

Corrections in the second term $\Delta F_{\text {int }}$ are usually associated with the nonideality of the system, although they are not the main cause of deviation from the equation of state for an ideal gas under solar conditions. The main part of the correction is attributed to the Coulomb interaction in the plasma and corresponds to the Debye approximation in the grand canonical ensemble [4] with allowance for the electron degeneracy. In addition, we include corrections for the electron diffraction upon scattering. The Coulomb and diffraction corrections have a smallness of $\sim \Gamma_{\mathrm{D}}$ and $\sim \Gamma_{\mathrm{D}} \lambda_{e} \kappa_{\mathrm{D}}$, respectively, where $\kappa_{\mathrm{D}}$ is the inverse Debye radius, $\Gamma_{\mathrm{D}}=e^{2} \beta \kappa_{\mathrm{D}}$ is the Debye nonideality parameter, and $\beta \equiv\left(k_{\mathrm{B}} T\right)^{-1}$. The SAHA-S equation of state additionally includes the exchange correction $\sim \lambda^{2} e^{2} \beta$. We point out the relativistic correction $\sim k_{\mathrm{B}} T / m_{e} c^{2}$ that is small for cold solar-type stars, but noticeably affects adiabatic compressibility.

The OPAL equation of state [4] is currently accepted as the reference equation of state in helioseismology. It was partially obtained from the first principles in the framework of the expansion of the Helmholtz thermodynamic potential $\Omega$ in series in activities. The OPAL equation of state includes nonrelativistic degenerate electrons, classical ions, all stages of ionization and excitation, molecular hydrogen, Coulomb approximation with allowance for the electron degeneracy, electron diffraction, electron exchange, and pres-sure-induced ionization (contributions from ladder diagrams are also mentioned). The second virial coefficient including contributions from ring and ladder diagrams is thought to be well known since Vedenov and Larkin [5, 6] and was refined by Ebeling et al. [7, 8] and Kopyshev [9]. Since the basic contribution from scattering states is proportional to $\left.\sim \Gamma_{D}^{2} \ln \Gamma_{D}\right]$ and $\Gamma_{D} \sim$ 0.05 in most of the internal part of the solar convective zone, these contributions in our equation of state of the solar plasma are ignored. It is considered a well-established fact $[5,7,8]$ that the partition function $Q_{j}$ over discrete levels is regularized by the Planck-Larkin procedure, and contribution to $\Omega$ for, e.g., nonrelativistic hydrogen atoms has the form [3]

$$
\begin{gather*}
\Delta \Omega_{\mathrm{bs}}=-k_{\mathrm{B}} T \zeta_{e} \zeta_{i} \lambda_{e i}^{3} \\
\times \sum_{n=1}^{\infty} n^{2} e^{\beta E_{n}}\left(1-e^{-\beta E_{n}}-\beta E_{n} e^{-\beta E_{n}}\right), \tag{2}
\end{gather*}
$$

where

$$
\begin{equation*}
E_{n}=\frac{R y}{n^{2}}, \quad \chi_{e i}=\sqrt{\frac{2 \pi \hbar}{\mu k_{\mathrm{B}} T}}, \quad \mu=\frac{m_{e} m_{p}}{m_{e}+m_{p}} . \tag{3}
\end{equation*}
$$

Expression (2) is used in the OPAL equation of state. At the same time, the following, more rigorous expression for the contribution from bound states, which differs from the Planck-Larkin expression, was presented in [10] without the deduction that was given in [11]:

$$
\begin{equation*}
\Delta \Omega_{\mathrm{bs}}=-k_{\mathrm{B}} T \zeta_{e} \zeta_{i} \lambda_{e i}^{3} \sum_{n=1}^{\infty} n^{2} F_{n}(\beta) e^{\beta E_{n}} \tag{4}
\end{equation*}
$$

where

$$
\begin{align*}
F_{n}(\beta) & =1-e^{-\beta E_{n}}\left[4-\frac{6}{\sqrt{\pi}}\left(\beta E_{n}\right)^{1 / 2}+\frac{4}{\sqrt{\pi}}\left(\beta E_{n}\right)^{3 / 2}\right] \\
& +\frac{\Gamma\left(\frac{1}{2}, \beta E_{n}\right)}{\sqrt{\pi}}\left[3-4 \beta E_{n}+4\left(\beta E_{n}\right)^{2}\right] . \tag{5}
\end{align*}
$$

Asymptotically for $\beta E_{n} \ll 1$, Eqs. (4) and (5) yield

$$
\begin{equation*}
n^{2} F_{n}(\beta) \longrightarrow 2 n^{2}\left(\beta E_{n}\right)^{2}, \tag{6}
\end{equation*}
$$



Fig. 2. Effective adiabatic index $\gamma_{1}=\left[\left(\frac{d \ln P}{d \ln \rho}\right)_{s}-\frac{5}{3}\right] \times 10^{3}$
inside the Sun for various fractions of hydrogen $X$ and heavy elements $Z$ in comparison with the inversion-procedure results [1].
whereas the asymptotic behavior of Eq. (2) has the form

$$
\begin{equation*}
n^{2} F_{n}^{\mathrm{PL}}(\beta) \longrightarrow \frac{1}{2} n^{2}\left(\beta E_{n}\right)^{2} . \tag{7}
\end{equation*}
$$

In contrast to the OPAL equation of state [4], the SAHA-S equation of state describes the solar-plasma model [12] by using Eqs. (4) and (5). However, it is difficult to directly compare the SAHA-S and OPAL equations of state by using only the initial assumptions. We can only state that these equations are quite consistent with each other with respect to the nonideality contribution, and the difference between them lies within the uncertainty in the description of these terms, which are small for the Sun and more massive stars. The basic difference from the OPAL equation of state is the addition of silicon and iron to the mixture of heavy elements.

Using the SAHA-S code intended for calculating the thermodynamics of the nonideal plasma of astrophysical objects, we calculated the composition and thermodynamic functions of the solar plasma for densities up to $200 \mathrm{~g} / \mathrm{cm}^{3}$ and temperatures up to $2 \times 10^{7} \mathrm{~K}$. Using the calculated thermodynamic functions and procedure of calculating the solar parameters, we developed a model of the internal solar structure and its chemical evolution.

We compared the theoretical predictions of the equations of state and data of analysis of the spectrum of natural oscillations for a relatively narrow region in the depth of the Sun that covers the lower part of the convective zone. In this zone, the basic components of the solar plasma-hydrogen and helium-are already ionized, and the thermodynamic parameters are close to ideal-gas values. In particular, we focus on adiabatic compressibility, which deviates from $5 / 3$ by no more than several thousandths in the region under consider-


Fig. 3. Effective adiabatic index $\gamma_{1}$ for the equations of solar-plasma state (1) OPAL [4], (2) MHD [13], (3) SAHA-S (C-Ne), (4) SAHA-S, $Z=0.01(\mathrm{C}-\mathrm{Ne}, \mathrm{Si}, \mathrm{Fe})$, and (5) SAHA-S, $Z=0.02(\mathrm{C}-\mathrm{Ne}, \mathrm{Si}, \mathrm{Fe})$ in comparison with (6) the inversion-procedure results [1].
ation. Moreover, the results of helioseismic inversion of adiabatic compressibility are most reliable in this region. We emphasize that the above values of the corrections responsible for various nonideality effects enable one to compare variations in pressure or internal energy. The situation is much more difficult for the effect of these factors on adiabatic compressibility. In this case, certain effects can be weakly manifested (e.g., electron degeneracy), whereas other effects can be surprisingly large (e.g., the contribution from radiation and the slight relativism of electrons).

Figures 2 and 3 show the results of calculations in comparison with the results of helioseismic inversion. We emphasize that the adiabatic index for temperatures higher than $2 \times 10^{6} \mathrm{~K}$ is reconstructed with much larger uncertainties, because this temperature is the bound of the convective-transfer zone with well-determined adiabatic stratification. For this reason, we focused on the interior of the convective zone.

These figures also show the results of calculations by the SAHA-S code. Figure 2 illustrates the effect of the content of helium and heavy admixture on the behavior of adiabatic compressibility. Pairs of lines connected by arrows show that an increase in the content of both helium and heavy elements reduces adiabatic compressibility. However, the "standard" chemical composition of the solar plasma corresponds to the solid line ( $Z=0.02$ and $X=0.7$ ), which underestimates helioseismic data. The assumption of the low content of heavy elements $(Z=0.00)$ leads to considerable difficulties when comparing them with other astrophysical data.

Figure 3 shows the adiabatic compressibility index obtained from the inversion of helioseismic data [1] in comparison with data taken from [4, 13], SAHA-S data ( $Z=0.02$ ), and our calculations with the refined com-
position of heavy elements including silicon and iron. Heavy elements were $2 \%$ in mass and included $17.6 \%$ carbon, $5.2 \%$ nitrogen, $50.2 \%$ oxygen, $9.7 \%$ neon, $9.8 \%$ silicon, and $7.5 \%$ iron. Figure 3 shows that the inclusion of silicon and iron into admixtures (instead of simplified change of these elements to neon) is noticeable from the viewpoint of agreement with helioseismic data. Our model agrees well with models presented in [4, 13] in the theoretical description of nonideality in this temperature region.

Thus, the use of the SAHA-S equation of state makes it possible to calculate the internal structure and evolution of the Sun and refine (due to high and controllable accuracy of the equation of state) the composition and general content of heavy elements, which are consistent with helioseismic data.
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#### Abstract

Previously suggested correlations of BL Lac-type objects with the arrival directions of the ultra-high-energy cosmic ray primaries are tested by making use of the HiRes stereoscopic data. The results of the study support the conclusion that BL Lacs may be cosmic ray sources and suggest the presence of a small (a few percent) fraction of neutral primaries at $E>10^{19} \mathrm{eV}$. © 2004 MAIK "Nauka/Interperiodica".
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## 1. MOTIVATION

With the exception of a small number of highestenergy events, the bulk of ultrahigh-energy cosmic rays (UHECRs) is most naturally explained by acceleration in active galaxies [1-3]. This explanation is supported by clustering of UHECRs observed in the AGASA and Yakutsk datasets $[4-6]^{1}$ and by correlations between arrival directions of UHECRs and a particular class of active galactic nuclei, the BL Lacertae objects (BL Lacs) [11-13] (see also [14]).

The correlations with BL Lacs were observed in AGASA and Yakutsk datasets. To test them, independent datasets are needed. Such a dataset has been recently published by the HiRes collaboration [8]. It consists of 271 events with reconstructed energy $E$ > $10^{19} \mathrm{eV}$ which were observed in the stereoscopic mode. The energies of the events are not published; this makes reconstruction [12] of arrival directions in the Galactic magnetic field impossible. Despite the small exposure of HiRes in the stereo mode as compared to AGASA, the excellent angular resolution of $0.6^{\circ}$ makes HiRes data quite competitive (or even superior) in testing correlations with BL Lacs under the assumption of neutral primary particles. This test is the purpose of the present work. More precisely, we take three previously studied sets of BL Lacs without any further selection and test them for correlations with the entire set of 271 HiRes events.

[^0]
## 2. FLUCTUATIONS OF CORRELATION SIGNAL

At the current low statistics, the correlation signal is not expected to be robust [5]. To illustrate this important point, consider the following example. Assume that a given set of sources in a given exposure time produces five events on average. Let the average number of rays coincident with sources by chance be two. The average number of correlating rays observed in such an experiment would therefore be seven. Both the real events from sources and background chance coincidences are Poisson distributed. Thus, in a particular realization, the number of correlating rays would vary roughly within $7 \pm \sqrt{7}$. It is therefore likely that two identical experiments will see ten and four correlating rays, respectively. The first one would see a strong correlation signal (ten events at two expected with the hypothesis of no correlations; probability $p \sim 5 \times 10^{-5}$, and the second one would see a signal compatible with the uniform background (four events at two expected, $p \sim$ $14 \%)$.

It is worth stressing that, in this situation, the final conclusion would be that the correlation exists, because the first of the two experiments is incompatible with uniform background (while both are compatible with the signal). Thus, at present small statistics, one should expect that some of the experiments see no correlations. Such fluctuations indeed exist, e.g., in the autocorrelation signal $[4,8]$.

## 3. BL LAC SAMPLES

There were three samples of BL Lacs discussed in the literature, all three drawn from the catalog of quasars and active galactic nuclei [15]:


Fig. 1. $P(\boldsymbol{\delta})$ for the set of 22 BL Lacs and HiRes stereo events. The thick line shows data, and the thin line shows $P_{\mathrm{th}}(\delta)$ obtained in the Monte Carlo simulations in which two events are from the BL Lac sources.


Fig. 2. $P(\delta)$ for the set of 14 BL Lacs and HiRes stereo events. The thick line shows data, and the thin line shows $P_{\mathrm{th}}(\delta)$ obtained in the Monte Carlo simulations in which two events are from the BL Lac sources.


Fig. 3. $P(\delta)$ for the set of 156 BL Lacs and HiRes stereo events. The thick line shows data, and the thin line shows $P_{\mathrm{th}}(\delta)$ obtained in the Monte Carlo simulations in which nine events are from the BL Lac sources.
(1) The set of 22 most powerful BL Lacs [11]. This set was found by adjustment of cuts on magnitude and radio flux in the catalog of confirmed BL Lacs using the
requirement of the best correlation signal with the most clustered subset of AGASA and Yakutsk cosmic ray events. Neutral primaries were assumed.
(2) The set of 14 BL Lacs which contains potentially $\gamma$-ray-loud objects [13]. This subset was obtained by the positional cross-correlation of confirmed BL Lacs with the catalog of EGRET sources [16]. Both assumptions of neutral and charged primary particles were tested using the most clustered subset of AGASA and Yakutsk events.
(3) The set of all confirmed BL Lacs with the single cut on visual magnitude, mag < 18 [12]. This set of BL Lacs contains 156 objects. Both neutral and charged primaries were tested using the whole available set of AGASA events, $E>4 \times 10^{19} \mathrm{eV}$. Better correlations were found under the assumption of positively charged primary particles.

Note that subsets (1)-(3) are not independent. BL Lacs which correlate with the UHECRs in set (1) are also present in set (2). The cut on magnitude, mag < 18, being the single cut for set (3), is also imposed in set (1) among other cuts.

## 4. PROCEDURE

Our analysis is based on the calculation of the angular correlation function by means of the algorithm described in [11]. The statistical significance of correlation is estimated by testing the hypothesis that the UHECRs and BL Lacs are uncorrelated. This is done as follows. For a given set of sources and the angle $\delta$, we count the number of pairs "cosmic ray-source" separated by an angular distance less or equal $\delta$, thus obtaining the "data count." We then replace the real data by a randomly generated Monte Carlo set of cosmic rays and calculate the number of pairs in the same way, thus obtaining the "Monte Carlo count." We repeat the latter procedure many times, noting cases when the Monte Carlo count equals or exceeds the data count. The number of such cases divided by the total number of tries gives the probability $P(\delta)$, which characterizes the significance of correlations at a given angular scale $\delta$. The smaller this probability, the stronger (more significant) the correlation.

The Monte Carlo events are drawn from the isotropic distribution according to the acceptance of a given UHECR detector. For the HiRes experiment in the stereo mode, we use the zenith-angle and azimuth-angle distributions given in [17] and the sidereal time distribution published in [18].

The probability $P(\delta)$ depends on the choice of $\delta$. The optimal value of $\delta$ is clearly the one where the expected signal is strongest (e.g., expected $P_{\mathrm{th}}(\delta)$ is lowest). In the case of point sources and neutral primary particles, the shape of $P_{\mathrm{th}}(\delta)$ can be calculated by the following Monte Carlo simulation. We start by generating a cosmic ray set which is artificially correlated with BL Lacs. This is achieved by replacing a given (small)

Cosmic rays and BL Lacs from the sample of 156 objects separated by less than $1^{\circ}$. Note that SBS $1508+561$ correlates with two rays

| Cosmic ray |  | BL Lac |  |
| :---: | :---: | :--- | :---: |
| $\alpha$, deg | $\delta$, deg | name | $z$ |
| 17.8 | -12.5 | RBS 161 | 0.234 |
| 48.5 | 5.8 | RX J03143 + 0620 | $?$ |
| 118.7 | 48.1 | TXS 0751+485 | $?$ |
| 123.8 | 57.0 | RX J08163 + 5739 | $?$ |
| 137.2 | 33.5 | Ton 1015 | 0.354 |
| 162.6 | 49.2 | MS 10507+4946 | 0.140 |
| 169.3 | 25.9 | RX J11176 + 2548 | 0.360 |
| 209.9 | 59.7 | RX J13598 + 5911 | $?$ |
| 226.5 | 56.5 | SBS 1508 + 561 | $?$ |
| 229.0 | 56.4 | SBS 1508 + 561 | $?$ |
| 253.7 | 39.8 | RGB J1652 + 403 | $?$ |
| 265.3 | 46.7 | OT 465 | $?$ |
| 300.2 | 65.1 | 1ES 1959 + 650 | 0.047 |

number of events in a random set by the events correlated with randomly chosen BL Lacs. To generate an event correlated with the BL Lac, we assume the twodimensional Gaussian distribution normalized in such a way that a circle of a radius of $0.6^{\circ}$ around the BL Lac contains $68 \%$ of the events. The resulting correlated set is then treated as the real data; i.e., the probability $P(\delta)$ is calculated. The bin-by-bin median values of the probabilities obtained for many different sets give $P_{\text {th }}(\delta)$. In the real data, following [19], we measure correlations at that value of $\delta$ where $P_{\mathrm{th}}(\delta)$ is minimal.

## 5. RESULTS

In Fig. 1-3 we present the expected (thin line) and observed (thick line) $P(\delta)$ for the HiRes dataset of UHECRs and three samples of BL Lac objects described in Section 3. There are no significant correlations with the subsets of 22 and 14 BL Lacs. In both cases only two BL Lacs contribute, to data counts within 1 degree. In the subset of 22 BL Lacs, these are TXS $0751+485$ and OT 465 (the latter object was among 5 BL Lacs which contribute to correlations in [11]). In the subset of 14 BL Lacs, the two contributing objects are PKS $1604+159$ and 1ES $1959+650$. It is worth mentioning that $1 \mathrm{ES} 1959+650$ is a confirmed TeV source and contributes to correlations in [13].

The set of 156 BL Lacs with mag < 18 shows rather strong correlation. We list in the table the cosmic rays and BL Lacs separated by less than $1^{\circ}$. The expected probability $P_{\mathrm{th}}(\delta)$ has a minimum at $\delta=0.8$. At this value of $\delta$, the real data give the probability $P(0.8)=4 \times$ $10^{-4}$. The data count is 11 , while the Monte Carlo expectation due to random uncorrelated background is
$\sim 3$. This corresponds to about 8 events from sources in the overall HiRes data sample of 271 events. Thus, a $\sim 3 \%$ fraction of neutral particles in the total cosmic ray flux may be sufficient to explain this correlation. This is consistent with the fraction of clustered events observed by AGASA at these energies [20].

## 6. CONCLUSIONS

We have assumed-as a "null-hypothesis"-that BL Lacs and the new HiRes stereo data are uncorrelated. We have tested this hypothesis for three particular subsets of BL Lacs studied previously and found an excess of pairs "BL Lac-cosmic ray" in one of them, which would occur with a probability of $4 \times 10^{-4}$ for a random set of UHECRs. If these sets were independent, the final significance would be the best probability found multiplied by the number of tries. Since the samples are not independent, the penalty factor is smaller. In any case, the null-hypothesis is rejected with a probability of $\sim 10^{-3}$. Our analysis thus confirms the association of UHECRs with BL Lacs.

Only one of the three examined subsets of BL Lacs-the largest one-shows significant correlations. This may indicate that those BL Lacs which are sources have similar and small luminosity in UHECRs. This conclusion is also consistent with the statistics of the clustering of UHECR events, which suggests a few hundred sources currently contributing to the UHECR flux, see [10, 21, 22].

The observation of correlations at angles much smaller than the typical deflection of a charged UHECR particle in the Galactic magnetic field suggests that (at least) a few percent of UHECRs are neutral.
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#### Abstract

A nuclear-reactor experiment on the search for the emission of neutral pions from the neutron-induced fission of ${ }^{235} \mathrm{U}$ nuclei has been carried out. To this end, an experimental setup for searching for the emission of $\pi^{0}$ mesons with high sensitivity to this process has been designed and produced. This setup consisted of two Cherenkov total-absorption spectrometers for the detection and measurements of the energy of two gamma-ray photons from $\pi^{0}$-meson decay. The spectrometers were placed at the exits of two coaxial horizontal experimental channels. To protect the detectors from low-energy $\beta$ and $\gamma$ rays and neutron fluxes, $3.5-\mathrm{m}$-long water filters were situated in the channels. To reject the cosmic background, large-area scintillation counters operating in the anticoincidence mode were placed over each spectrometer. The energy and time resolution of the spectrometers, as well as the efficiency of detecting charged particles by scintillation counters, were tested on the secondary electron beam of the Tomsk electron synchrotron Sirius. Runs of measurements of the effect on the operating reactor (duration of 805 h ) were alternated with runs of measurements of background on the stopped reactor (duration of 403 h ). Statistical processing of the experimental results yields an upper limit of $\leq 5.3 \times 10^{-12}$ with a $90 \%$ confidence level for the probability of the emission of neutral pions from the neutron-induced fission of ${ }^{235} \mathrm{U}$ nuclei. This result and results of other works carried out with sources of spontaneously fissioning ${ }^{252} \mathrm{Cf}$ nuclei show that the probabilities of the emission of $\pi^{0}$ mesons from spontaneous fission and fission induced by fission-spectrum neutrons are equal to each other. © 2004 MAIK "Nauka/Interperiodica".


PACS numbers: 25.85.Ec

It is known that the fission of heavy nuclei $(Z>92)$ is accompanied by the release of an energy of about 200 MeV , which is sufficient for the production of a $\pi^{0}$ meson. This process is not forbidden by the energymomentum conservation law. However, it is suppressed by barrier effects in conventional models and has vanishingly low probability [1].

Ion et al. [2] proposed a statistical nuclear model treating a heavy nucleus $(Z>92)$ as a hot sphere with the admixture of the relativistic pion gas with the BoseEinstein distribution. The probabilities $P_{m} / P_{f}$ of the emission of neutral pions (yield of pions per fission event) from the fission of certain nuclei were calculated in the framework of this model. The probability of "pionic radioactivity" was shown to strongly depend on the model parameters such as the nuclear excitation energy and the corresponding temperature. In particular, for the spontaneously fissioning nucleus ${ }^{252} \mathrm{Cf}$, the probability of pionic radioactivity varies from $1.8 \times$ $10^{-14}$ to $7.3 \times 10^{-7}$ when nuclear temperature varies from 1.3 to 1.6 MeV . After publication of theoretical works [2], experiments on the search for pionic radioactivity from nuclear fission were carried out with sources of ${ }^{252} \mathrm{Cf}$ spontaneously fissioning nuclei. With a $90 \%$ confidence level, the following upper limits $P_{m} / P_{f}$ on the emission of $\pi^{0}$ mesons were obtained:
$<5 \times 10^{-9}[3],<10^{-9}[4],<3.3 \times 10^{-10}[5]$, and $<1.4 \times$ $10^{-11}$ [1].

It is known that spontaneous nuclear fission considerably differs from neutron-induced fission, because the fission of a nucleus in the latter case proceeds through an intermediate highly excited state. This circumstance can affect the probability of emission of pions or other high-energy particles from the nucleus undergoing induced fission. In particular, Il'inov and Mebel' [6] assumed that the probability of the emission of $\pi$ mesons from induced fission can be higher than from spontaneous fission by many orders of magnitude. The authors of that theoretical work proposed to investigate the $\pi$ channel of proton-induced nuclear fission (fission accompanied by the emission of pions) for energies below the threshold of the formation of $\pi$ mesons on nuclei. The authors of that work calculated the total cross sections, as well as the angular and differential distributions of pions, in the cascade-evapora-tion-fission model developed by them and showed that the cross section for the $\pi$ channel is rather large. It is intended to build an experimental setup for searching $\pi$ fission on the proton beam at the Moscow meson factory.

Nikolenko et al. [7] attempted to observe the yield of high-energy $\gamma$ rays ( $>30 \mathrm{MeV}$ ) from the induced fission of ${ }^{239} \mathrm{Pu}$ and ${ }^{235} \mathrm{U}$ nuclei at the JINR pulsed nuclear


Fig. 1. Distribution of events in the two-dimensional energy region for the stopped reactor.
reactor (Dubna). However, the relatively weak limitation $P_{\gamma} / P_{f} \leq 3 \times 10^{-8}$ on the probability of emission of high-energy $\gamma$ rays was established in the experiment. At the same time, the detection of rare processes accompanying the fission of ordinary nuclei or the determination of stronger limitation on the existence of such processes is important for expanding our knowledge of nuclear-matter structure and the nuclear-fission mechanism. For this reason, the main goal of this work was searching for the emission of $\pi^{0}$ mesons from the neutron-induced fission of ${ }^{235} \mathrm{U}$ nuclei at a setup with high sensitivity to this process.

When developing the project of the experiment, we assumed that the emission of $\pi^{0}$ mesons with low kinetic energy is the most probable process. In this case, the scattering angle between $\gamma$-ray photons is close to $180^{\circ}$, and their energy is equal to $E_{\gamma}=$ 67.5 MeV. The experimental setup was based on two Cherenkov total-absorption spectrometers (CTASs) [8] for the coincidence detection and measurement of the energy of two $\gamma$-ray photons from the decay of $\pi^{0}$ mesons. These spectrometers were placed at the exits of horizontal experimental channels of the nuclear reaction at the Research Institute of Nuclear Physics, Tomsk Polytechnic University, with a maximum power of 6 MW . The axes of the channels intersect each other at an angle of $177.3^{\circ} \pm 1.2^{\circ}$ near the center of the active zone of the reactor. The distance between the spectrometers is equal to 9.5 m . To reject the cosmic background, large-area scintillation counters operating in the anticoincidence mode are placed over each spectrometer [9]. The efficiency of charged particles being detected by the scintillation counters, which is measured for cosmic-ray muons, amounts to 0.97 . To protect the CTASs from low-energy $\beta$ and $\gamma$ rays and neutron fluxes from the active zone of the reaction, $350-\mathrm{cm}$-long water filters were placed in the channels. Measurements showed that the background conditions
are as follows: the $\gamma$ radiation exposition dose rate is equal to $30 \mu \mathrm{R} / \mathrm{s}$ and the flux density of fast and thermal neutrons is less than 1 neutron $/ \mathrm{cm}^{2} \mathrm{~s}$. The anode current of photomultipliers was equal to $1.4 \mu \mathrm{~A}$. To simulate the background load when measuring with the stopped reactor, the CTASs were equipped with light-emitting diodes, which enabled one to generate constant-level illumination of photomultipliers. The energy and time calibrations of the CTAS were carried out with the secondary monoenergetic electron beam of the Sirius synchrotron at energies 41, 66, and 97 MeV . Since the background radiation from the active zone of the reactor deteriorates the energy and time resolution of the spectrometers, their calibration was carried out upon the one-photon illumination of the photocathodes of the photomultiplier at an anode current of $2 \mu \mathrm{~A}$. The amplitude resolution of both spectrometers for an energy of 66 MeV is equal to $20 \%$, and the time resolution is equal to 2.0 ns (rms deviations are given). Signals from the Cherenkov detectors and scintillation counters after amplification were applied to pulse formers and further to the programmable scheme of the event selection, which plays the role of a built-in trigger. The scheme forms the start signal if signals from the CTASs coincide within the time interval $(\tau= \pm 50 \mathrm{~ns})$ in the absence of signals from the scintillation counters. The amplitudes of signals from the CTASs and scintillation counters were measured by a charge-to-digital converter. The time interval between signals from the CTASs was converted into code by a time encoder. The monitoring system was based on the programmable generator and high-stable carbide-silicon light-emitting diodes placed in each detector [10]. Additional independent continuous control over the stability of the amplitude sections and optical part of the CTASs was carried out by periodic measurements of the maximum of the amplitude distribution of pulses from cosmic rays.

Measurements were carried out in 2002-2003. Runs of measurements on the operating reactor were alternated with runs of measurements of radiation and cosmic background with the stopped reactor. In order to conserve the conditions of background measurements, the photomultipliers of the Cherenkov spectrometers were illuminated by dc light-emitting diodes with the illumination level ensuring approximately the same counting rate from the pulse formers of the Cherenkov spectrometers as with the operating reactor. Figure 1 shows the results of measurement of radiation and cosmic backgrounds with the stopped reactor for a total duration of 403 h . The circle shows the region of $\gamma$-ray energies from expected events of the decay of $\pi^{0}$ mesons with a confidence level of 0.9 in the approximation of two-dimensional Gaussian distribution with the mean value $E_{\gamma_{1,2}}=67.5 \mathrm{MeV}$ and $\sigma_{\gamma_{1,2}}=13.5 \mathrm{MeV}$. Moreover, additional selection was carried out by selecting pulses from the CTASs in a time interval of $\pm 6 \mathrm{~ns}$. Figure 2 shows the results of measurements of


Fig. 2. Distribution of events in the two-dimensional energy region for the operating reactor.
the effect on the operating reactor with a $805-\mathrm{h}$ total duration of accumulated statistics. It is seen that three events fall within the selected region of detected $\pi^{0}$ mesons. It is worth noting that the energy spectrum of $\gamma$-rays from the active zone of the reactor is rather hard, and events falling within the selected region can be attributed to random coincidences. Therefore, the results provide only an upper limit on the probability of emitting $\pi^{0}$ mesons from the neutron-induced fission of ${ }^{235} \mathrm{U}$ nuclei:

$$
\begin{equation*}
\frac{P_{m}}{P_{f}} \leq \frac{4 \pi n}{G T \Omega k_{1} k_{2}} . \tag{1}
\end{equation*}
$$

Here, $G=5.3 \times 10^{15}$ event/s is the calculated intensity of nuclear fission in that part of the active zone of the reactor which is scanned through coaxial channels, $T=$ $2.89 \times 10^{6} \mathrm{~s}$ is the effect measurement time, $\Omega=3.3 \times$ $10^{-4} \mathrm{sr}$ is the calculated effective solid angle of detecting $\pi^{0}$ mesons under the assumption that $\pi^{0}$ mesons are formed with almost zero kinetic energy, $k_{1}=2.2 \times 10^{-6}$ is the calculation coefficient representing the absorption of $\gamma$ rays from the decay of a $\pi^{0}$ meson in the active zone of the reactor and water filters, $k_{2}=0.9$ is the coef-
ficient that accounts for the loss of events upon the energy cutoff of the $\pi^{0}$-meson detection region, and $n<$ 4.2 is the upper limit on the number of detected $\pi^{0}$ mesons at a $90 \%$ confidence level. This limit was obtained by the Poisson statistical analysis of data [11] (three events were detected in the presence of three background events). As a result, $P_{m} / P_{f} \leq 5.3 \times 10^{-12}$ with a $90 \%$ confidence level. This result shows that the probabilities of emission of $\pi^{0}$ mesons from spontaneous fission and fission induced by fission-spectrum neutrons are equal to each other.

We are grateful to E.S. Solodovnikov for stimulating discussions and I.N. Grigorov, V.M. Levitskiĭ, and V.I. Manatskov for assistance in the creation of the setup. This work was supported by the Russian Foundation for Basic Research, project no. 02-02-17803a.

## REFERENCES

1. J. N. Knudson, C. L. Morris, J. D. Bowman, et al., Phys. Rev. C 47, 2869 (1991).
2. D. B. Ion, R. Ion-Mihai, M. L. Ion, and A. I. Sandru, Spontaneous Pion Emission during Fission as a New Nuclear Radioactivity; nucl-th/0310056 v. 1 (2003).
3. C. Cerruti, J. M. Hisleur, and J. Julien, Z. Phys. A 329, 383 (1988).
4. J. R. Beene, C. E. Bemis, and M. L. Halbert, Phys. Rev. C 38, 569 (1988).
5. S. Stanislaus, D. S. Armstrong, and D. F. Measday, Phys. Rev. C 39, 295 (1989).
6. A. S. Il'inov and M. V. Mebel', Yad. Fiz. 64, 1463 (2001) [Phys. At. Nucl. 64, 1386 (2001)].
7. V. G. Nikolenko, A. B. Popov, G. S. Samosvat, and Hvan Cher Gu, Pis'ma Zh. Éksp. Teor. Fiz. 27, 65 (1978) [JETP Lett. 27, 59 (1978)].
8. G. N. Dudkin, V. N. Eponeshnikov, and Yu. F. Krechetov, Prib. Tekh. Éksp., No. 2, 64 (1973).
9. Yu. V. Vasil'chenko, A. N. Gulida, G. N. Dudkin, and V. N. Padalko, Prib. Tekh. Éksp., No. 2, 36 (1998).
10. S. V. Bryanskiĭ and V. N. Padalko, Prib. Tekh. Éksp., No. 1, 82 (1995).
11. Phys. Rev. D 54, 166 (1996).

Translated by R. Tyapaev

# Topological Noise Scalings in Superfluid and Classical Turbulence ${ }^{\text {II }}$ 

D. Kivotides<br>Low Temperature Laboratory, Helsinki University of Technology, FIN-02015 HUT, Finland<br>e-mail: demos@galcit.caltech.edu<br>Received July 2, 2004


#### Abstract

We calculate the topological noise characterizing the direction of line vortices in superfluid and classical turbulence by finding the intersection of line vortices with square surfaces of edge length $l_{s}$ positioned normal to three orthogonal axes. In the case of homogeneous superfluid turbulence in thermal counterflow, we find that the noise scales as $l_{s}$ along the two directions normal to the counterflow and as $l_{s}^{3 / 2}$ along the direction parallel to it. In homogeneous isotropic superfluid turbulence, at $T \longrightarrow 0 \mathrm{~K}$, the noise scales as $l_{s}^{7 / 4}$. In homogeneous isotropic classical turbulence, the scaling is $l_{s}^{2}$. We offer possible interpretations of the computed scalings, as well as justification for their differences. © 2004 MAIK "Nauka/Interperiodica".


PACS numbers: 47.37.+q; 47.27.Sd

Turbulence in thermally excited superfluids involves the interaction of topological defects (line vortices) of collective superfluid motion with thermal excitations of the superfluid ground state (normal fluid) via mutual friction forces. In the related field of classical turbulence, a quantized model of Navier-Stokes turbulence was developed in which all flow vorticity is in the form of classical vortex filaments (schoinoidal turbulence). The model was found to reproduce central aspects of classical turbulence phenomenology like Kolmogorov scalings for the second and third order structure functions [1], Navier-Stokes turbulence kinematics [2], and geometrical aspects of turbulent vorticity [3]. Definitely, in all cases the geometry of the vortices is of paramount importance. However, much less detailed information might be of importance in cases where gross properties of the system are of interest [4-6]. For example, the (topological) noise characterizing the direction of vortices intersecting a particular surface dividing the fluid volume in two provides information about the net vorticity flux through the surface. Moreover, noise scalings are important in the context of quantum field theory (condensed matter and high energy physics), where changes in asymptotic scaling behavior mark phase transitions [7]. In this letter, we investigate whether topological noise scalings exist in the context of flow turbulence and how they might be affected by the equations of motion. We study three different flow situations: (a) homogeneous superfluid turbulence in thermal counterflow [8, 9], (b) homogeneous isotropic superfluid turbulence at $T \longrightarrow 0 \mathrm{~K}$ [10], and (c) homogeneous isotropic classical turbulence.

[^1](a) The mathematical system describing thermal counterflow concerns exclusively the quantized vortex dynamics. This is because the counterflow velocity $\mathbf{V}_{n}-\mathbf{V}_{s}$ itself (with $\mathbf{V}_{n}$ being the normal fluid velocity and $\mathbf{V}_{s}$ being the irrotational part of superfluid velocity) is kinematically imposed. Therefore, although the counterflow affects the line vortex motion, it is unaffected by the latter. If $\mathbf{S}(\xi, t)$ is the three-dimensional representation of the vortex tangle (where $\xi$ is the arclength parametrization along the loops and $t$ is time), then its motion obeys the equation [11]
\[

$$
\begin{align*}
\frac{d \mathbf{S}}{d t}= & \mathbf{V}_{l}=\mathbf{V}_{s}+\mathbf{V}_{b s}+\alpha_{x} \mathbf{S}^{\prime} \times\left(\mathbf{V}_{n}-\mathbf{V}_{s}-\mathbf{V}_{b s}\right)  \tag{1}\\
& -\alpha_{x x} \mathbf{S}^{\prime} \times\left[\mathbf{S}^{\prime} \times\left(\mathbf{V}_{n}-\mathbf{V}_{s}-\mathbf{V}_{b s}\right)\right],
\end{align*}
$$
\]

where the rotational part of superfluid velocity $\mathbf{V}_{b s}$ is given by the Biot-Savart integral:

$$
\begin{equation*}
\mathbf{V}_{b s}(\mathbf{x})=-\frac{\kappa}{4 \pi} \int d \xi \frac{\mathbf{S}^{\prime} \times(\mathbf{S}-\mathbf{x})}{|\mathbf{S}-\mathbf{x}|^{3}} . \tag{2}
\end{equation*}
$$

Here, $\mathbf{x}$ is the space coordinate, $\kappa$ is the quantum of circulation, $\mathbf{S}^{\prime}=d \mathbf{S} / d \xi$ is the unit tangent vector, and $\alpha_{x}$, $\alpha_{x x}$ are the mutual friction coefficients.

The working fluid is ${ }^{4} \mathrm{He}$ and the temperature $T=$ 1.3 K. Under these conditions, $\kappa=9.97 \times 10^{-4} \mathrm{~cm}^{2} / \mathrm{s}$, the density of the normal fluid is $\rho_{n}=6.5 \times 10^{-3} \mathrm{~g} / \mathrm{cm}^{-3}$, the density of the superfluid is $\rho_{s}=138.6 \times 10^{-3} \mathrm{~g} / \mathrm{cm}^{-3}$, the normal fluid viscosity is $v=23.30 \times 10^{-4} \mathrm{~cm}^{2} / \mathrm{s}$, $\alpha_{x}=3.4145 \times 10^{-2}$, and $\alpha_{x x}=1.3703 \times 10^{-2}$. The computation is done in a box of size $l_{b}=0.1 \mathrm{~cm}$ with periodic boundary conditions to enforce homogeneity. The
velocities $\mathbf{V}_{n}$ and $\mathbf{V}_{s}$ are prescribed to be parallel to the $y$ axis. We prescribe the Reynolds number of the normal fluid $\operatorname{Re}=\left|\mathbf{V}_{n}\right| l_{b} / v$ at $t=0$ to be $\mathrm{Re}=50$. This specifies $\left|\mathbf{V}_{n}\right|=0.6408 \mathrm{~cm} / \mathrm{s}$, and using the continuity equation $\rho_{s} \mathbf{V}_{s}+\rho_{n} \mathbf{V}_{n}=0$, we find $\mathbf{V}_{s}=-\left(\rho_{n} / \rho_{s}\right) \mathbf{V}_{n}$ with $\left|\mathbf{V}_{s}\right|=$ $0.030146 \mathrm{~cm} / \mathrm{s}$. Then, by specifying the initial geometry of the tangle (which at $t=0$ consists of ten randomly positioned rings of length $L_{0}=2.1608 \mathrm{~cm}$ ), one can calculate the evolution of the tangle using numerical methods. We choose the discretization length $\Delta \xi$ along the line vortices to be $\Delta \xi=2.0833 \times 10^{-3} \mathrm{~cm}$ and the numerical time step $\Delta t$ to be small enough so that no possible (resolved by $\Delta \xi$ ) Kelvin wave in the system propagates more than $\Delta \xi$ during $\Delta t$. This requirement leads to typical time steps $\Delta t \approx 0.001 \mathrm{~s}$. Finally, when two vortices approach closer than $\Delta \xi$, they reconnect. This methodology is supported by the results of [12, 13].

Knowledge at each time step of the tangle's configuration allows the calculation of topological number noise. The following algorithm was developed for this purpose. First, the average intervortex distance $l_{\zeta}=$ $\left(L / l_{b}^{3}\right)^{-1 / 2}$ is defined. Subsequently (for sufficiently dense tangles), a range of length sizes is specified $\left[m l_{\zeta}\right.$, $l_{b}$ ], with $m$ being a small natural number ( $m=4$ in the present calculation). A sequence of lengths $l_{s}\left(m l_{\zeta}<l_{s}<\right.$ $l_{b}$ ) is generated by dividing $\left[m l_{\zeta}, l_{b}\right.$ ] into $n$ subintervals ( $n=100$ in this computation). Each of the lengths $l_{s}$ in this sequence is taken to be the edge of a square surface positioned normal to each axis in due order of succession. For each choice of edge length and axis, we consider $k$ surfaces ( $k=1000$ in this calculation). The position of each square surface center is defined using random numbers for the coordinates. For every surface, we determine the intersection points with the vortex tangle. In doing this, we attribute to every intersection point a topological number +1 or -1 , depending on whether the vorticity vector is pointing towards one or the other of the two halves of the fluid volume that the surface delimits. In this work, the number +1 is used when vorticity points towards the positive part of an axis. We call these numbers topological because they characterize the direction of the vorticity vector along the line vortex and this direction, as well as the vortex itself, persists in time due to the topological nature of the defects. We define $N^{+}$to be the sum of points associated with topological number +1 and in a similar way we define $N^{-}$. In the end, the exercise mentioned above attributes to each surface the quantity $N^{+}-N^{-}$, which represents the net number of vorticity vectors that thread the surface possessing one of the two possible orientations. By squaring this quantity and averaging over the number $k$ of surfaces of edge $l_{s}$ normal to the particular axis, we obtain the topological (number) noise $\theta_{i}\left(l_{s}\right)=\left\langle\left(N^{+}-N^{-}\right)^{2}\right\rangle$, with $i=1,3$ representing the three directions.


Fig. 1. Results for counterflow turbulence: time evolution of tangle length $L$ (top) and topological noises $\theta_{i}$ as functions of the surface edge length $l_{s}$ at stoppage time (bottom). Time $t$ is measured in s and $L, l_{s}$ in cm .

In accordance with the calculations of [14], the counterflow causes a rapid increase in the tangle length $L$. At $t=9.7 \mathrm{~s}$ and $L=182.9 \mathrm{~cm}$ and due to the dramatic increase in the number of vortex particles required by the numerics, the calculation becomes very complex. In response to this, we regulate the magnitude of the counterflow in order to achieve a steady state for $L$. We find (Fig. 1, top) that, when the Reynolds number is close to $\operatorname{Re}=27.5$, the tangle length becomes to a very good approximation stationary. Definitely, one would like to continue the calculation for longer times while keeping the vortex length approximately constant. However, for the number of particles in the present calculation (typically close to $80 \times 10^{3}$ ), the Biot-Savart many-body problem is computationally too complex for that. This situation might change in the future with the combination of powerful numerical (tree algorithms) and computational (parallel algorithms) methodologies. It is observed (Fig. 1, bottom) that, over a decade of $l_{s}, \theta_{1}$ and $\theta_{2}$ display the scaling behavior $l_{s}$ and $l_{s}^{3 / 2}$, respectively. We note that $\theta_{2}$ refers to surfaces normal to the counterflow and that the $\theta_{1}$ and $\theta_{3}$ scaling behaviors were identical. The scalings remained unaltered throughout the time interval of approximately constant $L$. The noise in the counterflow direction seems to be


Fig. 2. Results for homogeneous isotropic superfluid turbulence at $T \longrightarrow 0$ : time evolution of tangle length $L$ (top) and average of topological noises $\theta_{a}$ as a function of the surface edge length $l_{s}$ at stoppage time (bottom). Time $t$ is measured in s and $L, l_{s}$ in cm .
proportional to the measure of a fractal object thicker than a line but still not as extended as a surface.

One can say that the counterflow introduces an anisotropy in the equations of motion. Indeed, in contrast to vortices along the $x$ and $z$ directions, those parallel to $\mathbf{V}_{n}-\mathbf{V}_{s}$ do not interact with the counterflow. Therefore, as far as the tangle configuration is concerned, a kind of order is introduced along the normal to the counterflow axes due to the $\mathbf{S}^{\prime} \times\left(\mathbf{V}_{n}-\mathbf{V}_{s}\right)$ terms in the equations of motion. As a result, different scalings are observed in different directions, although the particular values of the observed scalings are not a priori anticipated. Certainly since $\mathbf{V}_{n}-\mathbf{V}_{s}$ drives the turbulence in the system, one should not exclude the possibility that the calculated exponents depend on the counterflow velocity magnitude. How should one interpret the $l_{s}^{3 / 2}$ scaling? It is possible that, since the counterflow velocity does not interact with vortices parallel to $\mathbf{V}_{n}-\mathbf{V}_{s}$, this scaling is indicative of the situation where $\mathbf{V}_{n}-\mathbf{V}_{s}=0$ but there is still mutual friction. In this case, the only relevant velocity for the determination of the speed of the line vortex is the Biot-Savart one. How-
ever, one can object arguing that the $l_{s}^{3 / 2}$ scaling incorporates indirectly the effect of the counterflow due to the interdependence of the vortex dynamics along the three dimensions, which leads to influence from the more orderly vortex states along the other two directions. Certainly, future computations could clarify these important issues.
(b) The mathematical system that describes superfluid turbulence for $T \longrightarrow 0$ in the absence of any irrotational flow component is a subset of Eq. (1):

$$
\begin{equation*}
\frac{d \mathbf{S}}{d t}=\mathbf{V}_{b s} \tag{3}
\end{equation*}
$$

with $\mathbf{V}_{b s}$ defined as in Eq. (2). The size of the box is the same as before, $l_{b}=0.1 \mathrm{~cm}$. The discretization length $\Delta \xi$ along the line vortices is $\Delta \xi=1.1904 \times 10^{-3} \mathrm{~cm}$, and the numerical time step $\Delta t$ is $\Delta t \approx 0.001 \mathrm{~s}$. There are initially 700 randomly positioned vortex rings of total length $L=86.39 \mathrm{~cm}$. The temporal evolution of $L$ is seen in Fig. 2 (top), indicating a steady state. The latter is not surprising since the superfluid vortex system is conservative and its energy is constant in time, hinting at small variations of the tangle length. Until stoppage time, around 500 reconnections have occurred in the system and 50 time steps were taken. Since (by construction) the flow is homogeneous and isotropic, the topological noises $\theta_{i} i=1,3$ were found to be similar in all directions. Therefore, in Fig. 2 (bottom), we plot the arithmetic mean $\theta_{a}$ of the noises $\theta_{i}$. It is evident that $\theta_{a}$ scales as $l_{s}^{7 / 4}$. We have checked that, during the last ten time steps of the computation, the scaling remained invariant. The contrast with the exponents calculated for counterflow turbulence is indicative of the different physics characterizing the two situations.
(c) Finally, the mathematical system that describes (the quantized model) of classical turbulence is also based on the Biot-Savart equation. If $\mathbf{r}_{i}$ is the three dimensional representation of the center-line curve of filament $i$, then the vortex motion is described by

$$
\begin{equation*}
\frac{d \mathbf{r}_{i}}{d t}=\mathbf{V}\left(\mathbf{r}_{i}(t), t\right) \tag{4}
\end{equation*}
$$

where $\mathbf{V}\left(\mathbf{r}_{i}(t), t\right)$ is the Biot-Savart velocity:

$$
\begin{equation*}
\mathbf{V}(\mathbf{x}, t)=-\frac{1}{4 \pi} \int \frac{\left(\mathbf{x}-\mathbf{x}^{\prime}\right) \times \boldsymbol{\omega}\left(\mathbf{x}^{\prime}\right) d \mathbf{x}^{\prime}}{\left|\mathbf{x}-\mathbf{x}^{\prime}\right|^{3}} \tag{5}
\end{equation*}
$$

with $\boldsymbol{\omega}\left(\mathbf{x}^{\prime}\right)$ being the vorticity vector and $\mathbf{x}^{\prime}$ denoting points along the core center lines. In the case of superfluid topological defects, $\boldsymbol{\omega}\left(\mathbf{x}^{\prime}\right)$ is a delta function along the curve of the vortex $C_{i}$ since the superfluid vortices have (at hydrodynamic scales) infinitesimal core sizes. However, in the classical Navier-Stokes case, the vortices have dynamic, finite cores and the vorticity is dis-
tributed. Because of this, we employ a more complex vorticity representation [16]:

$$
\begin{align*}
\boldsymbol{\omega}\left(\mathbf{x}^{\prime}, t\right) & =\sum_{i} \Gamma \int_{C_{i}} \frac{1}{\sigma_{i}(\xi, t)^{3}} \zeta\left(\frac{\left|\mathbf{x}^{\prime}-\mathbf{r}_{i}(\xi, t)\right|}{\sigma_{i}(\xi, t)}\right)  \tag{6}\\
& \times\left(\frac{\partial \mathbf{r}_{i}}{\partial \xi}+\frac{\mathbf{x}^{\prime}-\mathbf{r}_{i}(\xi, t)}{\sigma_{i}(\xi, t)} \frac{\partial \sigma_{i}}{\partial \xi}\right) d \xi
\end{align*}
$$

where $\sigma_{i}(\xi)$ is the local core radius of filament $i$ and the smoothing kernel $\zeta$ describes the way vorticity spreads around the core center line. There is a variety of smoothing kernels suitable for the computation. The high-order algebraic kernel of [17] is the one used here. A detailed discussion of the numerical analysis and the formulas used can be found in [18]. $\Gamma$ is the circulation strength attributed to all filaments and is the model's analogue of the quantum of circulation. The formula shows that the vorticity field has two constituents. The first term of the sum inside the integral sign models the vorticity component along the direction of the filament tangent $\partial \mathbf{r}_{i} / \partial \xi$. This is the only component present in quantum vortices (without the smoothing effect of $\zeta$ ). The second term models the vorticity component along the direction $\mathbf{x}-\mathbf{r}_{i}(\xi)$ and is induced by the change of $\sigma_{i}(\xi)$ along the filaments. The filament cores tend to grow due to diffusive effects. This phenomenon is calculated using the core-spreading method [19]. When two filaments approach within a certain distance from each other, they reconnect. Detailed description of the reconnection methodology can be found in [20].

In order to calculate the topological noises, we use the stoppage time tangle configuration of [3]. In this earlier calculation, the initial conditions consist of 192 rings in a periodic box. The Reynolds number has the value $\operatorname{Re}=\frac{\Gamma}{\mathrm{V}}=5 \times 10^{3}$. The results are made dimensionless in the following manner: $t=\frac{\Gamma t^{\prime}}{R^{2}}, \mathbf{x}=\frac{\mathbf{x}^{\prime}}{R}, \boldsymbol{\omega}=$ $\frac{R^{2} \boldsymbol{\omega}^{\prime}}{\Gamma}$, where $t^{\prime}, \mathbf{x}^{\prime}, \boldsymbol{\omega}^{\prime}$ are dimensional and $R$ is a reference initial vortex-ring radius. We have chosen $\Gamma=1$ and $R=1$; the box size is $l_{b}=2.041$. The discretization length $\Delta \xi$ along the line vortices is $\Delta \xi=4 \times 10^{-2}$, and the numerical time step $\Delta t$ is $\Delta t \approx 0.0024$. In order to have a stable calculation, the latter is chosen to be the inverse of the maximum average vorticity over the vortex cores. The total evolution time is comparable to the lifetime of the large eddies. The temporal evolution of tangle length $L$ after the artificial initial transient is shown in Fig. 3 (top). As demonstrated in [1], this flow exhibits a Kolmogorov scaling exponent for the energy spectrum. Since the flow is isotropic, we have verified that all three dimensions give identical scalings. In Fig. 3 (bottom), we plot the arithmetic mean $\theta_{a}$ of the


Fig. 3. Results for homogeneous isotropic classical turbulence: time evolution of tangle length $L$ as calculated in [3] (top) and average of topological noises $\theta_{a}$ as a function of the surface edge length $l_{s}$ at stoppage time (bottom). All quantities are nondimensional.
noises $\theta_{i}$. It is evident that $\theta_{a}$ scales as $l_{s}^{2}$. Why the difference in scaling exponents between the classical and quantum case? After all, is it not the case that both are described by the Biot-Savart integral? The answer to these questions could be found in [3, 15]. In these papers, the curvature spectra for superfluid and classical vortices were reported. In the former case, it was found that the spectra were flat (white-noise-like). However, in the latter case, a nontrivial scaling was discovered exactly in the wave-number regime corresponding to the inertial range of turbulence with Kolmogorov scaling. The authors of [3] attributed this difference to the ability of classical vortices (in opposition to superfluid line vortices) to stretch. Therefore, since the geometries in these two cases are different, there is no reason to expect the topological noise scalings (which are determined by the geometry) to be identical.

The scalings revealed in the present work are characterized by the simplicity of the computed quantities.

It is desirable that a deeper (and more technical) study of possible connections between the physics of vortex systems and the topology/geometry of their configurations be pursued in the future (e.g., [21, 22]). Such studies would illuminate the mechanisms underlying the appearance of the observed scalings. Finally, one notes that, due to computational complexity, it is difficult to make the same calculation with a wide range of counterflow velocity magnitudes. Therefore, it is not possible at present to be assertive about the universality of the reported (counterflow) scaling exponents.
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#### Abstract

We describe a near-field optical microscopy technique based on the interaction of a probe molecule with the sample surface (e.g., with a flat metal surface) in the field of external optical radiation and consider the spontaneous Raman scattering characterized, in the presence of a metal surface, by the effective polarizability of the probe molecule, depending on the frequency and the distance to the sample surface. At certain distances from the probe molecule to the surface, the effective polarizability of this molecule (determined with allowance for the polarizing influence of the surface of a semi-infinite medium) at the Stokes frequency sharply increases in comparison to the quantum polarizability of an isolated molecule, which is indicative of the formation of optical near-field resonances. It is shown that the proposed method of near-field optical microscopy is characterized by high sensitivity and high spatial resolution (on the order of $1 \AA$ A). © 2004 MAIK "Nauka/Interperiodica".


PACS numbers: 07.79.Fc; 78.30.-j

Surface-enhanced Raman scattering (SERS) is observed for molecules adsorbed on metals and insulators with both smooth and rough surfaces [1]. In this paper, we will consider the spontaneous SERS for a single immobile molecule occurring in the vicinity of a flat surface. As will be shown below, the SERS effect is accompanied by a shift in the energy of vibrational levels of the molecule, depending on the distance from this molecule to the surface.

According to the proposed method, a probe molecule is situated at the end of a light guide (Fig. 1) that is pumped with an optical radiation of frequency $\omega_{L}$ and which scatters this light. The scattered radiation at a frequency of $\omega_{S}$ is monitored in the wave zone in the direction within a solid angle $d \Omega$. The Fresnel reflection from a sample surface can be separated from the scattered radiation via proper selection of the angle in which the photons with the frequency $\omega_{S}$ are scattered.

The spatial resolution of optical near-field microscopes is determined by the size of the probe used for diagnostics of the solid surface. In connection with this, it was suggested to increase the resolution of such devices by using individual atoms as probes [2-5]. The interaction of such a probe atom with the sample surface is described on the basis of the resonance electric dipole transitions, whereby the frequency of external field approximately coincides with the resonance frequency in the spectrum of interacting atoms. In particular [4, 5], we have recently proposed a method of nearfield optical microscopy with a spatial resolution on the
order of 1 nm , according to which a probe atom situated at the flat end of a light guide selectively interacts with an atom in the sample due to the appearance of optical size resonances in the probe atom-sample atom system. By varying the frequency of external field so that it


Fig. 1. Optical scheme of the near-field interaction of a probe molecule $l$ with the flat surface $\Sigma$ of a semi-infinite medium. The probe molecule occurs at the end of a narrow light guide (tip) providing the input of photons of an external radiation with the frequency $\omega_{L}$ and the output of scattered photons with the frequencies $\omega_{s \gamma}=\omega_{L}-\omega_{0 \gamma}$, where $\omega_{0 \gamma}$ are the frequencies of optical dimensional resonances.
would coincide with one of the size resonance frequencies, it is possible $[4,5]$ to provide a significant increase in the response dipole signal intensity in the wave zone.

In this work, we suggest a new method for diagnostics of the microscopic structure of solid surfaces, interfaces, and foreign atoms or molecules at such surfaces by means of nonresonance interaction of optical radiation with a probe molecule, which results in the Raman scattering of incident light and in the excitation of vibrational states of the probe molecule.

Let us consider the interaction of a probe molecule with the sample surface (e.g., with a flat metal surface). The corresponding boundary-value problem will be solved on the basis of a system of integro-differential equations used in the optics of insulators [6], taking into account that the main equations describing the propagation of a plane wave in a conducting medium differ from the analogous equations for a transparent insulator only in that the real optical constants are replaced by complex quantities.

The fields at the site where the probe molecule is situated $\left(\mathbf{r}_{1}\right)$ and at the point of observation ( $\mathbf{r}^{\prime}$ ) inside or at the surface of the medium can be described as

$$
\begin{gather*}
\mathbf{E}_{01}\left(\mathbf{r}_{1}\right)=\mathbf{E}_{0 I} \exp \left[i\left(\mathbf{k}_{L}-\mathbf{k}_{S}\right) \mathbf{r}_{1}\right]+\hat{a}_{R}\left(\mathbf{r}_{1}\right) \mathbf{X} N \\
\mathbf{E}_{01}\left(\mathbf{r}^{\prime}\right)=\mathbf{E}_{0 I} \exp \left[i\left(\mathbf{k}_{L}-\mathbf{k}_{S}\right) \mathbf{r}^{\prime}\right]  \tag{1}\\
+\hat{a}_{T}\left(\mathbf{r}^{\prime}\right) \mathbf{X} N+\frac{1}{3} \hat{G} \mathbf{X}_{1}
\end{gather*}
$$

Here, $\mathbf{k}_{L}$ is the wavevector of the external optical radiation with the frequency $\omega_{0}, \mathbf{k}_{S}$ is the wavevector of photons scattered at the Stokes frequency $\omega_{S}=\omega_{L}-\omega_{0}, \omega_{0}$ is the transition frequency between the ground state and the first excited vibrational level of the probe molecule, $N$ is the density of conduction electrons,

$$
\begin{equation*}
\mathbf{E}_{0 I}=\mathbf{u}\left|\mathbf{E}_{0 L}\right| \tag{2}
\end{equation*}
$$

$\mathbf{u}$ is the unit vector of polarization of the external optical radiation,

$$
\begin{equation*}
\frac{\left|\mathbf{E}_{0 L}\right|^{2}}{4 \pi}=\frac{n_{0} \hbar \omega_{L}}{V_{R}} \tag{3}
\end{equation*}
$$

$n_{0}$ is the number of photons of the external optical radiation, and $V_{R}$ is the quantization volume. Tensor $\hat{G}$ determining the electric dipole field of the probe molecule has the following form:

$$
\hat{G}=\left(\begin{array}{ccc}
-F & 0 & 0  \tag{4}\\
0 & -F & 0 \\
0 & 0 & 2 G
\end{array}\right),
$$

where

$$
\begin{equation*}
G=\frac{1}{R^{3}}-i \frac{k_{0}}{R^{2}}, \quad F=G-\frac{k_{0}^{2}}{R} \tag{5}
\end{equation*}
$$

$k_{0}=\omega_{L} / c, c$ is the speed of light in vacuum, and $R=\mid \mathbf{r}_{1}-$ $\mathbf{r}^{\prime} \mid$. Vectors $\mathbf{X}$ and $\mathbf{X}^{\prime}$ in Eq. (1) determine the dipole moments induced in the medium and in the probe molecule. They are defined as

$$
\begin{equation*}
\mathbf{X}=\alpha \mathbf{E}_{0}\left(\mathbf{r}^{\prime}\right), \quad \mathbf{X}_{1}=-w_{1} \alpha_{1} \mathbf{E}_{01}\left(\mathbf{r}_{1}\right) \tag{6}
\end{equation*}
$$

where $w_{1}$ is the difference in probabilities of finding the probe molecule in the excited and the ground state,

$$
\begin{equation*}
\alpha=-\frac{e^{2}}{m} \frac{1}{\omega^{2}+i \beta \omega}, \quad \alpha_{1}=\frac{2\left|\mathbf{d}_{0}\right|^{2}}{\hbar} \frac{1}{\omega_{0}-\omega+i \gamma} \tag{7}
\end{equation*}
$$

$e$ and $m$ are the electron charge and mass, respectively, $\beta$ is the damping constant, and $\gamma^{-1}$ is the phase relaxation time of the first excited level of the probe molecule. The quantity $\left|\mathbf{d}_{0}\right|^{2}$ is determined by comparing the probability of resonance quantum transition in firstorder perturbation theory and the probability of Raman scattering by the quantum system [7]. This gives

$$
\begin{equation*}
\left|\mathbf{d}_{0}\right|^{2}=\frac{\omega_{S}^{2} V_{R} n_{0}}{2 \pi \hbar \omega_{0}^{3}}\left|M_{b a}\right|^{2}, \tag{8}
\end{equation*}
$$

where

$$
\begin{gather*}
\left|M_{b a}\right|^{2}=\frac{2 \pi}{V_{R}} \sqrt{\omega_{L} \omega_{S}} \\
\times e^{2} \sum_{p \neq b}\left[\frac{\left(\mathbf{u}^{\prime} \mathbf{r}_{b p}\right)\left(\mathbf{u r}_{p a}\right)}{\omega_{L}-\omega_{p a}}-\frac{\left(\mathbf{u r}_{b p}\right)\left(\mathbf{u}^{\prime} \mathbf{r}_{p a}\right)}{\omega_{S}+\omega_{p a}}\right] \tag{9}
\end{gather*}
$$

is the scattering tensor, $\mathbf{u}^{\prime}$ is the unit vector of polarization of the photons scattered at the Stokes frequency $\omega_{S}$, $|a\rangle$ is the ground vibrational state of the probe molecule, $|b\rangle$ is the first excited state of this molecule, $p$ are the intermediate states of this molecule, and $\mathbf{r}_{b p}$ and $\mathbf{r}_{b a}$ are the matrix elements corresponding to the electric dipole transitions in the long-wavelength approximation with the emission and absorption of photons. The geometric factors $\hat{a}_{R}$ and $\hat{a}_{T}$ in Eqs. (1) have the following form [8]:

$$
\begin{gather*}
a_{T}^{y}=-\frac{\pi}{\tilde{n}^{2}-1} \frac{\sin \left(\varphi+\Theta_{T}\right)}{\cos \varphi \sin \Theta_{T}}+\frac{2 \pi}{3} \frac{\tilde{n}^{2}+2}{\tilde{n}^{2}-1} \\
a_{T}^{x}=\frac{\pi}{\tilde{n}^{2}-1} \frac{\sin \left(\varphi+\Theta_{T}\right)}{\cos \varphi \sin \Theta_{T}}\left(\sin \varphi \cos \varphi-\cos ^{2} \varphi\right) \\
+\frac{2 \pi \tilde{n}^{2}+2}{3} \frac{\tilde{n}^{2}-1}{} \\
a_{T}^{z}=\frac{\pi}{\tilde{n}^{2}-1} \frac{\sin \left(\varphi+\Theta_{T}\right)}{\cos \varphi \sin \Theta_{T}}\left(\sin \varphi \cos \varphi-\sin ^{2} \varphi\right) \\
+\frac{2 \pi \tilde{n}^{2}+2}{3} \frac{\tilde{n}^{2}-1}{} \tag{10}
\end{gather*}
$$

$$
\begin{gathered}
a_{R}^{y}=-\frac{\pi}{\tilde{n}^{2}-1} \frac{\sin \left(\varphi-\Theta_{T}\right)}{\cos \varphi \sin \Theta_{T}} \\
a_{R}^{x}=\frac{\pi}{\tilde{n}^{2}-1} \frac{\sin \left(\varphi-\Theta_{T}\right)}{\cos \varphi \sin \Theta_{T}}\left(\sin \Theta_{R} \cos \Theta_{R}-\cos ^{2} \Theta_{R}\right), \\
a_{R}^{z}=\frac{\pi}{\tilde{n}^{2}-1} \frac{\sin \left(\varphi-\Theta_{T}\right)}{\cos \varphi \sin \Theta_{T}}\left(\sin \Theta_{R} \cos \Theta_{R}-\sin ^{2} \Theta_{R}\right),
\end{gathered}
$$

where $\tilde{n}$ is the complex refractive index of the medium; $\Theta_{T}$ and $\Theta_{R}$ are the angles of light refraction and reflection from the sample surface $\Sigma$, respectively (Fig. 1). For the Fresnel reflection and refraction of a wave incident at the angle $\Theta_{I}$ onto the surface $\Sigma$, these angles are related as

$$
\begin{equation*}
\varphi=\Theta_{I}, \quad \tilde{n} \sin \Theta_{T}=\sin \Theta_{I}, \quad \Theta_{R}=\pi-\Theta_{I} \tag{11}
\end{equation*}
$$

Substituting expressions (6) into Eq. (1); taking into account that, for the points of observation in the nearfield zone with respect to the surface $\Sigma$ one has

$$
\begin{equation*}
\left|\mathbf{k}_{L}-\mathbf{k}_{L}\right| R \ll 1, \quad F=G=\frac{1}{R^{3}} \tag{12}
\end{equation*}
$$

and solving the system of equations (1), we can determine the fields at the site where the probe molecule is situated $\left(\mathbf{E}_{01}\right)$ and on the sample surface $\left(\mathbf{E}_{0}\right)$. Let us introduce the effective polarizabilities

$$
\begin{equation*}
\mathbf{X}_{1}=\hat{\alpha}_{\mathrm{eff}}(1) \mathbf{E}_{0 I}, \quad \mathbf{X}=\hat{\alpha}_{\mathrm{eff}} \mathbf{E}_{0 I} \tag{13}
\end{equation*}
$$

and determine these values by substituting expressions for the fields $\mathbf{E}_{01}$ and $\mathbf{E}_{0}$. For the $x$ components of the effective polarizability vectors, we obtain

$$
\begin{gather*}
\alpha_{\mathrm{eff}}^{x}(1)=-w_{1} \alpha_{1} \frac{1-a_{T}^{x} N \alpha+a_{R}^{z} N \alpha}{1-a_{T}^{x} N \alpha-\frac{1}{2} F w_{1} \alpha_{1} a_{R}^{x} N \alpha} \\
\alpha_{\mathrm{eff}}^{x}=  \tag{14}\\
1-a_{T}^{x} N \alpha-\frac{1}{2} F w_{1} \alpha_{1} a_{R}^{x} N \alpha
\end{gather*}
$$

Taking into account the form of diagonal tensors (10) and (4), we also obtain the effective polarizabilities of the other components of induced dipole moments.

Effective polarizabilities (14) determine the nearfield self-consistent interaction of the probe molecule with the metal surface. A dispersion dependence of the polarizability $\alpha_{\text {eff }}^{x}$ of the probe molecule strongly differs from the analogous dependence of the polarizability $\alpha_{1}$ of the same isolated molecule. The frequencies at which the quantities $\hat{\alpha}_{\text {eff }}^{x}$ reach maximum values differ from the frequency $\omega_{0}$ corresponding to the transition frequency from the lowest vibrational state to the first excited state for the same ground-state electronic con-
figuration of the molecule. These frequencies correspond to the optical near-field dimensional resonances and depend on the distance from the probe molecule to the flat metal surface. The effective polarizabilities $\hat{\alpha}_{\text {eff }}^{x}$ of the probe molecule also depend on the population of the vibrational states under consideration, which is determined by $w_{1}$. Interaction of the probe molecule with the metal surface renders the molecule anisotropic because, in the general case, $\alpha_{\text {eff }}^{x}(1) \neq \alpha_{\text {eff }}^{y}(1) \neq \alpha_{\text {eff }}^{z}(1)$. In the case of a light normally incident onto the metal surface, expressions (10) yield $\alpha_{\text {eff }}^{x}(1)=\alpha_{\text {eff }}^{y}(1) \neq \alpha_{\text {eff }}^{z}(1)$.

Using expressions for the effective polarizability (14), we calculate the SERS coefficient as

$$
\begin{equation*}
q_{\gamma}=\frac{d P_{S}^{\gamma} / d \Omega}{d P_{S} / d \Omega} \tag{15}
\end{equation*}
$$

where

$$
\begin{equation*}
d P_{S} / d \Omega=\frac{2 \pi}{\hbar^{2}}\left|M_{b a}\right|^{2} \frac{\omega_{S}^{2} n_{0} V_{R}}{(2 \pi c)^{3}} \tag{16}
\end{equation*}
$$

is the Stokes power radiated per unit solid angle $d \Omega$ by an isolated molecule;

$$
\begin{equation*}
d P_{S}^{\gamma} / d \Omega=\frac{1}{16 \pi c^{3} \hbar} \omega_{0 \gamma}^{3}\left|\alpha_{\mathrm{eff}}^{\gamma}(1)\right|^{2}\left(E_{0 I}^{\gamma}\right)^{2} \tag{17}
\end{equation*}
$$

is the Stokes power radiated per unit solid angle $d \Omega$ by a probe molecule situated near the metal surface; $\gamma=x$, $y, z$; and $\omega_{0 \gamma}$ is the frequency of one of the optical nearfield resonances. The Stokes radiation from a molecule near a surface takes place at the frequency $\omega_{s \gamma}=\omega_{L}-$ $\omega_{0 \gamma}$, while the isolated molecule radiates at $\omega_{S}=\omega_{L}-$ $\omega_{0}$. Substituting expressions (16) and (17) into Eq. (15), we can determine the condition for which the SERS coefficient is maximum. This condition has the form

$$
\begin{equation*}
\operatorname{Re}\left(1-a_{T}^{\gamma} N \alpha+G_{\gamma \gamma} w_{1} \alpha_{1} a_{R}^{\gamma} N \alpha\right)=0 \tag{18}
\end{equation*}
$$

Using this relation at a fixed distance between the probe molecule and the sample surface, we can determine the frequency of molecular vibrations and oscillations of conduction electrons, for which the signal of dipole radiation in the wave zone is maximum.

Let us consider a numerical example in which a pyridine molecule situated at the tip end interacts with a flat silver surface. Let the molecule pass from the ground state to a vibrationally excited state in the ground electron state corresponding to a line at $1010 \mathrm{~cm}^{-1}$ [1]. For the external optical radiation with a wavelength of $\lambda=0.6328 \mu \mathrm{~m}$ (He-Ne laser), we obtain $\omega_{L}=2.98 \times 10^{15} \mathrm{~s}^{-1}$ and the Stokes photon frequency $\omega_{S}=2.787 \times 10^{15} \mathrm{~s}^{-1}$. For the diameter of a hole at the tip end equal to $80 \AA$ and a laser power of 100 mW , the number of scattered photons at a frequency of $\omega_{L}$ is $n_{0}=4.63 \times 10^{19}$. In this case, formula (16) yields


Fig. 2. Plot of the effective polarizability of a probe molecule occurring at a fixed distance $R=5 \AA$ from a flat silver surface, as calculated for $\omega_{0}=1.9 \times 10^{14} \mathrm{~s}^{-1}, d_{0}=2 \times$ $10^{-16}$ esu, $\beta=4.17 \times 10^{15} \mathrm{~s}^{-1}, N=2.34 \times 10^{22} \mathrm{~cm}^{-3}$, and $\sigma=2.24 \times 10^{17} \mathrm{~s}^{-1}$. The angle of photon incidence on the metal surface is $\Theta_{I}=0$.
$d P_{S} / d \Omega=7.04 \times 10^{3} \mathrm{~s}^{-1} \mathrm{sr}^{-1}$ (for $V_{R}=1 \mathrm{~cm}^{3}$ ). Using this value, we can determine the effective dipole moment $d_{0}$ of transition by the formula

$$
\begin{equation*}
d_{0}^{2}=\frac{2 \pi c^{3} \hbar}{\omega_{0}^{3}} \frac{d P_{S}}{d \Omega} \tag{19}
\end{equation*}
$$

which yields $d_{0}=7.496 \times 10^{-18}$ esu. Once the $d_{0}$ value is known, we find the polarizability of the probe molecule in the vicinity of the isolated resonance $\omega_{0}$ using formula (7) and setting $\gamma=2 \pi \times 10^{12} \mathrm{~s}^{-1}$. For silver with the density of conduction electrons $N=2.34 \times 10^{22} \mathrm{~cm}^{3}$ and conductivity $\sigma=2.24 \times 10^{17} \mathrm{~s}^{-1}$, the square of the plasma frequency is $\omega_{p}^{2}=0.745 \times 10^{32} \mathrm{~s}^{-1}$ and the damping constant is $\beta=4 \pi \omega_{p}^{2} / \sigma=4.17 \times 10^{15} \mathrm{~s}^{-1}$. For these parameters and normal incidence of light onto the sample surface, we have $\tilde{n}^{2} \approx i \times 4 \pi \sigma / \omega, a_{T}^{\gamma} \approx 2 \pi / 3, a_{R}^{x}=$ $a_{R}^{y} \approx \pi \omega / i \times 4 \pi \sigma$, and $a_{R}^{z}=0$. Substituting these values into Eq. (18), we determine the value of the optical near-field resonance frequency $\omega_{0 x}$ at which the effective polarizability $a_{\text {eff }}^{x}(1)$ in Eq. (14) exhibits maximum.

The effective dipole moment (19) of transition is proportional to the number of scattered photons $n_{0}$
interacting with a single molecule situated at the end of a light guide. The $n$ value depends on the beam crosssectional area. By decreasing this area to a value equal to the molecular cross section, we may change the $d_{0}$ value and vary, according to Eq. (18), the distance $R$ from the probe molecule to the sample surface.

Figure 2 shows the dispersion dependence of the effective polarizability $a_{\text {eff }}^{x}(1)$ at a fixed distance $R=$ $5 \AA$ from the probe molecule to the sample surface. For $d_{0}=2 \times 10^{-16}$ esu and $\omega_{0}=1.9 \times 10^{14} \mathrm{~s}^{-1}$, we obtain the following value of the optical near-field resonance frequency: $\omega_{0 x}=1.811 \times 10^{14} \mathrm{~s}^{-1}$. At the frequency of the near-field resonance, the SERS coefficient is $q_{x}=5.4 \times$ $10^{3}$ for $w_{1}=-1$.

In conclusion, we have described the operation of a optical near-field microscope based on enhanced Raman scattering by a probe molecule as a result of interaction with a sample (e.g., with a flat metal surface). The spatial resolution of such a near-field microscope is determined by the distance from the probe molecule to the sample surface, while the sensitivity at the Stokes frequency $\omega_{L}-\omega_{0 x}$ is determined by the SERS coefficient (15). Based on the proposed principle of the optical near-field microscope and taking into account the experimental conditions and the character of samples, it is possible to change the geometry of the tip with a probe molecule at its end and modify geometric factors (10), for example, allowing for the sample surface roughness. These physical situations will be considered in subsequent publications.
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#### Abstract

The effect of microwave radiation on the resonance fluorescence of a cloud of cold ${ }^{85} \mathrm{Rb}$ atoms in a magnetooptical trap is studied. The radiation frequency was tuned near the hyperfine splitting frequency of rubidium atoms in the 5 S ground state. The microwave field induced magnetic dipole transitions between the magnetic sublevels of the $5 \mathrm{~S}(F=2)$ and $5 \mathrm{~S}(F=3)$ states, resulting in a change in the fluorescence signal. The resonance fluorescence spectra were recorded by tuning the microwave radiation frequency. The observed spectra were found to be substantially dependent on the transition under study and the frequency of a repump laser used in the cooling scheme. © 2004 MAIK "Nauka/Interperiodica".


PACS numbers: 32.50.+d; 32.30.Bv

The method of optical-radio-frequency double resonance provides the basis for atomic frequency standards [1]. Microwave radiation, resonant with transitions between the hyperfine levels of alkali metal atoms (for example, Rb and Cs ), induces magnetic dipole transitions, resulting in turn in a change in a resonance fluorescence or absorption signal at optical transitions from the ground state. In the first experiments, the effect of microwave fields on absorption and polarization of light from resonance lamps has been studied [2].

Before the advent of magnetooptical traps for laser cooling and capture of atoms [3], thermal atomic gases with a large Doppler broadening have been mainly studied. The first microwave spectroscopic experiments with cooled atoms have been performed in a magnetic trap with Na atoms [4]. The fluorescence spectrum of Na atoms captured in a strong magnetic field ( $\sim 2300 \mathrm{G}$ ) was studied in the presence of a probe laser field and probing microwave radiation. However, a strong magnetic field caused the broadening of resonances up to 200 MHz , which substantially exceeds the natural width of optical transitions.

Later [5], a microwave field was used to excite transitions between the hyperfine levels of the ground state of cesium atoms cooled in the optical molasses at the point of intersection of three standing light waves. The fluorescence signal from atoms, which have been preliminary cooled in the molasses, was studied after the shutdown of cooling laser beams. This allowed the observation of optically unperturbed microwave resonances of width as small as a few tens of hertz. The intensity of microwave radiation in these experiments did not exceed a few tens of $\mathrm{nW} / \mathrm{cm}^{2}$.

These studies have been further developed in experiments with so-called "atomic fountains" (see, for example, [6]). Narrowing of the atomic-standard lines was achieved by the Ramsey fringes method during the round-trip transit of cooled slow atoms in a microwave
resonator [7]. In addition, a microwave field was used in some papers instead of a repump laser to produce an optical-microwave magnetooptical trap [8].

The aim of the microwave spectroscopy of cooled atoms is, as a rule, the observation of ultranarrow resonances and the development of a precision atomic clock based on microwave transitions. However, microwave spectroscopy can be also used to study processes occurring in a cloud of cold atoms. For example, recently microwave spectroscopic experiments were performed with atoms loaded from a magnetooptical trap to an optical trap with a large frequency detuning [9]. The authors of paper [9] also observed narrow microwave resonances ( $\sim 500 \mathrm{~Hz}$ and narrower) by switching off coiling lasers during measurements.

The aim of this work was to study the effect of a microwave field on a resonance fluorescence signal in a standard magnetooptical trap with Rb atoms and to estimate the possibility of using this effect for diagnostics of a cloud of cold atoms.

## EXPERIMENTAL SETUP

The Rb atoms were cooled and captured in a magnetooptical trap using a laser setup containing two $780-\mathrm{nm}$ external-resonator semiconductor lasers and a frequency-locking system based on saturated absorption in optical cells with Rb atoms [10, 11].

Laser cooling was performed using a standard optical scheme consisting of three pairs of orthogonally polarized laser beams ( $\sigma^{+}, \sigma^{-}$) crossing at the center of a quartz cell (Fig. 1), which was evacuated by ion pumps down to a pressure of $\sim 10^{-8} \mathrm{Torr}$. The source of Rb atoms was an ampoule containing a natural mixture of rubidium isotopes at room temperature.

The magnetic-field gradient in the trap ( $0-15 \mathrm{G} / \mathrm{cm}$ ) was produced by a pair of anti-Helmholtz coils. Resid-


Fig. 1. Scheme of the experimental setup.
ual magnetic fields were compensated with the help of additional Helmholtz coils. The possibility of compensation for residual magnetic fields and the accuracy of alignment of the laser beams were provided by using two CCD cameras placed from both sides of the cell.

The resonance fluorescence signal was detected with a calibrated two-element photodiode equipped by a TV objective and a differential amplifier. The cloud image was projected by the objective on one of the elements of the photodiode, the second element being used to subtract laser radiation scattered from the cell walls.

The Rb atoms were captured in the trap by locking the cooling laser frequency either to the slope of the saturated absorption (Fig. 2b) $5 S_{1 / 2}(F=3) \longrightarrow 5 P_{3 / 2}(F=$ 4) transition peak of ${ }^{85} \mathrm{Rb}$ with the red $1-3-\Gamma$ detuning from the resonance center (Fig. 2a) $(\Gamma=6 \mathrm{MHz}$ is the natural width of the $\mathrm{D}_{2}$ line of Rb ) or to the slope of the fluorescence resonance of the trap. In the latter case, the so-called self-stabilized magnetooptical trap was realized [12]. As a result, the fluorescence signal had a more stable constant component corresponding to the equilibrium population of the trap.

The repump laser was tuned to the slope of the saturated absorption $5 S_{1 / 2}(F=2) \longrightarrow 5 P_{3 / 2}(F=2$ or 3$)$ transition peak with the red $0-3-\Gamma$ detuning (Fig. 2a) and was locked to the resonance using the PoundDrever frequency-modulation method [13, 14].

The output power of lasers was $\sim 6 \mathrm{~mW}$. Laser beams were expanded in front of the cell with the help of telescopes up to a diameter of $7-8 \mathrm{~mm}$. The intensity of each of the laser beams incident on the cell was
$2.6 \mathrm{~mW} / \mathrm{cm}^{2}$, while the calculated saturation intensity was $1.65 \mathrm{~mW} / \mathrm{cm}^{2}$. Figure 2c illustrates the measured dependence of the number of trapped atoms on the cooling laser frequency, the repump laser frequency being locked to the resonance at the $5 S_{1 / 2}(F=2) \longrightarrow$ $5 P_{3 / 2}(F=2)$ transition. Figure 2 d shows the dependence of the number of trapped atoms on the total power of the repump laser in the trap when the cooling laser was detuned by $\delta=9 \mathrm{MHz}$. It is seen that the saturation of trap population occurs even at 0.1 mW .

We obtained in the trap a cloud of cold atoms 0.62 mm in diameter, containing $\leq 2 \times 10^{7}$ atoms, which corresponds to an atomic density $\leq 2 \times 10^{10} \mathrm{~cm}^{-3}$. The cloud temperature equal to $\sim 50 \mu \mathrm{~K}$ was measured by the dynamics of a decrease in the number of atoms after a short ( $5-200 \mathrm{~ms}$ ) switching off of the magnetic field gradient. The trap population decreased by a factor of $e$ for the time $t \sim 30 \mathrm{~ms}$. This means that a greater part of Rb atoms escaped from the region of interaction with laser radiation for the time 30 ms by flying the distance $L=A / 2 \approx 3.5 \mathrm{~mm}$ ( $A$ is the beam aperture). In the Maxwell velocity distribution approximation, the expression for the average temperature of atoms can be written in the form [4]

$$
\begin{equation*}
\langle T\rangle=\frac{M\langle v\rangle^{2}}{3 k_{B}}, \tag{1}
\end{equation*}
$$

where $\langle v\rangle=L / t$ is the average velocity of atoms, $k_{B}$ is the Boltzmann constant, and $M$ is the atom mass; and the temperature estimated from (1) is $50 \mu \mathrm{~K}$.


Fig. 2. (a) Scheme of transitions in ${ }^{85} \mathrm{Rb}$ atoms; (b) saturated absorption spectrum of a reference cell; (c) the number of atoms in the trap as a function of the cooling laser frequency; (d) dependence of the number of atoms in the trap on the total output power of the repump laser.

In microwave spectroscopic experiments, we used a frequency synthesizer based on the first heterodyne of a $\mathrm{S} 4-60$ spectrum analyzer with a $20-\mathrm{dBm}, 3-\mathrm{GHz}$ ( $\pm 300 \mathrm{MHz}$ ) power amplifier (Fig. 1). The width of the heterodyne line did not exceed 10 kHz . The frequency was continuously tuned with the help of a CAMAC dig-ital-to-analog converter.

A weak change in the resonance fluorescence caused by magnetic dipole transitions in rubidium atoms was investigated by the lock-in detection technique. For this purpose, the amplitude of microwave radiation was modulated by a SSW-508 microwave switch (Sirenza). The output microwave radiation was fed from the switch to a wire coil of diameter 4 cm , which was matched with the help of a strip half-wave transformer and was located at a distance of 3 cm from the trap center. Control pulses at the frequency 1.5 kHz from a pulse generator were applied to the microwave switch.

The fluorescence signal from the photodetector was fed to a phase-sensitive amplifier. The output signal of the generator controlling the switch was used as the reference frequency signal. As a result, the output signal of the amplifier was proportional to a change in the fluorescence intensity caused by microwave radiation. This signal, along with a constant fluorescence from the trap, was recorded as a function of the microwave generator frequency.

We have failed in our first experiments to achieve the reproducibility of microwave spectra when the cooling laser frequency was locked to the saturated absorption resonances. For this reason, we used frequency locking over fluorescence. Microwave radiation modulated the fluorescence signal at 1.5 kHz . The cutoff frequency of the cooling laser locking system was selected to be on the order of few hundred of hertz to avoid the suppression of the useful signal.

To enhance the useful signal, the repump laser power was reduced to $90 \mu \mathrm{~W}$ for each of the beams in the trap. In addition, to narrow the microwave resonances in microwave experiments, we used the minimal gradient of the magnetic field in the trap $(\approx 5 \mathrm{G} / \mathrm{cm})$ at which a sufficient number of atoms is still captured by the trap.

## EXPERIMENTAL RESULTS AND DISCUSSION

Figure 3a shows the dependence of the trap population on the microwave frequency for the case when the repump laser was detuned to the red with respect to the maximum of the $5 S_{1 / 2}(F=2) \longrightarrow 5 P_{3 / 2}(F=2)$ transition. The microwave spectrum was obtained after averaging over ten measurements. Noise and fluctuations were mainly caused by the photodetector noise. The position of the frequency 3035.732 MHz of the unperturbed microwave resonance for the magnetic dipole $5 S_{1 / 2}(F=2) \longleftrightarrow 5 S_{1 / 2}(F=3)$ transition in ${ }^{85} \mathrm{Rb}$ atoms


Fig. 3. Dependence of the trap population on the microwave-field frequency for the repump laser tuned to the (a) $5 S_{1 / 2}(F=2) \longrightarrow$ $5 P_{3 / 2}(F=2)$ and $\left(\right.$ b) $5 S_{1 / 2}(F=2) \longrightarrow 5 P_{3 / 2}(F=3)$ transitions.
is indicated by the dashed straight line. One can see that the fluorescence signal from the trap exhibits a dip near this frequency. The width of the microwave resonance was almost the same in different experiments and was $\sim 500 \mathrm{kHz}$.

The observed resonance is caused by the transfer of cold ${ }^{85} \mathrm{Rb}$ atoms from the $5 S_{1 / 2}(F=3)$ state to the $5 S_{1 / 2}(F=2)$ state due to magnetic dipole transitions. In the case of exact tuning of the microwave frequency, the fluorescence intensity of the trap at the cooling $5 S_{1 / 2}(F=3) \longrightarrow 5 P_{3 / 2}(F=4)$ transition decreases because the number of atoms in the $5 S_{1 / 2}(F=3)$ state decreases. The absence of the shift of the microwave resonance suggests that either the fluorescence signal is detected from the central part of a cloud of cooled atoms, where the magnetic field is weak and the Zeeman shift of levels is negligible, or magnetic dipole transitions are excited between the central Zeeman components $5 S_{1 / 2}\left(F=2,\left|m_{F}\right|=0\right)$ and $5 S_{1 / 2}(F=3$, $\left|m_{F}\right|=0$ ), which are not shifted. The latter assumption is unlikely because the magnetic moments of cold atoms have no definite orientation with respect to any arbitrary quantization axis in the trap, while the polarization of microwave radiation has not been especially selected. Therefore, the most probable reason for the absence of the shift of the microwave resonance is the detection of variations in the fluorescence intensity from the central part of the cloud. Such a behavior is observed only when the repump laser is tuned to the $5 S_{1 / 2}(F=2) \longrightarrow 5 P_{3 / 2}(F=2)$ transition, at which a part of atoms at the trap center can be transferred to the dark states, which do not interact with laser radiation [15].

The decrease in the fluorescence intensity is most likely explained by the fact that microwave radiation transfers a part of atoms from the $5 S_{1 / 2}(F=3)$ state to the local dark states, which are produced at the $5 S_{1 / 2}(F=2)$ level by the repump laser. Because atoms
in these states are not excited by the pump laser, they do not also interact with the radiation of the cooling laser, which results in the reduction of the fluorescence signal.

By analyzing the width of the observed resonance, note that the $5 S_{1 / 2}(F=3)$ sublevel should experience the shift, broadening, and splitting under the action of radiation from the cooling laser due to the Autler-Townes effect [16]. The level splitting and shift are determined by the position of the quasi-energy levels [17]

$$
\begin{equation*}
\omega_{ \pm}=\delta / 2 \pm \sqrt{\delta^{2} / 4+\Omega^{2} / 4} \tag{2}
\end{equation*}
$$

where $\delta$ is the detuning from the optical resonance and $\Omega$ is the Rabi frequency. Note that the detuning and Rabi frequency in our experiment (in the case of saturation) are of the same order of magnitude as $\Gamma$. The magnetic-field gradient determines the variation of detunings on the cloud dimensions, therefore a microwave resonance should broaden up to a few megahertz. This conclusion is confirmed by recent papers [18, 19] in which the Autler-Townes effect was studied on optical transitions in cold Rb atoms and level shifts and splittings were observed.

However, the resonance width $\approx 400 \mathrm{kHz}$ observed in our experiments is noticeably smaller than the above value and is virtually independent of the detuning of the cooling laser. This is probably explained by the fact that microwave radiation has induced transitions to the dark states, which do not interact with radiation. In this case, the resonance width was determined only by the inhomogeneity of the magnetic field at the trap center, where the dark states for degenerate levels can appear. This conclusion requires further experiments to study the features of the dark states produced at the trap center when the repump laser operates at the $5 S_{1 / 2}(F=$ $2) \longrightarrow 5 P_{3 / 2}(F=2)$ transition.

The resonance amplitude in Fig. 3a in different experiments was (3-9) $\times 10^{3}$ atoms. Its maximum value was determined by the strength of the magnetic component of the microwave field. At the same time, it was found that a rather large variation in the amplitude was caused by weak fluctuations in the detunings of laser frequencies from optical-transition frequencies. The maximum amplitude was achieved when these detunings were identical, the central frequency of the resonance being invariable.

Quite a different picture was observed when the repump laser was tuned to the $5 S_{1 / 2}(F=2) \longrightarrow$ $5 P_{3 / 2}(F=3)$ transition, for which the dark states are absent (Fig. 3b). The spectrum exhibits two peaks $(\mp \Delta f)$, which are symmetrically split with respect to the center of the $5 S_{1 / 2}(F=2) \longleftrightarrow 5 S_{1 / 2}(F=3)$ transition. It was assumed first that these peaks appear due to the Autler-Townes effect for the $5 S_{1 / 2}(F=3)$ level in the field of the cooling laser because the sifts of resonances depended on the detuning of the cooling laser at the $5 S_{1 / 2}(F=3) \longrightarrow 5 P_{3 / 2}(F=4)$ transition. However, one can see from Eq. (2) that the shifts of the quasi-energy levels should be different in the case of the red detuning of the laser. Therefore, the shifts of the resonances in Fig. 3b should be also different, whereas we observe the symmetric shifts and splitting.

The observed effect can be also interpreted in a different way. Because the frequencies of microwave resonances are shifted with respect to the central frequency, they are mainly caused by atoms located in the gradient magnetic field at the periphery of a cold cloud. As the red detuning of the cooling laser from the resonance with the $5 S_{1 / 2}(F=3) \longrightarrow 5 P_{3 / 2}(F=4)$ transition decreases, the temperature of atoms increases, resulting in an increase in the cloud size. Therefore, the shifts of microwave resonances increase due to the increase in the Zeeman splitting at the cloud periphery. The increase in the fluorescence signal in the region of resonances in Fig. 3b compared to its decrease in Fig. 3a is caused by the increase in the efficiency of the repump laser at the cloud periphery when microwave radiation is tuned to the resonance. The presence of two resonances in Fig. 3b suggests that magnetic dipole transitions are excited between the extreme Zeeman components of the $5 S_{1 / 2}\left(F=2,\left|m_{F}\right|= \pm 2\right)$ and $5 S_{1 / 2}(F=3$, $\left|m_{F}\right|= \pm 3$ ) levels having the largest resonance shifts $\left(d v_{\text {zeeman }} / d B \approx 2.56 \mathrm{MHz} / \mathrm{G}\right)$. The frequency shifts shown in Fig. 4 correspond to the trap radius from 1 to 1.8 mm , in accordance with analysis of the TV image of the trap.

Although the main features of the spectra presented above were reproducible in different experiments, note that the signal noise and fluctuations were rather large. The signal-to-noise ratio was not substantially improved even in the case of lock-in detection. This is related to a rather long loading time of the trap $(\sim 1 \mathrm{~s})$, resulting in the suppression of the alternate component


Fig. 4. Frequency shift of resonances in Fig. 3b as a function of the detuning $\delta$ of the cooling laser. The dashed curves are the approximations by the method of least squares.
of the fluorescence signal. For this reason, the amplitude of resonances in our experiments did not exceed 0.01 of the total fluorescence intensity level.

At the same time, our experiments showed that the microwave spectroscopy of cold atoms allows one to study fluorescence signals from different regions of a cloud of cold atoms. The switching to the detection of one or another region of the cloud is achieved by a proper choice of one of the transitions for the repump laser. For example, when the $J \longrightarrow J$ transition is used, a change in fluorescence from the central part of the cloud is detected, while in the case of the $J \longrightarrow J+1$ transitions, fluorescence from the cloud periphery is analyzed. This is directly related to the presence of the "dark states" for the $J \longrightarrow J$ transitions and their absence for the $J \longrightarrow J+1$ transitions, as was already mentioned in [15]. These features can be used for the development of new methods for diagnostics of cold atoms.
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#### Abstract

Third-harmonic and sum-frequency generation in quadratically nonlinear azopolymer films is experimentally studied using femtosecond chromium forsterite laser pulses. A noncollinear geometry of sum-frequency and third-harmonic generation developed and implemented in this work allows the influence of the time ordering of ultrashort laser pump pulses on nonlinear-optical phenomena to be experimentally observed. Femtosecond laser pulses induce transitions of azopolymer molecules to an electronically excited state and produce vibrational wave packets, leading to an asymmetry in the dependence of the efficiency of secondand third-order nonlinear-optical processes on the delay time between the pump pulses. © 2004 MAIK "Nauka/Interperiodica".


PACS numbers: 42.65.-k

Optical harmonic generation is one of the key phenomena in nonlinear optics. Second-harmonic generation was observed for the first time in 1961 by Franken [1], who studied propagation of ruby-laser radiation through crystalline quartz. Subsequent experiments have revealed the potential of optical harmonic generation in nonlinear crystals for highly efficient frequency conversion of laser radiation [2, 3]. The advent of laser systems capable of generating ultrahigh-intensity light fields has resulted in the discovery of high-order harmonic generation [4,5]. Unprecedentedly broad spectra of optical harmonics, stretching down to the wavelengths of only a few nanometers have been observed in experiments performed in the mid-1990s [6]. Generation of attosecond pulses [7,8] is one of the most prominent applications of this phenomenon.

In the most widespread regimes of optical harmonic generation, the pump photons are physically indistinguishable, as they originate from a common laser radiation field. A special geometric arrangement of pump beams implemented in this work allows an experimental observation of the time order of ultrashort laser pulses on harmonic generation and optical frequency mixing processes. The proposed experimental technique suggests ways to apply coherent control methods $[9,10]$ to tailor the nonlinear-optical response of quantum systems in the condensed phase on the femtosecond time scale. Our approach can also be employed to
investigate the dynamics of vibrational wave packets [10-12] in organic nonlinear materials and to create fast switches and logic gates using such materials.

To unveil the physics behind the sensitivity of sumfrequency and optical-harmonic generation to the time order of ultrashort pump pulses, we employ a generic formalism operating with the time-dependent nonlin-ear-optical susceptibility of a medium. This formalism gives the following standard expression for the thirdorder nonlinear polarization of the medium responsible for third-harmonic generation $3 \omega=\omega+\omega+\omega$ [3]:

$$
\begin{gather*}
P^{(3)}=\iiint_{-\infty-\infty}^{\infty} \chi^{(3)}\left(t_{1}, t_{2}, t_{3}\right)  \tag{1}\\
\times E_{1}\left(t-t_{1}\right) E_{2}\left(t-t_{2}\right) E_{3}\left(t-t_{3}\right) d t_{1} d t_{2} d t_{3},
\end{gather*}
$$

where $\chi^{(3)}\left(t_{1}, t_{2}, t_{3}\right)$ is the cubic nonlinear-optical susceptibility and $E_{i}(t)$ are the envelopes of the pump fields.

On a two-photon resonance at the frequency $2 \omega$, with the sum of two of the three pump photon frequencies coinciding with a transition frequency in a nonlinear quantum system, the third-order nonlinear-optical susceptibility is written as $[13,14]$

$$
\begin{equation*}
\chi^{(3)}\left(t_{1}, t_{2}, t_{3}\right)=\chi_{\mathrm{TH}}\left(t_{1}\right) \delta\left(t_{1}-t_{2}\right) \delta\left(t_{3}\right) . \tag{2}
\end{equation*}
$$



Fig. 1. Diagrams of nonlinear-optical processes with timeordered pump: ( a , b ) third-harmonic generation, $3 \omega=\omega+$ $\omega+\omega$, with a two-photon resonance at the frequency $2 \omega$ of transitions between states A and B; (c, d) sum-frequency generation, $\omega_{3}=\omega_{1}+\omega_{2}$, with a one-photon resonance. One of the ultrashort pump pulses is delayed by time $\tau$ with respect to the resonant excitation: $(\mathrm{a}, \mathrm{c}) \tau<0$, $(\mathrm{b}, \mathrm{d}) \tau>0$.

In the spectral representation, the nonlinear-optical susceptibility (2) depends only on the frequency $2 \omega$, which corresponds to the condition of a two-photon resonance. Substituting Eq. (2) into expression (1) for the nonlinear polarization and assuming that the two-photon-resonant excitation is provided by one of the fields $E_{1}(t)=E_{2}(t)$, we arrive at

$$
\begin{equation*}
P^{(3)}(t)=E_{3}(t) \int_{-\infty}^{\infty} \chi_{\mathrm{TH}}\left(t_{1}\right) E_{1}^{2}\left(t-t_{1}\right) d t_{1} . \tag{3}
\end{equation*}
$$

The power of the third harmonic is then given by

$$
\begin{equation*}
W_{\mathrm{TH}}\left(\tau_{3}\right) \propto \int_{0}^{\infty} E_{3}^{2}\left(t-\tau_{3}\right)|Q(t)|^{2} d t \tag{4}
\end{equation*}
$$

where $\tau_{3}$ is the delay time of the third pulse and

$$
\begin{equation*}
Q(t)=\int_{0}^{\infty} \chi_{\mathrm{TH}}\left(t_{1}\right) E_{1}^{2}\left(t-t_{1}\right) d t_{1} \tag{5}
\end{equation*}
$$

In the regime of a resonant excitation with infinitely short laser pulses, $E_{i}(t)=E_{i} \delta\left(t-\tau_{i}\right), i=1,2,3$, we derive

$$
W_{\mathrm{TH}} \propto\left\{\begin{array}{l}
\left|\chi_{\mathrm{TH}}(\tau)\right|^{2} E_{1}^{4} E_{2}^{2}, \quad \tau=\tau_{3}-\tau_{1}>0,  \tag{6a}\\
0, \quad \tau<0 .
\end{array}\right.
$$

A similar treatment for sum-frequency generation $\omega_{3}=\omega_{1}+\omega_{2}$ due to a quadratic nonlinearity

$$
\begin{equation*}
\chi^{(2)}\left(t_{1}, t_{2}\right)=\chi_{\mathrm{SF}}\left(t_{1}\right) \delta\left(t_{2}\right) \tag{7}
\end{equation*}
$$

with a resonance at the frequency $\omega_{2}$ in the field of infinitely short pump pulses, $E_{1,2}(t)=E_{1,2} \delta\left(t-\tau_{1,2}\right)$, yields
the following expression for the power of the sum-frequency signal [14]:

$$
W_{\mathrm{SF}} \propto\left\{\begin{array}{l}
\left|\chi_{\mathrm{SF}}(\tau)\right|^{2} E_{1}^{2} E_{2}^{2}, \quad \tau=\tau_{2}-\tau_{1}>0  \tag{8a}\\
0, \quad \tau<0
\end{array}\right.
$$

As it follows from Eqs. (6) and (8), a resonantly enhanced nonlinear signal is observed only for $\tau>0$. A resonant excitation thus induces an asymmetry in the nonstationary nonlinear-optical response with respect to the instant of time when the resonant field is applied. This result can be illustrated with the use of simplified Feynman diagrams [15, 16] adapted to sum-frequency and third-harmonic generation. The diagrams shown in Figs. 1a and 1 b represent the term in the quantummechanical expression for the nonlinear polarization of the medium that governs third-harmonic generation with a two-photon resonance at the frequency $2 \omega$ of a transition between states A and B for $\tau<0$ and $\tau>0$, respectively. With $\tau<0$ (Fig. 1a), the contribution of this diagram to the total nonlinear polarization of the medium is negligibly small [Eq. (6b)] since the frequency $\omega$ is far from the transition frequencies of the quantum system. With $\tau>0$ (Fig. 1b), states A and B become resonantly coupled by the laser field. The third field with the frequency $\omega$ is then scattered off the coherence induced in the medium, leading to a resonant generation of the third harmonic [Eq. (6a)]. For sumfrequency generation $\omega_{3}=\omega_{1}+\omega_{2}$, which is a process quadratic in the laser field, states A and B become resonantly coupled at the moment of time when the field with the frequency $\omega_{1}$ is applied. The relevant term in the expression for the nonlinear polarization of the medium (Figs. 1c and 1d) leads to a resonant enhancement of the nonlinear-optical response for $\tau>0$ [see Eq. (8a)].

Formulas (6) and (8) describe only one type of terms in the quantum-mechanical expressions for the total nonlinear-optical susceptibilities. In the most frequently used, collinear geometry of third-harmonic generation (Fig. 2a), three pump photons that give rise to a photon at a tripled frequency are physically indistinguishable. Introduction of a delay time between the pump pulses in this scheme leads to an interference of several resonant components in the nonlinear polarization of the medium represented by different Feynman diagrams. To select the term in the nonlinear polarization corresponding to the diagram shown in Fig. 1b, we used a noncollinear geometry of third-harmonic generation in the field of two crossing pump beams with wave vectors $\mathbf{k}_{1}$ and $\mathbf{k}_{2}$ (Fig. 2a). In this geometry, different resonant channels give rise to spatially separated third-harmonic signals. Detection of the third harmonic generated in this scheme in the direction of $2 \mathbf{k}_{1}+\mathbf{k}_{2}$ (Fig. 2a) selects the third-harmonic component represented by the diagram shown in Fig. 1b.

The noncollinear geometry of nonlinear-optical interaction also allows a spatial filtering of the signal


Fig. 2. Diagrams of collinear and noncollinear geometries of (a) third-harmonic generation (the third harmonic is generated in the direction of the wave vectors $\mathbf{k}_{1}$ and $\mathbf{k}_{2}$ of the pump fields in the collinear regime and in the direction of the vectors $2 \mathbf{k}_{1}+\mathbf{k}_{2}$ and $\mathbf{k}_{1}+2 \mathbf{k}_{2}$ in the noncollinear regime) and (b) sum-frequency generation, $3 \omega=2 \omega+\omega$, due to a quadratic nonlinearity.
generated at the sum frequency $3 \omega=2 \omega+\omega$ due to the quadratic nonlinearity of the medium from the signal emitted at the same frequency $3 \omega$ via direct and cascaded third-harmonic generation due to the cubic and quadratic nonlinearities, respectively. In the noncollinear geometry, the sum-frequency and third-harmonic signals are generated in different directions, determined by wave-vector matching for each of the processes (Fig. 2b).

The laser system employed in our experiments (Fig. 3) consisted of a $\mathrm{Cr}^{4+}$ : forsterite master oscillator, a stretcher, an optical isolator, a regenerative amplifier, a compressor, and a crystal for frequency doubling. The
master oscillator, pumped with a fiber ytterbium laser, generated $30-50$-fs light pulses with a repetition rate of 120 MHz , a central wavelength of 1250 nm , and a mean power of about 180 mW . These pulses were then transmitted through a stretcher and an isolator to be amplified in a Nd:YLF-laser-pumped amplifier. Amplified pulses with an energy up to $100 \mu \mathrm{~J}$ were recompressed to a 50-100-fs pulse duration in a grating compressor. Approximately $50 \%$ of radiation energy was lost at this stage. An LBO crystal was used to generate the second harmonic of amplified Cr :forsterite-laser radiation. A more detailed description of the femtosecond Cr :forsterite laser system can be found elsewhere [17].

Thin films with azopolymer molecules (inset to Fig. 4), poled by an external electric field (the poling technique is described, e.g., in [18]) were used as samples of nonlinear-optical material in our experiments. In terms of symmetry operations, orientation of molecular dipoles induces a polar axis, removing the inversion center and lifting the prohibition on nonlinearoptical interactions quadratic in the laser field. Strong quadratic nonlinearity of poled azopolymer molecules originates from extended conjugate $\pi$-bonds. Delocalized $\pi$-electrons forming these bonds give rise to large dipole moments. The thickness of nonlinear films employed in our experiments was about $1 \mu \mathrm{~m}$. Molecular dipoles were oriented in azopolymer films by poling in an interelectrode gap, with a dc voltage on the order of several kilovolts applied to the electrodes.

Femtosecond pulses of fundamental Cr :forsterite laser radiation with a wavelength of $1.25 \mu \mathrm{~m}$ and $625-\mathrm{nm}$ second-harmonic pulses were employed as pump fields $\omega$ and $2 \omega$ for third-harmonic generation, $3 \omega=\omega+\omega+\omega$, and sum-frequency generation, $3 \omega=$


Fig. 3. Diagram of the experimental setup for the investigation of third-harmonic and sum-frequency generation by time-ordered pump in poled azopolymer films.


Fig. 4. Absorption spectrum of the film with azopolymer molecules oriented with an external field. The inset shows the chemical formula of azopolymer molecules.


Fig. 5. Intensities of (a) the sum-frequency signal and (b) the third harmonic as functions of the delay time $\tau$ between the resonant excitation and the probe pulse. Diagrams of nonlinear-optical processes are shown in the insets.
$2 \omega+\omega$. The wavelength of the second harmonic of Cr:forsterite laser radiation falls within the absorption band of azopolymer molecules under study (Fig. 4), leading to the enhancement of nonlinear-optical inter-
actions due to a one-photon resonance with the frequency of electronic transitions in azopolymer molecules in the case of sum-frequency generation and a two-photon resonance for second-harmonic generation.

The results of experimental studies of sum-frequency and third-harmonic generation by time-ordered pump pulses are presented in Figs. 5a and 5b. The zero delay time in both plots is defined as the instant of time when the intensity of the resonant pump field, coupling the ground and electronically excited states of azopolymer molecules, reaches its maximum. The intensities of the sum-frequency signal (Fig. 5a) and the third harmonic (Fig. 5b) as functions of the delay time $\tau$ between the resonance excitation and the probing pulse feature an asymmetry with respect to $\tau=0$. The bandwidth of femtosecond pulses of the resonant pump field is sufficient to excite a whole group of vibrational levels in the electronically excited state of azopolymer molecules. Formation and evolution of vibrational wave packets in the condensed phase have been earlier studied by means of time-dependent coherent four-wave mixing [12]. In our experiments, the dynamics of vibrational wave packets, arising for $\tau>0$, is manifested in an oscillatory behavior of the third-harmonic signal as a function of the delay time $\tau$ (Fig. 5b).

Our experiments thus demonstrate that the time order of ultrashort pump pulses may have a significant influence on the efficiency of optical harmonic generation and frequency mixing in transient regimes of non-linear-optical interactions. The methodology developed and implemented in this work with the use of noncollinear geometries of sum-frequency and third-harmonic generation allows experimental observation of the influence of the time ordering of ultrashort laser pump pulses on nonlinear-optical phenomena. We have studied sum-frequency generation through three-wave mixing and third-harmonic generation in films with a quadratic nonlinearity related to molecular dipoles in azopolymers oriented by an external electric field. Femtosecond Cr:forsterite laser pulses induce transitions of azopolymer molecules to an electronically excited state and produce vibrational wave packets, leading to an asymmetry in the dependence of the efficiency of second- and third-order nonlinear-optical processes on the delay time between the pump pulses. This phenomenon suggests ways to control the nonlin-ear-optical response of quantum systems in the condensed phase on the femtosecond time scale. The proposed approach can be also employed to investigate the dynamics of vibrational wave packets in organic nonlinear materials and to create fast switches and logic gates using such materials.
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#### Abstract

The melting curve is plotted for uranium dioxide with fluorite structure in a pressure range from -2.5 to +100 GPa. This curve has a peak at the point $3348 \mathrm{~K}, 6 \mathrm{GPa}$, and has a negative derivative at high pressures. The pressure corresponding to a polymorphic transition of uranium dioxide ( 37 GPa ) at a temperature of 1015 K is determined. The slope of the equilibrium curve of the polymorphic transition in $\mathrm{UO}_{2}$ in the temperature range $300-1000 \mathrm{~K}$ is $-56 \mathrm{~K} / \mathrm{GPa}$. © 2004 MAIK "Nauka/Interperiodica".


PACS numbers: 64.70.-p

Uranium dioxide $\mathrm{UO}_{2}$ is a key material in nuclear power engineering. The literature on thermophysical properties of this material is quite extensive (see reviews [1,2] and the literature cited therein, as well as [3-6]). In most of these publications, $\mathrm{UO}_{2}$ was studied under atmospheric pressure [1,2], while the behavior of the material under high pressures (e.g., the study of polymorphic transformation of $\mathrm{UO}_{2}$ [3]) was seldom investigated. However, interest in the behavior of $\mathrm{UO}_{2}$ under high pressures and at high temperatures has increased in recent years. For example, the effect of elevated pressure on the melting point of $\mathrm{UO}_{2}$ was analyzed in [4]. The study of track formation upon bombardment of $\mathrm{UO}_{2}$ by high-energy particles in [5] necessitated the use of the equation of state for this material under high pressures of shock compression. Finally, to explain the behavior of point defects in $\mathrm{UO}_{2}$, a number of calculations of potential energy from the first principles were performed for pressures up to tens of gigapascal (see [6]).

It should be noted, in connection with the importance of studying the thermodynamic properties of $\mathrm{UO}_{2}$ at high pressures and temperatures, that detailed experimental data of shock compression of this material are available [7]. The ranges of pressures corresponding to shock compression and of the initial porosities of samples are such that a considerable part of experimental points obviously belong to the liquid phase of $\mathrm{UO}_{2}$. Thus, certain experimental information on the properties of the melt and, probably, on polymorphic transformations of this material under the conditions of high pressures and temperatures is contained in the available shock adiabats. Consequently, we can try to extract information on the thermophysical properties of $\mathrm{UO}_{2}$
from the experimental data on its strong shock compression.

In this communication, new information on the heat-transfer properties of phases, polymorphic transition, and melting of uranium dioxide at high pressures and temperatures is obtained by processing and analysis of experimental shock adiabats.

To calculate the temperature of $\mathrm{UO}_{2}$ in shock waves and phase equilibrium curves, we used the thermodynamic potential method. The role of the basic thermodynamic potential was played by the Helmholtz energy $F(V, T)$. We used the semiempirical expression for $F(V, T)$ in the form

$$
\begin{equation*}
F(V, T) \tag{1}
\end{equation*}
$$

$=E_{x}+3 R(\theta / 2+T \ln (1-\exp (-\theta / T)))-a_{s} R T+E_{m}$.
In this expression, the notation is traditional, but the form of the key functions, namely, the characteristic temperature $\theta=\theta(V)$, which depends only on volume, and the potential energy $E_{x}=E_{x}(V)$, is defined by new formulas. These formulas were determined by integrating the Grüneisen coefficient, which depends only on the volume according to the law $\Gamma(V)=2 / 3+2 V /\left(a V_{0}-\right.$ $V)$, where $a=$ const $=1+2 /\left(\gamma_{0}-2 / 3\right)$ and $\gamma_{0}$ is the thermodynamic Grüneisen parameter under initial conditions.

Function $\theta(V)$ was determined by the integration of the equation $d \ln \theta / d \ln V=-\Gamma(V)=-2 / 3-2 V /\left(a V_{0}-V\right)$. To find $E_{x}(V)$, we used the equation $\gamma\left(E_{x}\right)=\Gamma(V)=2 / 3+$ $2 V /\left(a_{x} V_{0}-V\right)$, where $a_{x}$ is a fitting parameter. In the case of solids, we used the Slater formula for $\gamma\left(E_{x}\right)$ (see [8]), $\gamma\left(E_{x}\right)=\gamma_{s}\left(E_{x}\right)=-2 / 3-0.5 V\left(d^{3} E_{x} / d V^{3}\right) /\left(d^{2} E_{x} / d V^{2}\right)$. In the case of the melt, we used the Vashchenko-

Zubarev formula from [9]: $\gamma\left(E_{x}\right)=\gamma_{v z}\left(E_{x}\right)=$ $-0.5 V\left(d^{2}\left(V^{4 / 3}\left(d E_{x} / d V\right)\right) / d V^{2}\right) /\left(d\left(V^{4 / 3}\left(d E_{x} / d V\right)\right) / d V\right)$.

Parameter $a_{s}$ in Eq. (1) is zero for the solid and unity for the melt. Constant $E_{m}$ in Eq. (1) defines the zero level $E_{x}(V)$ for each phase. Constant $E_{m}$ was set zero for solid $\mathrm{UO}_{2}$. The value of $E_{m}$ for the melt was determined from tabulated thermophysical characteristics of the $\mathrm{UO}_{2}$ melt.

Parameter $a_{x}$ for solid $\mathrm{UO}_{2}$ was fitted to the experimental dependence of density $\rho$ on temperature $T, \rho(T)$, at a constant atmospheric pressure for $\mathrm{UO}_{2}$ with the fluorite structure in the temperature range $300-2670 \mathrm{~K}$ from the data presented in [1, 2]. The parameters of the material appearing in Eq. (1) (such as the bulk compression modulus, thermal expansion coefficient, density, characteristic temperature and heat capacity) in the initial state $\left(P_{0}, V_{0}, T_{0}\right)$ are also taken for $\mathrm{UO}_{2}$ with fluorite structure.

The semiempirical expression for $F(V, T)$ for liquid $\mathrm{UO}_{2}$ was constructed using the same approach as for solid $\mathrm{UO}_{2}$. The dependence $\rho(T)$ for the melt in the temperature range $3120-4000 \mathrm{~K}$ was also borrowed from the same publications [1, 2].

Figure 1 shows the shock adiabat for $\mathrm{UO}_{2}$ with the fluorite structure (curve 1 ) and melt (curve 2), calculated using Eq. (1), against the background of the experimental data [7] obtained for porous $\mathrm{UO}_{2}$ samples with initial density $\rho_{0}=10.337 \mathrm{~g} / \mathrm{cm}^{3}$ (porosity $m=$ 1.06). The same figure shows the results of analogous calculations (curves 5 and 6 ) for another initial density $\rho_{0}=6.346 \mathrm{~g} / \mathrm{cm}^{3}$ (porosity $m=1.73$ ).

It can be seen from Fig. 1 that the calculated shock adiabats for solid $\mathrm{UO}_{2}$ (curves 1 and 5) coincide within the experimental error only with the first experimental points [7] up to pressures $\sim 20-40 \mathrm{GPa}$. In the range of higher pressures, however, the calculated shock adiabats for melt (curves 2 and 6) coincide with the experimental data [7]. Such a mutual arrangement of experimental and theoretical results makes it possible to single out two subsets from the set of experimental points [7]-points corresponding to solid $\mathrm{UO}_{2}$ and points corresponding to the $\mathrm{UO}_{2}$ melt. At the same time, the coincidence of theoretical shock adiabats 1,5 and 2,6 with different subsets of experimental points can be treated as evidence for the validity of the constructed thermodynamic potentials (1). These potentials describe, to a high degree of accuracy, the shock compressions of solid $\mathrm{UO}_{2}$ up to pressures of $\sim 20-40 \mathrm{GPa}$ and, accordingly, for $\mathrm{UO}_{2}$ melt in the pressure range $\sim 30-150 \mathrm{GPa}$.

It should further be noted that the experimental shock adiabat for porosity $m=1.06$ contains a phase transition accompanied by a decrease in the specific volume. This follows from two kinks on the shock adiabat of $\mathrm{UO}_{2}$ and from their shape. Indeed (see Fig. 1), we can draw straight line 3 from the point $P=0, u=0$. Line $3, P=$ const $u$, is plotted using the least-squares


Fig. 1. Shock adiabats of $\mathrm{UO}_{2}$ in the coordinates shockcompression pressure $P$ vs. mass velocity $u$. $\bullet$ and $\bigcirc$ correspond to experimental values [7] measured for $\rho_{0}=$ $10.337 \mathrm{~g} / \mathrm{cm}^{3}$ and $\rho_{0}=6.346 \mathrm{~g} / \mathrm{cm}^{3}$, respectively. Solid curves are ( 1 ) the results of calculations of shock adiabat for $\mathrm{UO}_{2}$ with fluorite structure for an initial density of $10.337 \mathrm{~g} / \mathrm{cm}^{3}$ of the samples; (2) the shock adiabat of $\mathrm{UO}_{2}$ melt under the shock compression of solid $\mathrm{UO}_{2}$ samples with an initial density of $10.337 \mathrm{~g} / \mathrm{cm}^{3}$; (5) the shock adiabat of $\mathrm{UO}_{2}$ with fluorite structure for an initial density of $6.346 \mathrm{~g} / \mathrm{cm}^{3}$; (6) the shock adiabat of $\mathrm{UO}_{2}$ melt under the shock compression of solid $\mathrm{UO}_{2}$ samples with an initial density of $6.346 \mathrm{~g} / \mathrm{cm}^{3}$; the dot-and-dash line (3) corresponds to $P=$ const $u$; the dashed curve (4) corresponds to the quadratic approximation of experimental points $(\bullet)$ that do not belong to $\mathrm{UO}_{2}$ with fluorite structure. The point $P_{1}$ corresponds to the beginning of a polymorphic transition under shock compression; $P_{2}$ corresponds to the termination of the polymorphic transition under shock compression, and $P_{3}$ marks the end of melting of $\mathrm{UO}_{2}$ with an unknown structure under the shock-compression conditions.
technique and passes through the point $P=0, u=0$ and through three experimental points (third, fourth, and fifth from [7]). Line 3 corresponds to a constant velocity $D=4.54 \mathrm{~km} / \mathrm{s}$ of the shock wave. It can be seen that this line defines two kinks at pressures $P_{1}=37 \mathrm{GPa}$ and $P_{2} \approx 55 \mathrm{GPa}$. It is well known, however [10, 11], that the reason for such kinks are the transition from elastic to plastic compression and phase transitions. Since the experimental shock adiabat shown in Fig. 1 is the shock adiabat for initially porous samples, elastoplastic effects in such materials are weak. Consequently, the reason for the kinks on the experimental shock adiabat is only associated with a phase transition. The rightward deviation of the segment of the shock adiabat behind the kinks (for $P>P_{1}$ ) indicates that this phase transition is accompanied by a decrease in the specific volume. The temperature of shock compression for $\mathrm{UO}_{2}$ calculated using formula (1) at pressure $P_{1}=$ 37 GPa is $T_{1}=1015 \mathrm{~K}$.


Fig. 2. Phase diagram and thermodynamic states of $\mathrm{UO}_{2}$ under shock compression in the pressure $P$ vs. temperature $T$ coordinates: (1) the theoretical melting curve of $\mathrm{UO}_{2}$ with fluorite structure; $\circ$ are the results of specific calculations; (2) the theoretical shock adiabat for $\mathrm{UO}_{2}$ with fluorite structure an initial density of $10.337 \mathrm{~g} / \mathrm{cm}^{3}$ of the samples. Straight line 3 describes the experimental slope of the melting curve for $\mathrm{UO}_{2}$ in the pressure range $0-0.25 \mathrm{GPa}$ from [4]. The dashed line 4 estimates the slope of the equilibrium line for a polymorphic transition in $\mathrm{UO}_{2}$. The point $P_{1}$ correspond to the beginning of a polymorphic transition under shock compression; $P_{2}$ corresponds to the termination of the polymorphic transition under shock compression, and $P_{\mathrm{tr}}$ is the estimated pressure of the polymorphic transition in $\mathrm{UO}_{2}$ at room temperature.

It was shown in [12] that the kink on shock adiabats at the point of the stability threshold, which corresponds to the phase transition, is small in the $P-u$ coordinates and, hence, the pair of kinks in these coordinates identifies the beginning and end of the phase transition, to a high degree of accuracy ( $\sim 1 \%$ ). Thus, the kinks on the experimental shock adiabat of $\mathrm{UO}_{2}$ in Fig. 1 determine the beginning of the phase transition under pressure $P_{1}=37 \mathrm{GPa}$ of shock compression and its termination at $P_{2} \approx 55 \mathrm{GPa}$. Accordingly, the temperature of this phase transition at pressure $P_{1}=37 \mathrm{GPa}$ is $T_{1}=1015 \mathrm{~K}$.

Generally speaking, the role of such a phase transition can be played either by melting $\left\{\mathrm{UO}_{2}\right.$ with fluorite structure $\} \longleftrightarrow\left\{\mathrm{UO}_{2}\right.$ melt $\}$ or by the polymorphic transition $\left\{\mathrm{UO}_{2}\right.$ with fluorite structure $\} \longleftrightarrow\left\{\mathrm{UO}_{2}\right.$ with unknown structure $\}$. Let us prove that a polymorphic transition occurs in the present case (see Fig. 2).

Figure 2 shows melting curve 1 calculated using Eq. (1) for the transition $\left\{\mathrm{UO}_{2}\right.$ with fluorite structure $\} \longleftrightarrow\left\{\mathrm{UO}_{2}\right.$ melt $\}$ in the range from tensile to megabar pressures. Each point on the melting curve was obtained from the numerical solution of the equality of the chemical potentials of solid $\mathrm{UO}_{2}$ with fluorite structure and melt. It can be seen that melting curve 1 has a peak. The coordinates of this peak are $P_{m}=6 \mathrm{GPa}$
for pressure and $T_{m}=3348 \mathrm{~K}$ for temperature. At high pressures, melting curve 1 has a negative derivative $(d T / d P)_{m}<0$. It can be seen that, in accordance with this curve, $\mathrm{UO}_{2}$ with fluorite structure under pressures in the vicinity of 100 GPa melts at temperatures close to room temperature. However, in the pressure range near $P_{1}=37 \mathrm{GPa}$, the melting point is $T_{m l} \approx 2400 \mathrm{~K}$, which is more than double the value $T_{1}=1015 \mathrm{~K}$.

In further analysis, we will use the following empirical rule (see [13]): "anomalous" melting curve with a negative slope $d T / d P<0$ is a precursor of a polymorphic transition. Together with inequality $T_{1}<T_{m l}$, this rule suggests that the phase transition at the point $\left\{P_{1}\right.$; $\left.T_{1}\right\}$ is the polymorphic transition $\left\{\mathrm{UO}_{2}\right.$ with fluorite structure $\} \longleftrightarrow\left\{\mathrm{UO}_{2}\right.$ with unknown structure $\}$. It should be noted in this connection that melting curve 1 in Fig. 2 indicates the possible location of the triple point $\left\{\mathrm{UO}_{2}\right.$ with fluorite structure $\} \longleftrightarrow\left\{\mathrm{UO}_{2}\right.$ with unknown structure $\} \longleftrightarrow\left\{\mathrm{UO}_{2}\right.$ melt $\}$.

Let us estimate the slope of the equilibrium curve of the polymorphic transition $\left\{\mathrm{UO}_{2}\right.$ with fluorite structure $\} \longleftrightarrow\left\{\mathrm{UO}_{2}\right.$ with unknown structure $\}$ and the pressure corresponding to this transition at room temperature. It was noted above that a polymorphic transition in a shock wave is accompanied by a decrease in specific volume. Consequently, the equilibrium curve describing this transition has a negative slope $d T / d P<0$. Since the shock adiabat in the $(P, T)$ coordinates in the region of mixed phases coincides with the equilibrium line of these phases [14], the temperature on the segment of the shock adiabat between the points $P_{1}$ and $P_{2}$ decreases. At the same time, the decrease in temperature along the shock adiabat cannot pass through zero temperature. Therefore, setting $T_{2} \approx 0$ for estimates, we obtain the slope of the equilibrium line as $(d T / d P)_{\mathrm{tr}}=$ $-T_{1} /\left(P_{2}-P_{1}\right) \approx-56 \mathrm{~K} / \mathrm{GPa}$ (see straight line 4 in Fig. 2).

The obtained value of $(d T / d P)_{\mathrm{tr}}$ makes it possible to estimate the pressure $P_{\mathrm{tr}}$ corresponding to the polymorphic transition at room temperature $\left(T_{\mathrm{tr}} \approx 300 \mathrm{~K}\right): P_{\mathrm{tr}} \approx$ $P_{1}+\left(T_{\mathrm{tr}}-T_{1}\right) /(d T / d P)_{\mathrm{tr}} \approx 50 \mathrm{GPa}$. It should be noted that the value of $P_{\mathrm{tr}}$ exceeds the pressure $(29 \mathrm{GPa})$ of the polymorphic transition from [3].

Finally, let us estimate the pressure of shock compression at the point at which the shock adiabat emerges from the two-phase region \{unknown solid phase-melt \} by comparing the theoretical shock adiabat for $\mathrm{UO}_{2}$ melt with experimental data. For this purpose, we note that, although curve 2 coincides to within the spread in experimental points with curve 4 (quadratic approximation of the experiment) (see Fig. 1), these two curves intersect at pressure $P_{3}=125 \mathrm{GPa}$. Thus, if we identify the point of intersection of curve 2 and 4 in Fig. 1 with the emergence of the shock adiabat from the two-phase region \{unknown solid phasemelt $\}$, we can conclude that the termination of melting

Calculated characteristics of phase transitions in $\mathrm{UO}_{2}$ with errors

| $P_{1}, \mathrm{GPa}$ | $T_{1}, \mathrm{~K}$ | $P_{2}, \mathrm{GPa}$ | $P_{3}, \mathrm{GPa}$ | $P_{\mathrm{tr}}, \mathrm{GPa}$ | $(d T / d P)_{\mathrm{tr}}, \mathrm{K} / \mathrm{GPa}$ | $P_{\max }, \mathrm{GPa}$ | $T_{\max }, \mathrm{K}$ | $(d T / d P)_{m}, \mathrm{~K} / \mathrm{GPa}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $37 \pm 4$ | $1015 \pm 100$ | $55 \pm 6$ | $125 \pm 25$ | $50 \pm 10$ | $-56 \pm 30$ | $6 \pm 0.6$ | $3348 \pm 100$ | $-35 \pm 5$ |

under shock compression of $\mathrm{UO}_{2}$ with an unknown structure occurs at a pressure of 125 GPa .

In conclusion, let us consider the accuracy of the calculated values of pressures and temperatures.

The error in the obtained values is the sum of the errors in the experimental data used and the errors introduced by semiempirical relation (1). We assume that the error in the measurements of shock-wave velocity $D$ and mass velocity $u$ in shock experiments is typically $\sim 1-2 \%$, while the error in the initial density $\rho_{0}$ is $1 \%$. Then the error in the experimental pressure of shock compression estimated in calculating the shock compression pressure by the momentum conservation law $P=\rho_{0} D u$ is $P \approx 5 \%$.

The error in calculation of pressure using formula (1) is mainly determined by the value of fitting parameter $a_{x}$. The value of this parameter depends on the precision of the experiment used for fitting the optimal value of $a_{x}$. As noted above, we used the available data on $\rho(T)$ from [1, 2]. The error in these data amounts approximately to $1-3 \%$, according to [1, 2]. The variation of parameter $a_{x}$ corresponding to these values leads to variation of calculated pressures to within $10 \%$. The same value is typical of calculated values of the temperature corresponding to shock compression of solid $\mathrm{UO}_{2}$.

Summarizing these errors, we obtain the total estimate of the accuracy of calculated values of $P$ and $T$ at 10-15\%.

It should be noted that the formal estimate of the error in determining the pressure at the point $P_{3}$ is large (on the order of $100 \%$ ). However, an analysis of the mutual arrangement of experimental points and theoretical curves in the $\{D ; u\}$ coordinates makes it possible to reduce the uncertainty in the value of $P_{3}$ to $\approx 20 \%$.

The table summarizes the quantitative results with errors.
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#### Abstract

The dynamics of the photoinduced differential absorption and excited-state bleaching spectra of single-walled carbon nanotubes suspended in a micellar solution were studied in the spectral range from 40 to 1000 nm within a time interval from 70 fs to 150 ps under excitation by 50 -fs pulses with photon energies 2 and 4 eV . The bleaching and absorption bands were observed in the spectra; the positions of the bleaching peaks were independent of the photon energy of the exciting femtosecond pulse in the range $2-4 \mathrm{eV}$. It was established that, for delay times shorter than 1 ps , the shape of the differential spectrum of excited nanotubes coincided with the shape of the second derivative of the absorption spectrum of unexcited nanotubes in the frequency range of exciting pulse above $18000 \mathrm{~cm}^{-1}$ (the range of absorption bands of metallic nanotubes). In the frequency range below $16000 \mathrm{~cm}^{-1}$ (the range of absorption peaks of semiconducting nanotubes), the bleaching peaks in the differential spectrum of excited nanotubes undergo a high-frequency shift of $200-300 \mathrm{~cm}^{-1}$ with respect to the sec-ond-derivative spectrum of unexcited nanotubes. The excited-state relaxation rate constants were measured. They are well approximated by the exponential dependences and depend on the probe-pulse wavelength. An assumption was made about the nature of the observed spectra of excited nanotubes and about the excitation relaxation. © 2004 MAIK "Nauka/Interperiodica".


PACS numbers: 82.70.Kj; 78.67.Ch

Single-walled carbon nanotubes (SCNs) are of interest as a new material for nonlinear optical and optoelectronic devices [1]. In this connection, information about the nature of electron-excited states of nanotubes, their spectra, and relaxation dynamics is of great importance. The first results on the excited-state relaxation dynamics of SCN suspended in a detergent were recently obtained by the methods of absorption and fluorescence femtosecond spectroscopy by excitation in the $E_{11}$ transition range [2-5]. In those works, optical schemes with narrow-band spectral tuning of the probe pulse were used. We report data on the spectra of elec-tron-excited states of SCN in a water-micellar suspension over a broad spectral range from 400 to 1000 nm obtained through excitation by 50 -fs light pulses with photon energies of $2.0 \mathrm{eV}(616 \mathrm{~nm})$ and 4.0 eV (308 nm).

## EXPERIMENTAL

SCNs prepared by catalytic decomposition of carbon oxide on iron at high CO pressure ( $30-50 \mathrm{~atm}$ ) and a temperature of $900-1100^{\circ} \mathrm{C}$ (HiPco method [6]) were used in the experiment. The starting nanotube material (Carbon Nanotechnologies) contained $80 \mathrm{wt} \%$ pure
nanotubes and $\sim 20 \mathrm{wt} \%$ iron in the form of metal nanoparticles encapsulated into graphene layers. Nanotube suspensions in a $1 \mathrm{wt} \%$ water-micellar solution of sodium dodecyl sulfate were prepared by the following procedure. A batch of nanotubes ( 2.5 mg ) was poured over with 20 ml of $1 \mathrm{wt} \%$ water-micellar solution of sodium dodecyl sulfate and dispersed for 2 h using ultrasound (UZDN-1, frequency 35 kHz , power 500 W ) [7]. The suspension solution was centrifuged for 5 h with an acceleration of 8000 , whereupon the centrifugate was decanted and used in optical experiments. After centrifuging, the residue was filtered through a track membrane $(0.2 \mu \mathrm{~m})$, dried, and weighed. The concentration of nanotubes in the centrifugate was determined from the difference between the weights of the starting nanotubes and the residue. It was found to be $22 \mu \mathrm{~g} / \mathrm{ml}$. The final value $\mathrm{pH}=6$. The homogeneous solution of nanotube suspension was stable for more than three months. The nanotube distribution in diameters was determined from the visible and near-IR absorption spectra and from Raman spectra. The diameters were found to lie within $0.7-1.1 \mathrm{~nm}$ [8].

The dynamics of the photoinduced differential spectra were measured using femtosecond absorption spectroscopy by the pump-probe technique. The excitation
was accomplished by a 50 -fs laser pulse with the wavelength $\lambda=616 \mathrm{~nm}$ or $\lambda=308 \mathrm{~nm}$ and a pulse energy of $3 \mu \mathrm{~J}$. A white-supercontinuum pulse $(\lambda=390-$ 1000 nm ) obtained by the transformation of the pulse of wavelength $\lambda=616 \mathrm{~nm}$ in water was used as a probe pulse. The polarizations of the pump and probe pulses were oriented at a magic angle. Experiments were carried out in a $1-\mathrm{mm}$ flow cell at room temperature under aerobic conditions. The spectra were recorded in a twochannel optical scheme using two diode gages after spectral decomposition of the white-supercontinuum pulse in a spectrograph. The quantity $\Delta D(v, t)=$ $-\log \left(E(v, t) / E_{0}(v, t)\right)$ was measured, where $E(v, t)$ is the probe-pulse energy at frequency $v$ and at time delay $t$ and $E_{0}(\mathrm{v}, t)$ is the pulse energy in the reference channel. The details of the experimental setup and the method of processing experimental data are described in [9].

## RESULTS AND DISCUSSION

Figure 1 shows the differential absorption spectra $\Delta D(v)$ of the nanotube suspensions excited by a pulse with photon energy (a) 2 and (b) 4 eV and a time delay up to 1 ps . For comparison, a fragment of the absorption spectrum of the unexcited nanotubes in the sample under study is also shown in these figures. The $\Delta D(v)$ spectra were obtained with a fluence of $3 \mathrm{~mJ} / \mathrm{cm}^{2}$, for which, as was established, the signal in the differential spectrum $\Delta D(v)$ becomes saturated.

The absorption spectra of SCNs were studied in detail in [4, 10-12]. Based on the results of those works, it may be thought that the absorption peaks of our sample in the range above $18000 \mathrm{~cm}^{-1}$ can be assigned to the metallic nanotubes, the peaks in the range $12000-16000 \mathrm{~cm}^{-1}$ are due to $E_{22}$-type transitions of the nanotubes with semiconducting properties, and the peaks in the range below $12000 \mathrm{~cm}^{-1}$ are due to $E_{11}$ transitions of the semiconducting nanotubes. The sample under study contains nanotubes of various chirality and size ( $0.7-1.1 \mathrm{~nm}$ ). It is suggested that the individual peaks in the absorption spectra of nanotubes in water-micellar suspensions can be assigned to the transitions of the individual nanotubes with a particular diameter and chiral angle [10]. The peaks in the absorption spectra correspond to the Van Hove singularities in the density of states [13]. A broad shoulder in the absorption spectrum in Fig. 1 is the sum of contributions from the plasmon peak [14] with a maximum near 5 eV (4.8 eV for this sample) and from the nonresonance absorption of energy bands.

The following characteristic features are observed in the differential spectra $\Delta D(v)$ after excitation by a pulse with a photon energy of 2 eV and a pulse with a photon energy of 4 eV . The spectra contain bleaching peaks $\Delta D<0$, whose positions are independent of the exciting-pulse energy ( 2 or 4 eV ); a broad bleaching band appears in the range from 10000 to $20000 \mathrm{~cm}^{-1}$


Fig. 1. Absorption spectrum of SCN in a $2-\mathrm{mm}$ cell (line 0) and differential absorption spectra for various delay times after excitation by a femtosecond pulse with photon energies (a) 2 and (b) 4 eV .


Fig. 2. Comparison of the differential absorption spectra $\Delta D(v)$ for various delay times with the absorption spectrum $D(v)$ (line 0 ), first derivative $d D(v) / d v$ (line 1 ), and second derivative $d^{2} D(v) / d v^{2}$ (line 2).
(for delays shorter than 100 fs ), whose intensity increases upon moving to its low-frequency side; and the absorption bands $\Delta D>0$ appear, which are


Fig. 3. Relaxation curves for various wavelengths after the excitation of nanotube suspension by a femtosecond pulse with photon energy (a) 2 and (b) 4 eV . Relaxation constants for various wavelengths: (a) $k_{420}=6.0 \pm 0.2 \mathrm{ps}^{-1}, k_{765}=$ $2.91 \pm 0.047 \mathrm{ps}^{-1}$, and $k_{970}=2.18 \pm 0.11 \mathrm{ps}^{-1}$; (b) for the ascending phase, $k_{450}^{\mathrm{a}}=3.5 \pm 0.9 \mathrm{ps}^{-1}, k_{765}^{\mathrm{a}}=4.76 \pm$ $0.64 \mathrm{ps}^{-1}$, and $k_{970}^{\mathrm{a}}=5.6 \pm 0.8 \mathrm{ps}^{-1}$; and for the descending part, $k_{450}^{\mathrm{d}}=0.10 \pm 0.02 \mathrm{ps}^{-1}, k_{765}^{\mathrm{d}}=2.39 \pm 0.05 \mathrm{ps}^{-1}$, and $k_{970}^{\mathrm{d}}=2.04 \pm 0.08 \mathrm{ps}^{-1}$.
observed, along with the bleaching signal $\Delta D<0$, for certain delay times. It is likely that the broad bleaching band in the form of a "background" for the bleaching peaks is caused by the plasmon excitation in nanotubes.

The positions of bleaching peaks in the differential spectra $\Delta D(v)$ replicate the absorption peaks in $D(v)$ of the unexcited sample, but with a frequency shift. As the delay time between the exciting and probe pulses increases, the bleaching peaks undergo a frequency shift. One can see in Fig. 2, e.g., that the maxima of bleaching peaks at 13736 and $12594 \mathrm{~cm}^{-1}$ for a delay time of 100 fs shift to the maxima, respectively, at 13850 and $12547 \mathrm{~cm}^{-1}$ for a delay time of 1 ps .

It is conceivable that multielectron interactions in SCN are at the basis of the observed features in the femtosecond absorption spectra. The spectrum of excited SCN is determined by two factors: (1) optical transitions of quasiparticles (excitons, electron-hole pairs,
etc.) that are formed as a result of the excitation and (2) optical transitions of the remaining unexcited electronic system in the valence band. The appearance of a considerable concentration of nonequilibrium excited states (quasiparticles) in SCN under the action of femtosecond pulses can noticeably disturb the whole electronic system through the correlation effects in the elec-tron-electron interaction. After excitation, this disturbance manifests itself as a shift and/or broadening of absorption bands of the remaining unexcited electronic system in the valence band. As a result, the differential spectrum $\Delta D(v, t)=D^{*}(v, t)-D(v)$ consists of a series of bleaching and absorption bands. In Fig. 2, the absorption spectra $D(v)$ of nanotube suspensions, their first derivative $d D(v) / d v$, and second derivative $d^{2} D(v) / d v^{2}$ are compared with the postexcitation differential spectra $\Delta D(v)$. In the region below $16000 \mathrm{~cm}^{-1}$ (semiconducting SCNs), the bleaching peaks in $\Delta D(v)$ are shifted by $200-300 \mathrm{~cm}^{-1}$ to high frequencies from the peaks in the absorption spectrum $D(v)$. Below $16000 \mathrm{~cm}^{-1}$, the second derivative $d^{2} D(v) / d v^{2}$ of the absorption spectrum qualitatively replicates the shape of differential spectra $\Delta D(v)$ for delays of 100 fs and 1 ps , but the differential spectra $\Delta D(v)$ are shifted to high frequencies relative to the second-derivative spectrum. In the region higher than $18000 \mathrm{~cm}^{-1}$ (metallic SCN ), the differential spectrum $\Delta D(v)$ for a delay time of 100 fs coincides, to a rather high accuracy, with the shape of $d^{2} D(v) / d v^{2}$. In the region $v>18000 \mathrm{~cm}^{-1}$, the shift of bleaching peaks in $\Delta D(v)$ from the peaks in the absorption spectrum $D(v)$ is small.

The low-energy shift of absorption peaks $D^{*}(\mathrm{v})$ of an excited SCN from the peaks $\Delta D$ of unexcited SCN and the broadening of these peaks in $D^{*}(v)$ upon excitation must lead to the appearance of the bleaching peaks in the differential spectrum $\Delta D(v)=D^{*}(v)-$ $D(v)$. The analogous similarity effect between the shapes of the second derivative of the absorption spectrum and the postexcitation differential spectrum was observed for the $\mathrm{C}_{60}$ films in [15]. For $\mathrm{C}_{60}$, the appearance of random local electric fields $\Delta \mathbf{E}_{i}$ upon optical excitation of charge carriers was assumed to be the cause of broadening [15]. This resulted in the broadening of the density of states and "spreading" of the spectral features associated with the transitions at the critical points. As a result of these effects, the absorption spectrum changes, and the shape of the postexcitation $\Delta D(v)$ spectrum replicates the $d^{2} D(v) / d v^{2}$ shape of the unexcited sample. The broadening in $D^{*}(v)$ can also be caused by an increase in the scattering rate of excited carriers and other effects [16]. The observed shift for the semiconducting nanotubes is likely caused by the electron-electron and exciton interactions in SCNs [17].

An additional qualitative proof for the appearance of the bleaching peaks in $\Delta D(v, t)$ because of the excita-tion-induced shift and broadening of valence electrons is the fact that the peak positions weakly depend on
photon energy upon changing from 2 to 4 eV . This indicates that it is the number of excited states that plays the main role rather than their energy distribution.

Figure 3 shows that the relaxation curves for different frequencies of the probe pulse in a time interval shorter than 2 ps are well approximated by the exponential increase and decrease of the signal. The relaxation constants are different for different wavelengths of the probe pulse. The difference in the relaxation constants can be explained by the trivial effect of the presence of nanotubes with different properties and having different absorption peaks and different relaxation constants. Moreover, it is improbable that the relaxation constants can depend on the excitation energy for individual tubes $[15,18]$.

Note that the relaxation constants of the bands in the range below $16000 \mathrm{~cm}^{-1}$ (semiconducting nanotubes) are close to $2-3 \mathrm{ps}^{-1}$. These data are in agreement with the data on the relaxation constants for the excited water-micellar suspension of semiconducting nanotubes in the edge of $E_{11}$ transitions ( $v<12000 \mathrm{~cm}^{-1}$ ). According to the data of those works, the relaxation constants also lie in the range of $2-3 \mathrm{ps}^{-1}[2,3,5]$. The bleaching relaxation at frequencies higher than $18000 \mathrm{~cm}^{-1}$ (metallic tubes) is faster, as is seen from Fig. 3, and is caused by electron and hole cooling. The relaxation after excitation by 4 eV is slightly slower than for 2 eV . After excitation by 4 eV , the increase in the intensity of bleaching peaks is observed at delay times shorter than 150 fs .

Figure 4 shows that, on the picosecond time scale, the differential spectra $\Delta D(v)$ show the same system of bleaching and absorption peaks as for the femtosecond time delays. However, the broad bleaching band disappears at these time delays.

The typical relaxation curves for the picosecond range are shown in Fig. 5. The relaxation constants for different probe frequencies differ appreciably, indicating the presence of different tubes in the sample. Note that the $\Delta D(v)$ spectra are quite similar for the picosecond delay times with excitation by 2 - and $4-\mathrm{eV}$ photons. But the relaxation constants are different for these photons. Whereas the fast relaxation for semiconducting tubes with constants $2-3 \mathrm{ps}^{-1}$ can be attributed to the intraband relaxation, the picosecond relaxation with constants $0.03-0.14 \mathrm{ps}^{-1}$ should be attributed to the interband relaxation [2, 3]. It is conceivable that the differential spectrum $\Delta D(v)$ on the picosecond time scale is caused by the absorption of trapped carriers and/or excitonic states [19].

Note in conclusion that we have used the method of femtosecond absorption spectroscopy with a broadband probe pulse to observe some effects in the elec-tron-electron interactions in SCNs: (1) the appearance of bleaching and absorption peaks on the background of a broad bleaching band for short delay times of 1 1.5 ps . The bleaching intensity decays with a character-


Fig. 4. Differential absorption spectra after excitation by a pulse with a photon energy of 2 eV in the region of picosecond delay times. For a spectrum with a delay time of 5 ps , the positions of bleaching peaks are indicated.


Fig. 5. Relaxation curves for various wavelengths after the excitation of nanotube suspension by a femtosecond pulse with photon energy (a) 2 and (b) 4 eV . The long-lived part of the relaxation curve is approximated by the exponent with relaxation constants (a) $k_{760 \mathrm{~nm}}=0.031 \pm 0.008 \mathrm{ps}^{-1}$, $k_{450 \mathrm{~nm}}=0.14601 \pm 0.0215 \mathrm{ps}^{-1}$, and $k_{970 \mathrm{~nm}}=0.13671 \pm$ $0.016 \mathrm{ps}^{-1}$; (b) $k_{765 \mathrm{~nm}}=0.021 \pm 0.0028 \mathrm{ps}^{-1}, k_{450 \mathrm{~nm}}=$ $0.0113 \pm 0.0025 \mathrm{ps}^{-1}$, and $k_{970 \mathrm{~nm}}=0.017 \pm 0.002 \mathrm{ps}^{-1}$.
istic time from 100 to 500 fs , depending on the probe wavelength; (2) the differential spectrum coincides with the second derivative $d^{2} D(v) / d v^{2}$ of the spectrum of unexcited metallic SCNs; (3) the peaks in the differential spectrum are shifted by $200-300 \mathrm{~cm}^{-1}$ from the peaks in the absorption spectrum of unexcited semiconducting SCNs, while the differential spectra and the second derivative $d^{2} D(v) / d v^{2}$ of the unexcited semiconducting SCNs are similar. Long-lived excited states with a lifetime from 70 to 150 ps have been observed in metallic and semiconducting SCNs. The characteristic lifetime depends on the probe wavelength and photon energy of exciting light.
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#### Abstract

An expression is obtained for the reflection coefficient of circularly polarized light normally incident on the film of a cholesteric liquid crystal with a variable helix pitch. It is shown that, in the case of a single defect (local change in the helix pitch), the spectrum of light reflection from a cholesteric acquires a dip corresponding to the defect mode. New qualitative features appear in the reflection spectrum of a cholesteric with two defects as the distance between them varies. © 2004 MAIK "Nauka/Interperiodica".


PACS numbers: 78.20.Ci

In dielectric media known as photonic crystals, whose dielectric properties periodically vary within a spatial scale on the order of the optical wavelength, a fundamentally new electromagnetic effect can be realized. This is the phenomenon of light localization in defect modes with discrete frequencies lying in the band gaps of an unperturbed photonic crystal [1, 2]. The defect modes can be used to create narrowband filters [ 3,4$]$ in information and communication technologies [5, 6], and for low-threshold lasers [7]. In recent years, interest has been expressed in cholesteric liquid crystals (CLCs), which are one-dimensional photonic crystals with a photon band gap for light propagating along the helix axis of a CLC with a circular polarization coinciding with the sign of the cholesteric helix [8]. Light waves with the opposite circular polarization are transmitted through the cholesteric medium without distortion. For CLCs, two ways of defect introduction were proposed: a thin layer of an isotropic substance introduced between two cholesteric layers [9] and a defect caused by the phase jump in the cholesteric helix at the interface between two layers of a cholesteric polymer film [10]. The fact that a defect mode can be induced in a CLC by introducing a phase jump in the helix was experimentally verified in [11].

In this paper, we investigate the reflection spectrum of a CLC with a defect of a new type: a local change in the helix pitch. We also study the features of the reflection spectrum of a cholesteric with two structural defects depending on the distance between them. The structure under consideration is a CLC film whose width is equal to $N$ helix pitches, and the external medium is isotropic and characterized by the mean refractive index of the cholesteric under study: $n=$
$\frac{1}{2}\left(n_{\|}+n_{\perp}\right)$. We assume that the helix pitch may locally deviate from the pitch $P$ of a perfect CLC, which is commensurate with the light wavelength. We assume that the structure is right-handed and that clockwisepolarized light is normally incident on the film and propagates along the axis of the helix. This geometry of the problem makes it possible to adjust to our needs a simple method of investigation that was developed for X-ray diffraction by perfect crystals and successfully used for describing the reflection spectrum of a perfectly organized CLC [12]. In the general case, the problem stated has a solution in the framework of the rigorous approach based on the theory of electromagnetism with the use of the method developed for describing the optical properties of inhomogeneous anisotropic layered media [13]. However, in the case under consideration, where light is normally incident on the film surface and propagates along the helix axis, the solution is simplified. At the same time, the results of calculating the reflection coefficient for a perfect cholesteric in the absence of dielectric boundaries in terms of the dynamic diffraction theory (Fig. 1) and the rigorous approach based on the electromagnetic theory virtually coincide [8, 12]. In addition, when the external medium outside the cholesteric is isotropic with a refractive index of the cholesteric under study $n=\frac{1}{2}\left(n_{\|}+\right.$ $n_{\perp}$ ), the Fresnel reflection from the film surface and the interference fringes from the boundary surfaces are weak. Such conditions can easily be realized in an experiment. In terms of the dynamic model, the reflection of light from the cholesteric is only determined by the diffraction by its structure, which allows us to correctly investigate the effect of defects on the reflection


Fig. 1. Dependence of the reflection coefficient on the wavelength at normal incidence of light on the CLC. The dashed line corresponds to a perfect structure, and the solid line, to the structure with a defect. The parameters of the perfect CLC are $n=1.5, \delta n=0.07$, and $\lambda_{0}=n P=500 \mathrm{~nm}$, and the film thickness is $25 P$. The helix pitch of the defect positioned in the middle of the medium is $P_{D}=0.8 P$.
spectra. The dynamic theory is inapplicable in the case of a very small film thickness or where the distance within which the amplitude of the incident wave decreases by a factor of $e, l=P n / \pi \delta n$ (where $\delta n=n_{\|}$$n_{\perp}$ is the birefringence of the quasi-nematic layer, is comparable with the helix pitch).

We assume that the CLC consists of nonequidistant parallel planes separated from one another by a distance equal to the helix pitch varying along the helix axis. In other words, each plane replaces $m$ layers, and the amplitude reflection coefficient of the plane is expressed as [12]

$$
\begin{equation*}
r=-i Q=-i \pi \delta n / n . \tag{1}
\end{equation*}
$$

To take into account the effect of multiple reflections from the planes, it is necessary to write the difference equations. Let $A_{l}$ and $B_{l}$ be the complex amplitudes of the incident and reflected waves at a point immediately above the $n$th plane. Then, the difference equations for a cholesteric with a varying helix pitch have the form

$$
\begin{gather*}
B_{l}=-i Q A_{l}+\exp \left(-i \varphi_{l}\right) B_{l+1}, \\
A_{l+1}=\exp \left(-i \varphi_{l}\right) A_{l}-i Q \exp \left(-2 i \varphi_{l}\right) B_{l+1}  \tag{2}\\
l=0,1, \ldots, N-1,
\end{gather*}
$$

where the phase difference $\varphi_{l}$, which arises when light travels the distance between the planes, has the form $\varphi_{l}=2 \pi n P_{l} / \lambda$ [12]; here, $\lambda$ is the light wavelength in vacuum and $P_{l}$ is the helix pitch corresponding to the $l$ th plane. Note that Eqs. (2) are reduced to the difference equations for a perfect CLC [12] if we ignore the subscript $l$ in the expression for the phase difference $\varphi_{l}$. In deriving Eqs. (2), we assumed that the reflection coefficient is the same on both sides of the plane.

The set of equations (2) can be represented as a matrix equation

$$
\begin{equation*}
\binom{B_{l}}{A_{l}}=\hat{T}_{l}\binom{B_{l+1}}{A_{l+1}} \tag{3}
\end{equation*}
$$

where the transfer matrix has the form

$$
\hat{T}_{l}=\left(\begin{array}{cc}
e^{-i \varphi_{l}} & -i Q e^{i \varphi_{l}}  \tag{4}\\
i Q e^{-i \varphi_{l}} & e^{i \varphi_{l}}
\end{array}\right)
$$

From Eq. (3) it follows that the amplitudes $A_{0}$ and $B_{0}$ are related to $A_{N}$ and $B_{N}$ as follows:

$$
\begin{equation*}
\binom{A_{0}}{B_{0}}=\hat{M}\binom{B_{N}}{A_{N}} \tag{5}
\end{equation*}
$$

where

$$
\begin{equation*}
\hat{M}=\hat{T}_{0}, \hat{T}_{1}, \ldots, \hat{T}_{N-1} . \tag{6}
\end{equation*}
$$

The energy reflection coefficient $R(\lambda)$ is determined under the condition that reflection is absent on the righthand side of the CLC sample:

$$
\begin{equation*}
R(\lambda)=\left|\left(\frac{A_{0}}{B_{0}}\right)_{B_{N=0}}\right|^{2} . \tag{7}
\end{equation*}
$$

Using Eq. (5), we obtain

$$
\begin{equation*}
R(\lambda)=\left|\frac{M_{12}}{M_{22}}\right|^{2} \tag{8}
\end{equation*}
$$

where $M_{12}$ and $M_{22}$ are elements of the matrix $\hat{M}$.
Let us now consider the features of the reflection spectrum of CLC with one and two structural defects by using a numerical solution to the equation for reflection coefficient (8) while varying the parameters of photonic crystal. In what follows, the parameters of the bare structure, which satisfy the conditions of applicability of the dynamic mode, are assumed to be identical to those given in [12] in the study of a perfect CLC film with a thickness of $25 P: n=1.5, \delta n=0.07$, and $\lambda_{0}=$ $n P=0.5 \mu \mathrm{~m}$.

Figure 1 shows the dependence of the reflection coefficient of the CLC film on the wavelength varying within the region of existence of the band gap for a perfect CLC film and for the case where the helix pitch at the center of the film is smaller than the pitch of the perfect structure and is equal to $0.8 P$. The boundaries of the spectral region of the band gap in a perfect cholesteric determine the wavelengths $\lambda_{1}=485 \mathrm{~nm}$ and $\lambda_{2}=$ 515 nm . The value of the reflection coefficient for the CLC without defects reaches unity in the selective reflection band and decreases with a decrease in both the film thickness and the anisotropy of the cholesteric $\delta n$. As is seen from Fig. 1, a dip occurs in the middle of the band gap because of the structural defect, and the width of the band gap in the CLC with the defect proves to be greater than the band gap in the perfect cholesteric. The oscillations of the reflection coefficient


Fig. 2. The dependence of the reflection coefficient on the wavelength at normal incidence of light on the CLC with two identical structural defects. The parameters of the perfect structure are the same as in Fig. 1. The distance between the defects symmetrically positioned with respect to the center of the film is equal to (a) $13 P$, (b) $9 P$, and (c) $5 P$.


Fig. 3. Dependence of the reflection coefficient on the wavelength at normal incidence of light on the CLC with two different structural defects: $0.8 P$ and $0.9 P$. The other parameters are the same as in Fig. 2.
observed as the wavelength moves away from the selective reflection region are caused by the light diffraction by a bounded volume, and, for a semibounded space occupied by the cholesteric, such oscillations of the reflection coefficient are absent [12].

The reflection spectrum of a CLC with two identical structural defects is shown in Fig. 2 for different distances between the defects. One can see that, as the distance between the defects increases, or, in other words, as the mutual effect of electromagnetic modes localized at the defects becomes weaker, the reflection spectrum exhibits qualitative changes. In the selective reflection region, two dips induced by the defects merge into one; i.e., a degeneration of the frequencies of electromagnetic modes localized at the defects takes place, and the positions of the boundaries of the spectral region of the band gap change. The oscillations of the reflection coefficient for the wavelengths near the selective reflection region undergo considerable changes (e.g., for wavelengths smaller than 480 nm and greater than 525 nm in Fig. 2a).

Figure 3 shows the reflection spectrum of a CLC with two different defects with a helix pitch of $0.8 P$ and a pitch of $0.9 P$. The defects are at approximately equal distances from the middle of the film, these distances being the same as in the case of two identical defects (Fig. 2). One can see that the dips observed in the selective reflection band do not merge for the defect separa-
tions reaching $13 P$ (Fig. 3a); i.e., no degeneration of the defect-mode frequencies takes place. In addition, as seen from a comparison of Figs. 3b, 3c with Figs. 2b, 2 c , the dip depths are smaller for the CLC with different defects. These are the main features that differentiate these spectra from the reflection spectra shown in Fig. 2, which indicate the resonance nature of the mutual influence of the electromagnetic defect modes in a cholesteric with identical defects.

This work was supported in part by grants from the Presidium of the RAS (no. 8.1), OFN RAN (no. 2.10.2), KKFN (no. 12F0094C), the integration project of the Siberian Division of the RAS (no. 18), and the project of the Siberian Division of RAS for young scientists (no. 14).

## REFERENCES

1. E. Yablonovitch, Phys. Rev. Lett. 58, 2059 (1987).
2. J. D. Joannopoulos, R. D. Meade, and J. N. Winn, Photonic Crystals: Molding the Flow of Light (Princeton Univ. Press, Princeton, N.J., 1995).
3. E. Yablonovitch, T. J. Gmitter, R. D. Meade, et al., Phys. Rev. Lett. 67, 3380 (1991).
4. S. Ya. Vetrov and A. V. Shabanov, Zh. Éksp. Teor. Fiz. 120, 1126 (2001) [JETP 93, 977 (2001)].
5. A. M. Zheltikov, Usp. Fiz. Nauk 172, 743 (2002) [Phys. Usp. 45, 687 (2002)].
6. S. O. Konorov, O. A. Kolevatova, A. B. Fedotov, et al., Zh. Éksp. Teor. Fiz. 123, 975 (2003) [JETP 96, 857 (2003)].
7. O. Painter, R. K. Lee, A. Scherer, et al., Science 284, 1819 (1999).
8. V. A. Belyakov and S. A. Sonin, Optics of Cholesteric Liquid Crystals (Nauka, Moscow, 1982) [in Russian].
9. Y.-C. Yang, C.-S. Kee, J.-E. Kim, et al., Phys. Rev. E 60, 6852 (1999).
10. V. I. Kopp and A. Z. Genack, Phys. Rev. Lett. 89, 033901 (2002).
11. J. Schmidtke, W. Stille, and H. Finkelmann, Phys. Rev. Lett. 90, 083902 (2003).
12. S. Chandrasekhar, Liquid Crystals (Cambridge Univ. Press, Cambridge, 1977; Nauka, Moscow, 1980).
13. S. P. Palto, Zh. Éksp. Teor. Fiz. 119, 638 (2001) [JETP 92, 552 (2001)].

Translated by E. Golyamina

# Interwell Excitons in a Lateral Potential Well in an Inhomogeneous Electric Field 

A. V. Gorbunov* and V. B. Timofeev<br>Institute of Solid-State Physics, Russian Academy of Sciences, Chernogolovka, Moscow region, 142432 Russia<br>* e-mail: gorbunov@issp.ac.ru<br>Received June 28, 2004


#### Abstract

The luminescence of interwell excitons in double quantum wells based on $\mathrm{GaAs} / \mathrm{AlGaAs}$ semiconductor heterostructures ( $n-i-n$ structures) in a lateral trap prepared with the use of an inhomogeneous electric field was studied at helium temperatures. A rather strong and inhomogeneous electric field occurred in the depth of the heterostructure when a current passed through the contact between the conducting tip of a tunneling microscope and the heterostructure surface to the bulk region containing a built-in gate. Because of the Stark shift of energy bands in the electric field, the photoexcited electrons and holes are spatially separated in neighboring quantum wells by a tunnel-transparent barrier and are bound into interwell quasi-two-dimensional excitons. These excitons have a dipole moment even in the ground state. Therefore, electrostatic forces in the inhomogeneous electric field cause the excitons to move in the plane of quantum wells toward the maximum field region and eventually accumulate in the lateral trap artificially prepared in such a way. The maximum trap depth achieved through the inhomogeneous electric field was 13.5 meV , and its lateral size was about $10 \mu \mathrm{~m}$. It is shown that, in the traps prepared in this way, photoexcited interwell excitons behave with increasing concentration at sufficiently low temperatures ( $T=2 \mathrm{~K}$ ) in the same fashion as in the lateral traps caused by large-scale fluctuations of the random potential. At concentrations exceeding the percolation threshold, the interwell excitons condense into the lowest energy state in the trap. © 2004 MAIK "Nauka/Interperiodica".


PACS numbers: 71.35.Cc; 78.67.De

Semiconductor systems with spatially separated electron-hole layers have been attracting great interest for many years and are objects of intensive studies [118]. Such objects are, in particular, heterostructures with double tunnel-coupled quantum wells ( $p-i-n$ and $n-i-n$ structures). Upon switching on a sufficiently strong electric field, the energy bands between the quantum wells are shifted. Under these conditions, the photoexcited electrons and holes are spatially separated between the neighboring quantum wells and, because of the Coulomb interaction, are bound into interwell excitons. Such quasi-two-dimensional excitons have a dipole moment and, because of dipole-dipole repulsion, form no stable complexes in the ground state. In the rarefied gas of interwell excitons, their Bose condensation can occur if the exciton density and temperature reach their critical values and the dimensionless parameter $r_{s} \gg 1\left(r_{s}=\left(\pi N_{s} a_{B}^{2}\right)^{-1 / 2}\right.$, where $N_{s}$ is the density of interwell excitons, and $a_{B}$ is their Bohr radius). Such condensation was observed in $\mathrm{GaAs} / \mathrm{AlGaAs}$ heterostructures with double quantum wells (DQWs) given large-scale fluctuations of the random potential (at exciton densities on the order of $10^{10} \mathrm{~cm}^{-2}, r_{s} \approx 5$ ) [15]. In fact, such fluctuations create a large-scale potential relief in the plane of quantum wells and lateral traps for interwell excitons related to this relief. The number of states in the lateral traps is finite, and, what
is most important, excitons in such traps can be accumulated more easily [7]. Therefore, it is in the lateral traps that the critical conditions corresponding to the Bose condensation of interwell excitons are simpler to accomplish. Work with single domains (traps) was carried out using a metal mask on a heterostructure surface containing micron-sized windows, through which interwell excitons were excited by light and their luminescence was detected [15]. The Bose condensation of interwell excitons was accompanied by the thresholdlike appearance of a very narrow luminescence line corresponding to the radiative decay of interwell excitons. In the temperature range studied ( $1-4 \mathrm{~K}$ ), the luminescence line intensity associated with the Bose condensate of excitons at a fixed density linearly decreased with increasing temperature. The critical temperature $T_{c}$ almost linearly increased with increasing exciton density in accordance with the current concepts of Bose condensation in two-dimensional systems with lateral confinement, namely,

$$
T_{c} \approx 2 \pi \hbar^{2} N_{s} / g_{e x} k_{B} m_{e x} \ln \left(N_{s} S\right),
$$

where $S$ is the domain (trap) area, $g_{e x}$ is the spin degeneracy factor of excitons, and $m_{e x}$ is the translational exciton mass in the plane.

In the case of lateral traps caused by large-scale fluctuations of the random potential, the question of the


Fig. 1. Experimental setup. (a) Schematic diagram of an inhomogeneous electric field in the structure with an electrical current passing through the point contact (lines with arrows are electric field lines near the tip; the dash-dotted line shows the potential well for interwell excitons due to the inhomogeneous electric field; the dashed straight line is the section of the DQW); in an inhomogeneous electric field, the electrostatic forces cause the interwell excitons (dipoles) to move toward the center of the potential well. (b) Qualitative scheme of the sequence of layers in the heterostructure and the cantilever tip contact with its surface.
shape of the potential well, its actual depth, and the lateral size remains open. In this connection, the artificial preparation of lateral traps with the use of an external action when the parameters of the potential trap could be specified and controlled with greater definiteness becomes an important task. The use of an inhomogeneous electric field could be the most appropriate solution to this problem. The action of an inhomogeneous electric field on interwell excitons is schematically illustrated in Fig. 1a. Imagine that, under conditions of point contact between the tip of a tunneling microscope and the surface of a DQW-containing heterostructure, an electrical current is triggered into the structure bulk under an applied electrical bias between the conducting tip and the back gate built in the structure. The electric field inside the structure will be strongly inhomogeneous (electric field lines are shown schematically in Fig. 1a). The electric field shifts the size-quantization levels in the tunnel-coupled quantum wells and causes the spatial separation of photoexcited electrons and holes between the neighboring quantum wells. The largest shift of the energy bands between the neighboring quantum wells will be in the region where the formed field is a maximum under conditions when a
current passes through the structure. It is natural to expect that the field will reach a maximum directly under the tip. The electric field in the plane of quantum wells is strongly inhomogeneous: the field is very weak at large distances from the contact and is a maximum in the vicinity of the contact (see Fig. 1a). In the plane of quantum wells, such a field can create a rather deep potential well for interwell excitons. The depth of the lateral potential well in this case is $\Delta U=-e F_{\max } d$, where $d$ is the distance between the DQWs, and $F_{\text {max }}$ is the maximum field at the center of the well. The magnitude of the electric field can be monitored experimentally by the spectral shift of the luminescence line of interwell excitons with respect to the luminescence of intrawell excitons. Recall that, for the interwell excitons to be observed, the Stark shift of the energy bands must exceed the difference between the binding energies of the intrawell (direct) and interwell excitons $e F d \geq E_{D}-E_{I}$. The minimum expected lateral size of the trap can be estimated. This size must be at least no less than the distance between the contact of the tip with the structure surface and the built-in gate (it is assumed that the size of the contact itself is much smaller than this distance). The real size of the potential well will be determined by the conditions for current passage in the structure.

Moreover, the interwell excitons are dipoles even in the ground state; therefore, such excitons in an inhomogeneous field will experience electrostatic forces ( $f \sim$ $-e \nabla F)$ that cause the excitons to move toward the center of the potential well, which serves as a trap for interwell excitons. The distance at which the excitons can drift is determined by the field gradient, the exciton lifetime, and exciton mobility. The dash-dotted line in Fig. 1a shows the form of the potential well qualitatively. The two-dimensional interwell excitons can move freely only in the DQW plane (the corresponding section in Fig. 1a is shown by a dashed line).

Work was carried out with $n-i-n \mathrm{GaAs} / \mathrm{AlGaAs}$ heterostructures with a double GaAs/AlAs quantum well. The GaAs quantum wells were $120 \AA$ in width and separated by a narrow AlAs barrier $11 \AA$ in width. The heterostructure was grown by molecular beam epitaxy on a doped $n$-type GaAs substrate having the (001) crystallographic orientation (the concentration of the donor impurity of Si atoms in the substrate was $2 \times 10^{18} \mathrm{~cm}^{-3}$ ). First, a doped buffer $n$-GaAs layer about $0.5 \mu \mathrm{~m}$ in thickness was grown on the substrate. Next was an insulating $\mathrm{Al}_{x} \mathrm{Ga}_{1-x} \mathrm{As}(x=0.35)$ layer 120 nm thick containing ten periods of the AlAs/ $\mathrm{Al}_{x} \mathrm{Ga}_{1-x} \mathrm{As}$ superlattice ( $x=0.35$, the superlattice period was 3 nm ), followed by the GaAs/AlAs/GaAs DQW. After it, an insulating $\mathrm{Al}_{x} \mathrm{Ga}_{1-x} \mathrm{As}(x=0.35)$ layer 120 nm thick containing ten periods of the $\mathrm{AlAs} / \mathrm{Al}_{x} \mathrm{Ga}_{1-x} \mathrm{As}$ superlattice ( $x=0.35$, the superlattice period was 3 nm ) was grown again. Narrow AlAs barriers (the AlAs barrier width was $11 \AA$ ) were located between the GaAs quantum wells and the insulating regions. The last in the upper
part of the structure was a silicon-doped GaAs layer (the layer thickness was about 100 nm , and the silicon concentration was $2 \times 10^{18} \mathrm{~cm}^{-3}$ ), which was covered with an insulating layer of undoped GaAs 10 nm thick (so-called cap layer). A contact region to the doped buffer $n$ layer, which served as the built-in back gate, was etched on the structure by photolithography. Next, contacts to the buffer layer and to the doped layer were mounted in the upper part of the mesa.

The inhomogeneous electric field inside the heterostructure was created using the tip of the tunneling microscope (shown schematically in Fig. 1b). For this purpose, a commercial silicon cantilever of the tunneling microscope was used with the following parameters of the tip: the shape was a tetrahedral pyramid with a height-to-base ratio of $3: 1$, the height was no less than $7 \mu \mathrm{~m}$, and the typical radius of curvature of the tip end was about 10 nm . The cantilever with the tip covered with a gold film about 20 nm in thickness was mounted on a coupled pair of bimorph piezoelectric ceramic plates. The design allowed soft contact of the tip with the structure surface to be accomplished when an electric voltage was applied across the piezoelectric ceramic plates. All the construction together with the heterostructure was housed inside an optical cryostat in superfluid helium. The contact of the cantilever tip with the heterostructure surface was monitored by direct observation in an optical microscope and also by the deflection of the probe laser beam. Upon the contact of the tip with the structure surface, when an electric voltage was applied between the built-in back gate and the cantilever, a current started to pass across the structure.

Photoexcitation was performed using a $\mathrm{He}-\mathrm{Ne}$ laser focused on the sample surface onto a spot of size less than $30 \mu \mathrm{~m}$. The spectra were analyzed using a double monochromator and were detected by a multichannel CCD detector cooled by liquid nitrogen.

Figure 2a demonstrates the behavior of the luminescence spectra upon variation of the electrical bias between the doped upper and buffer flat $n$-layers under photoexcitation by a $\mathrm{He}-\mathrm{Ne}$ laser. In the absence of an electrical bias, only the luminescence band of intrawell heavy-hole excitons is present in the spectrum ( 1 sHH exciton state). The doublet structure is associated with the localized (long-wavelength component) and free (short-wavelength component) intrawell excitons. At voltages $V \leq-0.4 \mathrm{~V}$, the luminescence line of interwell excitons appears in the spectra on the side of lower energies. As the voltage increases, this line moves toward lower energies in proportion to the bias, in accordance with the linear Stark shift of size-quantization levels, and becomes dominant in the spectra. In this case, the intensity of the luminescence line of intrawell excitons decreases by several orders of magnitude as compared with the intensity of the interwell exciton line. When the focused photoexcitation was displaced within the mesa (the mesa size was $1.5 \times 1.5 \mathrm{~mm}^{2}$ ) at a fixed applied voltage, the spectral shift of the lumines-


Fig. 2. Luminescence of interwell and intrawell excitons. (a) Spectra measured at different voltages applied between the upper and buffer flat doped layers. (b) Spectra measured under voltage applied between the cantilever tip and the buffer gate at various magnitudes of the current passing through the structure (photoexcitation by a $\mathrm{He}-\mathrm{Ne}$ laser beam focused onto a spot no less than $30 \mu \mathrm{~m}$ in the contact region). The luminescence is detected directly from the excitation region. The power in the beam is $5 \mu \mathrm{~W}, T=2 \mathrm{~K}$.
cence line of interwell excitons and the line width remained unchanged to a high accuracy. This fact points to a rather high homogeneity of the electric field between the doped upper and buffer flat layers.

A different situation arises when, under conditions of cantilever-tip contact with the heterostructure surface, an electric voltage is applied between the tip and the doped buffer layer (back gate in Fig. 1b). Figure 2b illustrates the behavior of the luminescence spectra upon variation of the current passing through the structure when photoexcitation is focused into a spot less than $30 \mu \mathrm{~m}$ in size directly in the region of tip contact with the surface. In the absence of current, only the luminescence of intrawell excitons is observed in the spectrum. Upon switching on the voltage, a current started to pass through the structure. This current increased with increasing applied voltage; however, the corresponding current-voltage characteristic was not linear. As the current increased, the luminescence of intrawell excitons decreased and the luminescence band of interwell excitons started to appear on the side of lower energies. The intensity of this line increased with increasing current. The magnitude of the spectral shift with respect to the line of intrawell excitons increased with increasing current. With a weak current


Fig. 3. Experimental profile of the potential well generated by an inhomogeneous electric field. (a) Luminescence spectra of interwell and intrawell excitons measured as a function of the distance between the photoexcitation spot and the point contact (the luminescence is detected only from the excitation region). (b) Position of the luminescence line maximum of interwell excitons as a function of the same distance. The current through the contact is $\approx 27 \mu \mathrm{~A}$, the voltage is 4.9 V , the power in the beam is $3 \mu \mathrm{~W}$, and $T=2 \mathrm{~K}$.
through the structure, the luminescence band of interwell excitons was broad. As the current increased, the corresponding potential well became deeper and the luminescence line significantly shifted toward lower energies. At a voltage in the range $0.1-10 \mathrm{~V}$, this evolution of spectra was observed at strongly different magnitudes of the current through the contact (from tens of nA to hundreds of $\mu \mathrm{A}$ ), depending apparently on the contact conditions. The luminescence line of interwell excitons disappeared if the laser spot exciting the luminescence moved from the contact (the luminescence at such displacements was detected directly from the photoexcitation region). At such displacements, simultaneously with the disappearance of the line of interwell excitons, the line of intrawell excitons appeared. This behavior at displacements of the laser spot was close to axially symmetric. These experiments demonstrate that, a lateral potential well in which interwell excitons can accumulate arises in the vicinity of the tip contact with the heterostructure surface when a current passes through the heterostructure.

Consider now the shape the potential well takes as current passes through the structure. For this purpose, the luminescence spectra of excitons were measured as a function of the position that the sharply focused laser spot exciting the luminescence occupies with respect to
the point contact (see Fig. 3). In these measurements, the luminescence was detected directly from the region of the exciting laser spot. This region was singled out by special diaphragms in the intermediate image plane and was projected onto the entrance slit of the spectrometer. Figure 3a demonstrates the behavior of the luminescence spectra of interwell and intrawell (direct) excitons upon variation of the distance from the point contact. Figure 3b displays the behavior of the spectral position of the line maximum of interwell excitons as a function of the same distance. In fact, this figure reproduces the shape of the lateral potential well for interwell excitons: $U(x)=e F(x) d+E_{I}(x)$. First of all, it is seen that the largest spectral shift of the luminescence line of interwell excitons with respect to the line of intrawell excitons is observed directly in the point-contact region. At this place, the well is deepest and the spectral shift is 13.5 meV when the current through the structure is $27 \mu \mathrm{~A}$. From the value of this shift, one can easily estimate the maximum value of the electric field, which in this case equals $1.1 \times 10^{4} \mathrm{~V} / \mathrm{cm}$. As the distance from the point-contact region increases, the electric field decreases and the line of intrawell excitons appears at distances larger than $500 \mu \mathrm{~m}$. Under these conditions, the luminescence line of interwell excitons is weakly shifted on the energy scale and its intensity is suppressed. The pattern of the field distribution around the point contact is close to axially symmetric. However, the radial distribution of the electric potential itself is not a monotonic function of the distance from the contact. First, a narrow and rather deep dip in the potential well is observed in the immediate vicinity of the contact. The most striking and unexpected finding was the fact that such narrow and rather deep dips in the potential curve are observed at large distances from the center of the well (shown by wide arrows in Fig. 3b). These narrow dips are observed, as a rule, at current magnitudes higher than $1 \mu \mathrm{~A}$, and their distance from the center of the well increases with increasing current magnitude. The origin of these dips in the potential curve is a separate, yet unsolved problem. The possible reason for their appearance is associated with the nonlinear screening of the electric field inside the structure by photoexcited carriers. However, it is evident that the narrow dips in the potential curve can, in principle, themselves serve as lateral traps for interwell excitons.

Of interest is the behavior of the luminescence of interwell excitons under laser excitation focused directly onto such traps (Fig. 4). In the case of the central trap located directly below the point contact, the luminescence line of interwell excitons is always broad (the width is about 3 meV or larger). This is connected with the strong overheating of the near-contact region, where the current density is maximum. In this connection, of great interest are the regions of dips in the potential curve far away from the contact site, where overheating can be neglected. These regions are also potential traps for interwell excitons. Consider the luminescence of excitons under excitation into such a


Fig. 4. Luminescence spectra of interwell excitons upon variation of the photoexcitation power. The spectra were measured directly from the potential well (trap) generated by the inhomogeneous electric field and separated from the center of the well by $\approx 80 \mu \mathrm{~m}$. The current through the contact $\approx 820 \mu \mathrm{~A}$, the voltage is $0.41 \mathrm{~V}, T=2 \mathrm{~K}$.
trap remote from the center. At low pumping less than 300 nW , a broad asymmetric luminescence band (with a band width of about 3 meV ) is observed in the spectrum. Its long-wavelength tail smoothly decreases in intensity. The shape of this band remains unchanged upon variation of the excitation power below 300 nW . This band is inhomogeneously broadened and originates from the radiative decay of strongly localized interwell excitons. Their localization is connected with short-period fluctuations of the random potential generated by charged centers in the vicinity of the DQW. At pumping higher than 300 nW , a rather narrow line of delocalized interwell excitons 1 meV in width arises in a threshold way on the violet side of the asymmetric structureless band. The intensity of this line near the threshold increases superlinearly relative to the structureless background under it. Only at high pumping ( $>3 \mu \mathrm{~W}$ ), the luminescence line of interwell excitons starts to broaden and to shift toward high energies because of the screening of the electric field. The behavior of the spectra of interwell excitons in a lateral trap turns out to be qualitatively similar to that exhibited by interwell excitons upon condensation into the lowest state in a lateral domain (trap) due to large-scale fluctuations of the random potential.
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#### Abstract

Weak-ferromagnetic (or antiferromagnetic) resonance of Cu and electron spin resonance (ESR) of Gd are observed both in insulating $\mathrm{GdSr}_{2} \mathrm{Cu}_{2} \mathrm{NbO}_{8}$ and in superconducting $\mathrm{GdSr}_{2} \mathrm{Cu}_{2} \mathrm{RuO}_{8}$. The Cu resonance implies that the $\mathrm{CuO}_{2}$ planes are magnetic and indicates that the superconducting layer of $\mathrm{GdSr}_{2} \mathrm{Cu}_{2} \mathrm{RuO}_{8}$ is SrO (not $\mathrm{CuO}_{2}$ ), as in its related superconducting compound without cuprate planes, doped $\mathrm{Sr}_{2} \mathrm{YRuO}_{6}$. © 2004 MAIK "Nauka/Interperiodica".


PACS numbers: 76.50.+g; 76.30.Kg; 74.25.Nf; 74.72.Jt

## 1. INTRODUCTION

$\mathrm{GdSr}_{2} \mathrm{Cu}_{2} \mathrm{NbO}_{8}$ is an especially interesting material because it is an insulator that does not superconduct, although a compound of similar structure exhibits hightemperature superconductivity, $\mathrm{GdSr}_{2} \mathrm{Cu}_{2} \mathrm{RuO}_{8}$ [1-7]. In an attempt to determine which facts about electronic structure are essential to high-temperature superconductivity, we compare magnetic resonance measurements of superconducting $\mathrm{GdSr}_{2} \mathrm{Cu}_{2} \mathrm{RuO}_{8}$ with similar measurements of nonsuperconducting $\mathrm{GdSr}_{2} \mathrm{Cu}_{2} \mathrm{NbO}_{8}$.

One might have expected $\mathrm{GdSr}_{2} \mathrm{Cu}_{2} \mathrm{NbO}_{8}$ and $\mathrm{GdSr}_{2} \mathrm{Cu}_{2} \mathrm{RuO}_{8}$ to behave the same, because both materials have essentially the same crystal structure (Fig. 1) and differ only in that the Ru ion, which is primarily in the $\mathrm{Ru}^{+5}$ charge-state, replaces $\mathrm{Nb}^{+5}$ [4]. (The Mössbauer data indicate that a minority of the Ru ions may be in the $\mathrm{Ru}^{+4}$ charge state [6].) However, $\mathrm{GdSr}_{2} \mathrm{Cu}_{2} \mathrm{NbO}_{8}$ does not superconduct and is a chargebalanced insulator, although $\mathrm{GdSr}_{2} \mathrm{Cu}_{2} \mathrm{RuO}_{8}$ does superconduct, with an onset transition temperature for superconductivity of order 45 K. (See Figs. 2 and 3 and compare them with Fig. 2 of [6].) This difference between Nb and Ru materials appears to be attributable completely to the different electronic bands and their electron occupations in the two materials. $\mathrm{Nb}^{+5}$ has completely filled $4 s$ and $4 p$ shells (and an empty $4 d$ shell), and $\mathrm{Ru}^{+5}$ has three $4 d$ electrons outside its full $4 s$ and $4 p$ shells. ( $\mathrm{Ru}^{+4}$ has four $4 d$ electrons outside its $4 s$ and $4 p$ shells.) Clearly, the electronic structures of the Nb and Ru ions must play important roles in determin-

[^2]ing why $\mathrm{GdSr}_{2} \mathrm{Cu}_{2} \mathrm{NbO}_{8}$ does not superconduct, while $\mathrm{GdSr}_{2} \mathrm{Cu}_{2} \mathrm{RuO}_{8}$ does superconduct.

## 2. NB BANDS ARE OCCUPIED

We propose that the reason for the difference between $\mathrm{GdSr}_{2} \mathrm{Cu}_{2} \mathrm{RuO}_{8}$, on the one hand, and $\mathrm{GdSr}_{2} \mathrm{Cu}_{2} \mathrm{NbO}_{8}$, on the other, is that the Ru bands are


Fig. 1. Crystal structure of $\mathrm{GdSr}_{2} \mathrm{Cu}_{2} \mathrm{MO}_{8}$ for $\mathrm{M}=\mathrm{Ru}$ or Nb .


Fig. 2. Power dissipation (in arbitrary units) (a) in $\mathrm{GdSr}_{2} \mathrm{Cu}_{2} \mathrm{NbO}_{8}$ and (b) in $\mathrm{GdSr}_{2} \mathrm{Cu}_{2} \mathrm{RuO}_{8}$ vs. applied magnetic field $\mu_{0} H$ in Tesla for $\mathbf{H}_{r f} \perp \mathbf{H}_{d c}$. The data are the heavy line. The dashed curve, which shows the electron spin resonance of Gd, and the dasheddotted curve, which shows the Cu weak-ferromagnetic resonance (or antiferromagnetic resonance), add up to the composite fit (thin solid line). The data were taken at 20 GHz and at a temperature of 3 K for $\mathrm{GdSr}_{2} \mathrm{Cu}_{2} \mathrm{NbO}_{8}$ and 120 K (well above $T_{c}$ ) for $\mathrm{GdSr}_{2} \mathrm{Cu}_{2} \mathrm{RuO}_{8}$. We attribute the broad low-field signals to Cu ; one of these, for $\mathrm{GdSr}_{2} \mathrm{Cu}_{2} \mathrm{RuO}_{8}$, has been assigned to Ru by other authors [2].
broader and partially filled with electrons, while the corresponding Nb bands are narrower, are fully occupied, and lie completely below the Fermi surface.

## 3. Gd ESR AND Cu WFMR OR AFMR

The measurements discussed below were all performed with a custom spectrometer which has the following three features: (i) the applied magnetic field $\mathbf{H}_{d c}$ (also denoted $\mathbf{H}$ ) can be rotated to be either parallel or perpendicular to the $r f$ field $\mathbf{H}_{r f}$ in the microwave cavity; (ii) the spectrometer does not utilize field modulation, and so direct dissipation rather than its derivative is measured; (iii) the microwave cavity resonates in a $\mathrm{TE}_{101}$ mode, and for these experiments, the sample is at the bottom-center of the cavity.

Electron spin resonance (ESR) of Gd produces a $g=$ 2 spectral peak in both $\mathrm{GdSr}_{2} \mathrm{Cu}_{2} \mathrm{NbO}_{8}$ and in $\mathrm{GdSr}_{2} \mathrm{Cu}_{2} \mathrm{RuO}_{8}$ for $\mathbf{H}_{r f} \perp \mathbf{H}_{d c}$ (dashed lines of Fig. 2), but not for $\mathbf{H}_{r f} \| \mathbf{H}_{d c}$ because of the ESR selection rules.

Nonsuperconducting $\mathrm{GdSr}_{2} \mathrm{Cu}_{2} \mathrm{NbO}_{8}$ and superconducting $\mathrm{GdSr}_{2} \mathrm{Cu}_{2} \mathrm{RuO}_{8}$ both also exhibit two weak-ferromagnetic resonances (WFMR) or antiferromagnetic resonances (AFMR) at low fields $\mathbf{H}_{d c}$ (both for $\mathbf{H}_{r f} \perp$ $\mathbf{H}_{d c}$ and for $\left.\mathbf{H}_{r f} \| \mathbf{H}_{d c}[8]\right)$, as shown in Figs. 2 and 3. The magnon energy gaps at $\mathbf{H}_{d c}=0$ may exceed the microwave photon energies $\hbar \omega$, in which case we see only the "tails" of the resonant modes (see Fig. 3b). These weakferromagnetic (or antiferromagnetic) resonance features are prominent and similar in $\mathrm{GdSr}_{2} \mathrm{Cu}_{2} \mathrm{NbO}_{8}$ and
in $\mathrm{GdSr}_{2} \mathrm{Cu}_{2} \mathrm{RuO}_{8}$, but our method of measurement does not determine whether the modes are WFMR or AFMR.

For $\mathrm{GdSr}_{2} \mathrm{Cu}_{2} \mathrm{NbO}_{8}$, we assign the low-field weakferromagnetic (or antiferromagnetic) resonance modes to Cu , because nonmagnetic Nb (being $\mathrm{Nb}^{+5}$ ) and nonmagnetic Sr cannot resonate, leaving Cu as the only possible choice. (The separation of the signals in Fig. 2 was accomplished by nonlinear least squares fitting of two Lorentzian lineshapes to the data. In Fig. 3, only one Lorentzian was employed.)

For $\mathrm{GdSr}_{2} \mathrm{Cu}_{2} \mathrm{RuO}_{8}$, similar data for the weak-ferromagnetic (or antiferromagnetic) modes are given in Figs. 2b (dashed-dotted line) and 3b (thin solid line) for a temperature ( 120 K ) well above the superconducting transition temperature. We also attribute the broad lowfield lines to Cu weak-ferromagnetism (or antiferromagnetism) due to their similarity to the data from the $\mathrm{GdSr}_{2} \mathrm{Cu}_{2} \mathrm{NbO}_{8}$ sample and the fact that no resonance signal of any kind has been detected in several materials with either $\mathrm{Ru}^{+5}$ or $\mathrm{Ru}^{+4}$. Fainstein et al. [2] have observed resonances at 142 and 143 K , more than 9 K above the Ru transition temperature ( 133 K ), and we have seen such resonances at several temperatures up to 180 K . These observations rule out Ru as the source, leaving only Cu as a candidate for the observed resonances.

The Cu signals are robust: the integrated intensities for both $\mathrm{GdSr}_{2} \mathrm{Cu}_{2} \mathrm{RuO}_{8}$ and $\mathrm{GdSr}_{2} \mathrm{Cu}_{2} \mathrm{NbO}_{8}$ with parallel $r f$ and $d c$ fields in Fig. 3 exceed those of the paramagnetic Gd in perpendicular $r f$ and $d c$ fields (Fig. 2).


Fig. 3. The power dissipation (in arbitrary units) of (a) $\mathrm{GdSr}_{2} \mathrm{Cu}_{2} \mathrm{NbO}_{8}$ and (b) $\mathrm{GdSr}_{2} \mathrm{Cu}_{2} \mathrm{RuO}_{8}$ vs. applied magnetic field $\mu_{0} H$ in Tesla for the radio frequency field parallel to the $d c$ field, $\mathbf{H}_{r f} \| \mathbf{H}_{d c}$. The data and the Lorentzian fits are given by the heavy and the solid lines. The microwave frequency is 20 GHz , and the temperature is 3 K for $\mathrm{GdSr}_{2} \mathrm{Cu}_{2} \mathrm{NbO}_{8}$ and 120 K for $\mathrm{GdSr}_{2} \mathrm{Cu}_{2} \mathrm{RuO}_{8}$ (above the superconducting transition temperature). The weak broad feature near 0.7 T is due to Gd moments which evidently see a net field that is not precisely parallel to the applied field. The Cu signals observed in this configuration are more intense than the corresponding Gd ESR signals (Fig. 2).

In Fig. 3b, there is evidence that the Gd moments "see" a local field which is not precisely parallel to the applied field. The composite fits to the data of Figs. 2 and 3 are denoted by thin solid lines and are in good general agreement with the data.

The authors of [2] have evidently assigned the lowfield resonance of Fig. 2b incorrectly to ferromagnetic Ru . Other evidence supporting the assignment of our " Cu resonance" in $\mathrm{GdSr}_{2} \mathrm{Cu}_{2} \mathrm{RuO}_{8}$ to Cu rather than to Ru is given by $\mathrm{YBa}_{2} \mathrm{Cu}_{3} \mathrm{O}_{7}$ data $[9,11,12]$ : When Co is partially substituted for Cu in the chains of $\mathrm{YBa}_{2} \mathrm{Cu}_{3} \mathrm{O}_{7}$, it causes the cuprate planes to order magnetically. The same effect may be expected to occur (and does) when $\mathrm{YBa}_{2} \mathrm{Cu}_{3} \mathrm{O}_{7}$ is transmuted first to hypothetical $\mathrm{GdSr}_{2} \mathrm{Cu}_{3} \mathrm{O}_{7}$ and then to $\mathrm{GdSr}_{2} \mathrm{Cu}_{2} \mathrm{RuO}_{8}$ by replacing all of its CuO chains with magnetic $\mathrm{RuO}_{2}$ layers. Ru in $\mathrm{GdSr}_{2} \mathrm{Cu}_{2} \mathrm{RuO}_{8}$ orders at $\approx 133 \mathrm{~K}$, and the cuprate planes order at an even higher temperature (>180 K).

We have other data which support the assignment of the weak-ferromagnetic (or antiferromagnetic) resonances in $\mathrm{GdSr}_{2} \mathrm{Cu}_{2} \mathrm{RuO}_{8}$ to Cu rather than to Ru : one compound, $\mathrm{PrSr}_{2} \mathrm{Cu}_{2} \mathrm{TaO}_{8}$ (which does not superconduct), but which exhibits resonances apparently due to Cu , features the same resonances we assign to Cu in $\mathrm{GdSr}_{2} \mathrm{Cu}_{2} \mathrm{NbO}_{8}$ (neither material superconducts).

## 4. Cu RESONANCES IN SIMILAR MATERIALS

Additional evidence for the $\mathbf{H}_{d c} \| \mathbf{H}_{r f}$ resonance being associated with Cu comes from (a) the closely related compounds (rare-earth) ${ }_{2}{ }_{-2} \mathrm{Ce}_{2} \mathrm{Sr}_{2} \mathrm{Cu}_{2} \mathrm{RuO}_{10}$, (b) a comparison of $\mathrm{GdSr}_{2} \mathrm{Cu}_{2} \mathrm{RuO}_{8}$ with $\mathrm{SrRuO}_{3}$, and
(c) $\mathrm{Ba}_{2} \mathrm{GdRuO}_{6}$, either undoped or doped with Cu on Ru sites.

4a. $\mathbf{G d}_{2-z} \mathbf{C e}_{z} \mathbf{S r}_{2} \mathbf{C u}_{\mathbf{2}} \mathbf{R u O}_{\mathbf{1 0}}$. $\mathrm{Gd}_{2-z} \mathrm{Ce}_{z} \mathrm{Sr}_{2} \mathrm{Cu}_{2} \mathrm{RuO}_{10}$ and $\mathrm{Eu}_{2-2} \mathrm{Ce}_{2} \mathrm{Sr}_{2} \mathrm{Cu}_{2} \mathrm{RuO}_{10}$ both begin superconducting around $\sim 45 \mathrm{~K}$ and also have resonances similar to the one we have identified as associated with Cu in $\mathrm{GdSr}_{2} \mathrm{Cu}_{2} \mathrm{RuO}_{8} . \mathrm{Gd}_{2-2} \mathrm{Ce}_{2} \mathrm{Sr}_{2} \mathrm{Cu}_{2} \mathrm{RuO}_{10}$ has the same layers as $\mathrm{GdSr}_{2} \mathrm{Cu}_{2} \mathrm{RuO}_{8}$ plus two $\mathrm{Gd}_{1-z / 2} \mathrm{Ce}_{z / 2}$ layers and one $\mathrm{O}_{2}$ layer (the three of which replace one Gd layer between two staggered half-cells of $\mathrm{GdSr}_{2} \mathrm{Cu}_{2} \mathrm{RuO}_{8}$ ). The three layers of this $\mathrm{Gd}_{2-z} \mathrm{Ce}_{z} \mathrm{O}_{2}$ partial structure (which is additional to half of $\mathrm{GdSr}_{2} \mathrm{Cu}_{2} \mathrm{RuO}_{8}$ minus Gd ) should not superconduct, because (i) the $\mathrm{O}_{2}$ oxygen ions are too close to the Gd (and so should have any Cooper pairs associated with them broken by the Gd ) and (ii) neither $\mathrm{Gd}_{2-z} \mathrm{Ce}_{2} \mathrm{CuO}_{4}$ itself nor the combination of $\mathrm{O}_{2}$, two $\mathrm{Gd}_{1-z / 2} \mathrm{Ce}_{z / 2}$ layers, and the adjacent cuprate plane superconducts (because $\mathrm{Gd}_{2-z} \mathrm{Ce}_{2} \mathrm{CuO}_{4}$ does not superconduct). Consequently the superconducting layers in $\mathrm{Gd}_{2-z} \mathrm{Ce}_{2} \mathrm{Sr}_{2} \mathrm{Cu}_{2} \mathrm{RuO}_{10}$ are undoubtedly the same layers as those that superconduct in $\mathrm{GdSr}_{2} \mathrm{Cu}_{2} \mathrm{RuO}_{8}$ (the SrO layers).

## 4b. Comparison of $\mathrm{GdSr}_{2} \mathrm{Cu}_{2} \mathrm{RuO}_{8}$ with $\mathrm{SrRuO}_{3}$.

 It is instructive to compare $\mathrm{GdSr}_{2} \mathrm{Cu}_{2} \mathrm{RuO}_{8}$ with $\mathrm{SrRuO}_{3}$, a nonsuperconducting ferromagnet which orders magnetically near 160 K and exhibits no radio frequency response whatsoever at the frequencies employed in our measurements. This is pertinent because the sequence of layers $/ \mathrm{SrO} / \mathrm{RuO}_{2} / \mathrm{SrO} /$ of $\mathrm{SrRuO}_{3}$ is precisely the stacking sequence found insuperconducting $\mathrm{GdSr}_{2} \mathrm{Cu}_{2} \mathrm{RuO}_{8}$. The small difference in the magnetic ordering temperatures of $\mathrm{GdSr}_{2} \mathrm{Cu}_{2} \mathrm{RuO}_{8}(133 \mathrm{~K})$ and $\mathrm{SrRuO}_{3}(160 \mathrm{~K})$ indicates a significant similarity of the magnetic properties of the two compounds. Hence, the lack of a magnetic resonance in $\mathrm{SrRuO}_{3}$ implies that the observed resonances in $\mathrm{GdSr}_{2} \mathrm{Cu}_{2} \mathrm{RuO}_{8}$ and $\mathrm{Gd}_{2-z} \mathrm{Ce}_{z} \mathrm{Sr}_{2} \mathrm{Cu}_{2} \mathrm{RuO}_{10}$ are due to Cu , rather than due instead to Ru .

4c. $\mathrm{Ba}_{2} \mathrm{GdRuO}_{6}$ undoped and doped with Cu . $\mathrm{Ba}_{2} \mathrm{GdRuO}_{6}$, whether doped with Cu or not [10], does not superconduct, although its homologous compound without pair-breaking $\mathrm{Gd}, \mathrm{Sr}_{2} \mathrm{YRuO}_{6}$, does superconduct beginning at $\sim 49 \mathrm{~K}[6,10,13-15]$ when doped with Cu . (With decreasing temperature, the superconductivity of Cu -doped $\mathrm{Sr}_{2} \mathrm{YRuO}_{6}$ becomes complete at $\sim 23 \mathrm{~K}$.) $\mathrm{Ba}_{2} \mathrm{GdRuO}_{6}$ exhibits a $g=2$ exchange-narrowed paramagnetic Gd resonance over a wide range of temperatures, from room temperature down to the $\sim 48 \mathrm{~K} \mathrm{Ru}$-ordering temperature.

Cu doping of $\mathrm{Ba}_{2} \mathrm{GdRuO}_{6}$ results in an additional weak-ferromagnetic (or antiferromagnetic) low-field resonance, detectable from below the $\sim 86 \mathrm{~K} \mathrm{Cu}$-ordering temperature to the lowest temperatures [10]. Clearly, this low-field resonance is associated with Cu . No Ru resonance was detected.

Hence, the only reasonable interpretation of these many facts is that Cu , not Ru , is responsible for the observed low-field weak-ferromagnetic resonance (or antiferromagnetic resonance) in $\mathrm{GdSr}_{2} \mathrm{Cu}_{2} \mathrm{RuO}_{8}$.

## 5. SUMMARY

Therefore, the two materials, $\mathrm{GdSr}_{2} \mathrm{Cu}_{2} \mathrm{MO}_{8}$, with $\mathrm{M}=\mathrm{Ru}$ and with $\mathrm{M}=\mathrm{Nb}$, (i) each exhibit two modes of Cu weak-ferromagnetic resonance (or antiferromagnetic resonance); (ii) each show a strong Gd electron spin resonance; and (iii) each exhibit a charge of approximately +5 on the ion M , which is not itself the determining factor for why one material superconducts and the other does not. Thus, the three or four outershell electrons of Ru play a decisive role in determining the electronic structure and metallic character of the superconducting material.
$\mathrm{GdSr}_{2} \mathrm{Cu}_{2} \mathrm{RuO}_{8}$ has four chemical layers that are candidates for superconductivity: (i) $\mathrm{RuO}_{2}$, (ii) Gd , (iii) $\mathrm{CuO}_{2}$, and (iv) SrO . (i) The $\mathrm{RuO}_{2}$ layer can be eliminated from consideration because Ru is a magnetic ion and because no comparable magnetically ordered layer is known to superconduct at temperatures as high as $\sim 45 \mathrm{~K}$. (ii) The Gd layer itself clearly does not superconduct (especially $p$ type). (iii) The cuprate planes can be ruled out because Gd has $L=0$ and $J \neq 0$, which indicates that the Gd energy levels are unsplit by the crystal fields: Gd should break Cooper pairs in the adjacent (cuprate) planes, as it does in $\mathrm{Gd}_{2-z} \mathrm{Ce}_{z} \mathrm{CuO}_{4}$ and in the BaO layers of Cu -doped $\mathrm{Ba}_{2} \mathrm{GdRuO}_{6}[10$, 16]. Moreover, the Cu ions themselves are magnetically
ordered and exhibit weak-ferromagnetism (or antiferromagnetism), ruling out their participation in superconductivity, according to most theories. (iv) That leaves the SrO layers which are sufficiently remote from the pair-breaking Gd to superconduct in $\mathrm{GdSr}_{2} \mathrm{Cu}_{2} \mathrm{RuO}_{8}$, as the SrO layers do in Cu -doped $\mathrm{Sr}_{2} \mathrm{YRuO}_{6}$, which has no cuprate planes [17].

Similar arguments can be extended to $\mathrm{Gd}_{2-z} \mathrm{Ce}_{z} \mathrm{Sr}_{2} \mathrm{Cu}_{2} \mathrm{RuO}_{10}$, which also begins to superconduct at around $\sim 45 \mathrm{~K}$, and has almost the same layers as $\mathrm{GdSr}_{2} \mathrm{Cu}_{2} \mathrm{RuO}_{8}$, with two $\mathrm{Gd}_{1-z / 2} \mathrm{Ce}_{z / 2}$ layers and one $\mathrm{O}_{2}$ layer (the three of which replace one Gd layer) between two staggered half-cells of $\mathrm{GdSr}_{2} \mathrm{Cu}_{2} \mathrm{RuO}_{8}$ (without its Gd).

From this perspective, it comes as no surprise that the three ruthenate compounds, doped $\mathrm{Sr}_{2} \mathrm{YRuO}_{6}$, $\mathrm{GdSr}_{2} \mathrm{Cu}_{2} \mathrm{RuO}_{8}$, and $\mathrm{Gd}_{2-z} \mathrm{Ce}_{z} \mathrm{Sr}_{2} \mathrm{Cu}_{2} \mathrm{RuO}_{10}$, all begin to superconduct around $\sim 45 \mathrm{~K}$, even though full superconductivity sets in at lower temperatures for some of the compounds (i.e., 23 K for Cu -doped $\mathrm{Sr}_{2} \mathrm{YRuO}_{6}$ ).

The cuprate plane Cu is not expected to be both weak-ferromagnetic (or antiferromagnetic) and superconducting, and so these data are inconsistent with a spin-fluctuation model [10].

The same Cu resonance occurs in both systems, $\mathrm{GdSr}_{2} \mathrm{Cu}_{2} \mathrm{NbO}_{8}$ and $\mathrm{GdSr}_{2} \mathrm{Cu}_{2} \mathrm{RuO}_{8}$, which implies that it is caused by Cu , not by Ru .

To our knowledge, no one has explained why $\mathrm{GdSr}_{2} \mathrm{Cu}_{2} \mathrm{RuO}_{8}$ superconducts at $\sim 45 \mathrm{~K}$, instead of at $\sim 90 \mathrm{~K}$, as observed for $\mathrm{GdBa}_{2} \mathrm{Cu}_{3} \mathrm{O}_{7}$. In our view, the reduction of $T_{c}$ from $\sim 90 \mathrm{~K}$ for $\mathrm{GdBa}_{2} \mathrm{Cu}_{3} \mathrm{O}_{7}$ to $\sim 45 \mathrm{~K}$ for $\mathrm{GdSr}_{2} \mathrm{Cu}_{2} \mathrm{RuO}_{8}$ is due to pair-breaking in the SrO layers by the adjacent Ru , as observed in $\mathrm{Sr}_{2} \mathrm{YRuO}_{6}$ (doped with Cu ) [16], and so is further evidence against the superconductivity occupying the cuprate planes.

## 6. CONCLUSIONS

We have looked at two structures, the first of which is $\mathrm{GdSr}_{2} \mathrm{Cu}_{2} \mathrm{RuO}_{8}$ in which Ru can be replaced by Nb and the second of which is $\mathrm{Ba}_{2} \mathrm{GdRuO}_{6}$, into which we have substituted Cu on Ru sites. We have found that the low-field resonances in $\mathrm{GdSr}_{2} \mathrm{Cu}_{2} \mathrm{RuO}_{8}$ occur independent of replacement of Ru by Nb . Therefore, we have assigned these resonances to Cu . Our previous magnetic resonance studies of $\mathrm{Ba}_{2} \mathrm{GdRu}_{1-u} \mathrm{Cu}_{u} \mathrm{O}_{6}$ have shown that $\mathrm{Ru}^{+5}$ contributed no resonant response and that the low-field resonance observed was associated with Cu .

The evidence is conclusive: the magnetic sublattice responsible for the low-field resonance is the one containing Cu . Hence, the cuprate planes should not superconduct (according to most theories), and the SrO layers must superconduct.

We conclude that (1) the $\mathrm{RSr}_{2} \mathrm{Cu}_{2} \mathrm{RuO}_{8}$ materials superconduct for $\mathrm{R}=\mathrm{Gd}$ (and for $\mathrm{R}=\mathrm{Eu}$ or Y ) because
the superconducting SrO layers are remote from the pair-breaking rare-earth ion Gd ; (2) the $\mathrm{R}_{2-2} \mathrm{Ce}_{2} \mathrm{Sr}_{2} \mathrm{Cu}_{2} \mathrm{RuO}_{10}$ sister materials superconduct for $\mathrm{R}=\mathrm{Gd}$ (and $\mathrm{R}=\mathrm{Eu}$ ) for similar reasons; (3) the material $\mathrm{Ba}_{2} \mathrm{GdRuO}_{6}$, whether undoped or doped with Cu on Ru sites, does not superconduct because Gd, having $L=0$ and $J \neq 0$, breaks Cooper pairs in its adjacent BaO layers; and (4) Cu -doped $\mathrm{Sr}_{2} \mathrm{YRuO}_{6}$ does superconduct in its SrO layers, because Y, unlike Gd, which has $J \neq 0$, is not a Cooper pair-breaker.

The superconducting materials, (i) doped$\mathrm{Sr}_{2} \mathrm{YRuO}_{6}$, (ii) (rare-earth) $\mathrm{Sr}_{2} \mathrm{Cu}_{2} \mathrm{RuO}_{8}$, and (iii) (rareearth $)_{2-2} \mathrm{Ce}_{2} \mathrm{Sr}_{2} \mathrm{Cu}_{2} \mathrm{RuO}_{10}$, are simply explained as superconductors whose SrO layers all superconduct with (onset) $T_{c}$ near $\sim 45 \mathrm{~K}$, while Cu -doped $\mathrm{Ba}_{2} \mathrm{GdRuO}_{6}$ does not superconduct because of Gd pairbreaking. Materials such as $\mathrm{GdSr}_{2} \mathrm{Cu}_{2} \mathrm{NbO}_{8}$ do not superconduct but are insulators because their Nb electrons occupy filled orbitals and filled bands below the Fermi energy.
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#### Abstract

We analyze anew experiments on the NMR in cuprates and find an important information on their phase separation and its strip character hidden in the dependence of $1 / 6^{63} T_{1}$ on the degree of doping. In a broad class of materials, $1 /{ }^{63} T_{1}$ is the sum of two terms: the temperature-independent one attributed to "incommensurate" strips that occur at external doping and a "universal" temperature-dependent term ascribed to moving metallic and antiferromagnetic subphases. We argue that the frustrated first-order phase transition in a broad temperature interval bears a dynamical character. © 2004 MAIK "Nauka/Interperiodica".


PACS numbers: 74.25.Hf; 74.72.-h; 76.60.-k

Soon after the discovery of high-temperature superconductivity (HTSC) in cuprates by Bednorz and Muller in 1986, it was suggested theoretically [1] that the materials should manifest a tendency to inherent phase segregation involving both lattice and electronic degrees of freedom. Later, other models revealed similar tendency to an inhomogeneous electronic ground state [2-5]. (For an experimental summary, see, e.g., [6-8].) It is currently common to discuss microscopic phase separation (PS) in cuprates as a pattern of the alternating spin-charge strips [9], dynamical or pinned by static defects seen, e.g., in $(\mathrm{LaNd})_{2-x} \mathrm{Sr}_{x} \mathrm{CuO}_{4}$ [10] with Nd doping.

The most intriguing phenomenon in the normal state of cuprates is the pseudogap (PG) seen as a new energy scale or a crossover temperature, $T^{*}$, in NMR, tunneling spectra, resistivity, etc. (for review, see, e.g., [11, 12]). We address this highly debated issue by considering the PG regime as a regime of the phase segregation.

Our premise is that $T^{*}(x)$ marks a temperature below which the system enters mesoscopic dynamical regime of a frustrated first-order phase transition with sizes of the subphases determined by electroneutrality [ 1,13 ]. Unlike [14, 15], changes in the normal properties below such a $T^{*}$ come not from a symmetry breaking but due to interweaving of regions with different hole contents.

The NMR fingerprints of a static strip phase were observed for the low-temperature tetragonal (LTT) compounds $(\mathrm{LaEu})_{2-x} \mathrm{Sr}_{x} \mathrm{CuO}_{4}$ [16] and

[^3]$(\mathrm{LaNd})_{2-x} \mathrm{Sr}_{x} \mathrm{CuO}_{4}$ [17]. Dynamical features are seen in inelastic neutron experiments at frequencies of $10^{12}$ $10^{13} \mathrm{~s}^{-1}$, exceeding the NMR scale.

In the present paper, we analyze anew vast experimental data on nuclear spin relaxation in cuprates to show that, for a broad class of materials, ${ }^{63} T_{1}^{-1}$ in the PG regime is the sum of two terms: the temperatureindependent one that we attribute to strips caused by the presence of dopants and a "universal" temperaturedependent term related to the moving metallic and antiferromagnetic (AF) subphases. We argue that, for LSCO, $T^{*}$ is above the "dome" of superconductivity (SC).

For guidance, we adopt a qualitative two-band view [1, 13]. Basic to it is the assumption that, in the absence of interactions, the energy spectrum of holes for the $\mathrm{CuO}_{2}$ plane consists of an itinerant band and the periodic array of local levels identified with the $d^{9} \mathrm{Cu}$ configuration. Although the hole concentration is not a thermodynamic variable, we suggest that doping is accompanied by changes in the charge transfer gap and implements a first-order Mott transition. (The low-temperature Hall effect [18-20] shows that the number of itinerant holes rapidly increases up to one per unit cell near $x=0.15$.)

New features in $[1,13]$ as compared to other models [2-5] concern Cu spins: (1) a hole on a $d^{9} \mathrm{Cu}$ site is bound by the lattice (remnants of the Jahn-Teller effect); (2) a local hole on a $d^{9} \mathrm{Cu}$ site distorts surrounding lattice, so that the distortions on different sites interact with each other. The elastic energy minimizes


Fig. 1. The temperature dependence of $1 /{ }^{63} T_{1}(x)$ for $\operatorname{LSCO}$ : (a) the plots for different $x$ and $T_{c}$ (see inset) are taken from [23]; at higher temperatures, all of them converge to the same value of $2.7 \mathrm{~ms}^{-1}$ [24]; (b) the same dependences collapsing to the single curve after the corresponding vertical offsets.
itself by bringing occupied Cu sites together, thus forming nuclei of a dense "liquid" phase of local centers (in the language of the lattice "liquid-gas"). It is the lattice that triggers liquid-gas transition! An exchange between holes' spins on the neighboring sites tends to organize spins of liquid AF subphase.

For holes localized on Cu's in the $\mathrm{CuO}_{2}$ plane, the lattice liquid-gas transition at some $T^{*}$ is well known from the exact solution of the familiar 2D Ising problem. Taking hole-doped $\mathrm{La}_{1-x} \mathrm{Sr}_{x} \mathrm{CuO}_{4}$, for the sake of argument, missing (with respect to the Sr ionicity) holes' density in the AF area must be recompensed by local metallic inclusions or droplets with higher hole's content.

We speculate that the tiny structure of subphases leads to strong fluctuations in islands' sizes and positions [1]. Boundaries between them move rapidly. Moving boundary itself is due to the new notion that a Cu site can merely lose spins when a "metallic" region crosses over the position of that ${ }^{63} \mathrm{Cu}$ nuclear spin. Experimentally, one sees only one nuclear resonance frequency; this provides strict evidence in favor of the dynamical picture.

In what follows, we address only $1 /{ }^{63} T_{1}$ behavior because, for cuprates, AF fluctuations prevail over the Korringa mechanisms.

We now turn to experimental data on $1 /{ }^{63} T_{1}$ for a number of cuprates. At high enough temperatures, itinerant holes and $\mathrm{Cu} d^{9}$ states form a homogeneous phase. In particular, we will also address means to determine $T^{*}$, which, because of the Coulomb effects, manifests itself only as a start of a new fluctuation regime.

A widespread view is that PG $T^{*}(x)$ is a density of states (DOS) crossover. In the ( $T, x$ ) plane, it crosses the SC dome, $T_{c}$ (see, e.g., [21, 22]). We take a different view. In Fig. 1a, we collected data on $1 /{ }^{63} T_{1}$ in LSCO from [23]. The following comments are of relevance here: (1) according to [24], $1 /{ }^{63} T_{1}(T)$ at higher temperatures tends to $2.7 \mathrm{~ms}^{-1}$ for all Sr concentrations, in spite of the considerable spread seen in Fig. 1a. The beginning of deviation from that value could be a definition of $T^{*}(x)$; (2) note that $1 /{ }^{63} T_{1}$, i.e., dissipation, monotonically decreases with the decrease of disorder from small $x$ to 0.24 ; (3) after an appropriate vertical offset, all curves in Fig. 1a collapse onto the $T$ dependence of $1 /{ }^{63} T_{1}$ for the "optimal" $x=0.15$ above 50 K (Fig. 1b). The same tendency is seen in Figs. 2a and 2b for YBCO (6.5) doped with Ca: the data in Fig. 2a for different $z$ in $\mathrm{Y}_{1-z} \mathrm{Ca}_{2} \mathrm{Ba}_{2} \mathrm{Cu}_{3} \mathrm{O}_{6.5}$ [25] all fall on the top of each other in Fig. 2b.

This prompts us to verify whether the same "offsettings" of the $1 /{ }^{63} T_{1}$ data apply to a broader group of materials. The stoichiometric $\mathrm{YBa}_{2} \mathrm{Cu}_{4} \mathrm{O}_{8}$ possesses no structural or defect disorder, and we adjust all data to the $1 /{ }^{63} T_{1}$ behavior for this material [21]. Figure 2c shows that, after a vertical shift in $1 /{ }^{63} T_{1}$, all the materials indeed follow the same universal temperature dependence above their $T_{c}$ and below 300 K . In other words, in this temperature range, the nuclear spin relaxation in these cuprates is a sum of contributions from two parallel processes:

$$
\begin{equation*}
1 /{ }^{63} T_{1}=1 /{ }^{63} \bar{T}_{1}(x)+1 /^{63} \tilde{T}_{1}(T) \tag{1}
\end{equation*}
$$

In Eq. (1), $1 /^{63} \bar{T}_{1}(x)$ depends on a material and a degree of disorder ( $x$ ) but does not depend on temperature, while $1 /{ }^{63} \tilde{T}_{1}(T)$ depends only on temperature, is the same for all these compounds and coincides with the $1 /{ }^{63} T_{1}$ for the two chains YBCO 124 above its $T_{c}=62 \mathrm{~K}$.

The decomposition (1) into two parallel dissipation processes shows that usual definitions of $T^{*}$ [22] have no grounds. In Fig. 1a, the LSCO data with $x<0.15$ are spread even above 250 K . As a rough estimate for $T^{*}$, it is much higher than the SC onset temperature.

Figure 3 and the table present the dependence on $x$ for $1 /{ }^{63} \bar{T}_{1}$ in $\mathrm{La}_{2-x} \mathrm{Sr}_{x} \mathrm{CuO}_{4}$ and provide the offsets
(i.e., $1 /{ }^{63} \bar{T}_{1}$ terms) for other materials. We return to discussion of the two terms of Eq. (1) later.

The observation that is central for the following is that, in all the materials with nonzero $1 /{ }^{63} \bar{T}_{1}$, incommensurate (IC) peaks have been observed in neutron scattering [28]. Peaks are close to the $[\pi, \pi]$ point: at $[\pi(1 \pm \delta), \pi]$ and $[\pi, \pi(1 \pm \delta)][10]$. We will now look for the connection between these two phenomena.

Discovery of IC spin fluctuations presented a challenge for explaining the NMR results for the oxygen spin relaxation times: hyperfine field "leaks" originated by the AF incommensurate fluctuations would considerably increase the oxygen's relaxation rates, but this was not seen experimentally. Slichter (see [29]) interpreted these contradictions in terms of "discommensurations": a periodic array of soliton-like walls separating regions with a short-range AF order. Unlike neutrons, the NMR as a local probe does not feel the overall periodicity.

As a theory attempt to put the IC peaks into the context of the dynamical PS separation, consider first a stoichiometric material like YBCO 124. Below some $T^{*}$, we expect the system to break-up into subphases: the one with a richer content of the Cu spins (AF phase), and the second, with an excess of carriers [1, 13]. The system passes $T^{*}$ gradually and remains macroscopically homogeneous. PS would express itself in strong fluctuations that provide for the $1 /{ }^{63} \tilde{T}_{1}(T)$ term in Eq. (1).

Under doping, the system (LSCO) must screen excess charge $\left(\mathrm{Sr}^{2+}\right)$ in AF regions. External doping introduces features that may have something to do with pinning or structural changes. For the Nd-doped LSCO, $\mathrm{La}_{2-x-y} \mathrm{Nd}_{y} \mathrm{Sr}_{x} \mathrm{CuO}_{4}$ (for the summary below, see experiments [30-33]), doping of $\mathrm{La}_{1.6} \mathrm{Nd}_{0.4} \mathrm{CuO}_{4}$ with Sr reproduces all features, including SC at lower temperatures, of $\mathrm{La}_{1-x} \mathrm{Sr}_{x} \mathrm{CuO}_{4}$ itself with that important difference that strips easily become static. Elastic lattice/charge IC peaks were seen in [32] at $\pi[2 \pm \delta, 0,0]$ with the lattice distortions along the modulation direction (IC peaks positions in [32] are defined by $\epsilon=\delta / 2$ ). Lattice peaks appear first at cooling, followed by the static magnetic peaks. According to [32], pinning of IC distortions can be ascribed to the pattern of the octahedra tilts and redistribution of the $\mathrm{Cu}-\mathrm{O}$ bonds in the LTT phase that sets in LaNdSCO at higher temperatures [30]. (Unlike the high-temperature tetragonal phase (HTT), the LTT phase contains four formula units per primitive cell.) Strips of AF ordered phase alternate with metallic domain walls. Such strip arrangement by itself is nothing but an optimization of the competing Coulomb and lattice forces [3].

Note that the strips at low temperature finally acquire a long-range order even in LSCO (at smaller $x$ [34]), breaking the symmetry of the ground state. The way of the "coexistence" of SC and the strip order in


Fig. 2. The temperature dependence of $1 /{ }^{63} T_{1}$ for different compounds: (a) for $\mathrm{Y}_{1-z} \mathrm{Ca}_{2} \mathrm{Ba}_{2} \mathrm{Cu}_{3} \mathrm{O}_{6.5}$ with different Ca content $z$ [25]; (b) the same curves overlaid at each other by the vertical offsets; (c) the $1 /{ }^{63} T_{1}$ for YBCO (123) [26] overlaid with that for LSCO [23] and YBCO (124) [21].


Fig. 3. The offset $1 /{ }^{63} \bar{T}_{1}(x)$ vs. Sr content $x$ for LSCO (relative to that for YBCO 124); the line is a visual guide. Inset: the offsets for some other compounds (data for underdoped (u) and overdoped (o) BISCCO 2212 deduced from [27]; to compare BISCCO with LSCO and YBCO materials, the hyperfine constants have to be properly adjusted).

## Table

| Material |  | Offset |
| :--- | :--- | :--- |
| YBCO 124 |  | 0 |
| BISCO-u | $\left(T_{\mathrm{c}}=90 \mathrm{~K}\right)$ | 0.11 |
| BISCO-o | $\left(T_{\mathrm{c}}=77 \mathrm{~K}\right)$ | 0.15 |
| YBCO 123 | $\mathrm{Ca}=0$ | 0.13 |
| YBCO 123 | $\mathrm{Ca}=0.08$ | 0.26 |
| YBCO 123 | $\mathrm{Ca}=0.22$ | 0.45 |
| LSCO | $\mathrm{Sr}=0.15$ | 1.47 |

the same sample remains unresolved: one view treats the new strip symmetry as a superstructure superimposed on the Fermi surface that change the energy spectrum like any SDW/CDW can do it (e.g., [9]). Another plausible alternative would be a spatially inhomogeneous coexistence of the nonsuperconducting IC AF phase and a metallic phase with strong fluctuations.

Coexistence of an SC and the IC AF phases at low temperatures was confirmed recently by the neutron diffraction experiments [35] for $\mathrm{La}_{2-x} \mathrm{Sr}_{x} \mathrm{CuO}_{4}$ ( $x=$ 0.10 ) in the vortex state. (The coexistence of SC and AF formations was also found from the $\mu \mathrm{SR}$ spectra [36].)

One can now say that, with the temperature increase, the static phase coexistence melts into the dynamical regime governed by the Coulomb interactions. "Discommensurations" suggested by Slichter (see [29]) ought to be corrected: IC excitations should indeed consist of alternating strips of the short-range AF order but separated by walls that store the compensating charge. Direct correspondence between $x$ and $\delta$ : $\delta / 2(\equiv \epsilon) \approx x$ found for $0.05 \leq x \leq 1 / 8$ saturates for $x>$ $1 / 8$ at $d \approx 1 / 4$ [37]. Figure 3 allows to consider the tendency as an increase in the share of the metallic fraction.

We shall now make an attempt to agree on a semiquantitative level the observed IC magnetic peaks in $\mathrm{La}_{2-x} \mathrm{Sr}_{x} \mathrm{CuO}_{4}$ with the values of the first term in Eq. (1). We concentrate on $\mathrm{La}_{1.86} \mathrm{Sr}_{0.14} \mathrm{CuO}_{4}$ for which the most detailed data are available [38].

With the notation from [39]

$$
\begin{equation*}
1 / T_{1}=\frac{k_{B} T}{2 \mu_{B}^{2} \hbar^{2} \omega} \sum_{i} F\left(Q_{i}\right) \int \frac{d^{2} q}{(2 \pi)^{2}} \chi^{\prime \prime}(q, \omega \longrightarrow 0) \tag{2}
\end{equation*}
$$

where $Q_{i}$ stands for one peak, hyperfine "tensor" $F(Q)=\left\{A_{\perp}+2 B\left[\cos \left(Q_{x}\right)+\cos \left(Q_{y}\right)\right]\right\}^{2}$, and for $\chi^{\prime \prime}(q$, $\omega \longrightarrow 0)$, we take near single peak, say $[\pi(1-\delta), \pi]$

$$
\begin{equation*}
\chi^{\prime \prime}(q, \omega)=\frac{\chi_{\text {peak }}^{\prime \prime}(T) \omega}{\left[1+\left(x \xi_{x}\right)^{2}+\left(y \xi_{y}\right)^{2}\right]^{2}} \tag{3}
\end{equation*}
$$

where $(x, y)=\left(q_{x}-\pi(1-\delta) ; q_{y}-\pi\right)$ and $\xi_{x}$ and $\xi_{y}$ are the correlation lengths in the two proper directions.

After integration, the contribution from strips with $q$ along the $x$ direction is

$$
\begin{equation*}
1 /^{63} T_{1}=\frac{k_{B} T}{\pi \mu_{B}^{2} \hbar \xi_{x} \xi_{y}}\left\{A_{\perp}-2 B[\cos (\pi \delta)+1]\right\}^{2} \chi_{\text {peak }}^{\prime \prime} \tag{4}
\end{equation*}
$$

Experimentally [38], $\chi_{\text {peak }}^{\prime \prime}(T) \propto T^{-2}$ and, for $x=0.14$, $\delta=0.245 \sim 1 / 4$. Assuming the $T^{-1}$ dependence [38] only for the one of $\xi$ 's, $\xi_{x}$, and using for $A_{\perp}$ and $B$ the known values [39], one obtains $1 /{ }^{63} T_{1}=\left(4 / \xi_{y}\right) \mathrm{ms}^{-1}$. With the AF correlation length $\xi_{y} \sim 4$, this is the correct order of magnitude.

The descending dependence of the offset (Fig. 3) agrees qualitatively with the behavior of $\delta(x)$ [37] in Eq. (4). For a quantitative description, one needs to know the $x$ dependence for $\chi_{\text {peak }}^{\prime \prime}(T)$. Such data in the absolute units are so far lacking, except [38]. In addition, with the $x$ increase, buckling in the $\mathrm{CuO}_{2}$ planes is known to decrease, diminishing pinning effects and making the local symmetry of the $\mathrm{CuO}_{2}$ unit the same as in other materials from the class with small offset in Fig. 3. The system grows metallic with a high hole content [18-20].

Thus, the only pseudogap feature in the NMR data that survives in Fig. 2c is the one for YBCO 124: a change of the regime between 130 and 180 K. Similar drop in the width for the Ho crystal field excitations was found in [40] for another 124-compound, Ho-124, in about the same temperature interval. It would be tempting to view the regime change again in the PS terms. However, note that the AF fluctuations cancel at the Ho positions, and the relaxation seen in [40] appears as metallic Korringa law. In [40], DOS's, as characterizing linear slops in $T$ dependences outside the crossover interval, are almost the same, so that whatever is meant by the transitional area in Fig. 2c for Ho-124, it is not a simple gap opening [21]. Recall that properties of both YBCO 124 and the optimally doped LSCO (for review, see [11]) are unusual in a very broad temperature interval and are best understood in terms of the "marginal" Fermi liquid model [41]. Therefore, we leave the origin of the universal term in Eq. (1) open to further discussions.

Two words regarding our choice $\left(\xi_{x}, \xi_{y}\right)$. We assumed anisotropic spin correlation widths with the one along commensurate AF direction to be tempera-ture-independent. Asymmetry is expected, although the experimental verification remains to be done. Rapid growth of the width of the neutron peak along modulation direction, $q_{x}$ (linear in temperature [38]), reflects the low energy cost for magnetic excitations in LSCO ( $x=0.14$ ) (the width from the strips "bending" should have given the $T^{1 / 2}$ dependence for both $\xi$ 's).

To summarize, we have found that, in a temperature interval above $T_{c}$ and below some $T^{*} \sim 300 \mathrm{~K}$, the nuclear spin relaxation for a broad class of cuprates comes from two independent mechanisms: relaxation
on the "striplike" excitations that leads to a tempera-ture-independent contribution to $1 /{ }^{63} T_{1}$ (originating due to the presence of external doping or disorder) and a universal temperature-dependent term. For $\mathrm{La}_{1.86} \mathrm{Sr}_{0.14} \mathrm{CuO}_{4}$, we obtained a correct quantitative estimate for the value of the first term. We argue that the whole pattern fits well the notion of the dynamical PS into coexisting metallic and IC magnetic phases. Experimentally, it seems that, with the temperature decrease, dynamical PS acquires a static character with the IC symmetry breaking for AF phase dictated by the competition between the lattice and the Coulomb forces.
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#### Abstract

A theoretical analysis of small-angle neutron scattering is performed for the $\mathrm{Fe}_{6} \mathrm{Ni}_{35}$ alloy at a temperature $T=$ $0.9 T_{\mathrm{C}}=450 \mathrm{~K}$. The results obtained indicate the existence of long-wavelength magnetic excitations that do not correspond to spin waves of the Holstein-Primakoff type. The possible nature of these excitations is discussed. © 2004 MAIK "Nauka/Interperiodica". PACS numbers: 75.30.-m; 75.25.+z


## 1. INTRODUCTION

Measurements of the temperature dependence of intensity of small-angle neutron scattering at fixed wave vectors $\mathbf{q}$ in the $\mathrm{Fe}_{65} \mathrm{Ni}_{35}$ and $\mathrm{Fe}_{3} \mathrm{Pt}$ alloys show wide maxima at $T<T_{\mathrm{C}}$ (second-type scattering) [1], apart from the peaks of adiabatic critical scattering at the Curie point (scattering of the first type). The intensities of these maxima and the temperature ranges in which they exist depend on the magnitude of $\mathbf{q}$ and the sample. Earlier, second-type scattering was observed in Fe and was ascribed only to neutron scattering by spin waves [2]. However, such treatment does not agree with the experimental results obtained on $\mathrm{Fe}_{65} \mathrm{Ni}_{35}$ and $\mathrm{Fe}_{3} \mathrm{Pt}$ alloys [1], since the cutoff angles for spin-wave neutron scattering (at appropriate temperatures) are smaller than those at which second-type scattering continues to exist. Therefore, we may suppose that second-type scattering contains some additional magnetic contribution, apart from the spin-wave one.

The total cross section for critical neutron scattering in ferromagnets at $T<T_{\mathrm{C}}$ is written as [3]

$$
\begin{gather*}
d^{2} \sigma / d \Omega d \varepsilon \sim\left[\left(1-\cos ^{2} \alpha\right) \chi_{\|}(q) F_{\|}(q, \varepsilon)\right.  \tag{1}\\
\left.+\left(1+\cos ^{2} \alpha\right) \chi_{\perp}(q) F_{\perp}(q, \varepsilon)\right],
\end{gather*}
$$

where $\chi_{\|}(\mathbf{q})$ and $\chi_{\perp}(\mathbf{q})$ are the longitudinal and transverse static magnetic susceptibilities, respectively; $F_{\|}(\mathbf{q}, \varepsilon)$ and $F_{\perp}(\mathbf{q}, \varepsilon)$ are the functions of the spectral density of longitudinal and transverse spin components; and $\alpha$ is the angle between the scattering vector and the direction of magnetization ( $\cos ^{2} \alpha=1 / 3$ without an external magnetic field). For the directions $\mathbf{H} \| \mathbf{q}$ and $\mathbf{H} \perp \mathbf{q}$ of the external saturation magnetic field, Eq. (1) takes the form $\left[2 \chi_{\perp}(\mathbf{q}) F_{\perp}(\mathbf{q}, \varepsilon)\right]$ and $\left[\chi_{\|}(\mathbf{q}) F_{\|}(\mathbf{q}, \varepsilon)+\right.$ $\left.\chi_{\perp}(\mathbf{q}) F_{\perp}(\mathbf{q}, \varepsilon)\right]$, respectively; from a comparison of
these expressions with experimental data of [1], we see that

$$
\begin{gather*}
{\left[2 \chi_{\perp}(\mathbf{q}) F_{\perp}(\mathbf{q}, \varepsilon)\right]} \\
<\left[\chi_{\|}(\mathbf{q}) F_{\|}(\mathbf{q}, \varepsilon)+\chi_{\perp}(\mathbf{q}) F_{\perp}(\mathbf{q}, \varepsilon)\right] . \tag{2}
\end{gather*}
$$

Inequality (2) indicates the existence of a noticeable contribution of $\chi_{\|}(\mathbf{q}) F_{\|}(\mathbf{q}, \varepsilon)$ to the critical scattering cross section in the $\mathrm{Fe}_{65} \mathrm{Ni}_{35}$ and $\mathrm{Fe}_{3} \mathrm{Pt}$ alloys. Therefore, it is of significant interest to perform an energy analysis of the second-type scattering in these alloys.

## 2. RESULTS

In this work, the measurements were carried out using a polycrystalline $\mathrm{Fe}_{65} \mathrm{Ni}_{35}$ alloy on a triaxial spectrometer (TASP, SINQ, Paul Scherrer Institute, Villingen, Switzerland). All experiments were conducted at a temperature of $T=0.9 T_{\mathrm{C}}=450 \mathrm{~K}$. Using the $\mathbf{Q}=$ const method (without an external magnetic field, at $E_{f}=4.9 \mathrm{meV}$ ), we measured peaks of inelastic neutron scattering for several wave vectors. The results obtained are shown by solid circles in Fig. 1 (curve 1). As is known, the expression for the energy of spin waves (of the Holstein-Primakoff type) in an isotropic ferromagnet has the form [4]

$$
\begin{gather*}
E_{q}=\left[\left(D q^{2}+g \mu_{B} H\right)\right. \\
\left.\times\left(D q^{2}+g \mu_{B} H+4 \pi g \mu_{B} M_{\mathrm{O}} \sin ^{2} \vartheta_{q}\right)\right]^{1 / 2} . \tag{3}
\end{gather*}
$$

For comparison, Fig. 1 also displays the calculated dispersion curve 2 without an external magnetic field $E_{q}=$ $\left[D^{2} q^{4}+4 D q^{2} \pi g \mu_{B} M(450 \mathrm{~K}) \sin ^{2} \vartheta_{q}\right]^{1 / 2}$ at $D(450 \mathrm{~K})=$ $70 \mathrm{meV} \AA^{2}$ borrowed from [5]. It is seen that the experimental curve $l$ is less steep, and the extrapolation to $q=0$ yields, unlike the calculated curve, an energy gap.

Then, we obtained the $\mathbf{Q}=0$ spectra for $q=0.06 \AA^{-1}$ in a magnetic field $\mathbf{H}=500$ Oe perpendicular to $\mathbf{q}$ and
without a field. The results of these measurements at two energies of scattered neutrons ( $E_{f}=3.9$ and 4.9 meV ) are displayed in Fig. 2. The inelastic-scattering peaks with the loss and gain of energy by neutrons are cut because of kinematic restrictions associated with the small wave number of the primary neutron beam $k_{i}$, at which the maximum energy transfer is $E_{\text {max }}$ $= \pm 2 C_{q} k_{i}$, where $C=2.0719 \mathrm{meV} \AA^{2}$. It follows from the spectra obtained that the ratio of the intensities of inelastic peaks in a magnetic field and without a field for various $E_{f}$ is opposite. This behavior of the intensities of inelastic peaks cannot be related only to the scattering by spin waves; it is most likely caused by some other magnetic excitations.

To test this assumption, we performed an energy analysis in that region of the $E-q$ plane where the section of the ellipsoid of the spectrometer resolution (whose total dimensions in this plane are $\Delta E \cong$ 0.24 meV and $\Delta q \cong 0.05 \AA^{-1}$ at $E_{i}=3.9 \mathrm{meV}$ ) does not touch curves 1 and 2 . To fulfill this condition at small wave vectors and remove the kinematic energy limitation, we performed measurements by scanning at a constant scattering angle. The inset in Fig. 3 shows the results of such energy analysis for $q_{0}=0.12 \AA^{-1}$ for the energy of incident neutrons $E_{i}=3.9 \mathrm{meV}$. After a mathematical treatment of the experimental data (approximation of the central elastic peak by a Gaussian and of the side peaks by Lorentzians), it is seen that the spectrum has a three-peak structure, with the side peaks located at the energy transfer $E \cong \pm 0.3 \mathrm{meV}$. In Fig. 1 , part of the scanning trajectory recorded by the constant-scattering-angle method is shown as curve 3 . The open circle in this curve corresponds to the energy and the wave vector of one of the resolved side maxima.

## 3. DISCUSSION

The $\mathrm{Fe}_{65} \mathrm{Ni}_{35}$ and $\mathrm{Fe}_{3} \mathrm{Pt}$ alloys [5] exhibit a significant discrepancy between the experimentally measured temperature dependences of the spontaneous magnetization $M(T)$ and calculated magnetizations $M_{s}(T)$ obtained in terms of the spin-wave theory

$$
\begin{equation*}
M_{s}(T)=M(0)\left(1-B T^{3 / 2}\right), \tag{4}
\end{equation*}
$$

where $M(0)$ is the magnetization at $T=0 \mathrm{~K}$ and $B=$ $\left[2.612 \mathrm{~g} \mu_{B} / M(0)\right]\left[k_{B} / 4 \pi D(T)\right]^{3 / 2}$. This fact is ascribed to the difference in the coefficients of spin-wave stiffness $D(T)$ determined from magnetic and neutron-scattering measurements. The possible reasons for this difference may be anomalous softening or strong damping of long-wavelength spin waves. However, the neutron-diffraction experiments performed in $[6,7]$ showed that the behavior of the above spin-wave parameters in these alloys agrees with the conventional theory of a Heisenberg ferromagnet. A satisfactory agreement between $M(T)$ and $M_{s}(T)$ can be obtained if we assume the existence of additional magnetic excitations in $\mathrm{Fe}_{65} \mathrm{Ni}_{35}$ and


Fig. 1. (1) Energy of neutron-inelastic-scattering peaks as a function of the wave vector, (2) calculated dispersion curve of spin waves in the $\mathrm{Fe}_{65} \mathrm{Ni}_{35}$ alloy at $T=0.9 T_{\mathrm{C}}$, and (3) part of the scanned trajectory obtained using the constant-scat-tering-angle method at $q_{0}=0.12 \AA^{-1}$.
$\mathrm{Fe}_{3} \mathrm{Pt}$ [5]. According to [5], the energy of "hidden" magnetic excitations cannot exceed $E \sim 1 \mathrm{meV}$, and the excitations themselves must be observed at small wave vectors.

Let us discuss the possible ways that such excitations may appear. The long-wavelength magnetic dynamics in a multidomain ferromagnet was considered in [8] (see also references therein). It was shown there that, in this case, apart from the intradomain (Hol-stein-Primakoff) branch of $d$ magnons, two additional branches of magnetic excitations prove to be significant. One of these-w branch-corresponds to vibrations of domain walls (intrawall magnons) and the other- $n w$ branch-is localized near domain walls. The energy of $n w$ magnons is greater than that of $d$ magnons because of the dipole interaction of oscillations of the neighboring-domain magnetizations, which are antiparallel to one another. The wave vectors of magnetic excitations of both types have components only parallel to the plane of the domain wall; therefore, their dispersion relations are anisotropic. At small wave vectors, all three branches are separated, and the spectra of the $w$ and $n w$ magnons have energy gaps even in an isotropic ferromagnet. With increasing wave vector, the $w$ and $n w$ branches merge with $d$ magnons. Such a behavior is caused by both the relative magnitude of


Fig. 2. $\mathbf{Q}=$ const spectra of the $\mathrm{Fe}_{65} \mathrm{Ni}_{35}$ alloy at $T=0.9 T_{\mathrm{C}}$ and $q=0.06 \AA^{-1}$; (○) $\mathbf{H}=0 ;(\bullet) \mathbf{H}=500 \mathrm{Oe}(\mathbf{H} \perp \mathbf{q}) ;($ a $) E_{f}=3.9 \mathrm{meV}$ and (b) $E_{f}=4.9 \mathrm{meV}$.
dipole and exchange interactions and the relationship between the dipole correlation length and the width of the domain wall. Therefore, the spectra of long-wavelength magnetic excitations of realistic (multidomain) ferromagnets significantly differ in different ranges of wave vectors.

Allowing for this circumstance, we can qualitatively explain the dependence of the energies of inelastic peaks on the wave vector in Fig. 1 (curve 1). At $\mathbf{Q}=$ const scanning, the ellipsoid of resolution of the spectrometer involves regions of the $w$ and $n w$ branches (noncoincident with $d$ magnons in the region of small wave vectors), in which neutron scattering gives noticeable contributions to the inelastic peaks. These contributions shift the experimental peaks toward higher energies. The shifts increase as the wave vector for which scanning is performed decreases, leading to a less steep dispersion curve $l$ than in the case of $d$ magnons (calculated curve 2).

Another candidate for the role of "hidden" magnetic excitations are longitudinal spin fluctuations (LSFs). To date, several theoretical works concerning neutron scattering by LSFs have been published. These theories predict single-peak [9], two-peak [10], and three-peak $[11,12]$ scattering spectra, which, respectively, represent (1) a quasi-elastic central maximum; (2) inelastic peaks corresponding to spin-wave energies; and (3) a central peak with two inelastic maxima at the frequencies of spin waves [11], or with a linear dependence of
the energy of these maxima on the wave vector at a constant temperature [12]. The results of experimental works on neutron scattering by LSFs are also controversial. Using scattering of unpolarized neutrons in an external magnetic field, Ishikawa et al. [13] found the existence of LSFs near $E=0$ in $\mathrm{Fe}_{65} \mathrm{Ni}_{35}$ and their absence in $\mathrm{Fe}_{3} \mathrm{Pt}$. Later investigations performed using polarized neutrons showed that LSFs exist (also in the form of a diffuse maximum near $E=0$ ) in the $\mathrm{Fe}_{72} \mathrm{Pt}_{28}$ alloy as well [14]. Three-peak spectra caused by LSFs were observed in amorphous ferromagnets [15]. The possible origin of the discrepancies in the results of neutron-scattering studies of LSFs in ferromagnets were discussed in [12].

As is well-known [16-19], a competing exchange interaction exists in the ferromagnetic fcc $\mathrm{Fe}_{65} \mathrm{Ni}_{35}$ alloy, which leads to an inhomogeneous magnetic structure observed over a wide temperature range below $T_{\mathrm{C}}$. This inhomogeneous magnetic structure is characterized by not only transverse but also longitudinal spin fluctuations (to a greater extent than in homogeneous ferromagnets) over the entire temperature range. Therefore, we suppose that the low-energy magnetic excitations that were revealed by the constant-scattering-angle method at $q_{0}=0.12 \AA^{-1}$ (see Fig. 3) are caused by fluctuations of longitudinal components of magnetic moments.


Fig. 3. Side maxima of the spectrum separated by mathematical processing. Inset: energy spectrum in the $\mathrm{Fe}_{6}{ } \mathrm{Ni}_{35}$ alloy at $T=0.9 T_{\mathrm{C}}$ and $q_{0}=0.12 \AA^{-1}$ obtained by the con-stant-scattering-angle method.

The opposite relationship between the intensities of inelastic peaks obtained in an external magnetic field and without a field at various $E_{f}$ in Figs. 2a and 2b also can be explained by the presence of LSFs (at smaller wave vectors). To this end, we should take into account the dimensions of the ellipsoid of the spectrometer resolution at two different energies of scattered neutrons ( $E_{f}=3.9$ and 4.9 meV ). The intensity of the inelastic peaks is determined by the dimensions of that part of the $E-q$ space which is swept by the ellipsoid of resolution upon scanning. In the case of the smaller ellipsoid (Fig. 2a, $E_{f}=3.9 \mathrm{meV}$ ), an increase in the intensity that comes from LSFs in a magnetic field $\mathbf{H}=500$ Oe perpendicular to $\mathbf{q}$, which is related to the first term in Eq. (1), proves to be insufficient to compensate the decrease in the intensity caused by the second term. In the case of the greater ellipsoid of resolution (Fig. 2b, $E_{f}=4.9 \mathrm{meV}$ ), when it involves a larger region of the $E-q$ space with smaller wave vectors, the situation is opposite, since, according to [12, Fig. 9b], the intensity due to LSFs increases sharply with decreasing wave vector at temperatures close to the Curie point (e.g., at $\tau=T / T_{\mathrm{C}}=0.9$, as in our case).

In our opinion, further investigations, using polarized neutrons, should be carried out in this direction in order to determine dispersion relations for all the afore-
mentioned magnetic excitations, which may help to explain the anomalous temperature dependence of spontaneous magnetization in the $\mathrm{Fe}_{65} \mathrm{Ni}_{35}$ alloy.

We are grateful to A.A. Podlesnyak for help with the measurements and to the administration of the Neutron Research Center for the opportunity to use a spectrometer with good resolution. This work was supported in part by the Ministry of Science and Technology of the Russian Federation (contract no. 40.012.1.1.1150) and the Division of Physical Sciences, Russian Academy of Sciences (project no. 14, Ural Division, Russian Academy of Sciences, contract no. 26/04).
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#### Abstract

The static and resonance properties of a quasi-two-dimensional antiferromagnet phase on a distorted triangular lattice of $\mathrm{KFe}\left(\mathrm{MoO}_{4}\right)_{2}$ have been experimentally studied. Magnetization curves exhibit features corresponding to the spin-flop transition in a collinear biaxial antiferromagnet and simultaneously show a magnetization plateau characteristic of a triangular spin structure. The magnetic resonance spectra also display absorption lines corresponding to the spin structures of both types. The experimental data are described in terms of a model comprising alternating weakly bound magnetic layers, in which the main two exchange integrals have different values. Below the Néel temperature ( $T_{N}=2.5 \mathrm{~K}$ ), some of these layers possess a collinear antiferromagnetic structure, while the other layers have a triangular or spiral structure. © 2004 MAIK "Nauka/Interperiodica".


PACS numbers: 75.50.Ee; 75.30.-m

Two-dimensional (2D) antiferromagnets on a regular triangular lattice exhibit unusual magnetic properties due to a partially frustrated antiferromagnetic exchange and the degeneracy (not vanishing in the applied magnetic field) of various spin configurations (see, e.g., [1]). The ground state corresponds to a threesublattice magnetic structure with the spins mutually oriented at $\pm 120^{\circ}$ in a zero field. An important role in the magnetic structure formation is played by fluctuations, which account for the characteristic magnetization plateau (on a level of $1 / 3$ of the saturation magnetization) in a rather broad interval of magnetic fields in the vicinity of $(1 / 3) H_{\text {sat }}$, where $H_{\text {sat }}$ is the saturation field. In iron molybdates of the $\mathrm{AFe}\left(\mathrm{MoO}_{4}\right)_{2}$ type $(\mathrm{A}=\mathrm{K}$, $\mathrm{Na}, \mathrm{Rb}, \ldots)$, magnetic $\mathrm{Fe}^{3+}(S=5 / 2)$ ions are arranged on plane triangular lattices with weak exchange interaction between neighboring planes, which accounts for the quasi-2D magnetism [2, 3]. In $\mathrm{RbFe}\left(\mathrm{MoO}_{4}\right)_{2}$ crystals with a third-order axis (symmetry group $D_{3 d}^{3}$ ), each magnetic layer has a regular triangular lattice. These crystals exhibit the properties of quasi-2D antiferromagnets on a regular triangular lattice with a ratio of the lateral and interlayer exchange integrals of 20 [3].

A different situation is observed in $\mathrm{KFe}\left(\mathrm{MoO}_{4}\right)_{2}$ crystals, where magnetic ordering takes place on a distorted triangular lattice. At a temperature of $T_{1}=311 \mathrm{~K}$, this compound exhibits a structural transition from a phase with the aforementioned symmetry group $D_{3 d}^{3}$ to a monoclinic phase of $C_{2 h}^{3}$ symmetry [4]. The size of the primitive cell along the $\mathbf{Z}$ axis perpendicular to the
magnetic layers doubles, and iron ions, $\mathrm{Fe}_{\mathrm{I}}^{3+}$ and $\mathrm{Fe}_{\mathrm{II}}^{3+}$, appear in nonequivalent positions of two types. The $\mathbf{X}$ axis remains the second-order axis, and the $\mathbf{Y Z}$ plane is still the symmetry plane (Fig. 1). Owing to this decrease in the symmetry, we may expect that, at $T<T_{1}$, the exchange integral $J_{1}$ for the neighboring iron ions arranged along the $\mathbf{X}$ axis will differ from the exchange integral $J_{2}$ of the neighbors arranged along other directions in the triangular structure. Thus, the triangular


Fig. 1. Schematic diagram showing the arrangement of $\mathrm{Fe}^{3+}$ magnetic ions in the crystal structure of $\mathrm{KFe}\left(\mathrm{MoO}_{4}\right)_{2}$.
structure of $\mathrm{KFe}\left(\mathrm{MoO}_{4}\right)_{2}$ crystals is distorted and the crystals contain layers of magnetic ions occurring in the nonequivalent positions of two types. According to the theoretical analysis [5], a distortion ( $J_{1} \neq J_{2}$ ) corresponding to $J_{1}>J_{2} / 2>0$ leads to the appearance of an incommensurate spiral structure with the wavevector oriented in the direction ( $\mathbf{X}$ axis) of distinct exchange interaction. In contrast, for $J_{2} / 2>J_{1}>0$, a collinear antiferromagnetic structure becomes energetically favorable.

This study was aimed at elucidating the effect of lattice distortions on the properties of 2D antiferromagnets on a triangular lattice. For this purpose, we have studied the static and resonance magnetic properties of $\mathrm{KFe}\left(\mathrm{MoO}_{4}\right)_{2}$ crystals.

The experiments were performed on $\mathrm{KFe}\left(\mathrm{MoO}_{4}\right)_{2}$ single crystals grown by spontaneous crystallization as described in [2]. The crystals had the shape of 0.1- to $0.3-\mathrm{mm}$-thick plates with a lateral size of up to 3 mm . The face surface of the crystals coincided with the planes of iron ions. At temperatures below $T_{1}$, the crystal separates into three domains corresponding to the three crystallographically equivalent directions of the $\mathbf{X}$ axis in the high-temperature phase. These domains can be visually observed in polarized light. The magnetic measurements were performed with a vibratingsample magnetometer (Oxford Instruments) and a SQUID magnetometer (Quantum Design). The magnetic resonance spectra were obtained using a set of microwave spectrometers with transmission type resonators covering the $9-150 \mathrm{GHz}$ frequency range.

Figure 2 shows the temperature dependence of the magnetic susceptibility $\chi=M / H$ of $\mathrm{KFe}\left(\mathrm{MoO}_{4}\right)_{2}$ crystals for two orientations of the magnetic field: $\mathbf{H} \perp \mathbf{Z}$ and $\mathbf{H} \| \mathbf{Z}$. At a temperature of $T_{\mathrm{N}}=2.5 \mathrm{~K}$, the curves exhibit a feature corresponding to the transition to an ordered state. In the interval of temperatures $15 \mathrm{~K} \ll$ $T<300 \mathrm{~K}, \chi(T)$ follows the Curie-Weiss law with the characteristic constant $\Theta_{\mathrm{CW}}=21 \pm 2 \mathrm{~K}$. Approximation of the magnetic susceptibility by the Curie-Weiss law in the low-temperature range is shown by the dashed curve in Fig. 1. Using the Weiss constant, it is possible to estimate the average value of the exchange integral for the neighboring ions in the XY plane as $J=$ $3 \Theta_{\mathrm{CW}} / 2 z S(S+1) \simeq 0.6 \mathrm{~K}(S=5 / 2$ and the number of nearest neighbors is $z=6$ ). The $\Theta_{\mathrm{CW}}$ is virtually the same for $\mathrm{KFe}\left(\mathrm{MoO}_{4}\right)_{2}$ and $\mathrm{RbFe}\left(\mathrm{MoO}_{4}\right)_{2}$ [3].

The inset in Fig. 2 shows the temperature dependences of $M / H$ for various values of the static field $\mathbf{H}$ oriented in the crystal plane $(\mathbf{H} \perp \mathbf{Z})$. The absolute values of $M / H$ for the fields 0.1 and 1 kOe are probably determined with an error of $10-50 \%$ because of a residual magnetic field of the superconducting solenoid. Open triangles indicate the aforementioned feature in the form of a magnetic susceptibility peak. The peak is observed in the region of weak fields ( $0<H<20 \mathrm{kOe}$ ) and exhibits smearing in higher fields. Above 30 kOe ,


Fig. 2. The temperature dependence of the magnetic susceptibility $\chi=M / H$ of $\mathrm{KFe}\left(\mathrm{MoO}_{4}\right)_{2}$ crystals (for the sake of clarity, the curves for $\mathbf{H}=0.1$ and 1 kOe in the inset are shifted along the ordinate axis).


Fig. 3. (a) The magnetization curve $M(H)$ and (b) its derivative measured for a $\mathrm{KFe}\left(\mathrm{MoO}_{4}\right)_{2}$ crystal for $\mathbf{H} \perp \mathbf{Z}$. The inset shows the $M(H)$ curve observed for $\mathbf{H} \| \mathbf{Z}$ (the dashed line is tangent to the $M(H)$ curve in the region of small fields). All measurements were performed at $T=1.6 \mathrm{~K}$.
the $M(T)$ curves exhibit variations in the form of steps, which are indicated by black triangles in the inset in Fig. 2. In addition, it should be noted that these curves exhibit a flattened maximum characteristic of lowdimensional antiferromagnets [6].


Fig. 4. The $H$ versus $T$ diagrams of the magnetic states observed for $\mathbf{H} \perp \mathbf{Z}$, showing the boundaries of the region of magnetic phases determined from ( $\square$ ) the $M(H)$ and ( $\square$ ) the $M(T)$ measurements. Black circles indicate the values of the Néel temperature. The inset shows the probable spin structures of the magnetic phases A, B, and C.

Figure 3a shows the $M(H)$ curves measured at $T=$ 1.6 K for two orientations of the applied magnetic field. For $\mathbf{H} \perp \mathbf{Z}$, there are three features in these curves. Near $H=H_{c 1}=12.5 \mathrm{kOe}$, there is a change in the slope of the $M(H)$ curve and the corresponding peak in the derivative $d M / d H$ (Fig. 3b). The two other features are observed at $H_{c 2}=52 \mathrm{kOe}$ and $H_{c 3}=76 \mathrm{kOe}$, where the derivative $d M / d H$ exhibits sharp peaks. For $\mathbf{H} \| \mathbf{Z}$, the only special feature is an increase in the derivative in a field of $20-30 \mathrm{kOe}$. The slope of $M(H)$ in the region of lower fields was 0.9 of that in the region of higher fields ( $H>50 \mathrm{kOe}$ ).

Figure 4 presents the $H$ versus $T$ diagram showing variation of the fields of magnetic phase transitions $H_{c 1}$, $H_{c 2}$, and $H_{c 3}$ determined for the features in the $M(H)$ and $M(T)$ curves and in the Néel temperature $T_{\mathrm{N}}$ determined by the position of the magnetic susceptibility peak.

The relation between susceptibilities, $\chi_{\perp}>\chi_{\|}$, observed in the fields above 20 kOe (where the difference reaches 5\%) indicates that the "hard" magnetization direction is near the $\mathbf{Z}$ axis. In concluding so, we proceed from the fact that magnetic susceptibility exhibits a minimum along the hard axis in both collinear and triangular structures. The existence of a magnetic anisotropy with the hard axis oriented close to the $\mathbf{Z}$ axis is also confirmed by data on the paramagnetic resonance of $\mathrm{Fe}^{3+}$ ions at $T>T_{\mathrm{N}}$ [7]. It should be noted that the absence of a high-order axis also implies the presence of another, so-called "medium" magnetization axis perpendicular to the hard axis.

The results of the experiments presented above show that the number of features of comparable magnitude on the $M(H)$ curve exceeds their number expected for both collinear and spiral structures on a distorted triangular lattice. Indeed, only one (spin-flop) feature is
expected for the collinear structure, and two such features (at the beginning and end of the magnetization plateau) are expected for the triangular and spiral structures [3, 8]. As was indicated above, the magnetic structure of $\mathrm{KFe}\left(\mathrm{MoO}_{4}\right)_{2}$ comprises two types of weakly bound alternating nonequivalent planes of magnetic ions. For this reason, we will consider a hypothetical model in which a collinear antiferromagnetic structure is formed in planes of the first type ( $C$ planes) and a spiral spin structure, in planes of the second type ( $S$ planes).

Within the framework of this model, the low-field feature at $H=H_{c 1}$ can be considered as a reorientational transition in the $C$ planes, which is related to rotation of the spin structure in the plane perpendicular to the hard axis. When the field is parallel to the easy axis, such a reorientation must have the character of spin flop, leading to a jump in the $M(H)$ curve. The feature observed in experiment exhibits a smoothened shape, which is explained by the presence of three domains with different orientations of their easy axes, on the one hand, and by a slight deviation of the easy axis from the $\mathbf{Y}$ axis in the $\mathbf{Y Z}$ plane, on the other hand. This feature will be referred to below as a feature of the spin-flop type.

At the same time, the presence of phase transitions in the fields $\mathbf{H}_{c 2}$ and $\mathbf{H}_{c 3}$ on both sides of $(1 / 3) H_{\text {sat }}$ is characteristic of the $120^{\circ}$ triangular structure $\left(J_{1}=J_{2}\right)$ $[1,3,9]$ and the spiral structure on a distorted triangular lattice [8]. Note that the $(1 / 3) H_{\text {sat }}$ value apparently falls within the interval between $\mathbf{H}_{c 2}$ and $\mathbf{H}_{c 3}$. Indeed, judging from the $H_{\text {sat }}$ value, this field has to be approximately on the same order of magnitude as in $\mathrm{RbFe}\left(\mathrm{MoO}_{4}\right)_{2}$ crystals, where saturation is reached at 186 kOe [9]. The inset in Fig. 4 shows the scheme of probable spin configurations for the field orientation $\mathbf{H} \perp \mathbf{Z}$. Our experiments did not reveal significant features during the transition from the paramagnetic to the ordered phase in the range of fields above 40 kOe . The probable position of such a transition or crossover between the above phases is depicted by the dashed line in Fig. 4.

The presence of hard-axis anisotropy suggests that a structure of the umbrella type is formed in the $S$ planes at the $\mathbf{H} \| \mathbf{Z}$ orientation, while the $C$ planes exhibit spin reorientation caused by a deviation of the hard axis from the $\mathbf{Z}$ axis in the $\mathbf{Y Z}$ plane. The strong field dependence of the amplitude of the susceptibility peak in the region of weak fields probably corresponds to a small ferromagnetic moment, on the order of $10^{-4} \mu_{B}$ per $\mathrm{Fe}^{3+}$ ion.

Figure 5 shows the spectra of magnetic resonance measured at $T=1.3 \mathrm{~K}$ in the field $\mathbf{H}$ oriented parallel and perpendicular to the $\mathbf{Z}$ axis (i.e., significantly below $\left.T_{N}\right)$. Since the crystals studied at a temperature below 311 K exhibit the formation of domains of three types with different orientations of the $X$ axis, the antiferromagnetic resonance (AFMR) line is usually split into three peaks with relative intensities strongly depending
on the realization of the domain structure in a particular sample. When the field is oriented parallel to the $\mathbf{Z}$ axis, all domains occur in approximately equivalent conditions and the observed absorption lines are not split. For this field orientation, there are four AFMR branches, one of which has a small dispersion (Fig. 5a). Figure 5b shows the spectra of magnetic resonance for five samples measured using the field oriented in the XY plane, with uncontrolled mutual orientation of the $\mathbf{Y}$ and $\mathbf{H}$ axes. In this case, the AFMR spectrum also displays four branches. The $v_{1}$ branch (for which additional experiments with rotation of the sample showed the most pronounced dependence of the resonance frequency on the field orientation in the $\mathbf{X Y}$ plane) is characterized by a broad distribution of resonance fields and frequencies in the $v$ versus $H$ plane. In a zero field, the AFMR frequencies are $v_{1}^{0}=36 \pm 5 \mathrm{GHz}, v_{3,4}^{0}=78 \pm$ 3 GHz , and $v_{2}^{0}=123 \pm 3 \mathrm{GHz}$.

In the triangular spin structure of $\mathrm{RbFe}\left(\mathrm{MoO}_{4}\right)_{2}$ crystals, the $v_{3,4}$ frequencies are close and exhibit similar field dependences with two branches of the magnetic resonance spectrum in the triangular spin structure [3]. In the case of $\mathrm{KFe}\left(\mathrm{MoO}_{4}\right)_{2}$ crystals, the behavior of $v_{1}(H)$ and $v_{2}(H)$ is characteristic of a collinear antiferromagnet with two anisotropy axes [10]. In Fig. 5, dotted curves show the AFMR spectrum calculated assuming that the $v_{1,2}(H)$ branches are determined by the homogeneous spin oscillations in the $C$ planes [10], while $v_{3,4}(H)$ branches reflect oscillations in the $S$ planes [3]. The interaction between the $C$ and $S$ planes was ignored.

Using the above zero-field AFMR frequencies, it is possible to estimate the values of magnetic anisotropy constants $D$ in the microscopic theory (for the model Hamiltonian presented in [3]): $D_{S} \approx 0.25 \mathrm{~K}$ and $D_{C}=$ 0.36 K . The difference between $\nu_{1}^{0}$ and $\nu_{2}^{0}$ is explained by the biaxial character of anisotropy in the $\mathrm{KFe}\left(\mathrm{MoO}_{4}\right)_{2}$ crystals. Using these values, one can find that the magnetic anisotropy constant $D_{C}^{\prime \prime}$ for the medium magnetization axis in the $C$ planes is approximately ten times as small as the $D_{C}$ value. This anisotropy axis is parallel to the $X$ axis. The AFMR spectrum of $S$ planes was calculated disregarding the crystal anisotropy in the easy plane.

Thus, the obtained spectrum of magnetic resonance corresponds to a combination of the spectrum of a collinear biaxial antiferromagnet and the spectrum of a spiral or triangular antiferromagnet.

Summarizing the results presented above and generalizing the results of analysis, we conclude that the model of a magnetic structure comprising magnetic planes of two types-with collinear and spiral orderadequately describes the whole body of the static and resonance magnetic properties of $\mathrm{KFe}\left(\mathrm{MoO}_{4}\right)_{2}$ crystals. However, this statement is conjectural in nature, since the model does not take into account the interplanar interaction capable of leading to additional phase tran-


Fig. 5. Plots of the AFMR frequencies versus magnetic field for (a) $\mathbf{H} \perp \mathbf{Z}$ and (b) $\mathbf{H} \| \mathbf{Z}$ measured at $T=1.6 \mathrm{~K}$.
sitions and lines in the magnetic resonance spectra (see [3]). The proposed exotic model can be verified in experiments on the determination of the magnetic structure using neutron scattering.

We are grateful to V.I. Marchenko and S.S. Sosin for fruitful discussions. This study was supported by the Russian Foundation for Basic Research, project no. 04-02-17294.
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