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Abstract—The viscous flow of magnetic vortices in granular YBaCuO ceramics of various granule sizes is
investigated using the microwave absorption method (f = 80 MHz) in the range of varying magnetic fields H =
±1500 Oe and of temperatures T = 77 to 95 K. The conditions for the formation and melting of the vortex lattice,
as well as the transition of the high-temperature superconductor (HTSC) state from the irreversibility region to
the region of the viscous flow of magnetic vortices, are considered. The rapid magnetic relaxation times in the
range τ = 72 to 111 ms are determined from the magnetization relaxation in the HTSC materials under investi-
gation depending on the granule size d, which varies from 1 to 30 µm. The experimental results on the variation
of the relaxation time τ from 77 to 120 ms in a ceramic exposed to fast neutrons with various fluences (Φ = 1016

to 1019 cm–2) are considered. The depinning process is analyzed; it occurs in the form of a thermally assisted
flux flow in the range of low activation energies. © 2001 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

High-temperature superconductors (HTSC), which
are type II superconductors with the Ginzburg–Landau
parameter K = λ/ξ > 1/  (λ is the magnetic-field pene-
tration depth in the sample and ξ is the coherence
length), demonstrate a variety of magnetic effects owing
to the existence of the Meissner effect and the presence
of two magnetic subsystems in the form of Abrikosov
(A subsystem) and Josephson (J subsystem) magnetic
vortices. The layered structures of HTSC materials and
strong anisotropy give rise to a large set of magnetic
interactions between the vortices in the subsystems, as
well as between the vortices of the A and J subsystems.
Abrikosov found a two-dimensional periodic solution of
the Ginzburg–Landau equations for K @ 1/ , which
can be interpreted as the emergence of a regular lattice of
vortices, each of which carries a magnetic field quantum
Φ0 = h/2e = 2.07 × 10–15 T m2. The layered structure of
superconductors with clearly manifested anisotropy of
their properties, which is determined by the quasi-two-
dimensional nature of their electronic structure, plays a
significant role in the behavior of the vortex lattice. In
real superconductors, the formed vortices are fixed at
various pinning centers, such as defects in the crystal
lattice structure in the form of dislocations and vacan-
cies, grain boundaries, surface inhomogeneities, and
inclusions of various phases and impurities. The
dynamics of the behavior of vortices is reflected in the
variation of magnetization with time. Depending on the
potential of pinning centers, various magnetization
relaxation patterns are observed in superconductors [1].
In the presence of strong pinning centers (when the
activation energy u @ kT), a slow (logarithmic) mag-
netic relaxation takes place and the magnetic flux creep
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is observed [2–4]. In the presence of weak pinning cen-
ters (with an activation energy u ≤ kT), rapid magnetic
relaxation is observed, which is determined by the ther-
mal excitation of the magnetic flux flow [5–7]. In actual
practice, superconductors can contain both weak and
strong pinning centers whose manifestations depend on
the external magnetic field and temperature. Additional
defects can appear in the structure of a superconductor
as a result of bombardment by fast neutrons. Analyzing
the behavior of magnetization of HTSC materials, one
can establish the presence of the pinning centers
responsible for the slow and rapid components of mag-
netic relaxation and, hence, determine the type of
defects present: extended defects (in the form of disor-
dered regions) or point defects (in the form of disloca-
tions and vacancies in the crystal lattice structure).
Study of the magnetic properties of HTSC materials at
various values of temperature and magnetic flux and at
different rates of its variation provides new information
on the depinning processes involved and the transition
of the superconductor to the region of viscous flow of
magnetic vortices. We chose for the object of investiga-
tion a HTSC ceramic YBaCuO with granules of various
sizes; the layered structure and the small coherence
length of the granules are responsible for the clearly
manifested quasi-two-dimensional (2D) anisotropy.

2. STRUCTURE, INTERACTION, AND FLOW 
OF VORTICES IN HTSC

An important feature of type II superconductors is
the formation of Josephson vortices (along weak links)
in these materials when the external magnetic field
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attains the lower critical field value:

 (1)

When the value

 (2)

is attained, Arbikosov vortices are formed and start
penetrating into granules, thus forming a periodic trian-
gular lattice with the period

 (3)

and sizes of vortices equal to the core radius

 (4)

where λL and λJ are the London and Josephson penetra-
tion depths, respectively; and ξ and d are the coherence
length and the mean size of granules, respectively.

The vector interaction potential between vortices
separated by the distance r = |rµ – rν | is defined as [8]

 (5)

In anisotropic superconductors, vortices attract one
another along the main direction of the applied mag-
netic field due to the energy of interaction, thus forming
extended chains. If the coherence length [9] ξc =
ξabλab/λc < ξab (λc/λab ≅  5 in the case of YBaCuO) along
the c axis is smaller than the separation rs between the
CuO planes, we can assume that the layers of the super-
conductor are weakly coupled with one another. In this
case, the magnetic interactions between vortices in the
layers can be described using the Ginzburg–Landau
quasi-two-dimensional (2D) anisotropic theory. A peri-
odic triangular lattice, formed in the ab plane of the
superconductor with a period defined by relation (3),
exists until the thermal energy kT becomes as high as
the binding energy between the vortices. Then, the peri-
odic structure is destroyed; i.e., the melting of the 2D
lattice takes place [10]: magnetic vortices become inde-
pendent [11, 12]. The melting point of the vortex lattice
is determined from the relation

 (6)

As the current flows through the superconductor, free
vortices become involved in the flow with velocity v,
which leads to energy dissipation due to the ohmic
resistivity ρFF in the vortex core region. This resistivity
increases with the magnetic field, attaining the normal-
metal value ρn when the field becomes as strong as the
upper critical field Bc2(T); i.e.,

 (7)

Real superconductors contain various inhomogeneities
in their material, which play the role of pinning centers
for vortices. Under certain conditions, pinned vortices
can be separated and can participate in the flow. In
accordance with the Anderson–Kim theory [13], ther-

Bc1 J( ) T( ) Φ0/ 4πλLλ J( ) λ J/d( ).ln=

Bc1 A( ) T( ) Φ0/ 4πλLλ J( ) λL/ξ( )ln=

a Φ0/B( )1/2=

rc 2ξ ,=

V Φ0
2 r/λ–( )/ 8πµ0λ

2r( )exp[ ] drµdrν.=

kT Φ0
2rs/ 8πµ0λab

2( ).=

ρFF ρnB/Bc2 T( ).≈
P

mally assisted depinning is observed in a wide temper-
ature range below Tc, which causes magnetic-flux
creep. For a state of the sample close to the critical state
(j ≈ jc and u @ kT), the decrease in the induced currents

 (8)

and in the magnetization of the superconducting sample

 (9)

occurs according to a logarithmic law (t0 is an arbitrary
instant, jc0 is the critical current density in the absence
of flux creep, and u is the binding energy between vor-
tex lines and pinning centers).

The magnetic relaxation rate

 (10)

can be determined in terms of the binding energy
between vortex lines and strong pinning centers:

 (11)

If we analyze the state of a sample far from the critical
state ( j ! jc and u ≤ kT), the change in magnetization
over a wide time interval is closely approximated [14–
16] by the exponential dependence

 (12)

where τ is the magnetic relaxation constant and the
exponent is p ≈ 0.6. In the given case, since the activa-
tion energy is comparable with the thermal energy kT, a
thermally assisted viscous magnetic flux flow takes
place; this is typical of weak pinning. The magnetic-
vortex depinning due to thermal fluctuations leads to
the emergence of an electric field [15, 17, 18]:

 (13)

where E0 = 2ρjc0, ρ is the resistivity for j = jc0, and jc0 is
the critical current density in the absence of flux creep
at T = 0 K.

Knowing the magnitude of the electric field, we
determine the resistivity ρ = E/j offered to the flow of
vortices along the sample for a thermally assisted flux
flow (TAFF, j ! jc), a flux creep (FC, j ≈ jc), and a flux
flow (FF, j > jc) at very low temperatures:

 (14)

 (15)

 (16)

where j1 = jc0u/kT.
The relations derived determine the viscosity of the

vortex flow and energy dissipation.
The viscosity of a thermally assisted vortex flow in

the case of weak pinning appears due to the ohmic
resistance in Eq. (14). The resistance emerges as a
result of melting of the vortex lattice and flux depin-
ning, which transform the system of vortices into the

j t t0>( ) j t0( ) jc0 t/t0( )kT /uln–≈

M t( ) M 0( )– A t/t0( )ln∼

A dM/d tln=

1/M0dM/d tln kT /u.=

M t( ) M 0( )– t/τ–( )p[ ]exp ,≈

E j( ) E0 u/kT–( ) ju/ jc0kT( )( ),sinhexp=

ρTAFF ρc 2u/kT( ) u/kT–( ),exp=

ρFC ρc j/ j1( ) u/kT–( ),expexp=

ρFF ρc 1 jc0/ j( )2–( )1/2 ρnB/Bc2 T( ),≈=
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VISCOUS FLOW OF MAGNETIC VORTICES 1003
“liquid state.” This indicates the suppression of the
interaction between vortices in superconducting CuO
layers and the disappearance of the correlation with
vortices of other closely spaced layers, since the inter-
action energy is lower than kT [10, 19]. The thermal
activation of depinning occurs due to large local fluctu-
ations in the vortex positions. We assume that the vor-
tex lattice melting occurs when the standard deviation
of the vortex positions satisfies the Lindemann criterion
〈x2〉1/2/a = 0.1 to 0.2. It is important that the depinning
activation process occurs in the magnetization revers-
ibility region. If we consider the B–T phase diagram for
an HTSC material, it has an “irreversibility line” Birr(T)
[15], which can also be referred to as the “depinning
line” [20, 21]. Below this line, the magnetic flux creep
takes place and the magnetization hysteresis is
observed, which leads to slow (logarithmic) relaxation.
Above Birr(T), a viscous diffusion flow of vortices is
observed with the reversible magnetization typical of
rapid (exponential) magnetic relaxation.

3. EXPERIMENTAL STUDY 
OF MAGNETIZATION RELAXATION 

AND VISCOUS FLOW OF MAGNETIC VORTICES

We studied the magnetization relaxation on an
experimental setup intended for complex investigations
of HTSC materials on the basis of the contactless
microwave method, which makes it possible to analyze
the temperature and field dependences of the basic crit-
ical parameters of an HTSC (Hc1, jc1, λ, and ξ), the
magnetization hysteresis, relaxation phenomena, and
nonlinear and anisotropic properties. The rapid compo-
nent of magnetization relaxation was studied by using
the technique described in [16]. The experiments were
made at the temperature T = 77 K. Samples 2 × 2 × 5 mm
in size placed in the induction coil of an oscillatory cir-
cuit (f = 80 MHz) were brought into the magnetic field
of a solenoid (the magnetic field strength could be var-
ied in the range H = ±1500 Oe). The resultant field
applied to the sample was determined by the sum of
fields

 (17)

where H0 is a constant magnetic bias field, Hm is the
(pulsed, linear, or periodic) modulating field, and h is
the probing radio-frequency (rf) field.

In our experiments, we detected the P(t) signal
determined by the rf absorption, which is proportional
to the magnetic susceptibility χ|| (and, hence, to the
magnetization of the YBaCuO ceramic). The observed
relaxation of P(t) after the action of the magnetic field
H0 ≈ 100 Oe is characterized by three essentially differ-
ent regions: one with a rapid exponential relaxation (t <
t1), one with a slow logarithmic relaxation (t > t2), and
one with an intermediate relaxation (t1 < t < t2) that is
determined by the superposition of the rapid and slow
components. Rapid relaxation is observed at the initial

H H0 Hm h,+ +=
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stage up to t1 ≈ 2 s and obeys the exponential law in
Eq. (12). It is determined by weak pinning and is char-
acterized by a rapid relaxation time τ, which is a func-
tion of resistivity in Eq. (14). The slow relaxation
observed for strong pinning after t2 ≈ 30 s is governed
by the logarithmic law in Eq. (9) and is manifested in
the form of a flux creep with the rate in Eq. (10). Inter-
mediate relaxation exists in the presence of weak pin-
ning centers. In this region, the relaxation rate variation
considerably deviates from the logarithmic dependence
and there is no clearly manifested exponential time
dependence of the magnetic moment. The measure-
ment of the field dependences P(H) for samples sub-
jected to zero field cooling (ZFC) revealed that the
P(H) curves describing the magnetization strongly
depend on the rate of variation of the applied magnetic
field. The general form of the normalized hysteresis
curves recorded for various amplitudes of magnetic
field scanning is presented in Fig. 1. A considerable
delay of the rf absorption signal relative to the magnetic
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Fig. 1. Field dependence of rf absorption for various ampli-
tudes and magnetic field scanning times: (a) Ha = 500 Oe,
tsc1 = 2 s (1), tsc2 = 35 s (2), Hr = 25 Oe; and (b) Ha = 1500 Oe,
tsc1 = 2 s (1), tsc2 = 5 s (2), Hr = 75 Oe. T = 77 K. Arrows on
the curves indicate the direction of variation of the magnetic
field.
1



1004 CHASHCHIN
field is observed for rapid scanning. Figure 1a shows
the hysteresis curves obtained during the scanning
times tsc1 = 2 s and tsc2 = 35 s for the amplitude Ha = 500
Oe of the linearly varying magnetic field. It can be seen
that the rf absorption at a level of 0.5 of the initial value
is attained at different values of the magnetic field (Hr

= 25 Oe). This difference in the behavior of P(H, t) can
be attributed to the viscous flow of vortices penetrating
into the sample: the vortices are retarded at a higher rate
of variation of the magnetic field. Proceeding from the
shift Hr of the hysteresis loop, we can easily obtain the
retardation time tr = (dH/dt)–1Hr, which is equal to 0.05 s
at a constant scanning rate dH/dt = Ha/tsc (Ha = 500 Oe,
tsc = tsc1/2 is the time of scanning in the forward direc-
tion). The same value (tr = 0.05 s) is obtained for Ha =
1500 Oe and Hr = 75 Oe (Fig. 1b). The ratio Ha/Hr for
the two cases considered above (see Fig. 1) is found to
be 20, indicating a linear relation between Ha and Hr.
With increasing scanning time, the straight branch of
the hysteresis loop is displaced monotonically towards
low values of the magnetic field, attaining an extreme
value for tsc2 = 35 s (see Fig. 1a). A further increase in
tsc only leads to an insignificant variation of this posi-
tion. In the given case, the signal P(H, t), which is a
function of magnetization, closely follows the variation
of the magnetic field and the vortex flow is not retarded.
When the magnetic field decreases to zero, residual
magnetization is observed (∆P = P1 – P2), which
decreases to zero with time due to the creep (P1 and P2
are the values of signals for the forward and backward
hysteresis branches, respectively, for H = 0). The
dynamics of the variation of P(H, t) and, hence, of the
magnetization typical of strong pinning centers with
the logarithmic relaxation law in Eq. (9) allow us to
determine the pinning potential from Eq. (11). The
value of the pinning potential (calculated according to
the technique proposed in [22] and using the logarithmic
time scale) for samples with a granule size d = 1 µm
amounts to u ≈ 25 meV, while the value obtained for
d = 20 µm is u ≈ 15 meV. During the scanning time
tsc2 = 35 s, the residual rf absorption ∆P vanishes almost
completely.

Thus, the processes occurring in YBaCuO ceramics
are determined by rapid, as well as slow, magnetization
relaxation. As the state of the superconductor
approaches the B–T boundary between the supercon-
ducting and the normal phase, the magnetization curve
becomes virtually reversible and the behavior of P(H, t)
becomes typical of weak pinning with a viscous vortex
flow. Let us estimate the value of the rapid magnetiza-
tion component by proceeding from the magnetic
relaxation constant τ in the low-field region. For this
purpose, we employ the frequency method [16] involv-
ing comparison of the phase of the slowly periodic ref-
erence field H(t) with amplitude Ha ≈ 20 Oe, which is
applied to the sample, with the phase of the recorded
signal P(H, t). In order to overcome the diamagnetic
P

expulsion, a small magnetic bias field H0 ≈ 1 to 5 Oe is
applied to the sample. At the frequency fs = 0.5 Hz of
the magnetic field variation, the P(H, t) curve is shifted
virtually by half the period (which is a consequence of
the law of electromagnetic induction). With increasing
frequency, a considerable retardation takes place due to
the effect of viscosity on the motion of vortices and a
noticeable phase shift between the signals under inves-
tigation is observed. At a certain frequency fs = f0, the
shift is as large as half the period. It is the value of this
frequency that determines the relaxation time [16]:

 (18)

For a sample with d = 20 µm, we have τ = 110 ms.
Let us analyze the relaxation times for a viscous

flow of vortices in YBaCuO ceramic samples with dif-
ferent sizes d of their granules. For this purpose, we
will use the above method of determining the relaxation
constant for samples in varying magnetic fields. It was
proved by us earlier that the rapid relaxation of magne-
tization over the initial time interval is associated with
a viscous vortex flow and is determined by the resistiv-
ity ρTAFF in Eq. (14). In this case, the screening currents
of fine superconducting circuits obey the equation [1]

 (19)

where L is the inductance of a vortex circuit. This equa-
tion leads to the following exponential dependence of
the magnetization (rf absorption) signal:

 (20)

with the relaxation time

 (21)

With increasing granule size d, the ohmic component of
the impedance of the superconducting circuit formed
by weak links in the Josephson medium increases lin-
early. The resistance increases due to an increase in the
length of the circuit. Accordingly, the relaxation time
constant τ in Eq. (21) also increases linearly. The exper-
imental dependence of the relaxation constant on the
mean size of granules is presented in Fig. 2. The
obtained graph confirms the linear form of the τ(d)
dependence.

Let us compare the experimental data obtained for
YBaCuO ceramic samples, having various mean gran-
ule sizes d, with the experimental results on the varia-
tion of magnetic relaxation in a similar ceramic mate-
rial (with the granule size d = 1 µm) exposed to bom-
bardment by fast neutrons with various fluences Φ. The
dependence τ(Φ) of the relaxation time on the neutron
fluence is presented in Fig. 3. It was found that the
observed range of variation of the relaxation time con-
stant τ = 77 to 120 ms in the neutron fluence range Φ =
1016–1019 cm–2 is very close to the range τ = 72 to
111 ms obtained for samples with various granule sizes
(d = 1 to 30 µm). This suggests that an increase in the
fluence of neutrons leads to an increase in the concen-

τ 1/ 2 f 0( ).=

Ldj/dt ρTAFF j jc–( ),–=

P t( ) P 0( ) t/τ–( )exp=

τ ρTAFF= /L.
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tration of defects that are centers of weak pinning. The
wide time scale of the relaxation constant indicates a
large spread in the effective pinning potentials with low
activation energies. The presence of these defects leads
to the diffusion type of vortex flow in the intergranular
medium and to an increase in its viscosity. This leads to
an increase in the resistivity component in Eq. (14). On
the other hand, it was noted that the increase in the
resistance of ceramic samples with various granule
sizes is determined by the increase in size of the super-
conducting current loop formed by weak links. The
changes in the resistance leading to an increase in the
viscosity of the intergranular medium in the cases
under investigation turned out to be comparable with
the range of variation of the rapid magnetization relax-
ation times (Figs. 2, 3).

4. CONCLUSIONS

Thus, we have obtained the following results.
The method of microwave absorption is used for

studying the magnetization relaxation; the regions of
rapid (exponential) relaxation associated with the vis-
cous flow of vortices, as well as the slow (logarithmic)
relaxation typical of the thermally assisted creep of the
flow, were determined.

We considered the conditions for the formation and
melting of a vortex lattice, the depinning process, and
the transition of the superconductor state from the irre-
versibility region (with clearly manifested hysteresis
phenomena) to the region of viscous flow of magnetic
vortices.

The reasons behind the dissipation of the energy of
vortices involved in the flow due to the ohmic compo-
nent of resistivity under various conditions are indi-
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Fig. 2. Fast magnetization relaxation time as a function of
the granule size in YBa2Cu3O7 – x ceramic samples at
T = 77 K.
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cated, and the conditions under which the sample mag-
netization is retarded relative to the variation of the
applied magnetic field are determined.

For the region of slow (logarithmic) relaxation, the
pinning potential is calculated. Its value is found to be
u ≈ 25 meV for YBaCuO ceramic samples with granu-
lar size d = 1 µm and u ≈ 15 meV for d = 20 µm.

The times of rapid magnetic relaxation are mea-
sured in the range τ = 72 to 111 ms depending on the
granule size d = 1 to 30 µm. The magnetization relax-
ation times τ = 77 to 120 ms are obtained for YBaCuO
ceramics (d = 1 µm) bombarded by fast neutrons with
fluences Φ = 1016–1019 cm–2. It is shown that the relax-
ation time increases with increasing viscosity of the
intergranular medium as a result of an increase in the
concentration of weak pinning centers under neutron
bombardment.
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Abstract—This paper reports on an experimental study of the effect of a magnetic field, B ≤ 70 G, and an electric
field, E = 120 MV/m, on the critical current Ic and I–V curves of DyBa2Cu3 – xOy HTSC ceramics (x = 0 and 0.2),
both undoped and doped with 1 wt % Pt. It has been established that, in stoichiometric ceramics (x = 0) at 77 K,
Ic drops sharply (by more than an order of magnitude) already at very low B ≤ 1 G. In copper-deficient ceramics
(x = 0.2), Ic decreases with increasing B slowly, with Pt-doped samples exhibiting [on the dropping Ic(B) depen-
dence] a peak effect, i.e., an increase rather than decrease of Ic at B ≈ 10 G. As for the effect of an electric field on
Ic and the I–V curves (the E effect), it is not observed in ceramics of a stoichiometric composition.
DyBa2Cu2.8Oy samples acted upon by an electric field reveal a substantial increase in Ic and a decrease in the
resistance R for I > Ic. In the case of DyBa2Cu2.8Oy/Pt, the electric field practically does not affect Ic but R
decreases for I > Ic. In a sample placed in a magnetic field, the magnitude of the E effect is observed to correlate
with the Ic(B) dependence. In particular, in Pt-doped samples, the E effect decreases with increasing magnetic field
B not gradually but with a maximum appearing at B ≈ 10 G, i.e., in the region of the peak effect in the Ic(B) depen-
dence. The data obtained suggest the conclusion that the electric-field effect in ceramics exhibiting weak links of
the superconductor–insulator–superconductor (SIS) type correlates with magnetic vortex pinning. © 2001 MAIK
“Nauka/Interperiodica”.
1. INTRODUCTION

The critical current Ic in granulated high-tempera-
ture superconductors (HTSCs) is determined to a con-
siderable extent by the existence in them of weak links
(primarily at grain boundaries), whose behavior may
depend substantially on a number of factors, in particu-
lar, on the electric field.

The electric field effect on Ic and the critical tem-
perature Tc is usually studied on thin films (see
reviews [1–4]), because this effect is associated with
the variation of the carrier concentration in the surface
layer of a sample. At the same time, it has been found
that the reversible field effect increases when large-
angle grain boundaries are introduced into a perfect
thin film [5], as well as that this effect is also observed
in thick polycrystalline films [3, 6] and even in ceram-
ics [7–10]. It was suggested that in the Y123 ceramics
this effect is accounted for by the presence of weak
links, primarily of the superconductor–insulator–
superconductor (SIS) type [8, 9]. The electric-field
effect was established to correlate directly with the type
of weak links [11, 12]. Indeed, the electric field was
shown to substantially affect the I–V characteristics and
the critical current in the samples in which the weak
grain-boundary links follow the SIS behavior. In sam-
ples with weak links of the SNS type (superconductor–
metal–superconductor), no electric-field effect was
1063-7834/01/4306- $21.00 © 1007
observed. In silver-doped ceramics, silver segregation
at the boundaries was experimentally confirmed to
occur by local chemical analysis (EDX) and it is this
segregation that apparently accounts for the SNS char-
acter of the weak links [13]. Nevertheless, the nature of
the electric-field effect in ceramics remains unclear. It
appears that it can presently be associated only with the
existence and behavior of weak grain-boundary links.
Therefore, investigation of this effect, combined with a
study of the structure and behavior of grain boundaries,
could shed light on its nature. For instance, doping
ceramic systems with various elements can affect the
grain-boundary structure, and therefore, studying the
field effect in such samples is of particular interest.

This paper reports on a study of the effect of a strong
electric field on the critical current and I–V curves of a
platinum-doped dysprosium HTSC ceramic with a
known microstructure and grain-boundary character-
ization.

2. EXPERIMENTAL TECHNIQUE

Pure DyBa2Cu3 – xOy and platinum-doped
DyBa2Cu3 – xOy/1 wt % Pt ceramics (x = 0 and 0.2) were
prepared in the following way [14]. Dy2O3, CuO, and
BaCO3 powders, with and without platinum powder
added, were mixed in the required ratio, ground thor-
2001 MAIK “Nauka/Interperiodica”
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oughly, and pressed into pellets. The pellets were
annealed three times in air at 920°C for 10 h, each
anneal followed by grinding and pressing to bring the
chemical reactions to an end and make the material
more uniform. Next, the pellets were annealed in an
oxygen flow first for 62 h at 960°C and then for 5 h at
500°C, with subsequent cooling in the furnace. Addi-
tionally, in contrast to [14], the pellets were addition-
ally annealed in an oxygen flow. First, they were heated
slowly to 560°C and maintained at this temperature for
4 h, after which we cooled them slowly to room temper-
ature, with intermediate pauses at 500 and 400°C over
4 h.

The phase composition of the samples was deter-
mined on an automatic x-ray diffractometer. The com-
position and microstructure were analyzed with a trans-
mission electron microscope (TEM/Jeol 2000 FX) and
a scanning electron microscope with x-ray attachments
for local analysis [14, 15].

The superconducting characteristics (the I–V curves
and R vs. T dependences) were measured on samples
approximately 1.5 × 2 × 4 mm in size, with four indium
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0 20 40 60 80
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Fig. 1. Critical current density vs. magnetic field at 77 K for
(1, 2) DyBa2Cu3 – xOy and (3, 4) DyBa2Cu3 – xOy/1 wt % Pt
for x = 0 (1, 3) and 0.2 (2, 4).

Table 1.  Some characteristics of the ceramic samples studied:
ρ300 is the resistivity at 300 K, Tco is the transition tempera-
ture of a sample at which its resistivity vanishes, ρf is the dif-
ferential resistivity at 77 K, and L is the average grain size 

Sample Tco , K ρ300, Ω cm ρf , Ω cm L, µm

DyBa2Cu3Oy 93.8 1.5 × 10–3 8 × 10–5 31

DyBa2Cu3Oy/Pt 93.5 1.3 × 10–3 7.7 × 10–5 33

DyBa2Cu2.8Oy 92 1.7 × 10–3 7.0 × 10–4 4–5

DyBa2Cu2.8Oy/Pt 91.7 1.9 × 10–3 8.5 × 10–4 2–3
PH
contacts deposited on their sides (2 × 4 mm). Before
contact deposition, a layer about 0.2 mm thick was
removed from the sample surface.

The study of the effect of an external electric field
E = U/t was carried out in an electrode–insulator–
superconductor system at 77 K, as in [7], i.e., at T < Tc.
A high negative voltage U = 6 kV was applied to a
metallic electrode insulated from the sample with a
teflon film t = 50 µm thick. The transport current I was
passed through the current contacts, and the voltage V
was measured across the potential contacts. The critical
current was determined by a 1 µV/mm criterion.

When studying the effect of an electric field, the lat-
ter could be turned on both before the experiment and
in the course of the I–V measurement at the desired
value of I. Similar experiments could also be performed
in a magnetic field B ≤ 70 G, which was oriented paral-
lel to the electric field and was generated by current
coils.

3. EXPERIMENTAL RESULTS AND DISCUSSION

The characteristics of the ceramics studied are listed
in Table 1. Deviation from a compositional stoichiom-
etry is seen to only slightly decrease the critical temper-
ature Tc of the ceramic. The room-temperature resistiv-
ity ρ300 increases somewhat, as does the differential
resistivity at 77 K (ρf), which characterizes the effective
resistance of the network of intergrain links, namely,
the grain boundaries and junctions. [14, 16]. This is in
accord with the observation that the grain size
decreases strongly with the ceramic composition devi-
ating from stoichiometry (Table 1), and, therefore, the
total length of the boundaries increases. As for the
influence of the platinum doping, it consisted in intra-
grain precipitation of platinum-containing secondary
phases. These precipitates were of submicron size and
were uniformly distributed within the 123 matrix. In
the nonstoichiometric ceramics, Pt was additionally
found in intergrain BaCuO2 precipitates. Note that Pt
did not affect the size and distribution of the 211 pre-
cipitates. Traces of Pt were observed to exist in Dy123
grains for x = 0 and 0.2. The Pt distribution in the
matrix was nonuniform, with the maximum Pt content
in the grains not exceeding 0.05 mol. No increase in the
Pt concentration at the boundaries compared to that in
the grains was observed.

Figure 1 shows the variation of the critical current
density Jc of the samples at 77 K in an external mag-
netic field B. In stoichiometric ceramics, Jc was found
to decrease strongly (by more than an order of magni-
tude) already at very low B, which apparently implies a
practically total absence of magnetic vortex pinning at
77 K. At the same time, in the copper-deficient ceram-
ics, the critical current varies smoothly, although fairly
rapidly, with increasing B. The samples containing Pt
also reveal the so-called peak effect [17, 18], in which
Jc increases rather than decreases within a certain
YSICS OF THE SOLID STATE      Vol. 43      No. 6      2001
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region of B on the Jc(B) dependence. In this case, this
peak is observed at Bp ≈ 10 G after an abrupt drop of Jc

for B < 3 G. The corresponding effect was also
observed to occur with increasing B on the I–V curves
for I > Ic, with beats seen on the curves in the region of
the minimum (Fig. 2).

The above peak effect observed in the 123 HTSC
ceramics is usually attributed to the various defects,
more specifically, to twins and precipitates of other
phases, as well as to clusters of oxygen vacancies and
dislocations [19, 20]. In our case, the clearly pro-
nounced peak effect in the DyBa2Cu3 – xOy/Pt samples
originates most likely from pinning at vacancy clusters
and twins, whose concentrations in doped and undoped
ceramics may differ because of Pt being soluble in the
matrix, although in limited amounts. Indeed, we earlier
observed local regions with high twin densities in sim-
ilar nonstoichiometric ceramics doped with Pt [14, 15].
A decrease in the separation between twins, which was
due to Pt doping of melt-grown 123 ceramics, was also
pointed out in [21, 22].

In order to estimate the type of the weak links in
dysprosium ceramics, studies of the temperature
dependences of Jc near Tc were carried out earlier [14,
15]. It was shown that this dependence can be approxi-
mated for all the ceramics studied by the relation

which, by [23], corresponds to the SIS weak-link type.
In other words, neither deviations from stoichiometry
in Cu nor doping with Pt affect the weak-link type,
which always remains SIS in dysprosium ceramics.

All the samples studied were checked for the exist-
ence of the electric-field effect. It was found that
ceramics with a stoichiometric composition (both
doped and undoped with platinum) do not exhibit the
electric-field effect. Copper-deficient samples behave
differently. The effect of an electric field on the I–V
curves of some dysprosium ceramics is illustrated in
Fig. 3. No field effect is seen in the Dy123 samples. In
the DyBa2Cu2.8Oy/Pt samples, the electric field virtu-
ally does not affect the critical current while reducing
the resistance R for I > Ic. In the DyBa2Cu2.8Oy ceramic,
the electric field increases Ic substantially and decreases
R for I > Ic.

As for the effect of a magnetic field, it was estab-
lished that in the Y123 ceramics the electric-field effect
decreases with increasing B and practically disappears
already at B ≈ 20–30 G [24]. In our case, in the
DyBa2Cu2.8Oy samples, which did not exhibit the peak
effect, the E effect also decreased with an increasing
magnetic field and vanished at B ≈ 50 G. In this connec-
tion, observation of the peak effect in the
DyBa2Cu3 - xOy/Pt samples was of particular interest. Fig-
ure 4 shows a variation of the voltage V in the I–V curves
of these samples as an electric field E = 120 MV/m is
turned on and off for Ic < I = const and in various mag-

Jc T( ) const Tc T–( ),=
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netic fields. One readily sees that as the magnetic field
increases, the E effect (i.e., the electric-field-induced
change ∆V of the voltage) first decreases, then grows in
the region of Bp, decreases again for B > Bp, and finally
vanishes altogether thereafter. Note that the I–V curves
exhibit voltage oscillations (beats) at I = const near
Bmin ≈ 3 G.

Thus, nonstoichiometric dysprosium ceramics
exhibit the electric-field effect to various extents,
whereas in stoichiometric ceramics it does not occur. At
the same time, samples of both types, as already men-
tioned, have SIS-type weak links.

To reveal the nature of the electric-field effect in
ceramics, we carried out a quantitative comparison of
the E effect in bulk samples and in thin (single and bic-
rystal) films with different misorientation angles θ,

123 4 567
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2 4 6

I, A

V, µV

1 1' 3 3' 2 2'
200

100

0
4 5 6 7 8 9

I, A

V, µV

Fig. 2. I–V curves of DyBa2Cu2.8Oy/1 wt % Pt samples for
various magnetic fields B (G): (1) 0, (2) 1, (3) 2.8, (4) 5.5,
(5) 11, (6) 16.5, and (7) 22.

Fig. 3. I–V curves of DyBa2Cu3 – xOy (1, 1', 2, 2') and
DyBa2Cu3 – xOy/1 wt % Pt (3, 3') obtained for x = 0 (1, 1')
and 0.2 (2, 2', 3, 3') for various values of the electric field
E (MV/m): (1–3) 0 and (1'–3') 120.
1
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which differed noticeably in thickness h. Table 2 pre-
sents experimental data, which were obtained recently
on films [25] and bulk samples (in [11, 26] and in this
work). One sees that in single crystals, the E effect
(∆Ic/IcE) turns out to be the same both in the films and
bulk samples; in the latter case, though, the crystal con-
tains large amounts of precipitates of the insulating
phase Y211 [26]. In a film with a symmetric grain
boundary, the E effect increases approximately three-
fold at θ = 24° and by an order of magnitude at 36.8°.
An asymmetric boundary with a large misorientation
angle (θ = 45°) brings about a further enhancement of
the effect by a factor of four. In ceramic samples, the
E effect has a magnitude characteristic of the case of
symmetric boundaries in films. One has, however, to

~~
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100 µV

4 s
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100

100
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Time

V

Fig. 4. Variation of voltage V in the I–V curves with the elec-
tric field E = 120 MV/m on ( ) and off ( ) measured on
DyBa2Cu2.8Oy/1 wt % Pt samples for various magnetic
fields B (G):(1) 0, (2) 5.5, (3) 11, and (4) 27.5. I = const, ini-
tial voltage V0 ≈ 100 µV.

0

PH
bear in mind that when the E effect is studied in bicrys-
tal films, the dielectric constant of the insulator (the
SrTiO3 substrate) is considerably larger than that in our
experiments made with ceramics (with teflon as an
insulator).

As was already mentioned, the manifestation of the
E effect in the first experiments carried out on single-
crystal films was associated with the electric-field-
induced change in the carrier concentration in the sur-
face layer of the sample. The enhancement of the field
effect by more than an order of magnitude in bicrystals
called for taking into account additional factors, such as
structural properties of the grain boundaries, deviation
from ideal stoichiometry, the d-symmetry effect, band
structure bending at the boundary, etc. [27–29]. As a
result, as was shown in [28, 29], a carrier-depleted layer
(an insulator) can form at the boundary, a situation
observed experimentally [30]. In terms of this model,
the E effect is attributed to the influence of the external
electric field on the parameters of this layer (a SIS-type
weak link), in particular, on its width [27–29]. At the
same time, the observed field effect in bicrystals is
believed [31] to be related to the field-induced variation
of the dielectric constant of the insulating substrate and
it can be initiated by the large piezoelectric effect in
SrTiO3 at low temperatures.

Thus, the nature of the field effect in HTSCs con-
taining grain boundaries remains open. As for the avail-
able experimental data on films and ceramics, they
indicate unambiguously only the existence of a correla-
tion of the observed E effect with the presence of SIS-
type weak links in them. But while the existence of
these links is apparently necessary, it is not sufficient.

In accordance with the experimental data available
on the 123 ceramics, in order for the E effect to become
manifest, the magnetic-vortex pinning should be strong
enough. This is indicated by a correlation between the
magnitude (or the presence) of the E effect and the
dependence of Ic on a magnetic field, as well as by the
suppression of the E effect by a magnetic field in the
Y123 [24] and DyBa2Cu2.8Oy samples. It is with this
factor that the absence of the E effect in our experi-
Table 2.  Comparative data on the electric field effect in HTSC single-crystal and bicrystal films and bulk samples 

Sample h ∆Ic/Ic, % T, K E, MV/m ∆Ic/IcE,
10–3 m/MV References

Y123 single crystal 15 nm 0.15 4.2 5 0.3 [25]

Y123 bicrystal:

symmetric boundary, θ = 24° 15 nm 4.2 ≈0.8 [25]

symmetric boundary, θ = 36.8° 15 nm 2 4.2 5 4.0 [25]

asymmetric boundary, θ = 45° 15 nm 8 4.2 5 16 [25]

Y123 : 211 single crystal (35 vol%) 1.2 mm 4 77 120 0.3 [26]

YBa2Cu2.6Oy ceramic 1.2 mm 7 77 120 0.6 [11]

DyBa2Cu2.8Oy ceramic 1.2 mm 16 77 120 1.3 This work
YSICS OF THE SOLID STATE      Vol. 43      No. 6      2001
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ments with stoichiometric dysprosium ceramics (where
a magnetic field is generated by the transport current)
and the observation of the peak effect in the magnetic-
field dependence of ∆V (Fig. 4) in the presence of the
Ic(B) peak effect (Fig. 1) in the DyBa2Cu3 – xOy/1 wt %
Pt ceramic are associated.

Thus, the data presented in this work allow the more
general conclusion that the electric field effect is corre-
lated with the extent of the magnetic vortex pinning in
ceramics with SIS-type weak links.
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Abstract—The photoluminescence of semiconducting structures Si : Er : O/Si grown by the molecular-beam
epitaxy method is studied. The dependences of Er photoluminescence intensity on the intensity of pumping are
measured at the liquid helium temperature. An analysis of the experimental results on the basis of the exciton
model of excitation of Er ions in a crystalline silicon matrix reveals the significant role played by an alternative
channel of free-exciton trapping (apart from the donor energy levels of erbium–oxygen complexes), as well as
that played by the nonradiative channel in the recombination of excitons, bound to erbium donors, without the
excitation of erbium. The ratio of the concentration of optically active centers of erbium luminescence to the
total concentration of introduced erbium is estimated. © 2001 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

The new stage in the study of radiative recombina-
tion of silicon structures is associated with the attempts
to obtain stimulated radiation at a wavelength of 1.54 µm
under optical pumping [1, 2]. Sublimation molecular-
beam epitaxy (MBE) is a promising method of creating
light-emitting Si : Er/Si structures with a high photolu-
minescence (PL) intensity [3]. An increase in the pho-
toluminescence efficiency is associated, among other
things, with an increase in the fraction of optically
active erbium centers in Si. According to estimates [4],
the fraction of optically active erbium in samples
obtained by ion implantation amounts to 1 to 10% of
the number of implanted erbium ions. It has been
proved [5, 6] that the maximum concentration of opti-
cally active erbium in implanted structures does not
exceed 3 × 1017 cm–3 for a total concentration of intro-
duced erbium up to 2 × 1020 cm–3. The ratio of the con-
centration of optically active centers to the total con-
centration of erbium introduced in the structures grown
by the SMBE method and characterized by a high PL
intensity [7] has not been determined. It would also be
interesting to estimate the efficiency of luminescence
excitation in epitaxial structures.

The aim of the present work is to analyze the pecu-
liarities of PL of the epitaxial Si : Er : O/Si structures
grown by the SMBE method and to estimate the frac-
tion of optically active forms of erbium in the epitaxial
layers and the efficiency of their excitation.
1063-7834/01/4306- $21.00 © 21012
2. EXPERIMENT

The epitaxial structures used by us were grown by
the sublimation MBE method on Si:B(100) substrates
[3]. According to the secondary-ion mass spectrometry
(SIMS) data presented in Fig. 1, the erbium concentra-
tion was 5 × 1018 cm–3 (structure no. 37) and 1 × 1018

and (1 to 2) × 1017 cm–3 in structures nos. 17 and 16,
respectively. The oxygen content for structure no. 37
was more than an order of magnitude higher than the
erbium concentration in the epitaxial layers of struc-
tures nos. 17 and 16, while the concentration of phos-
phorus, boron, and aluminum impurities varied from
2 × 1016 to 7 × 1017 cm–3. Structure no. 37 with a doped-
layer thickness of 1.8 µm was grown at a higher temper-
ature of the substrate (as compared to structures nos. 16
and 17). Structures 17 and 16 were annealed in hydro-
gen for 30 min at 800 and 900 K, respectively. The
effect of annealing on the luminescence properties of
epitaxial structures is described in [7]. The PL spectra
were recorded on a BOMEM DA3-36 Fourier spec-
trometer at 4.2 and 78 K in the frequency range from
6000 to 10000 cm–1 with a resolution up to 0.5 cm–1.
The radiation of Kr+ and Ar+ lasers with a wavelength
of 647 and 514.5 nm, respectively (the pumping radia-
tion was up to 500 mW), as well as the radiation from
a light-emitting diode with a wavelength of 640 nm and
a power up to 6 mW, was used for pumping. The lumi-
nescence decay time was measured with the help of a
digital oscilloscope.
001 MAIK “Nauka/Interperiodica”
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Fig. 1. Impurity concentration distribution in epitaxial lay-
ers of silicon according to the SIMS data for structures
nos. (a) 16 and (b) 17: O (1), C (2), Er (3), Al (4), P (5), and
B (6). Structure no. 37: Er (7).
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3. EXPERIMENTAL RESULTS

The PL spectra of the Si : Er epitaxial layers pre-
sented in Fig. 2 correspond to the intracenter transition
4I13/2  4I15/2 of the Er3+ ion and are formed by a broad
(≈30 cm–1) band with a peak at 6500 cm–1 (which,
according to Jantsch et al. [8], can be attributed to
erbium in Si–Er–O precipitates) and a series of narrow
peaks (~1 cm–1 wide) corresponding to an isolated oxy-
gen-containing center Er-1, which is typical of SMBE
[9]. In the sequence of structures nos. 16–17–37, the
total PL intensity increases abruptly due to the band of
optically active erbium in the precipitates. The PL
intensity of the Er-1 center in sample no. 17 is 3.5 times
higher than in sample no. 16, but the fraction of radia-
tion emitted by the Er-1 center in the total PL intensity
decreases. In the high-frequency region at helium tem-
peratures, the luminescence spectrum of excitons
bound to atoms of electrically active shallow impurities
is observed. The photoluminescence of free excitons, as
well as excitons bound to erbium, is not observed.

The luminescence intensity for the lines emitted by
the Er-1 center and the broad band of erbium in the pre-
cipitates as a function of the pumping power is pre-
sented in Fig. 3. The observed dependence can be
described using the expression [10]

 (1)

where

Here, P is the pumping power; Q is a factor taking into
account the quantum efficiency and depending on tem-
perature, the wavelength of exciting radiation, and geo-

IPL abP/ 1 bP+( ),=

b Qτ , a N0
Erτd.∼=
No. 37

No. 17

No. 16

Er-1

6300
–1

6350 6400 6450 6500 6550 6600

0

2

4

6

8

IPL, arb. units

ν, cm–1

Fig. 2. Photoluminescence spectra of epitaxial structures at T = 4.2 K. The resolution is 1 cm–1, and the pumping radiation power is
≈100 mW.
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metrical parameters;  is the concentration of opti-
cally active Er3+ ions; and τ and τd are the total and radi-
ative lifetimes of Er3+ in the excited state, respectively.
The luminescence intensity is proportional to wrad,

where  is the concentration of excited Er3+ ions and

wrad =  is the probability of radiative transition.

The results depicted in Fig. 3 and listed in the table
show that the coefficients b characterizing the increase
in the PL intensity in the region of linear dependence on
the pumping level have the same value for the lines cor-
responding to the Er-1 center in structures nos. 16 and
17 with different concentrations N0 of the optically
active centers containing erbium ions. In the case of

saturation, we have IPL = a, and a1/a2 =  for the
two samples (if we assume that the lifetime τd does not
vary with the sample type). The equality of the coeffi-
cients b for the line spectrum of the Er-1 center and for
the broad PL band of Er3+ in the precipitates in structure
no. 17 is also worth noting. Thus, the law of the
increase in the number of excited Er ions (and in the PL

N0
Er

NEr*

NEr*

τd
1–

N0
1/N0

2

1

2
3

4

0 50 100 150 200
0

2

4

P, mW

IPL, arb. units

Fig. 3. Dependence of the PL intensity on the pumping
power at 4.2 K. Curves 1 and 2 correspond to the lines emit-
ted by an Er-1 center in structures nos. 16 and 17, respec-
tively, while curves 3 and 4 correspond to the 6500-cm–1

band in structures nos. 17 and 37, respectively. Solid curves
are calculated by Eq. (1) for structures nos. 16, 17, and 37.
P

intensity) with an increase in the power of pumping
radiation for the uniformly doped structures nos. 16 and
17 does not depend on the concentration and nature of
the optically active centers containing erbium. The
fourfold increase in the concentration of optically
active centers and in the PL intensity at saturation in
structure no. 37 as compared to structure no. 17 leads to
a decrease in the value of b, and the efficiency of the
excitation of Er3+ ions decreases.

Figure 4 presents the results of measurements of the
time of rise and fall of the erbium PL in structures
nos. 17 and 37 at the liquid nitrogen temperature. The
rise time differs from the fall time because of the non-
linear dependence of the PL intensity on pumping,
which is described by Eq. (1); the effect of nonlinearity
is stronger for a structure characterized by a larger
value of parameter b. Indeed, the turn-on time for a
pumping pulse is described by

 

which allows us to determine the lifetime of erbium in
the excited state.

I/τon I bP+( )/τ ,=

0

IPL, arb. units

t, ms
5 10 15 20

0

0.5

1.0

τ = 1.3 ms

Fig. 4. Oscillograms of an erbium PL signal for structures
nos. 17 (dotted curve) and 37 (solid curve) for the excitation
power density 0.35 mW/mm2.
Parameters characterizing the dependence of PL intensity on pumping power

Structure Emitting center a × 10–3, arb. units
(at T = 4.2 K)

b, mW–1

(at T = 4.2 K)
τexp, ms

(at T = 80 K)

No. 16 Er-1 0.26 0.086 ± 0.020 0.01

No. 17 Er-1 0.87 0.085 ± 0.008 Not measured

No. 17 Er in precipitates, 6500-cm–1 band 1.1 0.087 ± 0.010 1.3

No. 37 Er in precipitates, 6500-cm–1 band 4.4 0.025 ± 0.004 1.3
HYSICS OF THE SOLID STATE      Vol. 43      No. 6      2001



PECULIARITIES OF PHOTOLUMINESCENCE OF ERBIUM IN SILICON STRUCTURES 1015
The lifetime of the excited state of the Er3+ ion for
structures nos. 17 and 37 is given in the table. It is mea-
sured for a PL signal in the emission band of Er in the
precipitates. In structure no. 16, where the Er-1 center
dominates, τexp = 10 µs, which is apparently due to a
rapid nonradiative Auger process of deexcitation of this
center. The concentration of equilibrium charge carriers
in structure no. 16 [n ≈ (2 to 3) × 1017 cm–3 at T = 80 K]
corresponds to the measured lifetime for the known
value of the coefficient CA = 5 × 10–13 cm3/s of the
Auger deexcitation process. The total lifetime τ in sam-
ples nos. 17 and 37 is quite long and close to the radia-
tive lifetime of the erbium ion. At a low temperature of
4.2 K, when the nonradiative Auger deexcitation of
erbium is suppressed, the total lifetime τ for isolated
Er-1 centers is also close to the radiative lifetime.

The measured lifetime of Er ions in the excited state
is close to the available values for structures grown by
the MBE method (e.g., τ = 1.8 to 0.33 ms in [10]). At
the same time, parameter b is not only determined by
the efficiency of excitation (excitation cross section) of
erbium ions in the given structure but also depends on
the extent of focusing of the pumping radiation; i.e., its
values cannot be directly compared with those from
experiments made on different setups.

4. DISCUSSION OF THE MEASURED PL 
OF DIFFERENT STRUCTURES

For interpreting the results obtained, the existing
model [11, 12] for the exciton mechanism of exciting
the Er3+ ion in Si was supplemented with an alternative
(relative to the optically active centers containing Er3+

with concentration ) channel for free-exciton trap-
ping that is associated with binding an exciton to other
shallow impurity centers (P, B, etc.). In addition, the
possibility of recombination of an exciton bound to
erbium without an energy transfer to the 4f shell of the
erbium ion was taken into account. We denote the total
concentration of exciton trapping centers in the alterna-

tive channel by . Here and henceforth, we denote
the quantities characterizing the optically active erbium
by the index E and the quantities pertaining to the alter-
native channel of exciton trapping by the index P.

The balance equations for the concentration of elec-
tron–hole pairs, free excitons, excitons bound to
erbium and to phosphorus ions, and excited erbium
atoms are

 (2a)

 (2b)

 (2c)

 (2d)

 (2e)

N0
E

N0
P

G γnp γxnp,+=

γxnp nx/τ x cEN0
Enx cPN0

Pnx,+ +=

cEN0
Enx nxb

E /τ xb
E nxb

E
1 NE*/N0

E–( )/τ*,+=

cPN0
Pnx nxb

P /τ xb
P ,=

nxb
E 1 NE*/N0

E–( )/τ* NE*/τd.=
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Here, G is the generation rate of electron–hole pairs; n
and p are the concentrations of free electrons and holes,
respectively; nx is the concentration of free excitons;

 and  are the concentrations of excitons bound to
erbium and phosphorus ions, respectively; γ is the
bimolecular rate constant for free electron–hole recom-
bination; γx is the rate constant for their binding into
excitons; cE and cP are the coefficients of free exciton
trapping by erbium and phosphorus levels, respec-

tively; τx, , and  are the lifetimes of free excitons
and excitons bound to erbium and phosphorus, respec-
tively; τ* is the characteristic time of the Auger excita-

tion process; and  and  are the concentrations of
optically active erbium and phosphorus ions.

The system of balance equations is written in the
low-temperature approximation, where the decay of
excitons into pairs, the detrapping of bound excitons,
and the deexcitation of erbium ions (i.e., all the pro-
cesses are characterized by an activation energy) can be
neglected.

Approximate analytical solutions of the system of
balance equations for two cases (under the assumption
that γ ! γx and that the main channel for loss of free
excitons is their trapping at the donor energy levels of
erbium or phosphorus) will be considered here.

(1) At  ! , the alternative channel for free-
exciton trapping can be disregarded and we have

 (3)

This solution is obtained in the approximation  ! τ*,

which can be substantiated by the estimate  ~ 3 ns fol-
lowing from review [13]; according to [12], τ* ~ 0.2 µs.
Solution (3) differs insignificantly from the exact solu-
tion of the system of balance equations obtained
numerically. It should be noted that for increasing
pumping power, the value of N* is determined by the
concentration of optically active erbium and is inde-

pendent of the concentration . For a low power, N*

is also independent of . The physical meaning of the
latter statement is clear: the intensity is determined not
by the number of centers containing Er3+ but by the
number of generated free excitons, which is small in
comparison with the number of centers of their trap-
ping.

(2) At  @ , the alternative channel prevails

and, if the generation rate is such that G ! / , the
solution has the form

 (4)

nxb
E nxb

P

τ xb
E τ xb

P

N0
E N0

P

N0
P N0

E

N* N0
EGb1/ 1 Gb1+( ), b1 τ xb

E /τ*( )τd/N0
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τ xb
E

τ xb
E
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P
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E
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E
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The dependence of the number of excited centers with
Er on the concentration of active centers is linear. The
value of b1 (and, therefore, the law describing the
increase in N* and in the FL intensity with an increase
in the pumping power) does not depend on the concen-
tration of optically active erbium and is determined by
the alternative channel characterized by the concentra-

tion .

The theoretical dependences of N* on G obtained
above have the form of Eq. (1), and the coefficients bEr
corresponding to b in Eq. (1) are given by

 (5)

 (6)

where G = βP, β = 3 × 1020 s–1 cm–3 mW–1 provided that
G is equal to the ratio of the number of photons sup-
plied to the sample per unit time to the volume in which
laser radiation is absorbed.

Figure 5 shows the results of numerical solution of
the system of balance equations describing the depen-

dence of N*/  on G and on  for T = 4.2 K and

 = 6 × 1016 cm–3. In our computations, the values of

τ* = 0.2 µs,  = 3 ns, and τd = 1 ms are used. The gen-
eration rate of 6 × 1022 s–1 cm–3 corresponds to an exper-

imental pumping power of ~200 mW. For  ! 

N0
P

bEr β τxb
E /τ*( )τd/N0

E for Eq. (3),=

bEr β cE/cP( ) τ xb
E /τ*( )τd/N0

P for Eq. (4),=

N0
E N0

E

N0
P

τ xb
E

N0
P N0

E
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2
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Fig. 5. Dependences of N*/  on the pair generation rate

G for various concentrations , obtained from the numer-

ical solution of the system of balance equations for T = 4.2 K

and  = 6 × 1016 cm–3. The maximum generation rate

6 × 1022 s–1 cm–3 corresponds to a pumping power of

~200 mW. , cm–3: 6 × 1014 (1), 6 × 1015 (2), 6 × 1016 (3),

6 × 1017 (4), and 6 × 1018 (5).

N0
E

N0
E

N0
P

N0
E

P

(  = 6 × 1017 to 6 × 1018 cm–3), the solution is

described by Eq. (5) and the dependence of N*/  on
the generation rate G is determined by the concentra-

tion  of optically active erbium. Conversely, for

 @  (  = 6 × 1014 to 6 × 1015 cm–3), the solution
is described by the approximate formula (6) and the law

of the increase of N*/  with G does not depend on the

concentration  of optically active erbium but is
instead completely determined by the concentration

 of centers in the alternative channel for exciton
trapping.

5. ESTIMATION OF THE CONCENTRATION 
OF OPTICALLY ACTIVE CENTERS

The equality of coefficients b for erbium centers of
different origins in the case when the Er concentration
varies considerably and the fact that the dependence of
the PL intensity of optically active Er3+ centers on the
pumping power is correctly described by Eq. (1) indi-
cate that the alternative (relative to optically active
erbium) channel of energy dissipation for pumping
radiation dominates in structures nos. 16 and 17. In the
framework of the exciton model, we can conclude that

the limiting case in Eq. (6) (  @ ) is realized. In
this case, the experimentally determined value of b can

be used for determining concentration . Using
Eq. (6), the experimental data from the table, and the
values of β and the lifetime reported in [11, 14–16], we

obtain  ~ 6 × 1016 cm–3. A comparison of this result
with the SIMS data presented in Fig. 1 shows that the
share of optically active erbium atoms in the erbium
total content in structure no. 17 does not exceed 6% and
that electrically active shallow impurities can make a
noticeable contribution to the trapping and recombina-
tion of free excitons. Since the optically active erbium
is present in sample no. 17 mainly in the form of pre-
cipitates and the ratio between the total numbers of
optically active Er-1 centers in samples nos. 17 and 16
(which is determined from the intensities of the PL
lines emitted by the centers at saturation) is equal to
3.5, it is clear that the fraction of optically active
erbium in sample no. 16 and the fraction of optically
active erbium in the form of Er-1 centers in sample
no. 17 are much smaller than 6%.1 An increase in the
concentration of optically active erbium atoms (struc-
ture no. 37) does not lead to an increase in the quantum
efficiency of erbium excitation; this is apparently due to

1 The shape of the spectrum shows that the optically active erbium
is present in sample no. 16 mainly in the form of Er-1 centers; for
this reason, the share of Er-1 centers in sample no. 16 is equal to
the fraction of optically active centers with erbium.
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a simultaneous increase in the concentration of nonra-
diative recombination centers containing erbium.

Thus, the necessary condition for increasing the effi-
ciency of the exciton excitation of erbium (by using opti-
cal pumping or a diode under direct-bias conditions) in
SMBE structures characterized by a long (>1 µs) life-
time of the erbium ion in the excited state and by a high
PL intensity is that the generated excitons must be
bound and recombine predominantly at erbium centers
with an excitation transfer to the Er3+ ion. If the relation

 @  takes place for the recombination channels,
the saturation of erbium luminescence will be attained
at a considerably higher pumping power.
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Abstract—Characteristic reflectance anisotropy spectra of the naturally oxidized (001) surfaces of GaAs
undoped crystals and Ga0.7Al0.3As epitaxial films are measured in the energy range 1.5–5.7 eV. The spectra are
interpreted in the framework of the microscopic model proposed for a GaAs(001)/oxide interface and the
reflectance anisotropy (difference) theory developed for a multilayer medium with a monolayer of atomic
dipoles located near one of the interfaces. The anisotropy of dipole polarizability and the anisotropy of the plane
lattice formed by dipoles are taken into account within the unified Green function approach of classical elec-
trodynamics. A good agreement between the measured and calculated reflectance anisotropy spectra of the oxi-
dized GaAs(001) surfaces shows that the local field effects at the semiconductor–oxide interface make the main
contribution to these spectra. © 2001 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

In recent years, the differential optical method,
which is also referred to as reflectance anisotropy spec-
troscopy, has been widely used in studies of the sur-
faces of cubic semiconductors [1]. For normally inci-
dent light, the reflectance anisotropy spectrum as a
function of the photon energy is defined by the quantity

 (1)

where Rx and Ry are the reflectivities of linearly polar-
ized light along the orthogonal directions x and y,
respectively. For the (001) surface, the x and y direc-

tions are chosen along the  and [110] axes lying
in the surface plane.

Theoretically, semiconductors with a cubic symme-
try in normally incident light can be treated as optically
isotropic media, and, hence, the reflectance anisotropy
signal (∆R/R) from the bulk of these crystals should be
equal to zero. A nonzero signal can arise only from the
lowered-symmetry surface structure. Recent investiga-
tions of A3B5 semiconductors demonstrated that the
lowering of their symmetry in a subsurface region and
the related reflectance anisotropy signals can be caused
by a number of factors. For example, the atomically
clean (001) surfaces of gallium arsenide have a lower
symmetry due to reconstructions and, hence, exhibit
characteristic reflectance anisotropy spectra [2]. These
spectra can contain additional lines when submono-
layer chemisorption coatings are formed by foreign
atoms [3]. Moreover, the reflectance anisotropy spectra
of GaAs(001) surfaces can involve signals induced by
the electric field of a space-charge layer [4] and signals

∆R
R

------- 2
Rx Ry–
Rx Ry+
------------------,=

110[ ]
1063-7834/01/4306- $21.00 © 21018
associated with ordered features of the surface relief,
such as steps, etching pits, etc. [5]. The above contribu-
tions to the reflectance anisotropy spectra of
GaAs(001) were reliably measured experimentally [2,
5–7] and interpreted theoretically [5, 8, 9].

Aspnes [5] was the first to establish that a naturally
oxidized GaAs(001) surface is characterized by the
reflectance anisotropy spectrum with the signal magni-
tude |∆R/R| ~ 10–3 in the energy range 1.5–6 eV (the
same spectral features were observed by Acosta-Ortiz
and Lastras-Martinez [4]). In our recent work [10], the
characteristic reflectance anisotropy spectra in this
spectral range were also measured for the oxidized
(001) surfaces of the solid solutions of the Ga1 – xAlxAs
ternary compounds. Our subsequent investigations
revealed that the reflectance anisotropy spectra of the
oxidized (001) surfaces of GaAs and Ga1 – xAlxAs can-
not be explained by the aforementioned mechanisms.
Observation of the reflectance anisotropy spectra for nat-
urally oxidized (001) surfaces of GaAs and Ga1 – xAlxAs
[4, 5, 10] is a nontrivial fact, because the low-symmetry
structure formed on the oxidized (001) surfaces of A3B5

semiconductors due to reconstructions, evidently,
should not exist. Therefore, in order to explain the
reflectance anisotropy observed for oxidized surfaces
of A3B5 semiconductors, it is necessary to elucidate the
origin and the mechanism of this effect.

In this respect, the aim of the present work was to
investigate experimentally and theoretically the reflec-
tance anisotropy spectra of naturally oxidized A3B5(001)
surfaces. To accomplish this, we performed systematic
investigations into the reflectance anisotropy spectra of
the (001) surfaces of GaAs and Ga1 – xAlxAs. In order to
001 MAIK “Nauka/Interperiodica”
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interpret these spectra, we proposed a theoretical model
(in a more general form compared to the models used
in earlier works [11–13]) which describes the local field
effects associated with both the anisotropy of the lattice
structure and the anisotropy of the dipole polarizability
in surface layers. This paper is organized as follows. In
Section 2, we discuss the microstructure of the oxidized
GaAs(001) surface. The experimental technique and
the experimental data are described in Section 3. The
general theory of local field effects in reflectance
anisotropy spectroscopy is presented in Section 4. In
Section 5, the results obtained are applied to analyze
numerically the reflectance anisotropy spectra of natu-
rally oxidized GaAs(001) surfaces. The main conclu-
sions are summarized in Section 6.

2. STRUCTURE OF THE NATURALLY OXIDIZED 
GaAs(001) SURFACE

The optical response of a material is determined by
the optical dipole transitions induced by an electric
field of an incident light wave. Therefore, the anisotro-
pic optical response of cubic crystals can be caused by
two main factors: (1) the symmetry of the surface lat-
tice of the dipoles and (2) the anisotropy of the optical
polarizability of the dipoles themselves. Since dipoles
form a square lattice on oxidized A3B5(001) surfaces,
the reflectance anisotropy signal in A3B5 crystals can
arise only due to the anisotropy of covalent bond polar-
izability.

The manifestation of dipole–dipole interactions in
the optical spectra can be explained by local field
effects. These effects are associated with the difference
between the macroscopic field of an incident wave and
the electric light field which induces dynamic dipoles
on the surface. In essence, the local field effects are
effects of classical electrodynamics and, as a rule, are
considered in the framework of the atomic point dipole
model [11–13]. As is known, surface local-field effects
clearly manifest themselves in linear [12, 13] and non-
linear [14] optical spectroscopy of metals with layers of
adsorbed molecules. In the case of semiconductors, the
local field effects were used by Mochan and Barrera
[15] in order to interpret the reflectance anisotropy
spectra of Ge(110) and Si(110) clean surfaces under the
assumption that atoms of the semiconductor on its sur-
face possess anisotropic polarizability.

In A3B5 crystals, the fundamental optical effects
induced by the dipole structure of surface layers are
still not understood. For naturally oxidized surfaces,
this is explained, in large measure, by the lack of reli-
able data on the microstructure of semiconductor–
oxide interfaces. However, in the case of the GaAs(001)
surface, this structure can be determined from the data
on the chemical composition of the oxide film. At
present, this composition has been determined in suffi-
cient detail [16]. It is well known that the approxi-
mately 25 Å thick outer layer in this film is amorphous
PHYSICS OF THE SOLID STATE      Vol. 43      No. 6      200
and consists of Ga2O3 and As2O3 oxides. According to
Gerard et al. [16], the oxide layer and the crystal sur-
face are separated by a layer of the so-called excess
arsenic As(0), which is accumulated on the GaAs/oxide
interface as a result of incomplete oxidation of the
semiconductor material. It can be assumed that excess
arsenic atoms will form bonds with atoms of the crystal
surface as long as two adjacent crystal layers composed
of As atoms are formed. As is known, two arsenic crys-
tal layers are also formed during adsorption of arsenic
from the vapor phase on atomically clean GaAs(001)
surfaces [17].

In this case, the microstructure of the GaAs/oxide
interface can be represented in the form depicted in
Fig. 1. Crystal layer 1 of GaAs (Fig. 1a) consists of As
atoms in an sp3-hybridization. As in the (001) plane in
the bulk of GaAs, the As atoms of layer 1 form a two-
dimensional square lattice with a spacing of 4 Å
(Fig. 1b). Layer 2 is a transition layer between the
GaAs crystal and the oxide film and consists of chemi-
sorbed As atoms. The hybridization of their bonds is
unknown, but, most likely, it is intermediate between
the sp3- and sp2-hybridizations. Atoms of layer 2 also
form a two-dimensional square lattice (with a spacing
of 4 Å) which is shifted by half the lattice spacing (2 Å)

toward the  direction with respect to the lattice of110[ ]

2 2 2

3 3 3

1 1 1 1

1 2 21 1 2 1

2 2 1 2 11 1

[110]
– [110]

[001]

A A

Oxide layer

GaAs

A–A

4 Å

(a)

(b)

Fig. 1. A hypothetical structure of the GaAs(001)/oxide
interface: (a) the vertical section and (b) the section along
the horizontal plane A–A. Numerals indicate the As atoms
located in the (1) GaAs crystal, (2) chemisorbed layer, and
(3) amorphous layer.
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layer 1 (Fig. 1b). Layer 3 containing arsenic and oxides
of gallium and arsenic is amorphous. Consequently,
each of the layers 1–3 (Fig. 1a) has an atomic configu-
ration which, in the case of isotropic polarizability of
the atomic dipoles, is characterized by the macroscopic
isotropic dielectric response in the (001) plane.

The polarizabilities of atoms in surface layer 1 in the
[ ] and [110] directions are identical and equal to the
polarizability of atoms in the (001) plane in the bulk of
GaAs. The mean polarizability of amorphous layer 3 is
also the same for all directions of the (001) plane.
Hence, we assume that only the anisotropy of the
atomic polarizability in layer 2 can be responsible for
the reflectance anisotropy effect [4, 5, 10]. Hereafter,
we will assume that the polarizability in the [ ]
direction is larger than that in the [110] direction,
because chemical bonds between atoms of layers 1 and
2 have the projection only onto the [ ] direction
(Fig. 1b). Note that bonds between the atoms of layers 2
and 3 do not contribute to the anisotropy of polarizabil-
ity in the surface plane.

110

110

110

E1 E1 + ∆1

E2

1

2
2 × 10–3

2 3 4 5
Energy, eV

Fig. 2. Experimental reflectance anisotropy spectra ∆R/R of
the oxidized (001) surfaces of (1) a weakly doped GaAs
crystal and (2) an Al0.3Ga0.7As epitaxial film. Dashed verti-
cal lines indicate the location of bulklike optical transitions.
Horizontal straight-line segments at the left of the spectra
correspond to zero signals. The scale of the ∆R/R quantity is
shown along the ordinate axis.

Light

0

L

z

h

ε1

ε2

ε3

Fig. 3. A schematic representation of the three-layer dielec-
tric medium with a layer of microscopic induced dipoles
(horizontal arrows) for the description of the reflectance
anisotropy.

∆R/R

E0'
P

3. EXPERIMENT

The reflectance anisotropy spectra of the (001) sur-
faces were measured for undoped GaAs samples with a
residual impurity concentration of the order of 1015 cm–3

and undoped Ga0.7Al0.3As epitaxial films 1 µm thick.
The choice of crystals with a minimum dopant concen-
tration makes it possible to prevent the appearance of
reflectance anisotropy signals due to the near-surface
electric field of a space-charge layer in the spectrum
[4]. Prior to experiments, the surfaces of GaAs samples
were degreased with acetone and were then slightly
refreshed in a 5H2SO4 : 1H2O2 : 1H2O etchant. The
samples were washed with deionized water, dried, and
allowed to stand in air for a day with the aim of forming
the stable oxide phase. All the spectra were recorded at
room temperature. The experimental setup employed
for recording the reflectance anisotropy spectra was
described in detail in [7]. A xenon lamp was used as a
light source, which ensured the measurement of the
spectra in the UV range (to approximately 5.7 eV).

The experimental reflectance anisotropy spectra of
the oxidized (001) surfaces of GaAs and Ga0.7Al0.3As
samples are shown in Fig. 2. These spectra are similar
in shape and consist of two broad spectral features
(∆R/R > 0) separated by a boundary at about 3 eV. Both
spectra exhibit a weak structure in the range of the
bulklike transitions E1 and E1 + ∆1 and also a more
intense broad minimum that covers the range between
the bulklike transitions  and E2. It was found that
these spectra are typical. Irrespective of the procedure
of preparation of the oxidized (001) surface and the
growth of GaAs crystals, their reflectance anisotropy
spectra show the same characteristic features as in the
spectra displayed in Fig. 2. On the other hand, the spec-
tra shown in Fig. 2 differ radically from the relevant
spectra of the atomically clean (001) surfaces of the
same compounds [2, 10].

In principle, the narrow spectral features observed at
energies that correspond to the bulklike optical transi-
tions could be assigned to the disturbance of the subsur-
face crystal region by the electric field of a space-
charge layer or by deformation. However, a similar
explanation is inapplicable to the two broad features
shown in Fig. 2 with maxima in the spectral ranges in
which bulklike transitions are absent.

4. THEORY

In this section, according to the standard experimen-
tal scheme, we develop the reflectance anisotropy (dif-
ference) theory for a semiconductor surface covered
with an oxide layer. Let us consider an electrodynamic
model (Fig. 3) under the following assumptions. (1) A
multilayer medium in the vicinity of one of its inter-
faces contains a microscopically thin layer of dipoles.
(2) Dipoles possess their own anisotropic polarizabil-
ity, which is constant in the optical range. (3) A lattice

E0'
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whose sites are occupied by dipoles is anisotropic; i.e.,
it has different lattice parameters along the principal
axes of the polarizability tensor. Assumptions 1 and 3
essentially distinguish the proposed theory from the
theories developed earlier in [11–15, 18], which dealt
with surface square lattices in the vicinity of isolated
surfaces.

This problem is solved by the perturbation method.
As an unperturbed model, let us consider a medium
formed by optically isotropic layers, which are charac-
terized by the local permittivity tensor with the compo-
nents ε0(z)δαβ, where δαβ is the Kronecker delta with
the Cartesian indices α and β. According to Fig. 3, the
function ε0(z) is equal to ε1 at z < 0 (vacuum), ε2 at
0 < z < L (oxide), and ε3 at z > L (semiconductor). A
dipole layer which is considered a perturbation is
located in the plane z = z0 = L – h at a microscopic dis-
tance h from the semiconductor surface (h ! L).

It is assumed that the monochromatic light wave

E(0)(r, t) = eαEincexp(–iωt + i k0z) with a frequency
ω (k0 = ω/c) and a linear polarization along one of the
unit vectors ex or ey is incident normal to the crystal sur-
face z = 0 from medium 1 (z < 0). In the surface layer,
this wave induces quasi-point dipoles, which make the
following contribution to the dielectric polarization:

 (2)

Here, r = (z, R), R = (x, y), the radius vectors Rn =
exn1a + eyn2b determine the sites of the two-dimen-
sional dipole lattice with parameters a ≠ b (a and b !

), eα is the unit vector of the αth Cartesian axis, χ(α)

stands for the principal components of the anisotropic
polarizability tensor, and E(z0, Rn) is the total field act-
ing on the nth dipole with n = (n1, n2). The components
of the unperturbed (in the absence of dipoles) electric

field  and the tensor Green’s function  (the
electromagnetic response of the multilayer medium to
a unit point dipole located at the point r') are deter-
mined by the equations [19]

 (3)

where rotαβ = (∂/∂rγ) and eαγβ are the compo-
nents of the unit antisymmetric pseudotensor. The solu-
tions of the differential equations (3), i.e., the electric

field E(0)(r) and the tensor Green’s function (r, r'),
meet the Maxwell boundary conditions with respect to
the variable r and the index α at the interfaces (at z = 0
and L). The general solution of problem (3) was
obtained in [20].

ε1

Pα r( ) δ z z0–( ) δ R Rn–( )χ α( )Eα z0 Rn,( ).
n

∑=

k0
1–

Eα
0( ) Gαβ

0( )

rotαν rotνµ

ν
∑ δαµε0 z( )k0

2–
µ
∑

× Eµ
0( ) r( ) Gµβ

0( ) r r ',( ),{ } 0 δαβδ r r '–( ),{ } ,=

eαγβγ∑

Ĝ
0( )
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In the presence of perturbation (2), the electric field
at the point r is determined by the integral equation

 (4)

In our problem, the α and β indices take the values of x
or y. The equation for the field acting on the mth dipole
is derived from Eq. (4) at z = z0 and R = Rm. Then, the
term with n = m, which corresponds to the self-action,
is eliminated from the sum over n in Eq. (4). By defini-
tion, the second term on the right-hand side of Eq. (4)
describes the local field effects. In the general case, this
term is determined by the retarded interaction of the
specified mth dipole with other dipoles of the surface
layer and with layers of image dipoles.

In the case when a, b, and h ! , it is convenient
to use a quasi-static analog of Eq. (4), which corre-
sponds to c  ∞. Finally, at h ! L, in the calculation
of the quasi-static field, it is sufficient to take into
account the interaction of actual dipoles with only their
images associated with the interface closest to the layer
(z = L in Fig. 3). After these simplifications, the field
[see Eq. (4)] acting on a dipole in the layer z = z0 is rep-
resented in the form

 (5)

where the contributions E(1) and E(2) are determined by
the direct interaction of dipoles in the layer and their
interaction with the nearest layer of image dipoles,
respectively. The E(1) and E(2) components for the
model shown in Fig. 3 are expressed through the total
field by formulas (A.1) and (A.3), which are given in
the Appendix. The results of the self-consistent solution
of Eq. (5) with due regard for formulas (A.1)–(A.4) are
substituted into Eq. (1). This leads to the following rela-
tionship for the differential reflectivity:

 (6)

Here, R = (Rx + Ry)/2, Ψ = exp(2i ωL/c),

 

and rkl = (  – )/(  + ) is the coefficient of
reflection of normally incident light from the planar
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+ 4πk0
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interface between the media k and l upon incidence
from the medium k (the roots  are calculated so

that Im  > 0).

In relationship (6), the quantities X = X(1) + X(2) and
Y = Y(1) + Y(2), which are expressed in terms of the lat-
tice sums of types (A.2) and (A.4), describe the depen-
dence of the local field effects on the light polarization
direction. For direct dipole–dipole interactions with
due regard for formulas (A.2) and (A.5), we obtain

 (7)

where η = a/b,

 (8)

K0(z) is the Macdonald function, and ζ(n) is the Rie-
mann zeta function [ζ(3) = 1.202].

Taking into account the interaction with image
dipoles with the use of the lattice sums (A.4) and (A.6),
we obtain

 (9)

 (10)

where H = 2h/b. The main convenience of series (8) and
(10) lies in the fast (asymptotically exponential)

εk
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----------η3F1 η( ), Y 1( )–
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Fig. 4. (1) Experimental and (2) theoretical reflectance anisot-
ropy spectra ∆R/R of the naturally oxidized GaAs(001) sur-
face. The scale of the ∆R/R quantity is shown along the ordi-
nate axis.

∆R/R

2 3 4 5
P

decrease in magnitude of their terms in contrast with
the corresponding power series (A.2) and (A.4). From
expressions (7) and (9), we have X = Y at a = b. This
agrees with the results obtained in [18], which were
used in analysis of the local field effects in square lat-
tices [11–15].

5. NUMERICAL CALCULATIONS AND 
DISCUSSION

Relationships (6)–(10) form the basis for numerical
calculations of the reflectance anisotropy spectra [see
formula (1)]. The reflectance spectra of the naturally
oxidized GaAs(001) surface were calculated within the
model shown in Fig. 1. For atomic layer 2 with a system
of induced microdipoles, we set a = b = 4 Å [21]. Since
the electron orbitals of atoms in this layer are predom-
inantly oriented along the [ ] direction, we assume
that χ(x) > χ(y). Moreover, we suppose that the character-
istic polarizabilities |χ(α)| are close in order of magni-
tude to the atomic polarizability of isolated As atoms
(4.83 Å3) [22]. Consequently, the values of χ(x) = 8 Å3

and χ(y) = 4 Å3 were used in the calculations. The spec-
tral dependence of the dielectric function ε3 (Fig. 3) for
GaAs was taken from [23]. According to [24], the
thickness d of the natural oxide layer on the GaAs(001)
surface was chosen equal to 24 Å. Since the optical
characteristics of natural oxide are unknown, the fre-
quency-dependent dielectric function for anodic oxide
on GaAs(100) was taken from [25] and used as ε2 in our
calculations. The permittivity of air ε1 was taken to be
unity.

The shape of the spectrum calculated by formula (6)
is very sensitive to the distance h between the layer of
dipoles and the crystal–oxide interface. The best agree-
ment between the results of calculations (Fig. 4, curve 2)
and the experimental reflectance anisotropy spectrum
of the oxidized GaAs(001) surface (Fig. 4, curve 1) is
obtained at h = 0.582 Å. It is reasonable to assume that
h ! 0.5s, where s is the distance between layers 1 and 2
formed by As atoms (Fig. 1a). The distance s is deter-
mined by the configuration of electron orbitals of As
atoms in transition layer 2, because the orbital configu-
ration of atoms in layer 1 of the crystal is fixed. The
value of s is maximum (1.42 Å) for the sp3-hybridiza-
tion of electron orbitals of atoms in layer 2, and it is
minimum (1.15 Å) for the sp2-hybridization. In both
cases, the As–As bond lengths that correspond to these
values of s differ only slightly from twice the covalent
radius of the As atom (2.4 Å). Therefore, the two afore-
mentioned limiting values of s are permissible. Thus,
the fitted value of h that provides the best agreement
between the calculated and experimental spectra lies in
the range 0.57 < h < 0.71 Å, which is physically possi-
ble in terms of the hybridization of atomic orbitals.

The discrepancy between the results of calculations
and the experimental data above 4.5 eV can be
explained by the error in determining the permittivity
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of the oxide layer. In the UV range, this error strongly
depends on the oxide density and the amount of amor-
phous arsenic at the interface [24]. The reflectance
anisotropy spectrum of the oxidized surface of
Ga0.7Al0.3As (Fig. 2, curve 2) was not quantitatively
analyzed because of the lack of reliable optical charac-
teristics for the oxide film on the surface of this com-
pound.

6. CONCLUSIONS

The reflectance anisotropy spectra of the naturally
oxidized (001) surfaces of GaAs and AlGaAs were
investigated. Most attention was focused on the expla-
nation of the two characteristic spectral features
observed in the ranges 1.6–2.9 and 2.9–5 eV. Within the
theory of reflectance anisotropy for layers of dipoles in
multilayer media, it was demonstrated that these spec-
tral features are associated with local field effects in a
microscopically thin, dipole-polarized transition layer
at the GaAs(001)/oxide interface. The atomic model of
the oxidized GaAs(001) surface was proposed on the
basis of data on its chemical composition. In the frame-
work of this model, the microdipoles responsible for
local field effects are attributed to the anisotropically
polarizing covalent bonds of arsenic atoms that form an
ordered transition layer between the crystal and the
oxide. It is worth noting that, according to the model
proposed, this transition layer is free from chemisorbed
oxygen, which is contained only in the form of oxides
in the amorphous surface film.

Good agreement between the experimental and the-
oretical spectra indicates the essential role played by
the local field effects in the reflectance anisotropy spec-
troscopy of A3B5 semiconductors. In this respect, it
should be emphasized that the acquisition of data on the
interface microstructure in the case when the semicon-
ductor surface is coated with an insulator (for example,
films of oxides or passivating atoms), as a rule, involves
considerable problems. Therefore, from the practical
standpoint, the present work substantially extends the
capabilities of reflectance anisotropy spectroscopy for
obtaining specific structural data on the semiconductor
surface under insulating coatings.
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APPENDIX

DIPOLE SUMS 
FOR A RECTANGULAR LATTICE

In the quasi-static approximation, the contribution
made to field (5) by the direct interactions between the

optically induced dipoles p = Eαeα in the layer,
which occupy the sites rn = exn1a + eyn2b + ezz0 in a
plane rectangular lattice in the medium with permittiv-
ity ε2 (Fig. 3), can be represented as

 (A.1)

This relationship contains the lattice sums (dependent
on η = a/b)

 (A.2)

in which the terms with n1 = n2 = 0 (which correspond
to the self-action) are absent.

The contribution of the induced image dipoles to
field (5) has the form

 

 (A.3)

 

where the lattice sums dependent on η and H = 2h/b are
defined by the formulas

 (A.4)

The lattice sums (A.2) and (A.4) are calculated in
the same manner as in [18] with the use of the expres-
sion
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which follows from the integral representation of the
gamma function Γ(z) and the Poisson summation for-
mula [25]. This leads to the relationships

 (A.5)

for the sums in formula (A.2) and

 

 (A.6)

 

for the sums in formula (A.4).
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Abstract—The effect of the supersonic drift of charge carriers on phonon generation in tellurium crystals is
studied under the conditions of the emergence of acoustic instability leading to dynamic chaos. All stages of
the stochasticity evolution are traced experimentally with varying the external conditions, namely, the magni-
tude of the static electric field, determining the drift of charge carriers, and the magnitude and direction of the
magnetic field. It is shown that with increasing electric and magnetic fields, the periodic oscillations of the cur-
rent are transformed into random oscillations through the frequency-doubling and tripling bifurcations. A math-
ematical model in the form of phase trajectories of the dissipative dynamic system and the spectral portraits
corresponding to transient processes are described. © 2001 MAIK “Nauka/Interperiodica”.
It is well known that, when the electron drift veloc-
ity exceeds the velocity of an acoustic wave in a piezo-
electric semiconductor, the latter acquires the acousto-
electric instability involving the high-intensity genera-
tion of phonons, which leads to an abrupt redistribution
of the electric field. In other words, a narrow spatial
region in which the electric field is quite strong and the
phonon density is high (acoustoelectric domain, AED)
is formed and propagates over the crystal with the
velocity of sound. In spite of the fact that this phenom-
enon was discovered and studied more than three
decades ago, a comprehensive theory of the evolution
of such an instability was developed comparatively
recently [1].

The experiments carried out in recent years revealed
that the evolution of acoustoelectric instability may fol-
low not only a steady-state but also a “chaotic” scenario
when the period of the emerging oscillations is much
smaller than the characteristic mean free time of a
phonon in the crystal; additionally, the generated cur-
rent oscillations are chaotic [2–6]. In early experiments
on tellurium single crystals, such oscillations were
detected and quite peculiar current–voltage characteris-
tics (IVC), described in [7–9], were recorded. However,
the observed effects were hypothetically attributed to
the state of dynamic chaos only quite recently [2–6].
Random oscillations in systems with acoustoelectronic
instability were subsequently investigated in other
crystals (e.g., in indium antimonide [10–12]).

It is significant that the physical origin of this type
of oscillations has already been indicated in these pub-
lications and attempts have been made to develop a the-
ory. Tellurium crystals proved to be the most conve-
nient object for such experiments: regular and irregular
current oscillations are easily generated in them since
1063-7834/01/4306- $21.00 © 1025
the acoustoelectric anisotropy, in the presence of which
the phase and group velocities of phonons in different
directions differ significantly, is clearly manifested in
these materials. The strong piezoelectric interaction
and considerable electric anisotropy facilitate the
enhancement of the conduction and mobility of holes in
various crystallographic directions. If we also take into
account the outstanding role of nonlinear effects
emerging due to the large value of the electromechani-
cal coupling constant, it becomes clear why tellurium
crystals are the best object for observing stochastic
acoustoelectronic processes.

Gorleœ et al. [13] proved that the following anomaly
is observed during the propagation of acoustic waves
along the binary axis OX in a tellurium single crystal:
the purely longitudinal mode v 3 has a phase velocity
smaller than that of the transverse mode v 1, while in the
YOZ plane, mode v 3 is purely transverse, mode v 2 is
quasi-transverse, and mode v 1 is quasi-longitudinal.
For phonons propagating along acoustic axes, mode v 1
is purely longitudinal, while the other two modes are
transverse and degenerate. It was also noted in [13] that
the electromechanical coupling coefficient for the
piezoelectrically active mode v 3 attains its maximum

value  = 0.11 in the XOY plane, while in the XOZ
plane, the maximum value is attained along the X axis.
In the XOY and XOZ planes, the electromechanical cou-
pling coefficient for mode v 2 assumes an anomalously
high value (0.32).

It is well known that, among the principal crystallo-
graphic directions in a tellurium crystal, the piezoelectri-
cally active directions are the X axis, along which a lon-
gitudinal wave propagates at the velocity 2.4 × 105 cm/s,

Kmax
2
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and the Y axis, along which a transverse wave propa-
gates at the velocity 1.48 × 105 cm/s. Along with the
axial modes, off-axis modes also exist in tellurium
crystals. The velocity of propagation of off-axis
phonons is approximately half the velocity of longitu-
dinal sound. Obviously, the mechanism for the emer-
gence of acoustoelectric instability may have more than
one threshold in view of the strong anisotropy in the
acoustoelectric properties.

In this work, we prove experimentally (for the evo-
lution of acoustoelectric instability in tellurium single
crystals) that the observed pattern (transition from the
vibrational to the chaotic mode) fits the model of evo-
lution of dissipative dynamic systems with a stochastic
behavior [14] in nonlinear acoustoelectronic media. In
the experiments, all stages of the stochasticity evolu-
tion are traced depending on the supercriticality param-
eters: the magnitude of the constant electric field, deter-

I, A

2

1

100 200 300 U, V

T = 77 K

Fig. 1. IVC of a tellurium crystal: E || Y, L = 0.8 cm.

Fig. 2. Oscillograms illustrating the transition from regular
to chaotic oscillations upon an increase in the electric field
strength. The upper oscillograms correspond to current and
lower to the voltage for E || Y, L = 0.8 cm, and different val-
ues of E (V cm–1): (a) 180, (b) 210, (c) 230, and (d) 250.
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mination of the charge carrier drift, and the magnitude
and direction of the magnetic field.

The experiments were conducted at 77 K in tellu-
rium single crystals of 1.5 × 0.3 × 0.2 cm in size at cuts
[100], [010], and [001] with a charge carrier concentra-
tion ranging from 5 × 1014 to 2 × 1015 cm–3 and a mobil-
ity of (2 to 4) × 103 cm2 V–1 s–1, in which the acousto-
electronic interaction is manifested strongly. The IVCs
were recorded in the regime of solitary increasing saw-
tooth pulses of a duration of 10 to 100 µs. The direction
of the current coincided with the direction of the piezo-
electrically active crystallographic axes [100] and
[010], as well as with the inactive axis [001]. The elec-
tric and magnetic fields were parallel and perpendicular
to the crystallographic axes.

The results of our investigations proved that most of
the samples with the above orientation and with a con-
ductivity of ~0.3 Ω–1 cm–1 exhibit an N-shaped IVC.
The current and voltage oscillations measured in these
samples using rectangular pulses were shifted in phase
by 180°, and the period of oscillations was comparable
with the time of a single passage of an acoustic wave
through the sample. For samples with a conductivity
larger than ~0.6 Ω–1 cm–1, loop-shaped IVCs were
recorded (Fig. 1). In this case, the period of oscillations
was smaller than the period determined by the passage
of an acoustic wave through the sample and the phase
shift between voltage and current oscillations was other
than 180°.

Figure 1 shows the experimentally measured IVC
for a tellurium sample in the simplest case of zero mag-
netic field. It can be seen that there is no one-to-one cor-
respondence between the field and the current in a wide
range of electric fields and currents, and the same value
of the field (current) corresponds to several values of
the current (field). This means that the current and the
voltage applied to the crystal are not single-valued
functions of each other and indicates the random nature
of changes in the system that are associated with ran-
dom generation of AED propagating in the crystal (the
separation between domains is a random quantity).

Figures 2a–2d show the oscillograms of the time
variation of the current and voltage describing the tran-
sition from Fig. 2a simple periodic oscillations of the
current to Fig. 2d random oscillations through Fig. 2b
frequency-doubling and Fig. 2c tripling bifurcations
upon an increase in the electric field strength.

Figure 3 presents the time dependences of the cur-
rent and voltage showing that the time period itself
changes strongly: the initially random oscillations are
transformed into regular (nearly periodic) oscillations.
These experimental results indicate that bifurcation
occurs in the system and its time evolution changes
abruptly.

Other extrinsic parameters controlling the evolution
of complex aperiodic current oscillations correspond-
ing to the self-oscillation mode are the magnitude and
direction of the magnetic field. An increase in the lon-
HYSICS OF THE SOLID STATE      Vol. 43      No. 6      2001
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gitudinal magnetic field resulted in a jumpwise change
in the period of current oscillations. Figure 4 shows the
evolution of complex periodic and random oscillations
in strong electric and magnetic fields.

The oscillogram in Fig. 4a illustrates the formation
of a closed limiting cycle in the dynamic system. An
external longitudinal magnetic field (Fig. 4b) does not
favor the equilibrium state of the system with the
formed limiting cycle, but transforms it (via a bifurca-
tion transition) into a qualitatively new state corre-
sponding to frequency doubling. As the magnetic field
increases (Fig. 4c), three closed limiting cycles appear
in the dynamic system; they are also connected through
a bifurcation transition corresponding to frequency tri-
pling. Ultimately, the system goes over to a strange
attractor, i.e., the state of dynamic chaos (Fig. 4d).
When the electric field was parallel to the piezoelectri-
cally active crystallographic axis [100], current oscilla-
tions were generated in the tellurium crystal with n0 =
(5 to 7) × 1014 cm–3 within the fundamental period (the
period of fundamental current oscillations coincided
with the duration of the domain passage through the
crystal). The number of such oscillations increased
with the magnetic field, and their amplitude decreased.
A further increase in the magnetic field caused a transi-
tion to the chaotic mode. The fundamental period of
current oscillations remained unchanged in this case.
The variation of the direction of the transverse mag-
netic field changes the amplitude and frequency of cur-
rent oscillations within the fundamental period.

In order to obtain a mathematical description of a
nonlinear acoustoelectronic system, we ran a computer
experiment. A special program was composed for rep-
resenting various types of oscillations in the form of
phase trajectories. The mathematical model of instabil-
ity of the nonlinear acoustoelectronic system con-
structed by us makes it possible to treat the given sys-
tem as dynamic.

Figures 5–7 present the results of computer calcula-
tions of phase portraits corresponding to the oscillo-
grams in Figs. 2a–2c. Tracing the evolution of this sys-
tem from these trajectories, we can easily prove that it
approaches the strange attractor. The visual observation
of phase trajectories indicates the presence of a closed
limiting cycle (see Fig. 5), which loses its stability as a
result of frequency doubling leading to the formation of
an attracting set (attractor) tending to the focus (center)
of the trajectory (Fig. 6). Frequency tripling leads to a
further evolution of the strange attractor (Fig. 7). A sub-
sequent increase in the frequency of oscillations facili-
tates the emergence of the chaotic mode.

In order to estimate the time variation of the current
oscillation frequency more exactly, we constructed
spectral portraits representing the result of the Fourier
analysis of these oscillations. Portraits were con-
structed for each oscillation period. It was proved that
the maximum amplitude corresponds to the first har-
monic, which determines the fundamental frequency of
PHYSICS OF THE SOLID STATE      Vol. 43      No. 6      200
oscillations. As a result of the fundamental-frequency
doubling, the spectrum of the oscillations changes. The
predominance of the second harmonic amplitude over
the amplitude of the first harmonic corresponds to the
doubled frequency.

Frequency tripling of current oscillations also
changes the spectrum of the process, and the third har-
monic considerably suppresses the first and second har-
monics, which confirms the quantitative, as well as
qualitative, change in the state of the acoustoelectronic
system.

It is well known that the threshold for the emergence
of an instability is determined by the relation v d > v s

Fig. 3. Oscillograms illustrating the transition from chaos to
the self-organized state of the system. The upper oscillo-
gram corresponds to the current, and the lower, to voltage:
E || Y; L = 1.2 cm and E = 230 V cm–1.

Fig. 4. Oscillograms demonstrating the transition from regu-
lar to chaotic current oscillations upon an increase in the lon-
gitudinal magnetic field for E || Y; L = 0.6 cm, E = 100 V cm−1,
and different values of H (kOe): (a) 0, (b) 8, (c) 10, and
(d) 12.
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(v d is the drift velocity of holes and v s is the velocity of
sound), indicating the acoustic origin of these oscilla-
tions. The oscillations are of the relaxation type, the
increase in current with time being a very rapid process,
while its decrease is relatively slow. This is explained
by the fact that the spatial size of a domain is relatively

I(t)

dI/dt

Fig. 5. Phase trajectories corresponding to regular, periodic
oscillations.

Fig. 6. Phase portrait corresponding to frequency doubling
of current oscillations.

Fig. 7. Phase portrait corresponding to frequency tripling of
current oscillations.

dI/dt

dI/dt

I(t)

I(t)
P

small (below 10–3–10–2 cm) and, hence, the current in
the circuit increases abruptly when a domain, propagat-
ing at the velocity of sound, emerges from the crystal.
The characteristic time l/v s of this increase is of the
order of 10–8 to 10–7 s, where l is the domain length. If
we assume that the oscillations are uniquely connected
with the propagation of domains in the crystal, an
increase in the electric field leads to the situation when
one, two, three, etc., AEDs are gradually formed in the
crystal due to strong nonlinearity and nonlocality. In
accordance with the conventional pattern of the evolu-
tion of dynamic chaos, the frequency of oscillations in
this case changes jumpwise, which was observed in our
numerous experiments with long samples with a con-
centration of 1015 cm–3. In samples with a concentration
of 1014 cm–3, electrons are trapped in potential wells. In
particular, it is well known that the superposition of two
monochromatic waves gives rise to an interference pat-
tern. In this case, the nonlinear mechanism of the emer-
gence of acoustoelectric instability leading to dynamic
chaos includes the periodic destruction and formation
of AEDs due to the correlation of phases of acoustic
vibrations within a domain. These vibrations with the
same frequency and close wave vectors produce, as a
result of dynamic interference, the resultant electric
field within the domain, which either captures electrons
into potential wells (when the electron velocity is equal
or close to the velocity of sound) or becomes so small
that electrons (holes) escape from the potential wells
and the current in the circuit increases strongly. Since
the number of interfering pairs of acoustic waves may
be quite large, this nonlinear mechanism can signifi-
cantly change the current from the value dictated by
Ohm’s law to a value close to saturation, i.e., j = en0v s,
where n0 is the electron concentration [6].

Such a nonlinear mechanism for the emergence of
instability, which leads to dynamic chaos, is operative
only in the case of a one-mode signal, but cannot form
the basis of a model in which many waves with random
phases are considered from the very outset without tak-
ing into account the mechanism of phase synchroniza-
tion. To explain the generation of multimode acoustic
noise leading to the development of chaos, we must
take into account the physical reason behind the forma-
tion of AEDs due to the emergence of an AE force
exerted by nonequilibrium phonons on electrons.

In the approximation which is normally used for the
AE force (the so-called quasi-linear approximation), it
is assumed that each mode (harmonic) generates its
own partial AE force. For a multimode (wide-band) AE
noise, each partial component makes an independent
contribution to the AE force. For example, the AE force
generated by two acoustic waves with frequencies ω1
and ω2 in the quasi-linear approximation is equal to the
algebraic sum of the AE forces corresponding to these
frequencies. If, however, there exists a correlation of
waves with frequencies ω1 and ω2, the resultant AE
force is no longer equal to the algebraic sum of the par-
HYSICS OF THE SOLID STATE      Vol. 43      No. 6      2001
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tial AE forces. This mechanism just leads to an abrupt
change in the pattern of the formation or destruction of
AE domains, which, in our opinion, is responsible for
the dynamic chaos.

The detailed pattern of dynamic chaos obtained by
us, the range of phase trajectories, and the correspond-
ing spectral portraits of current oscillations have made
it possible to substantiate the model of evolution of
acoustic instability associated with dynamic chaos in
acoustoelectronic systems.
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Abstract—We analyze the experimental variation of the concentration of conduction electrons in semiconduct-
ing SmS single crystals with increasing temperature within a shallow-impurity model. It is shown that the
appearance of an electromotive force is due to accumulation of the critical concentration of free electrons,
which results in screening of the Coulomb potential of Sm2+ impurity ions that are responsible for the creation
of donor levels with an activation energy of 0.045 eV in the band gap of SmS single crystals. © 2001 MAIK
“Nauka/Interperiodica”.
The appearance of an electromotive force (EMF) on
heating of a semiconductor material without external
temperature gradients applied was discovered and
investigated in [1]. The experiments were performed on
single crystals of samarium sulfide (SmS). This effect
has been explained by us within a model describing the
mechanism of the semiconductor–metal phase transi-
tion which occurs in SmS under hydrostatic compres-
sion [2]. We suggested that, under heating, some criti-
cal concentration of electrons is reached in the conduc-
tion band, resulting in screening of the Coulomb
potential of the Sm2+ ions located at interstitial sites of
the SmS crystal lattice. These ions are responsible for
the existence of impurity donor levels separated by Ei ~
0.045 eV from the bottom of the conduction band. Due
to the screening, the electrons located at the levels Ei

are delocalized (Sm2+  Sm3+ + e–). Since the con-
centration of Sm2+ impurity interstitials is not uniform
over the sample, this collective effect does not occur
simultaneously everywhere in the sample. Because of
this, a gradient of the free-electron concentration
appears, which results in the EMF. However, it should
be noted that no direct investigations into the behavior
of the conduction electron concentration in the temper-
ature range of the EMF effect (from 375 to 500 K) were
performed in [1, 2]. The aim of the present work is to
make such an investigation and to improve the model
proposed in [1].

The temperature dependence of the concentration of
the conduction electrons n was obtained from measure-
ments of the Hall coefficient RH performed in the tem-
perature range from 290 to 475 K. The measurements
were performed on a single-crystal sample of SmS 6 ×
9 × 0.13 mm in size cleaved along the {100} cleavage
planes. At T = 290 K, the sample had electrical param-
eters typical of SmS: n = 1.0 × 1019 cm–3 and a resistiv-
ity of 0.03 Ω cm. As was shown in [3], with these
1063-7834/01/4306- $21.00 © 21030
parameters in SmS, the Hall factor differs from unity by
no more than 4% and, therefore, the drift mobility and
the actual concentration of the charge carriers are
approximately equal to their Hall values. The measure-
ments were done in the DC regime in a static magnetic
field of strength 1.3 × 106 A/m. In determining RH, cor-
rection was made for the relationship between the geo-
metric sizes of the sample.

In Fig. 1, the temperature dependence of RH is pre-
sented. For temperatures ranging from 290 to 400 K,
the dependence exhibits an Arrhenius character with an
activation energy of 0.046 eV, which agrees well with
that of the shallow impurity levels Ei. For T > 400 K, a
sharp decrease in RH is observed, which is caused by
the increase in n (Fig. 2). At the same temperatures, the
EMF is observed in SmS single crystals. In Fig. 2, the
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Fig. 1. Temperature dependence of the Hall coefficient of an
SmS single crystal. Line 1 corresponds to the conduction
electron activation energy 0.046 eV.
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data from our previous work [4] and the results of the
present work obtained by an analogous procedure are
presented. It seems likely that the temperature depen-
dence of the concentration of the conduction electrons
reflects the following situation. As the temperature is
increased from 290 to 400 K, the increase in n is mainly
due to activation of the electrons from the Ei levels. At
T ~ 400 K, the value of n becomes sufficiently large so
that, with further increase in T and n, full delocalization
of the electrons from the levels Ei can occur due to the
screening of the Coulomb potential of these impurities
in some regions of the sample. From the n values
attained at T > 400 K, one can estimate the sizes of the
regions of full delocalization of the electrons at the Ei

levels. According to [5], the concentration of these lev-
els is Ni = (2 ± 1) × 1020 cm–3. The maximum attained
value is n = 3.7 × 1019 cm–3. Therefore, the volume of
these regions could measure from 10 to 40% of the
sample volume in our experiment.

The experimental results obtained are consistent
with the calculated sample temperature at which the
delocalization of the electrons at the impurity levels Ei

must occur. This temperature corresponds to the situa-
tion when the Coulomb potential of some samarium
interstitial ions is screened by conduction electrons.

The characteristic size of the localization region of
a valence electron on a shallow donor level Ei is deter-
mined by the effective Bohr radius:

 (1)

where ε0 is the static dielectric permittivity of SmS,
which is equal to 18 [6]; m* ~ m0 is the effective mass
of an electron; and e is its charge. The energy of the
ground state of the impurity is derived to be Ei =

−e4m*/(2 "2) = –0.042 eV, which agrees well with
the experimental value. This suggests that the shallow-
impurity level approximation is applicable to our case
[7]. It should be noted that the actual radius of the local-
ization region of an impurity valence electron can be
slightly larger than the aB if there is a sufficiently large
number of electrons in the conduction band.

On the other hand, the Coulomb potential of an
impurity ion is subjected to electron screening by the
free carriers. The space region in which a valence elec-
tron experiences the impurity potential is determined
by the Debye screening length aD. The Debye screening
length enters into the expression for the impurity poten-
tial of type ϕ = eexp(–r/aD)/(ε0r) and, by analogy with
the case of electron scattering by a charged impurity in
a degenerate semiconductor, has the form [8]

 (2)

aB

ε0"
2

m∗ e2
------------,=

ε0
2

aD

4 2e2m*3/2 k0T( )1/2

πε0"
3

-----------------------------------------------F1/2 µ( )
1/2–

,=
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where F1/2(µ) = –∂ f0/∂x)x1/2dx, f 0(x, µ) = [1 +

exp(x – µ)]–1 is the Fermi integral and µ is the reduced
chemical potential. To estimate aD at different temper-
atures, we took the values of the SmS parameters from
the concentration model of piezoresistance [5]: m* ≈
m0, Ei = 0.045 eV, the impurity concentration Ni = 2 ×
1020 cm–3, the depth of the 4f levels of Sm ions E f =
0.23 eV, and their concentration Nf = 1.8 × 1022 cm–3.

The aD temperature dependence calculated numeri-
cally from Eq. (2) is presented in Fig. 3. The aB value
calculated from Eq. (1) is also shown in Fig. 3. The val-
ues of aB and aD become equal at T ≈ 420 K. This means
that, at T ≥ 420 K, one might expect delocalization of
the electrons at the Ei levels and, therefore, generation
of the EMF. This result is in good agreement with the
experimental data presented in Figs. 1 and 2.
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Fig. 2. Temperature dependences of (1) the conduction elec-
tron concentration in an SmS single crystal and the EMF
appearing on heating SmS single crystals in accordance
with the results obtained (2) in the present work and (3) in
work [4].

Fig. 3. Comparison between (1) the Debye screening length
calculated for the Sm2+ impurity ions in SmS and (2) the
Bohr radius of these impurities at different temperatures.
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In conclusion, in the present work we showed that
the appearance of an EMF on heating of SmS single
crystals without temperature gradients is due to screen-
ing of the Coulomb potential of the Sm2+ interstitial
ions by conduction electrons.
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Abstract—The temperature dependences of the thermal conductivity λ of PbTe–MnTe solid solutions
(0−4 mol % MnTe) are measured in the range 170–670 K. The data obtained are used in constructing the iso-
therms of the lattice thermal conductivity λl and in estimating the effective cross section for phonon scattering
by Mn impurity atoms. It is found that all the isotherms exhibit an anomalous increase in λl in the concentration
range 1.25–2.0 mol % MnTe, which disagrees with the usually observed decrease in λl with an increase in the
impurity concentration. It is assumed that the anomalous increase in λl manifests itself after attainment of the
percolation threshold when a continuous chain of overlapping deformation fields produced by individual atoms
(an infinite cluster) is formed in the crystal. In the crystal lattice, stresses are partly compensated and phonon
scattering decreases. The assumption is made that the effect observed has a universal character. © 2001 MAIK
“Nauka/Interperiodica”.
1. INTRODUCTION

Compounds of the IV–VI types and their solid solu-
tions belong to well-known semiconductor materials
that are widely used in IR technology, thermoelectric-
ity, strain metering, etc. [1, 2]. For a number of these
compounds, we revealed concentration anomalies in
their properties at low impurity concentrations [3, 4].
These anomalies are associated with critical phenom-
ena which exhibit a percolation nature and are inherent
in each solid solution [5].

In the present work, we investigated PbTe-based
solid solutions in the PbTe–MnTe system which crys-
tallize in the NaCl-type structure. For these solid solu-
tions, we earlier revealed anomalies in the concentra-
tion dependences of the Hall coefficient, the electrical
conductivity, and the thermal expansion coefficient at
~1 mol % MnTe [6].

The aim of the present work was to examine temper-
ature dependences of the thermal conductivity λ and to
construct the isotherms of λ from the results obtained.

2. EXPERIMENTAL TECHNIQUE

The PbTe–MnTe alloys (0–4 mol % MnTe) were
prepared by the ampule method from high-purity ele-
ments and then were subjected to homogenizing
annealing at 820 K for 200 h. In order to avoid acciden-
tal errors in the course of synthesis, we prepared two
series of alloys with the same compositions. The ther-
mal conductivity λ was measured using cylindrical
samples 1.5 cm in diameter and 0.5 cm in height by
dynamic calorimetry under gradual heating [7] in the
temperature range 170–670 K. The samples were pro-
1063-7834/01/4306- $21.00 © 21033
duced by hot pressing at a temperature of 670 K and a
pressure of 4000 kg/cm2, annealed at 820 K for 200 h,
and cooled in air. After the heat treatment, the PbTe-
based solid solution range covered ~3 mol % MnTe.
This was confirmed by the results of microstructure
investigations and precision measurements of the unit
cell parameter and microhardness. The temperature
dependences of λ were obtained for all the studied sam-
ples. For each sample, the λ value was measured at least
three times and the results obtained were averaged. The
shift of the λ(T) curves for the same sample from mea-
surement to measurement did not exceed ~5%. This can
be explained by the unavoidable nonidentity in mount-
ing of the samples in the setup. The absence of a sys-
tematic shift in the λ(T) curves upon repeated heating–
cooling cycles in measurements indicates that ther-
mocycling weakly affects λ and that the samples
achieve a reasonable degree of homogeneity under the
heat treatment. The resulting dependence λ(T) for each
composition was constructed by averaging the data
obtained for both series of alloys. The electrical con-
ductivity σ was measured by the four-point probe
method with an accuracy of no less than ~5%. The elec-
tron component λe of the thermal conductivity was sepa-
rated according to the Wiedemann–Franz law λe = LσT.
The Lorenz number was determined from the formula
for nondegenerate semiconductors L = (r + 2)(k0/e)2

(where r is the exponent in the energy dependence of
the mean free path λ = ε') [8] under the assumption that
carriers are predominantly scattered by acoustic vibra-
tions in the crystal lattice (r = 0).
001 MAIK “Nauka/Interperiodica”
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3. RESULTS AND DISCUSSION

Figure 1 shows the dependences λ(T) for samples of
different compositions. All the curves exhibit a clear
minimum at ~400–450 K.

It is known that, in the general case, heat transfer in
semiconductors can occur through crystal lattice vibra-
tions, electron gas, electromagnetic radiation, and bipo-
lar diffusion of charge carriers [9, 10]. Therefore, the
relationship for calculating the total thermal conductiv-
ity λ can be written as

 (1)

where λl, λe, λph, and λb are the lattice, electron, photon,
and bipolar components of the thermal conductivity,
respectively. An increase in the thermal conductivity λ
above 400–450 K can be explained by the increase in
electron transfer. However, the estimate of the electron
component demonstrates that λe makes an insignificant
contribution (no more than 7%) to the total thermal
conductivity and cannot provide an extremal character
of the λ(T) dependence. Consequently, it can be
assumed that, in our case, as in PbTe [8], we deal with
the bipolar diffusion of charge carriers due to the intrin-
sic conductivity. The fact that the intrinsic conductivity
is observed at sufficiently low temperatures is associ-
ated with a complex structure of the valence band in
p-PbTe, whose parameters substantially depend on the
temperature. According to the majority of works [1, 8],
the valence band of p-PbTe consists of two overlapping
subbands with different densities of states. These sub-
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Fig. 1. Temperature dependences of the thermal conductiv-
ity in the PbTe–MnTe solid solutions. MnTe concentration
(mol %): (1) 0, (2) 0.75, (3) 1.25, (4) 1.75, (5) 2.0, and (6) 4.
P

bands are separated by the band gap ∆E, which
decreases with an increase in temperature and becomes
equal to zero at 450–500 K. With a further increase in
the temperature, the subbands of “light” and “heavy”
holes change places. Introduction of a MnTe impurity
leads to an increase in the band gap; however, the
valence band structures of the PbTe and PbTe–MnTe
solutions remain identical [11].

Electromagnetic radiation contributes significantly
to heat transfer only in the case when the absorptivity
in the range of thermal radiation is small [8–10]. Since
the absorption coefficient for PbTe is rather large (α ~
200 cm–1) and the value of α for the PbTe–MnTe alloys
is almost one order of magnitude higher [12], the heat
transfer through electromagnetic radiation can be
ignored. As follows from the estimate of the photon
thermal conductivity, the contribution of λph to the total
thermal conductivity does not exceed 0.5% over the
entire temperature range.

Since the contributions of λe and λph are insignifi-
cant, the total thermal conductivity of the PbTe–MnTe
alloys can be represented as the sum of the lattice and
bipolar components: λ = λl + λb. Figure 2 displays the
temperature dependences of the thermal resistance cal-
culated in terms of the lattice and bipolar components:
Wexp = 1/(λl + λb). The thermal resistance Wexp linearly
increases in the temperature range 170–400 K and
decreases above ~ 400 K.

As is known, the mean free path of phonons at T ≥
Θ (where Θ is the Debye temperature) is limited by the
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Fig. 2. Temperature dependences of the thermal resistance
in the PbTe–MnTe solid solutions. MnTe concentration
(mol %): (1) 0, (2) 0.75, (3) 1.25, (4) 1.75, (5) 2.0, and (6) 4.
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phonon–phonon interaction with lattice defects [9, 10].
Making allowance for only three-phonon processes and
scattering by defects, the thermal resistance of the lat-
tice within the Debye–Peierls theory can be represented
in the form

 (2)

where A is the coefficient accounting for the degree of
anharmonicity of the crystal lattice vibrations and B
determines the extra thermal resistance associated with
lattice defects. By extrapolating the linear portion of
the Wexp(T) curve to high temperatures (dashed lines in
Fig. 2), the contribution of the bipolar thermal conduc-
tivity can be determined from the distance between the
dashed line and the experimental curve: λb = 1/Wexp –
1/Wl. The appropriate estimates showed that the contri-
bution of the bipolar component is large and reaches
~60% of the total thermal conductivity at ~670 K.

Figure 3 depicts the concentration dependences of
λl (prior to the onset of the bipolar carrier diffusion) or
(λl + λb) (after the onset of the bipolar carrier diffusion),
which were constructed from the temperature depen-
dences of λ and σ. As can be seen from this figure, the
concentration dependences of λl exhibit a pronounced
nonmonotonic character: an anomalous increase in the
lattice thermal conductivity is observed in all the curves
in the concentration range 1.25–2.0 mol % MnTe.

As a rule, an increase in the impurity concentration
in the solid solution range leads to a decrease in the lat-
tice thermal conductivity λl due to phonon scattering by
impurity atoms. In the framework of the Clemens the-
ory, the decrease in λl in the solid solution range is
determined by the difference between the masses of the
impurity and base atoms in the lattice, the difference
between the bonding forces in the neighborhood of the
impurity atom, and the elastic stresses arising from the
difference in the atomic sizes [9, 10]. In the system
under investigation, λl decreases in the composition
ranges 0–1.25 and 2.0–4.0 mol % MnTe. In our opin-
ion, an anomalous increase in λl in the intermediate
concentration range is associated with critical phenom-
ena of the percolation type which occur in the impurity
subsystem of the crystal [5]. Impurity atoms are the
centers of local lattice distortions and the sources of
internal stresses and strains that decrease inversely with
distance to the third power [13]. Since noticeable
atomic displacements are observed at a range equal to
one or two interatomic distances, the elastic deforma-
tion field can be treated as short-range. Therefore, we
can use the notion of the characteristic radius of defor-
mation interaction R0. At a low impurity concentration,
when the separation between impurities is substantially
larger than the value of R0, the deformation fields
induced by individual atoms virtually do not overlap
but contribute additively to the thermal resistance of the
crystal lattice, thus increasing its magnitude. As the
impurity concentration increases, the elastic fields of
neighboring atoms begin to overlap and the elastic

Wl 1/λ l AT B,+= =
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stresses of the opposite sign are partly compensated. In
the short-range interaction approximation with the use
of the percolation theory [14] and under the assumption
that impurity atoms are distributed in a random manner,
we can estimate the concentration xC (percolation
threshold) from the R0 values. This concentration cor-
responds to the onset of the collective interaction
resulting in the formation of a single chain that consists
of overlapping deformation fields and threads the
whole crystal (the so-called infinite cluster). It is possi-
ble to solve the inverse problem: the R0 radius can be
determined from the critical concentration xC. By
assuming that xC ~ 1.25 mol % MnTe, we obtain R0 ≈
1.2a0 (where a0 is the unit cell parameter), which is
consistent with the short-range character of deforma-
tion interaction. The crossover from the diluted to the
concentrated solid solutions with the formation of an
infinite cluster should be accompanied by the critical
phenomena similar to second-order phase transitions
[15]. Since the formation of percolation channels is
attended by a partial compensation for stresses of the
opposite sign and, hence, by a decrease in the total level
of elastic stresses in the lattice, it is reasonable to
assume that this can bring about an increase in the ther-
mal conductivity. An increase in λl in the anomalous
range is associated with an increase in the density of the
infinite cluster. Once the process of compensating for
the elastic stresses has extended over the whole crystal
and the entire volume has been filled with an “impurity
liquid,” further introduction of impurity atoms leads to
new lattice distortions and, therefore, to a decrease in
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Fig. 3. Isotherms of the lattice thermal conductivity in the
PbTe–MnTe solid solutions. T (K): (1) 170, (2) 220, (3) 295,
(4) 420, (5) 570, and (6) 670.
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the lattice thermal conductivity. The situation can be
similar to the Mott transition when the formation of
percolation channels over electron shells of particular
atoms gives rise to the electrical conductivity (a metal–
dielectric transition). In this case, the percolation chan-
nels are formed over the deformation fields of particu-
lar impurity atoms.

The probability of the impurity atoms ordering dras-
tically increases at critical concentrations. Simple cal-
culations demonstrate that the solid solution composi-
tion at ~1.0 mol % MnTe is optimal for an ordered dis-
tribution of impurity atoms over sites of a primitive
cubic lattice with a spacing a = 3a0 (where a0 is the unit
cell parameter of the alloy). Moreover, the superstructure
with a face-centered cubic lattice of impurity atoms and
a spacing a = 4a0 can be formed at ~1.6 mol % MnTe. A
considerable increase in λl in the concentration range
1.25–2.0 mol % MnTe can be indirect evidence that
impurity atoms undergo ordering.

Since the electron components make an insignifi-
cant contribution to the total thermal conductivity in the
alloys under investigation, the observed concentration
anomalies of λl cannot be related to the change in the
Lorenz number, which can occur in the case of high
doping due to the electron–electron interaction [16].

The effective cross section for phonon scattering by
Mn impurity atoms was estimated from the concentra-
tion dependence of λ in the range 0–1.25 mol % MnTe
according to the Ioffe formula [10]:

 (3)

Here, λ0 and λ are the thermal conductivity coefficients
for the crystal with and without impurities, respec-
tively; N and N0 are the numbers of impurity atoms and
all atoms per unit volume, respectively; d is the inter-
atomic distance; l0 is the phonon mean free path in the
expression for the thermal conductivity coefficient of
the undoped crystal; λ0 = (1/3)l0Cvv g (where Cv is the
heat capacity per unit volume and v g is the mean group
velocity); and Φ is the coefficient in the relationship for
the effective cross section for phonon scattering S =
Φd2. By substituting the values of λ0, λ, N, N0, and also
Cv taken from [2] and v g taken from [8], we obtain Φ =

1.9 and S = 1.9d2 = 0.48  at T = 300 K. The obtained
value of S shows that impurity atoms in the solid solu-
tion under consideration are not centers of efficient
phonon scattering, as was the case in other isovalent
substitutional solid solutions [10].
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Abstract—The absorption spectra of Pr3+ and Dy3+ ions in three glass matrices (SiO2–P2O5–GeO2, Al2O3–
B2O3–SiO2, and LiB3O5) are thoroughly studied in the near-IR spectral range (4600–14 300 cm–1). The tem-
perature dependences of the intensity, the width, and the location of the absorption bands observed are investi-
gated for the first time. It is shown that the f−f transitions in the studied glasses are allowed by static odd dis-
tortions in the environment of the rare-earth ions and these distortions decrease with an increase in temperature.
A comparative analysis of the absorption band parameters and their temperature behavior in different materials
makes it possible to determine the differences in magnitudes, symmetries, and dispersions of the distortions in
the nearest environment of rare-earth ions in different glasses. © 2001 MAIK “Nauka/Interperiodica”.
 1. INTRODUCTION 

Investigations of the f−f transitions in rare-earth ions
in different compounds have attracted the attention of
many researchers (see [1–5] and references therein).
Considerable interest in the optical properties of rare-
earth materials is motivated by their diverse technical
applications (for example, practical use of optical laser
glasses). 

The intensity of the f−f transitions is usually ana-
lyzed in terms of the Judd–Ofelt theory [6, 7], which
allows one to describe all the f−f transitions in a partic-
ular ion with the use of three parameters. The majority
of the f−f transitions are consistent with this theory.
However, Jørgensen and Judd [8] revealed the so-called
supersensitive transitions, which cannot be described
by the above three parameters. These transitions turned
out to be especially sensitive to the ligand environment
of rare-earth ions. In free atoms, the f−f transitions are
parity-forbidden in the electric dipole approximation.
The f−f transitions become partly allowed in a con-
densed state of the material due to the static and dynam-
ical (vibrational) odd distortions of the ligand environ-
ment. Therefore, the intensities of all f−f transitions,
and not just the supersensitive transitions, should
depend on the symmetry of the ligand environment and
the magnitude of odd distortions. Consequently, a com-
parative investigation of the f−f transitions in rare-earth
ions in different matrices can provide information on
the environment of the rare-earth ions. This analysis
was the main objective of the present work. 

In this work, we investigated the temperature behav-
ior of the f−f transitions in Pr3+ and Dy3+ ions in a num-
1063-7834/01/4306- $21.00 © 1037
ber of previously unexplored glasses in the spectral
range 4600–14300 cm–1. Analysis of the temperature
dependences of the intensities of the f−f transitions
made it possible to differentiate the contributions of the
static and vibronic mechanisms of allowing these tran-
sitions to the absorption intensity and to trace the evo-
lution in certain properties of the ligand environment in
glasses with a change in temperature. To our knowl-
edge, there is only one work concerned with the inves-
tigation into the properties of the f−f transitions at dif-
ferent temperatures of the material [9]. 

2. EXPERIMENTAL TECHNIQUE 

The optical absorption spectra in the near-IR range at
temperatures of 78–300 K were recorded on an auto-
mated setup based on DMR-4 and MDR-12 monochro-
mators. The instrumental resolution was equal to
20 cm−1. The dynamic range of the measured optical
densities was limited to 4.5. The temperature was con-
trolled to within ±1 K. Moreover, the absorption spectra
for a number of samples were measured on UVICON
943 and SF-20 spectrophotometers (at a temperature of
300 K). 

We used three glass matrices: SiO2–P2O5–GeO2,
Al2O3–B2O3–SiO2, and LiB3O5. Praseodymium and
dysprosium oxides at different concentrations were
added to the melt. The procedure of glass synthesis was
described in more detail in [10, 11]. The glass compo-
sitions and rare-earth ion concentrations (as-batched)
are presented in Table 1. 
2001 MAIK “Nauka/Interperiodica”
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Table 1.  Glass compositions and concentrations of rare-earth ions 

Sample designation Rare-earth ion Matrix composition C, 1021 cm–3 C, mol %

Pr1 Pr3+ SiO2–P2O5–GeO2 5.02 20 (Pr2O3)

Pr2 Pr3+ Al2O3–B2O3–SiO2 2.26 15 (Pr2O3)

Pr3 Pr3+ LiB3O5 1.37 6 (Pr2O3)

Pr4 Pr3+ LiB3O5 3.27 13.4 (Pr2O3)

Dy1 Dy3+ SiO2–P2O5–GeO2 3.55 15 (Dy2O3)

Dy2 Dy3+ SiO2–P2O5–GeO2 4.52 20 (Dy2O3)

Dy3 Dy3+ Al2O3–B2O3–SiO2 8.60 25 (Dy2O3)
As follows from the magnetic susceptibility mea-
surements, all the glasses under investigation are para-
magnets in the temperature range covered. 

3. RESULTS AND DISCUSSION 

Figures 1 and 2 show the absorption spectra of two
glasses containing praseodymium and dysprosium. The
absorption bands were identified according to [12]. The
6H15/2  6(F11/2 + H9/2) transition in Dy3+ and the
3H4  3F2 transition in Pr3+ are considered supersen-
sitive transitions [2]. However, Hormadaly and Reis-
feld [12] argued that the supersensitive transition in
Pr3+ is the 3H4  3P2 transition. The absorption spec-
tra of all glasses containing the same rare-earth ions are
qualitatively identical. The spectra of the Dy1 and Dy2
glasses with similar glass matrices (Table 1) virtually
coincide. The spectra of the Pr3 and Pr4 glasses are also
identical to each other, even though the praseodymium
concentrations differ substantially (Table 1). This
means that the interaction between Pr3+ ions either is
insignificant or does not affect the f−f absorption. 

The absorption spectra were decomposed into
Gaussian components. The Gaussian function is best
suited for describing the inhomogeneously broadened
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Fig. 1. Absorption spectrum of the Pr1 glass at T = 93 K.
Dotted lines show the Gaussian components of the spectral
decomposition. 
P

absorption bands which are characteristic of glasses.
Indeed, the experimental spectra are adequately repre-
sented by the spectral decomposition. As can be seen
from the spectrum of Dy3+ (Fig. 2), whose lines are well
resolved, the absorption bands are nearly symmetric at
the lowest temperature studied. The number of compo-
nents for the decomposition of the spectra was chosen
from theoretical considerations and the observed spec-
tral features. 

The oscillator strengths of the transitions were cal-
culated by the relationship [12] 

 (1)

where ε(k) is the molar extinction coefficient at a wave
number k (cm–1) and I is the line intensity. The oscilla-
tor strengths of the f−f transitions in the studied glasses
and the experimental data available in the literature are
given in Tables 2 and 3. The temperature dependences
of the absorption band parameters (intensities, widths,
and locations) for the praseodymium-containing
glasses investigated are depicted in Figs. 3–5. 

3.1. Intensities of the absorption bands. The
intensity of the f−f transitions in a material in a con-
densed state depends on the following factors: (1) the
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Fig. 2. Absorption spectrum of the Dy3 glass at T = 93 K. 
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symmetry and the magnitude of static and vibrational
odd distortions; (2) the ligand type, i.e., the ratio
between the ionic and covalent bonds of the required
symmetry; and (3) the type of the transition involved. 

All the Pr3+-containing compounds presented in
Table 2, except for those studied in [14, 16], contain the
same ligands, namely, oxygen ions. Therefore, the tran-
sition intensities should depend only on the magnitude
and the symmetry of distortions and the type of the
transition. First and foremost, it is clearly seen that the
majority of the compounds under consideration can be
separated into two groups in which the total intensities
of the transitions to the 3F states differ by a factor of
two. It is of interest that this intensity for a number of
different glasses is equal to one-half the intensity for
Pr3+ : Y3Al5O12 garnet. Garnet is a cubic crystal, but the
rare-earth ions occupy the D2 orthorhombic sites [1].
Consequently, the magnitude of the odd distortions in the
aforementioned glasses is less than that in the garnet. 

The total intensity is maximum in a Pr3+ : Y2O3 cubic
crystal (Table 2), in which the Pr3+ ions predominantly
occupy the C2 noncentrosymmetric sites [15]. The
replacement of oxygen by fluorine as a ligand only
slightly affects the intensity of f−f transitions, including
the 3H4  3F2 transition (Table 2). A change in the
matrix has a substantially stronger effect. 

Despite the fact that, in some cases, the total inten-
sities in particular groups of absorption bands for the
studied glasses are approximately identical, the inten-
sity ratios of individual bands can differ significantly
PHYSICS OF THE SOLID STATE      Vol. 43      No. 6      200
(Table 2), which indicates different symmetries of the
odd distortions. The reverse is also true: at the different
total intensities, the intensity ratios of the individual
bands involved in a particular group can be close to
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(3) 3H4  3F3, and (4) 3H4  3F4 transitions in the
Pr1 (solid lines) and Pr4 (dashed lines) glasses. 
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each other. For example, the Pr1 and Pr2 glasses are
virtually identical with respect to the symmetry of odd
distortions, even though their matrices differ. The Pr4
(Pr3) glass essentially differs from the above glasses
but is similar to the Pr3+ : Y3Al5O12 crystal and the flu-
oride glass studied in [16] (Table 2). This implies that
the symmetry of odd distortions in the Pr4 (Pr3) glass
is similar to that in the Pr3+ : Y3Al5O12 crystal and the
fluoride glass [16], even though the total intensities of
the transitions and, hence, the magnitudes of the distor-
tions in these materials differ substantially. 

The Dy3+-containing compounds presented in
Table 3, except for the material studied in [18], contain
oxygen ions as ligands. Correspondingly, the intensity
of the supersensitive transition 6H15/2  6(F11/2 + H9/2)
in Dy3+(aq)HClO4–DClO4 [18] drastically differs from
the intensity of this transition in these materials. As in
the praseodymium-containing glasses (Table 2), the
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Fig. 5. Temperature dependences of the displacement of the
absorption band maxima with respect to their position at T =
93 K for (1) 3H4  3H6, (2) 3H4  3F2, (3) 3H4 
3F3, and (4) 3H4  3F4 transitions in the Pr1 glass. 
P

total intensity of the studied transitions is maximum in
the 35ZnO–65TeO2 glass. The total intensity of the
transitions in the glasses studied in the present work is
less by approximately half. The intensity ratios of indi-
vidual bands in the Dy1 (Dy2) and Dy3 glasses with
different matrices differ considerably (Table 3); i.e., the
symmetries of the odd distortions of Dy sites in these
matrices are also different. By contrast, the intensity
ratios of individual bands in the Pr1 and Pr2 glasses
(Table 2) are the same, even though their matrices are
identical to those in the Dy1 and Dy3 glasses, respec-
tively. This implies that the symmetry of odd distor-
tions around a rare-earth ion depends not only on the
matrix but also on the rare-earth ion type. Actually, the
radius of Pr3+ ions (1.013 Å) is larger than that of Dy3+

ions (0.908 Å) [1]. Furthermore, the 4f electrons partic-
ipate in the formation of bonds [19], and, hence, these
bonds depend on the number of 4f electrons. Therefore,
the ions involving 4f electrons can affect the shape of
ligand polyhedra, the coordination numbers, and the
structure-sensitive properties, including the intensity of
f−f  transitions. 

If the static odd distortions of the environment of
rare-earth ions in a material were temperature indepen-
dent, the corresponding intensities of f−f transitions
would also be temperature independent. In the case
when an increase in the temperature leads only to a
change in the magnitude of the static odd distortions
(due to the thermal expansion) but not in their symme-
try, the intensities of the f−f transitions should slowly
decrease with an increase in the temperature. On the
other hand, the intensity of the transition which is
allowed only by the vibronic mechanism should
increase with a rise in the temperature according to the
relationship [20] 

 (2)

Here, s is the number of an active odd vibration, νs is
the frequency of the sth vibration, and f0s is the oscilla-
tor strength of the electron transition which is allowed

f 0.5 f 0s hνs/2kT( ).coth∑=
Table 2.  Oscillator strengths (f × 106) of the transitions in Pr3+ in different matrices at room temperature 

Transition Pr1 Pr2 Pr4 [12]1 [12]2
Pr3+ : Y3Al5O12 

[13] [14] [16] Pr3+ : Y2O3 
[15]

3H4  3F2 2.75 4.0 2.05 6.15 6.36 5.63 3.12 1.25

(1) (1) (1) (1) (1) (1) (1) (1)
3H4  3F3 4.0 5.59 6.55 11.36 11.06 14.91 5.48 3.83

(1.45) (1.4) (3.2) (1.85) (1.74) (2.65) (1.76) (3.06)
3H4  3F4 0.75 1.16 1.6 3.92 3.41 5.68 2.89 1.38

(0.27) (0.29) (0.78) (0.64) (0.54) (1.01) (0.93) (1.1)

Σ(3F) 7.5 10.7 10.2 21.4 20.8 26.22 11.49 6.46 46.25

Note: [12]1: 35ZnO–65TeO2, [12]2: 20Na2O–80TeO2, [14]: 60ZrF4–31BaF2–4YF3–2PbF2–2AlF3–LaF3, and [16]: 36InF3–20ZnF2–
15BaF2–20SrF2–5CaF2–2GaF3–2PbF2. Numbers in parentheses indicate the oscillator strength ratios for the given transition and
the 3H4  3F2 transition. 
HYSICS OF THE SOLID STATE      Vol. 43      No. 6      2001
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Table 3.  Oscillator strengths (f × 106) of the transitions in Dy3+ in different matrices at room temperature

Transition Dy1 Dy3 [12]1 [12]2 [17] [18]

1 6H15/2  6(F11/2 + H9/2) 6.75 5.56 10.63 7.11 10.7 1.1

(1) (1) (1) (1) (1)

2 6H15/2  6(F9/2 + H7/2) 0.94 2.31 3.27 2.59 2.57 2.97

(0.14) (0.41) (0.31) (0.36) (0.24)

3 6H15/2  6(F7/2 + H5/2) 0.75 1.85 2.81 2.09 2.26 2.85

(0.11) (0.33) (0.26) (0.29) (0.21)

4 6H15/2  6F5/2 0.44 1.12 1.53 1.27 1.21 1.55

(0.065) (0.2) (0.14) (0.18) (0.11)

Σ 8.88 10.8 18.2 13.0 16.75 8.47

Note: [12]1: 35ZnO–65TeO2, [12]2: 20Na2O–80TeO2, [17]: the Dy2O3 solution in the LiNO3–KNO3 melt, and [18]: Dy3+(aq)HClO4–DClO4.
Numbers in parentheses indicate the oscillator strength ratios for the given transition and the 6H15/2  6(F11/2 + H9/2) transition. 
by the sth vibration at T = 0 K. The summation is car-
ried out over all odd vibrations. At sufficiently high
temperatures (2kT > hν), function (2) tends to a straight
line passing through the origin of the coordinates. 

The experimental temperature dependences of the
intensity of f−f transitions are due to the competition of
the aforementioned mechanisms. As the temperature
increases, the transition intensity can increase or
decrease depending on the ratio between the contribu-
tions of two mechanisms of the allowed transition. In
particular, the intensity of the 3H4  3H6 transition in
the Pr1 glass approximately follows relationship (2) for
the vibronic mechanism (Fig. 3b). The contribution of
the vibronic mechanism to the intensity of the 3H4 
3F3 transition in Pr3+ is rather large for the studied
glasses (Fig. 3a). The 3H4  3F2 transition is allowed
primarily by static distortions. It should be noted that
the temperature dependences of the intensities of tran-
sitions, for example, in Pr3+ (Fig. 3a), do not depend on
the matrix type, even though the matrix strongly affects
the magnitudes of these intensities. This means that the
character of the temperature dependences and, hence,
the ratio of the contributions to the transition intensity
are essentially the features of a particular transition
rather than of the glass matrix. 

The intensity of the 3H4  3F4 transition in Pr3+ in
the Pr1 and Pr4 (Pr3) glasses is approximately halved
with an increase in the temperature from 93 K to room
temperature. Similar effects were observed by Bell et al.
[9] for the absorption bands of Pr3+ in the visible spec-
tral range in the temperature range 21–360°C. The
severe decrease in the intensity cannot be explained by
the thermal expansion of the glass matrices. This
implies that the odd distortions responsible for the
intensity of a particular transition substantially
decrease with an increase in the temperature. It is quite
possible that the same situation, but to a smaller degree,
occurs for other transitions and, hence, for other odd
distortions. As is known, a decrease in the temperature
PHYSICS OF THE SOLID STATE      Vol. 43      No. 6      200
often leads to the lowering of the crystal symmetry; i.e.,
the structural phase transition takes place. In glasses,
similar phenomena can be observed at certain tempera-
tures in microscopic regions without macroscopic
phase transitions. 

The temperature dependences of the intensity of the
f−f transitions in Dy3+ in the studied glasses are consid-
erably weaker than those of the praseodymium-con-
taining glasses. No specific features of the supersensi-
tive transition are observed. Thus, we can conclude that
the odd distortions around rare-earth ions in the dyspro-
sium-containing glasses are weakly temperature depen-
dent as compared to those in the praseodymium-con-
taining glasses. 

3.2. Locations and widths of the absorption
bands. The location of absorption bands for a material
in a condensed state depends primarily on the even
components of the interaction between the absorbing
ion and the environment (the crystal field and cova-
lence). These interactions vary with an increase in the
temperature due to thermal expansion of the material.
Hence, the observed temperature dependences of the
absorption band location (Fig. 5) reflect the thermal
expansion of glasses. The presumably symmetric dis-
persion of even distortions does not affect the location
of the absorption maximum but leads to the broadening
of the absorption bands. In glasses, this inhomogeneous
broadening makes the main contribution to the line-
width. If the dispersion of even distortions increases
with a rise in the temperature, the inhomogeneous
broadening should also increase. In crystals, the shape
of the f−f absorption bands reflects the density of states
of acoustic phonons in the neighborhood of the excited
ion (see, for example, [21]). An increase in the temper-
ature results in an increase in the width of these bands
due to different relaxation processes. This suggests that
the widths of the observed bands should increase with
a rise in the temperature. Actually, the widths of the
majority of the absorption bands for the praseody-
mium-containing glasses (Fig. 4) and the widths of all
1
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the absorption bands for the dysprosium-containing
glasses increase. The linewidths for the Dy1 (Dy2)
glass are less than those for the Dy3 glass, and the lin-
ewidths for the Pr1 glass are smaller than those for the
Pr4 (Pr3) glass. Consequently, the dispersion of even
distortions in the Dy1 (Dy2) glass is smaller than that
in the Dy3 glass, and this dispersion in the Pr1 glass is
less than that in the Pr4 (Pr3) glass. In both pairs, the
smaller dispersion of even distortions is observed for
the SiO2–P5O2–GeO2 glass matrix. 

In the Pr1 and Pr4 (Pr3) glasses, the width of the
3H4  3F4 (Pr3+) band exhibits a specific behavior: its
value decreases with an increase in the temperature.
This is the same transition whose intensity drastically
decreases with an increase in the temperature. How-
ever, this can be only a coincidence, because the distor-
tions responsible for the intensity and the linewidth dif-
fer radically: these are the odd and even distortions,
respectively. The observed decrease in the linewidth
can be explained by the decrease in the particular even
distortion and, as a consequence, by the decrease in its
dispersion. 

4. CONCLUSION 

Thus, in the present work, it was shown that the f−f
transitions in the studied glasses are allowed primarily
by the static odd distortions, which decrease with an
increase in the temperature. The temperature depen-
dences of the intensity of the f−f transitions are not
affected by the matrix and depend on the type of elec-
tron transitions. The intensity of the 3H4  3F4 transi-
tion in Pr3+ considerably decreases with an increase in
the temperature. This indicates the severe decrease in
the particular odd distortions. The same transition is
characterized by the specific behavior of the linewidth:
it decreases with an increase in the temperature. This
effect was explained by the decrease in the particular
even distortions. 

The comparative analysis of the absorption band
parameters for different materials made it possible to
determine the differences in the magnitudes, symme-
tries, and dispersions of the distortions in the nearest
environment of rare-earth ions in different glasses. In
particular, it was proved that (i) the symmetry of odd
distortions depends on the matrix and the rare-earth ion
type; (ii) the symmetry of the odd distortions in the Pr4
(Pr3) glass with the LiB3O5 matrix is similar to that in
the Pr3+ : Y3Al5O12 crystal, but the distortions in the
glass are substantially smaller; and (iii) the dispersion
of the even distortions is minimum in the SiO2–P5O2–
GeO2 glass matrix. 
PH
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Abstract—Low-temperature luminescence spectra of stoichiometric Cr : LiNbO3 and of congruent
Cr, Mg : LiNbO3 were studied. Cr3+ impurity ions preferentially occupy Li+ sites (CrLi) in the LiNbO3 crystal
lattice, while Cr3+ ions substituting for Nb5+ ions (CrNb) occur in addition to CrLi centers in codoped
Cr, Mg : LiNbO3 crystals. Application of a high hydrostatic pressure leads to a transformation of (dominant in
concentration) Cr3+ centers from low- to high-crystal-field centers. Due to a strong pressure-induced blue shift
of the 4T2 state resulting in crossing with the 2E state, the replacement of the broad band 4T2  4A2 emission
by a narrow R-line emission 2E  4A2 occurs in the luminescence spectra of the samples. This effect of level

crossing was observed for the dominant  and  centers at pressures which correlated well with estima-

tions based on the 4T2–2E energy gap (230 and 1160 cm–1) and on the rate of their pressure-induced change
(14.35 and 11.4 cm–1/kbar, respectively). © 2001 MAIK “Nauka/Interperiodica”.

CrLi
3+ CrNb

3+
1  1. INTRODUCTION

LiNbO3 crystals doped with Cr3+ ions have been
investigated intensively since 1968, and considerable
progress was made recently in understanding the com-
plicated optical spectra of this material [1–9]. In the
rhombohedral (space group R3c) lattice of LiNbO3, the
cations Li+ and Nb5+ are surrounded by 6 oxygen ions
forming trigonally distorted octahedrons. The present
interpretation (see, e.g., [4]) based on ESR data (see
[10–12] and references therein) assumes that the
“main” (dominant in concentration) Cr3+ centers in
LiNbO3 crystals correspond to Cr3+ ions that are substi-
tuted into regular Li+ sites in the host lattice. The
energy diagram of (3d3) electronic states corre-
sponds to the case of a low octahedral crystal field,
where the energy of the electronic 4T2(t2e) state is lower
than that of the 2E(t3). Therefore, the broad band
4T2(t2e)  4A2(t3) transition [2, 4] dominates at low
temperatures in the photoluminescence spectrum of
Cr3+ : LiNbO3. The positions of two broad absorption
bands, 4A2  4T2 and 4A2  4T1, provide the green
color of the Cr3+ : LiNbO3 samples.

Most studies on Cr3+ in congruent LiNbO3 crystals
codoped with Mg (at an Mg concentration less than

1 This article was submitted by the authors in English.

CrLi
3+
1063-7834/01/4306- $21.00 © 21043
4.5 mol %) show that Cr3+ ions also preferentially
occupy Li+ sites ( ). However, with increasing the
Mg concentration (higher than 4.5 mol % for congruent
samples), a fraction of the Cr3+ ions tends to addition-
ally occupy Nb5+ sites ( ) in the LiNbO3 lattice,
which was confirmed by ESR and ENDOR studies
[13–15]. Above this Mg concentration threshold, the
samples change color from green to pink due to a strong
red shift of the broad band transitions 4A2  4T2,
4A2  4T1 of the  centers relative to those of the

 centers. The Cr3+ ions substituting for Nb5+ are
also at low-crystal-field octahedral sites, and the emis-
sion of  centers in Mg codoped LiNbO3 samples is
characterized by an intense broad band 4T2  4A2

transition, which exhibits a red shift relative to the
4T2  4A2 transition of  centers in LiNbO3 [4, 15].

As was shown earlier [16], the effect of high hydro-
static pressure on the spectroscopic properties of crys-
tals with octahedrally coordinated impurity Cr3+ ions is
a powerful tool for studying the electronic structure of
impurity centers. Indeed, the hydrostatic pressure
results in a decrease in the distance R between impurity
ions and ligands and, hence, in an increase in the crystal
field strength Dq (~1/R5). According to the crystal field
theory for Cr3+(3d3) ions in an octahedral field, the

CrLi
3+

CrNb
3+

CrNb
3+

CrLi
3+

CrNb
3+

CrLi
3+
001 MAIK “Nauka/Interperiodica”
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increase of Dq strongly shifts the energies of the 4T2

and 4T1 states upward, while the energy of the 2E state
depends on the distance from the ligands much less
[17]. Therefore, the applied pressure drastically
changes the distance between the low-lying 4T2 and 2E
levels of Cr3+, resulting in strong effects in the lumines-
cence properties of Cr3+ ions due to changes in the mix-
ing and relative population of the 4T2 and 2E states [16].
Of special interest is the behavior of low-field sites of
Cr3+ under pressure application when pressure-induced
crossing of the lower 4T2 and the higher 2E electronic
levels can be achieved. This crossing leads to the inver-
sion of the lowest (emitting) state of Cr3+ from 4T2 (at
ambient pressure) to 2E (at higher pressure). This man-
ifests itself in drastic effects in the spectral and kinetic
properties of the Cr3+ luminescence at low tempera-
tures. Such a pressure-induced 4T2, 2E crossing was
recently discovered experimentally for low-field domi-
nant  centers in congruent LiNbO3. At low temper-
atures, the change from broad band 4T2  4A2 lumi-
nescence at ambient pressure to sharp R-line emission
2E  4A2 under high hydrostatic pressure application

was observed [18, 19]. As to low-field  centers in
Mg codoped congruent LiNbO3, a large pressure-
induced shift of the 4T2  4A2 band was observed, but
the highest pressure value (~100 kbar) used in [18, 19]
was insufficient to observe the crossing of the 4T2 and
4A2 levels of  centers.

In the present paper, the effect of high pressures, up
to 300 kbar, on the luminescence spectra of low-field

 and  centers in LiNbO3 was studied experi-
mentally at 4 K. The appearance of the R-lines emission
due to pressure-induced crossing of 4T2 and 2E levels
was observed for both types of Cr3+ centers. The ener-
gies determined for the electronic levels 4T2 and 2E,
together with the data on the pressure dependence of
the 4T2–2E energy gap, allowed us to estimate the values
of pressure that correspond to the 4T2–2E crossing

points for  (16 kbar) and for  (102 kbar). These
values agree well with experimentally determined ones
when the 4T2–2E level crossing of these centers occurs
under the pressure applied. Studies of the photoexcita-
tion spectra (in the energy region of R lines) of the
4T2  4A2 broad band luminescence of  and 
centers at ambient pressure reveal a strong homoge-
neous broadening of the 2E states due to fast nonradia-
tive relaxation to lower (4T2) states of these low-field
sites.

Perfect, close-to-stoichiometric, “green” samples of
Cr3+ : LiNbO3 were used to study  centers. For a

study of  centers, congruent codoped “red” Cr,
Mg : LiNbO3 samples were used (these samples con-

CrLi
3+

CrNb
3+

CrNb
3+

CrLi
3+ CrNb

3+

CrLi
3+ CrNb

3+

CrLi
3+ CrNb

3+

CrLi
3+

CrNb
3+
P

tain both  and  centers). High-hydrostatic-
pressure measurements were performed using a dia-
mond-anvil cell. A mixture of ethanol, methanol, and
water was used as a pressure-transmitting medium. For
pressure calibration and monitoring of the hydrostatic
conditions, the R-line luminescence of ruby was used
from small ruby granules (~20 µm size), which were
loaded into the cell together with a probe sample
(~80 µm size). The 488 nm line of an Ar-ion laser was
used as an excitation source for the luminescence mea-
surements of Cr3+ : LiNbO3 and ruby. The high-pressure
cell was mounted in a bath helium cryostat for measur-
ing at 4K.

2. EFFECT OF HIGH PRESSURE 
ON THE LUMINESCENCE SPECTRA 

OF LOW-FIELD  CENTERS IN Cr3+ : LiNbO3 
CRYSTALS

A close-to-stoichiometric sample of Cr3+ : LiNbO3
(~0.25 mol % Cr) was prepared by the vapor phase
transport equilibration (VTE) technique [5]. At ambient
pressure, in the luminescence of this sample at liquid
helium temperatures, only transitions from the lowest
excited state 4T2 of the low-field Cr3+ centers are
observed. The broad 4T2  4A2 band emission with a
narrow zero-phonon line at 13540 cm–1 is associated
with “majority” (dominating in concentration) low-
field  sites [8]. Some contribution to the broad band
emission 4T2  4A2 is also given by the “minority”
low-field Cr3+ centers [8] with a relatively small con-
centration. The microscopic nature of the minority cen-
ters is not completely clear yet (these centers were
attributed to Cr3+ ions in intrinsic octahedral voids in
the LiNbO3 lattice [8]). The presence of minority low-
field centers in the sample follows directly from the
luminescence spectrum at elevated temperatures, when
the appearance of 2E  4A2 transitions (R-lines) is
stimulated by thermal population of the upper doublet
2E states. Indeed, at 65 K, besides the doublet R1 =
13772 and R2 = 13810 cm–1 belonging to the majority

 centers, additional lines  = 13683 and  =
13747 cm–1 of minority low-field centers are observed
in the luminescence (see also [8, Fig. 3]).

The luminescence spectra of stoichiometric
Cr3+ : LiNbO3 at different hydrostatic pressures are
presented in Fig. 1. At ambient pressure, only the onset
of the 4T2  4A2 broad band transition with the zero

phonon line 13540 cm–1 of the dominant  centers
can be seen. The short wavelength region of 2E  4A2
transitions is practically empty. But already at 16 kbar,
two lines  and R1 in this spectral region are clearly
seen. We can attribute them to E(2E)  4A2 transitions
from the lowest sublevel (populated at 4 K) of the dou-
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blet 2E state of the minority and majority low-field cen-
ters, respectively. Arguments in support of this assign-
ment are given below. While at 16 kbar the intensity of

 exceeds that of the R1 line, the R1 line of the majority
centers becomes dominant in the spectra at higher
pressures. The pressure-induced appearance of the
E(2E)  4A2 lines is obviously due to the crossing of
excited 4T2 and 2E states, when the E(2E) state becomes
the lowest emitting state. In some spectra in Fig. 1, the
R2 line related to 2A(2E)  4A2 transitions from the
upper sublevel of the doublet 2E state of the majority
centers also shows up in the luminescence. The reason
for this is thermal population of the upper sublevel
caused by local heating of a very small piece of
Cr3+ : LiNbO3 in the high-pressure cell by the excita-
tion laser beam. It should also be noted that at very high
pressures >140 kbar, the luminescence spectrum
changes drastically and reveals the appearance of some
additional structure of R lines. The origin of such
behavior is not completely clear. It can be caused by
nonhydrostatic perturbation or by the formation of dif-
ferent crystalline phases of LiNbO3 at very high pres-
sures.

Figure 2 displays the frequencies of the lumines-
cence lines detected at different hydrostatic pressures.
With an increase in pressure, all R lines exhibit a red
shift. The linear extrapolation of experimental depen-
dences to zero pressure gives the positions of these
lines at ambient pressure. The obtained values for the
R1 and R2 lines 13772 and 13810 cm–1 coincide with the
R1 and R2 frequencies (E(2E)  4A2, 2A(2E)  4A2
transitions) of the majority low-field centers. These
lines also manifest themselves in absorption and photo-
excitation spectra of Cr3+ : LiNbO3 at ambient pressure
[2–4, 20] and are interpreted as lines of dominant low-
field  centers (γ centers [4]). The frequency of the 
line extrapolated to zero pressure is equal to 13683 cm−1,
which coincides well with that for the E(2E)  4A2
transition of the minority low-field centers [8]. It fol-
lows from Fig. 2 that the energies of the 2E states of the
majority and of the minority low-field centers have
slightly different sensitivity to pressure (their linear
shift coefficients are 2.35 and 2.72 cm–1/kbar, respec-
tively). The weak line at the low-energy side of the
spectra (Fig. 1) demonstrates the same pressure depen-
dence of the frequency as the R1 line and probably can be
identified with a vibronic satellite of the zero-phonon R1

line of the majority low-field  centers, with the cor-
responding vibration frequency being ~270 cm–1.

The above explanation of the origin of pressure-
induced R-line spectra of Cr3+ : LiNbO3 as the result of
the 4T2–2E level crossing of low-field majority and
minority Cr3+ centers is also confirmed by a quantita-
tive estimate of the applied pressure values correspond-
ing to the 4T2–2E level crossing point for the majority
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and minority Cr3+ centers. Evidently, these pressure
values depend on the 4T2–2E energy difference and on
the rate of its change with applied hydrostatic pressure.
The energy interval between the electronic 4T2 and 2E
states of low-field centers is directly determined as the
spectral distance between zero-phonon lines of the
4T2  4A2 broad band and of the E(2E)  4A2 tran-
sition (R lines). The energies of the zero-phonon
4T2  4A2 lines for the majority and minority low-
field Cr3+ centers are 13540 [8] and 13560 cm–1 [20],
respectively. Using the energies of R1 (13772 cm–1) and

 (13683 cm–1) for the majority and minority sites, we
obtain the values of the 4T2–E(2E) intervals for these
sites as ~230 and 125 cm–1, respectively. The rate of
pressure-induced change of the 4T2–2E interval is deter-
mined by the algebraic difference of rates for the 4T2

and 2E levels. The rate of the pressure-induced blue
shift of the 4T2 level based on measurements of the shift

of the 4T2  4A2 emission band of the  centers is
equal to 12 ± 3 cm–1/kbar [18]. The observed blue
direction of the pressure-induced shift of the 4T2 
4A2 band is consistent with the prediction of the Sug-
ano–Tanabe theory [17]. Using the rates for red shifts
of R1 and  lines (Fig. 2), 2.35 and 2.72 cm–1/kbar, we
obtain the rates of pressure-induced shifts of 4T2–2E
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Fig. 3. Luminescence spectra of a congruent
Cr, Mg : LiNbO3 sample under hydrostatic pressure (T = 4 K,
λexc = 488 nm).
PH
intervals for the majority and minority sites as 14.35 and
14.72 cm–1/kbar, respectively. The ratio of the 4T2–2E
interval to the above rate gives the value of pressure at
which this interval becomes zero (crossing point):
16 kbar for the majority and 8.5 kbar for the minority
low-field Cr3+ centers. These estimations are in good
agreement with the observed sequence of appearance
of R1 lines in the luminescence spectra of the crystal
with increasing pressure. The  line of the minority
centers appears first and dominates at relatively small
pressures, below ~16 kbar, while the R1 line of the
majority centers becomes dominant at higher pressures.
The constant ratio of intensities of the  and R1 lines
at pressures >26 kbar is consistent with the low concen-
tration of the minority low-field Cr3+ centers in compar-
ison with the concentration of the dominating  cen-
ters.

The R1 and R2 lines of the main  centers
observed in the luminescence of Cr3+ : LiNbO3 under
hydrostatic pressure due to the high concentration of
these sites are easily observed at ambient pressure in
absorption and photoexcitation spectra of the broad
band 4T2  4A2 luminescence of a Cr3+ : LiNbO3
crystal [2–4, 20]. In the pioneering work of [2], the
anomalous large linewidth 50 cm–1 of the R1 and R2

absorption lines of the dominant low-field Cr3+ centers
in congruent LiNbO3 was observed and explained by
the lifetime broadening of the 2E state due to nonradia-
tive relaxation from the 2E to lower excited states of the
low-field Cr3+ centers. Recently [20], a comparison of
the linewidth of R1 and of R2 transitions of the dominant

 centers in samples of different stoichiometry
allowed us to estimate the lifetime broadening of the 2E
state as ~10 cm–1, which corresponds to a decay time of
~5 × 10–13 s.

3. THE EFFECT OF HIGH PRESSURE 
ON THE LUMINESCENCE SPECTRA 

OF LOW-FIELD  CENTERS 
IN Cr, Mg : LiNbO3 CONGRUENT SAMPLES

Congruent LiNbO3 codoped with 0.25 mol % Cr
and 6 mol % Mg was grown using the Czohralski
method. The red color of the sample is typical for
LiNbO3 samples with a high (more than 4.5 mol %)
concentration of Mg, where Cr3+ ions occupy not only
Li sites but also Nb sites of the crystal lattice. At ambi-
ent pressure, the low (liquid-helium) temperature lumi-
nescence spectrum of such samples contains overlap-
ping broad 4T2  4A2 bands of both low-field  and

 centers (maximum at 900 and at 1000 nm, respec-
tively [15]). In the short wavelength region of the
4T2  4A2 band, inhomogeneous broadened R lines of
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the perturbed high-field  centers (α and β types [4])
are observed in our congruent Cr, Mg : LiNbO3 sample.

Figure 3 represents the low-temperature (T = 4 K)
luminescence spectra in the region of the 2E  4A2
transitions at hydrostatic pressures starting from 55 kbar.
In accordance with observations on the stoichiometric
sample (Fig. 1), the pressure-induced R1 line of the

main  centers dominates at 55 kbar. A further
increase in pressure results in the appearance of other
intensive lines in the long wavelength region of the
spectra, which we attribute to the R1 lines of Cr3+ ions
at the Nb sites. The most intense new short-wavelength
line, which dominates in the spectra at high pressures
above 140 kbar, can be attributed to the R1 line

[E(2E)  4A2 transition] of the main  centers,
which are responsible for the red-shifted 4A2  4T2,
4T1 absorption and 4T2  4A2 emission bands of red
colored Cr, Mg : LiNbO3 samples with an Mg concen-
tration above the 4.5 mol % threshold. A second rather
intense  line in the spectra indicates the presence of
another  center in the sample. As follows from
Fig. 3, the relative intensity of the R1 line of the main

 centers decreases significantly at pressures above
70 kbar. The observed drastic change in relative inten-
sity of the R1 luminescence of the  and  centers
with increasing the pressure (compare the spectra at
pressures below and above 86 kbar) is due to the differ-
ence in the site selective excitation of these centers by
the Ar line (488 nm) at low and high pressures. In
Fig. 4, the excitation spectra of the broad band 4T2 
4A2 emission of congruent Cr, Mg : LiNbO3 and of sto-
ichiometric Cr : LiNbO3 samples at ambient pressure
are shown. Indeed, the excitation spectra are signifi-
cantly different for the sample with only  centers
and for the sample with both  and  centers
because of the difference in energy of the 4A2  4T1

absorption band of the Cr3+ ions at Li and Nb sites. As
one can see, at ambient pressure, the 488 nm Ar-laser
line is located near the maximum of the 4A2  4T1

band of the  centers, thus providing the preferential
excitation of  centers at moderate hydrostatic pres-
sures. Assuming the rate of a pressure-induced shift of
the 4T1 state to a higher energy to be approximately
12 cm–1/kbar [18], we conclude that, at hydrostatic
pressures above 70 kbar, the 4A2  4T1 band shifted
to higher energies will strongly reduce the efficiency of
the 488 nm photoexcitation of the  centers and
increase this efficiency for the  centers.

In Fig. 5, the energies of the lines detected are plotted
versus hydrostatic pressure. The linear pressure depen-
dence of these energies is demonstrated. The slope for
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the R1 position of the  centers (~2.7 cm–1/kbar) coin-

cides well with that for  centers in stoichiometric
samples (Fig. 2). The R1 and  lines of the two 
centers are much less sensitive to pressure (1.4 and
1.7 cm–1/kbar, respectively). The linear extrapolation to
ambient pressure gives a frequency of 13595 for the R1

and 13365 cm–1 for the  line. The positions of two
weak satellite lines detected in the low-energy region of

CrLi
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R1' CrNb
3+

R1'

Fig. 4. Photoexcitation spectra of the 4T2  4A2 emission
in stoichiometric Cr : LiNbO3 (solid line) and congruent
Cr, Mg : LiNbO3 (dashed line) samples (T = 4 K). Lumines-

cence monitored at 11200–8500 cm–1.
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the spectra (Fig. 4) reveal the same pressure depen-
dence (1.7 cm–1/kbar) as the most intense R1 line of

 and probably can be identified with the vibronic
satellites of this line. The corresponding vibration fre-
quencies are 670 and 860 cm–1.

As was mentioned above, the most intense R1 line,
which appears at high pressures only in
Cr, Mg : LiNbO3, should be attributed to the dominant

low-field  centers responsible for the main spectro-
scopic features of red samples such as the 4A2  4T2,
4T1 absorption bands and the broad 4T2  4A2 emis-
sion band centered at 1000 nm [15]. The hydrostatic
pressure induces a blue shift of this emission band at a
rate of approximately 10 cm–1/kbar [18, Fig. 5]. As was
observed in the present study, the broad band 4T2  4A2
is completely absent at a pressure of 140 kbar (Fig. 3)
because of the crossing of the 4T2 and 2E states also
being accompanied by the appearance of a 2E  4A2
R1-line emission. This pressure far exceeds the pressure
of 16 kbar required for the 4T2–2E level crossing in the

main  centers (Section 2). We assume that this dif-
ference is due to the much larger distance between the
4T2 and 2E states of the  centers in comparison with

the corresponding distance (230 cm–1) for the  cen-
ters. The absence of the detectable zero-phonon line
4T2  4A2 for the  centers prevents direct deter-
mination of the position of the electronic 4T2 state of
these centers and does not allow one to find precisely
the 4T2–2E distance for the  centers. However, the
following estimation can be made. The red shift of the
broad 4T2  4A2 emission band of the dominant 
centers (maximum at 1000 nm) relative to that of the
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Fig. 6. Detailed photoexcitation spectra of the 4T2  4A2
emission in Cr : LiNbO3 (solid line) and in
Cr, Mg : LiNbO3 (dashed line) samples in the region of
4A2  2E transitions (T = 4 K). Luminescence monitored

at 11200–8500 cm–1.
P

dominant  centers (maximum at 900 nm) is equal
to ~1100 cm–1 [15]. Assuming the same red shift for
the zero-phonon line of the 4T2  4A2 band and
knowing the position of the 4T2  4A2 zero-phonon

line of the  centers (13540 cm–1), we find that the
position of this line of  centers is 12440 cm–1 =
13540 – 1100 cm–1, which is equal to the excitation
energy of the electronic 4T2 state. The value of 12440
cm–1 is in agreement with the position of the zero-
phonon 4A2–4T2 line estimated in [4] for  centers
denoted as δ centers. The (4T2–2E) energy distance of
1160 cm–1 is determined as the difference (13600 –
12440 cm–1) between this energy and the energy of the
lowest sublevel of the 2E doublet extrapolated to the
ambient pressure position of the R1 line, 13595 cm–1.
Thus, the value of the 4T2–2E energy interval for the

 centers (1160 cm–1) exceeds the corresponding
interval for the  centers (230 cm–1) by a factor of 5;
therefore, the pressure needed for the crossing of the
4T2 and 2E levels for  centers should be much

higher than that for .

In order to estimate the pressure that corresponds to the
crossing point of the 4T2 and 2E levels, we used data [18]
on the pressure-induced shift of the broad 4T2  4A2

emission band of  centers in a Cr, Mg : LiNbO3
crystal at an Mg concentration of ~5.5% [18, Fig. 5]. In
[18, Fig. 5], a comparison of the spectra at 24 kbar (at
this pressure, the 4T2  2E crossing in  centers

already occurs and only the 4T2  4A2 band of 
centers should be seen) and at 93 kbar is made. From
the observed shift of the 4T2  4A2 band, we deter-
mined the linear rate of its pressure-induced blue shift
as ~10 cm–1/kbar. Adding to this value the rate
1.4 cm−1/kbar of the red shift of the R1 line of the
2E  4A2 transition frequency (R1 line, Fig. 5), we
obtain the coefficient of the linear pressure-induced
change in the 4T2–2E energy interval as 11.4 cm–1/kbar.
This rate provides a decrease in the 4T2–2E distance
from 1160 cm–1 to zero (crossing point) at the pressure
102 kbar (=1160/11.4 cm–1/kbar). This estimation is in
good agreement with the observed (Fig. 5) value of the
pressure between 86 and 143 kbar needed for the disap-
pearance of the broad 4T2  4A2 band.

The optical transitions 4A2  2E of  centers
found in the above high-pressure experiments, which
are located at 13595 cm–1 at ambient pressure, should
in principle reveal themselves in observations of the
corresponding resonant R transitions in the absorption
spectra and in the 4T2  4A2 photoexcitation spectrum
of Cr, Mg: LiNbO3 samples similarly to such transi-
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tions of  centers (Section 2 and [2–4, 20]). Figure 6
shows the broad 4T2  4A2 band of the luminescence
photoexcitation spectrum of the congruent
Cr, Mg : LiNbO3 red sample used in high-pressure mea-
surements in the low energy region of the 4A2  4T2

absorption, also including the region of 4A2  2E

transitions. In contrast to the case of  centers in
LiNbO3, where the R1 and R2 peaks were clearly
observed in the photoexcitation spectrum (Fig. 6 and
also [20]), no structure in the vicinity of the position
(~13600 cm–1) of the 4A2  2E transitions of 
centers is observed in the spectrum of the congruent
Cr, Mg : LiNbO3 sample. We assume that the lack of a
resonant 4A2  2E structure in the photoexcitation

spectrum of  centers is due to a very large broaden-
ing of these transitions caused by lifetime homoge-
neous broadening of the 2E state, together with a very
large inhomogeneous broadening of the R transitions in
the congruent codoped Cr, Mg : LiNbO3 sample. The
latter is clearly seen in the luminescence spectra of the
sample at high pressure, when these transitions appear
in the luminescence due to 4T2–2E level crossing
(Fig. 3). The observed spectral width of the R1 line of

the  centers (~80 cm–1) not only far exceeds the
width of the corresponding line of  centers (Fig. 1)
observed at high pressures in near-to-stoichiometry
VTE-treated samples, but also exceeds the inhomoge-
neous R-line width of perturbed high-field Cr3+ centers
in congruent Cr : LiNbO3 samples at ambient pressure
[21, 22]. This very large inhomogeneous broadening of
R lines of  centers can be explained by a disorder
in the lattice of codoped Cr, Mg : LiNbO3 due to a very
high (~6 mol %) concentration of Mg ions. Figure 3
also demonstrates a prominent increase in the inhomo-
geneous width of the R1 line of  centers with an
increase in pressure. This effect can possibly be attrib-
uted to different pressure-induced shifts of the transition
frequencies inside the inhomogeneously broadened
zero-phonon line of the impurity ion [23, 25].

4. DISCUSSION

The experimental results in Section 2 on the pres-
sure-induced crossing of the 4T2 and 2E states of the

majority  centers in VTE-treated samples of
Cr : LiNbO3 are in good agreement with the results of
an earlier study made on congruent samples
(Cr : LiNbO3 codoped with a small, 2%, concentration
of Mg) [18, 19]. The measured coefficient of the pres-
sure-induced linear R1-line shift of the majority 
centers is close to the value of 3 cm–1/kbar given in
[18]. At the same time, our experimental results show
that the pressure-induced luminescence line that
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appears in the low energy region of the R1 line of the
majority centers should be attributed to the  line of
the minority Cr3+ centers [8] but not to perturbed defect
β centers [4] as was supposed in [18, 19]. Indeed, the
β centers, whose R1 frequency at ambient pressure
accidentally coincides with that of the low-field minor-
ity Cr3+ centers [8], are practically absent in our close-
to-stoichiometry Cr3+ : LiNbO3 sample. Furthermore,
quantitative estimations of the pressure value corre-
sponding to the 4T2–2E level crossing point that are
based on spectroscopic data on the 4T2–E(2E) energy
intervals at ambient pressure for majority (230 cm–1)
and minority (125 cm–1) low-field centers, as well as on
measured linear pressure-induced shifts of spectral
4T2  4A2 and 2E  4A2 transitions, agree well with
experimental data for both low-field centers; this con-
firms the validity of our interpretation. It should be
noted that at high pressures, when inversion of the 4T2

and 2E levels of the main Cr3+ centers has already
occurred, the relative intensity of the R lines of high-
field perturbed  centers (α, β) must always be neg-
ligible compared to the R lines of main centers, even in
congruent samples, where the integrated intensity of
the R-line emission of perturbed centers does not
exceed ~1/1000 of the integrated emission intensity of
the main Cr3+ centers.

The results of Section 3 concerning the pressure-
induced 4T2–2E level crossing in  centers in con-
gruent Cr, Mg : LiNbO3 samples allowed us to obtain
detailed information on the energy diagram of the
excited electronic 4T2 and 2E states of these low-field

centers, which are studied much less than the  cen-
ters. The centers of Cr3+ at Nb5+ sites were discussed
recently in [24]. It is clear now that the large broaden-
ing of the 2E level due to fast decay into lower excited
states, together with the large inhomogeneous broaden-
ing of the R lines caused by a strong disorder of the
codoped congruent Cr, Mg : LiNbO3 crystals, hampers
any direct manifestation of narrow R lines of low-field

 centers in absorption and photoexcitation spectra
at ambient pressure. Only the pressure-induced inver-
sion of the 4T2 and 2E levels, which results in cancella-
tion of the lifetime broadening of the 2E state, allows us
to directly observe the resonant 2E  4A2 transitions
in the luminescence of congruent Cr, Mg : LiNbO3
crystals. In a recently published paper [26], the appear-
ance of the R line in the luminescence of  centers
under hydrostatic pressure was detected in “near-sto-
ichiometric” Cr, Mg : LiNbO3 samples which reveal
reduced inhomogeneous broadening of R lines. The
determined values of the 4T2–2E energy gaps for 
centers in the present paper (1160 cm–1) and in [26]
(>1000 cm–1) are consistent.
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It is interesting to note that while the pressure-
induced linear blue shifts of the 4T2  4A2 optical

transitions differ slightly (~20%) for  and 
centers, the pressure-induced red shifts of the R lines
(2E  4A2 transitions) for these centers differ almost
by a factor of 2. As is known [17, 21], the 2E–4A2 energy
interval in Cr3+ (3d3) ions is determined mainly by the
Racah parameters B and C, which describe the Cou-
lomb electron–electron interaction in the 3d shell in
Cr3+ ions, and, to a smaller extent, by the crystal field
strength 10Dq. The Racah parameters of 3d ions in
crystals are reduced from their free-ion values by cova-
lency between 3d and ligand electrons, a phenomenon
known as the nephelauxetic effect [21]. Similarly to the
case of ruby, the pressure-induced red shift of the R
lines of Cr3+ centers in LiNbO3 can be due to a decrease
in the Cr–O distance and an increase in the overlap
between the 3d and ligand electrons, thus resulting in
reduction of the Racah B parameter and, hence, in
reduction of the 4A2  2E excitation energy. As can be
seen, the pressure-induced reduction of the Racah
parameter is essentially different for Cr3+ ions occupy-
ing the Li+ and Nb5+ sites in the LiNbO3 lattice. We can
add that it is this change in the Racah parameter that is
responsible not only for the pressure-induced red shift
of the R lines of Cr3+ centers in LiNbO3, but also for the
small energy shifts of the R-line frequencies in random
fields of intrinsic defects (inhomogeneous broadening
of the R lines of Cr3+ ions in LiNbO3 [21, 22]).

The existing model of the microstructure of main
low-field  and  centers assumes that both cen-
ters have a simple structure when Cr3+ ions substitute
for regular Li+ or Nb5+ ions in the LiNbO3 lattice and

CrLi
3+ CrNb

3+

CrLi
3+ CrNb

3+

Fig. 7. Photoexcitation spectra of the 2A(2E)  4A2 emis-
sion of α centers (solid line) and β centers (dashed line) in a
congruent LiNbO3 sample at ambient pressure (T = 4 K).
Luminescence is monitored at the R1(α) and R1(β) lines,
respectively. The arrows indicate the positions of the R2

line and of the zero-phonon 4T2  4A2 line of unper-

turbed trigonal  centers.CrLi
3+
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are located in the trigonal (group C3) crystal field. The

perturbed  sites (α, β) which exhibit relatively
weak R lines in luminescence spectra at low tempera-
tures belong to the high-field Cr3+ centers formed by

 ions with a nearby intrinsic defect in the nearest
cation coordination shell [4, 22]. Hence, these are
nearby point defects which are responsible for the
transformation of the low-field  center into a high-
field complex center. It is important to note that this
defect-induced transformation of trigonal  centers
from low-field to high-field centers has some common
spectroscopic features with a similar transformation of
these trigonal main centers under high pressure. Indeed,
the frequencies of the 4A2  2E and 4A2  4T2 elec-
tronic transitions of both α and β centers are shifted to
lower and higher energies, respectively, relative to
these transitions in trigonal  centers. The same
behavior of the corresponding transitions of  centers
was observed under hydrostatic pressure. This is clearly
seen in the photoexcitation spectra of the 2A(2E)  4A2
emission of α and β centers where the corresponding R2

lines and zero-phonon lines of the 4A2  4T2 transi-
tion are shown (Fig. 7). The above-mentioned similar-
ity indicates the role of the lattice compression around
the  ion produced by nearby defects.
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Abstract—Structural distortions of the SrF2 crystal lattice near the bivalent copper impurity Jahn–Teller center
are investigated by the ENDOR method (ν = 9.3 GHz, T = 4.2 K). The approximate directions and the magni-
tudes of displacements of a Cu2+ impurity ion and its surrounding F– ions are determined with respect to one of
the anionic networks in the crystal matrix. The tensor components for the ligand hyperfine interaction (LHFI)
with fluorine ions separated from the impurity by a distance R ≤ 6.2 Å are obtained from the angular depen-
dences of the location of the ENDOR resonance lines. It is found that the parameters of magnetic interactions
between the impurity and these ligands contain the contributions determined by the covalence of bonds in the
impurity complex and the polarization of electron shells of the ligands. © 2001 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

Since the publication of the pioneering works by
Bleaney et al. [1], paramagnetic centers of bivalent
copper in crystals of different compounds have been
the center of attention of physicists concerned with the
Jahn–Teller effect in solids. A large number of works
devoted to the investigation into different aspects of this
phenomenon were carried out in the succeeding years.
In the vast majority of cases, these works dealt with
Cu2+ centers whose ground state represents the orbital
doublet (degenerate or slightly split by random defor-
mations of the crystal lattice).

A qualitatively different situation occurs for biva-
lent copper impurity ions in crystals of the fluorite
structure type. These ions substitute for diamagnetic
cations and occupy positions at the center of a coordi-
nation cube of these cations. In this case, the orbital
triplet T2g becomes ground, whereas the energy of
states of the orbital doublet Eg turns out to be higher by
several thousand inverse centimeters. As a result, the
physical properties of impurity ions appear to be very
sensitive to lattice vibrations of two symmetry types
(t2g and eg). Moreover, these properties are consider-
ably affected by the spin–orbit interaction, because its
operator has nonzero matrix elements between the
states of the ground triplet. Note also that, compared to
the octahedral crystal field, the cubic field splits the
orbital levels of a paramagnetic ion to a lesser degree,
all other factors being the same. Taken together, these
factors are responsible for a number of specific features
in the physical properties of impurity eightfold-coordi-
nated cubic copper complexes, which essentially differ
from the octahedral copper complexes. In particular,
the cubic copper complexes are noncentral in a number
of crystals belonging to the fluorite structure type. In
1063-7834/01/4306- $21.00 © 1052
SrCl2 [2], SrF2 [3], and BaF2 [4] crystals, a Cu2+ impu-
rity ion is displaced by ~1 Å from the lattice position of
the substituted cation in parallel to one crystal symme-
try axis (C4). It is evident that this displacement can be
explained by the relatively small ionic radius of copper,
which leads to a considerable weakening of the repul-
sive exchange interaction between the impurity ion and
its ligands. The displacement results in a decrease in the
total energy of the crystal lattice. As a consequence of
this displacement, the impurity ion appears to be in a
crystal field with a considerable number of odd compo-
nents. In turn, this should change the state of the impu-
rity ion due to the mixing of odd wave functions of its
excited configurations with even functions of the T2g

cubic triplet of its ground configuration 3d 9. There-
fore, in the case of noncentral Jahn–Teller ions, con-
sideration of the vibronic interaction between impu-
rity ions and the lattice cannot be reduced only to the
states of the T2g ground cubic triplet. It is necessary to
take into account the possible pseudo-Jahn–Teller
interaction. For example, an interaction scheme of the
type [A2u + T2g] ⊗  (a1g + eg + t2g + t1u) can be consid-
ered for Cu2+ ions in SrF2 [5].

For an impurity ion with a small radius, the possible
substantial displacements of its ligands from their ini-
tial positions should also be taken into account. It is
known that these displacements cannot be obtained
from the EPR data. In this case, we can determine only
the direction and the approximate magnitude of the dis-
placement of an impurity ion with respect to the nearest
ligands (the interaction with these ligands manifests
itself in the EPR spectra). However, the displacements
of the ligands themselves relative to their positions in
an undistorted lattice cannot be found from EPR data.
2001 MAIK “Nauka/Interperiodica”
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This problem is usually solved using the ENDOR
method.

The main purposes of the present work were (1) to
determine the parameters of the ligand hyperfine inter-
action (LHFI) between the electron magnetic moment
of a bivalent copper impurity center and the nuclear
magnetic moments of ligands in a number of its coordi-
nation spheres and (2) to evaluate the approximate
magnitudes and directions of the displacements of
impurity ions and their nearest ligands with respect to
the corresponding positions in the undistorted lattice.

The calculations involving the determination of the
structure parameters of the lattice near the impurity
were performed approximately within the MO LCAO
angular overlap model to the first order of the perturba-
tion theory. These calculations will be described in
detail in a separate work.

2. EXPERIMENTAL, RESULTS, 
AND DISCUSSION

Measurements were carried out in the 3-cm band on
an E-12 Varian spectrometer equipped with a special
ENDOR accessory. The main part of this accessory was
a wide-band power amplifier of original design, which
made it possible to examine the ENDOR spectra in the
frequency range 1–50 MHz.

The ENDOR spectra were recorded at T = 4.2 K in
the crystallographic planes (100) and (110). Figures 1
and 2 show the ENDOR spectra for the two main orien-
tations of a sample with respect to the external mag-
netic field (B0 || 〈001〉  and B0 || 〈110〉). As can be seen
from these figures, the entire range of the spectrum is as
large as 2.5–2.6 MHz. The obtained spectra exhibit
groups of isolated lines, which are apparently associ-
ated with interactions between the impurity and the
nearest fluorine nuclei. The central part of the spectra
contains poorly resolved lines, which, for the most part,
correspond to interactions with distant nuclei. Certain
of the lines labeled by numbers in the spectra will be
subsequently assigned to the corresponding groups of
ligands.

The angular dependences of the frequency of the
ENDOR transitions between nuclear states of both
electronic levels (MS = +1/2 and –1/2) were obtained
upon rotation of the vector B0 of a static external mag-
netic field in the (110) and (001) planes of the SrF2 :
Cu2+ sample. The theoretical dependences and the cor-
responding experimental points are depicted in Figs. 3a
and 3b. Figure 3a shows the graphs and the experimen-
tal points taken at the high-field line in the EPR spec-
trum for a group of equivalent centers that are identi-
cally oriented with respect to the B0 vector [i.e., the
case in point is the EPR transitions between the states,
conventionally, with mI(Cu) = –3/2 and mI(Fi) = –1/2
for all i = 1–4, where i is the number of the ligand
within the given group]. Note that, in our work, partic-
ular nuclei within the group of equivalent ligands are
PHYSICS OF THE SOLID STATE      Vol. 43      No. 6      2001
numbered by Arabic numerals and the groups them-
selves are numbered by Roman numerals. The angular
dependences obtained upon rotation of the B0 vector in
the planes (110) and (001) are depicted on the left and
the right of Fig. 3a, respectively. The theoretical depen-
dences are shown by solid lines, and the points are the
experimental data. Figure 3b displays the graphs and
points for the low-field lines in the EPR spectrum of the
same group of impurity centers [according to the above
classification of states, here we are dealing with the
transitions between the states with mI(Cu) = +3/2 and
mI(Fi) = +1/2]. As can be seen, the angular depen-
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Fig. 1. ENDOR spectrum taken at the highest-field line in
the EPR spectrum of copper impurity centers in the SrF2
crystal at T = 4.2 K, f = 9.3 GHz, and B || Z (Z is the tetrag-
onal axis of impurity centers, f is the operating frequency of
the spectrometer, and fL is the Larmor precession frequency
of fluorine ions). Lines labeled by different numbers (2–5)
correspond to particular groups of ligands.

Fig. 2. ENDOR spectrum taken at the highest-field line in
the EPR spectrum of copper impurity centers in the SrF2
crystal at T = 4.2 K, f = 9.3 GHz, and B || X (X is the axis
of the intrinsic coordinate system of the impurity center in
Fig. 4). The designations are the same as in Fig. 1.
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Fig. 3. Angular dependences of the ENDOR frequencies (T = 4.2 K and f = 9.3 GHz) at (a) the highest-field and (b) lowest-field lines
in the EPR spectrum of a particular group of magnetically equivalent paramagnetic copper complexes upon rotation of the B0 vector
in the ZOX plane of the coordinate system specified for this group of complexes in Fig. 4.
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dences in Fig. 3a correspond to the hyperfine interac-
tions with three groups of equivalent ligands. These
dependences are designated by FII, FIII, and FIV (the
numbering coincides with the numbering of lines in the
above ENDOR spectra). To avoid the overloading of
the figures by too large a number of graphs, the angular
dependences for lines 5 are not shown.

For a complete identification of the graphs with the
actual crystal structure in the vicinity of an impurity
ion, let us consider a model for this crystal region. This
model (Fig. 4) can be qualitatively constructed on the
basis of the EPR data obtained for SrF2 : Cu2+ in [3]. In
this model, the ligands of group I are the closest to the
Cu2+ ion. The LHFI parameters for these ligands were
determined by the EPR technique in [3]. As follows
from these parameters, the splittings between nuclear
states are equal to several hundred MHz, which is con-
siderably larger than the operating range of our nuclear
pumping oscillator. Consequently, in our case, we can
expect the ENDOR transitions between the nuclear
states of ligands in the second and more distant coordi-
nation spheres of the impurity ion.

The spin Hamiltonian of the studied impurity com-
plex can be written as follows:

 (1)

where S is the electron spin moment operator for the
Cu2+ impurity ion (S = 1/2), ICu and IF are the nuclear
spin moment operators for impurity copper and its
ligands (ICu = 3/2 and IF = 1/2), a is the tensor for the
hyperfine interactions of the electron and nuclear mag-

netic moments of the impurity center,  is the tensor
for the hyperfine interactions of the electron magnetic
moment of the impurity center with the nuclear mag-
netic moments of its ligands, g is the electron Zeeman

interaction tensor,  and  are the g values for cop-
per and fluorine, βe and βn are the electronic and
nuclear Bohr magnetons, and N is the number of the
ligands that interact with the impurity and can be
observed by the ENDOR method.

The angular dependences of the ENDOR spectra are
conveniently analyzed when the spin Hamiltonian (1) is
represented in the coordinate system in which the elec-
tron Zeeman interaction operator has a diagonal form.

In this coordinate system, new Cartesian compo-
nents of the electron spin moment operator S can be
obtained using the transformation

 

HS βeB0 gS⋅ S aICu⋅ βngn
CuB0 ICu⋅–+=

+ S Ai
FIi

F βngn
FB0– Ii

F⋅ ⋅( ),
i 1=

N

∑

Ai
F

gn
Cu gn

F

S' LSS,=
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where the transformation matrix LS has the form

 

Here, θ and ϕ are two Eulerian angles that determine
the orientation of the external magnetic field vector B0
with respect to the principal magnetic axes of the para-
magnetic complex (θ is the angle between the Z axis
and the B0 vector, and ϕ is the angle between the X axis
and the projection of this vector onto the XOY plane)
and g is the effective value of the g tensor which, for the
given orientation of the B0 vector, is defined as

 

The nuclear spin moment operators ICu and IF can be
transformed in the same manner, that is,

 

where

 

Here, the α and β angles are chosen individually for
each ligand in such a way that the Hamiltonian of the
ligand hyperfine interaction with the nucleus of this
ligand would be diagonal for the states of each elec-
tronic level. In this case, the main contribution to the
energy of each nuclear level is determined by the first
order of the perturbation theory. Therefore, formally
we are dealing here with the LHFI tensor transforma-
tion which results in the “effective” interaction tensor

 

In this new representation, the LHFI operator takes
the form

 

where the components of the transformed LHFI tensor
(g||, g⊥ , ϕ, θ) appear to be functions of the polar coor-

dinates of the B0 vector and the components gij of the
electron Zeeman interaction tensor.

In the cases when the ENDOR spectrum does not
exhibit a fine structure, the first order of the perturba-
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tion theory can be considered a good approximation.
Otherwise, the calculations should also include the sec-
ond-order contributions of the perturbation theory. As
is seen from the angular dependences of the resonance
frequencies of the lines in the ENDOR spectrum
obtained in the present work (Figs. 3a, 3b), the fine
structure of the spectra is absent. Hence, the compo-
nents of the LHFI tensor were first determined within
the first order of the perturbation theory. Then, the
LHFI tensor components thus obtained were corrected

Cu2+ F–
I F–

II F –
III F –

IV F–
V

X

Y

Z

Fig. 4. A model of the Cu2+ impurity center in SrF2 (the
ligands of the first coordination sphere of an impurity ion
and the fluorine ions involved in the interaction studied in
this work are shown).
P

using the exact diagonalization of the matrix of the spin
Hamiltonian (1). This approach appreciably simplified
the analysis of the obtained experimental results with-
out loss of accuracy in the calculations.

The calculated components of the A(Fi) LHFI ten-
sors for the ligands of groups II–V (according to the
group numbering in Fig. 4) are the important results
obtained in this work. These components represented in
the so-called local coordinate systems are listed in the
table. The axes of these coordinate systems can be
determined via a unitary transformation of the axes of
the intrinsic coordinate system XYZ for the impurity
center (Fig. 4). The matrices of these transformations
have the following form:

 (2)

where Φi and Θi are two Eulerian angles determined so
that the transformed tensor is diagonal and its maxi-
mum diagonal component corresponds to the Z ' axis of
the local coordinate system (the subscript i indicates
the number of the ligand Fi under consideration). These
angles (Φi and Θi) are also given in the table. Further-
more, the table presents the components of the Ad(Fi)
tensors, which were calculated under the assumption
that the interaction between the electron magnetic
moment of the impurity center and the nuclear mag-
netic moment of any ligand of the jth group (j = I–V) is

Φi Θicoscos Φi Θisinsin Θisin–

Φisin– Φicos 0

Φi Θisincos Φi Θisinsin Θicos 
 
 
 
 

,

Components (MHz) of the tensors for the ligand hyperfine interaction between the electron magnetic moment of a copper
impurity center and the nuclear magnetic moments of different ligand groups shown in Fig. 4

LHFI tensor components and 
Eulerian angles

Ligand group

I II III IV V

Ad(Fi) –10.11 –2.47 –1.39 –0.94 –0.39

–8.49 –2.29 –1.32 –0.79 –0.33

17.12 5.12 3.02 1.59 0.67

Θi, deg 101.2 39.4 153 95.2 93.3

Φi, deg 0 0 0 26.4 0

A(Fi) AX 102 [3] –2.74 –1.35 –0.75 –0.41

AY 99 [3] –2.53 –1.29 –0.65 –0.35

AZ 407 [3] 3.31 2.92 2.39 0.69

Θi, deg 107 39 152 95 94

Φi, deg 0 0 0 31 0

Note: The Φi and Θi Eulerian angles determine the axis in a local coordinate system of the given ligand in which the symmetric part of the
LHFI tensor matrix for this ligand becomes diagonal. Ad(Fi) is the LHFI tensor part accounting for the direct magnetic dipole–dipole
interaction between the electron and nuclear magnetic moments. A(Fi) is the LHFI tensor describing the angular dependences in the
ENDOR spectra. The accuracy in the determination of the experimental tensor components A(Fi) and the angles Φi and Θi corre-
sponds to the accuracy of their representation in the table.

AX
d

AY
d

AZ
d
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the direct magnetic dipole–dipole interaction without
any additional contribution. Moreover, it was assumed
that only the impurity ion is displaced to the noncentral
position and all its surrounding ions remain in the same
positions which they occupy in an impurity-free crys-
tal. The components of the direct dipole–dipole interac-
tion tensor Ad(Fi) were evaluated with the use of the
equality taken from [6]

 (3)

where l, m, and n are the direction cosines for the vector
“impurity ion–ith ligand” with respect to the axes (X, Y,
and Z) of the intrinsic coordinate system for the impu-
rity center; R is the distance between the impurity ion
and the ligand; and g|| and g⊥ are the components of the
electron Zeeman interaction tensor for the impurity ion
(g|| = 2.4926 ± 0.0005 and g⊥  = 2.084 ± 0.001 [3]).

The l, m, and n direction cosines are related to the
elements of the transformation matrix (2) by the
requirement of the diagonalization of the Ad(Fi) tensor.

It should be emphasized that, when the ligand
hyperfine interaction involves only the direct magnetic
dipole–dipole interaction between the electron and
nuclear magnetic moments, the local axis Z ' in the case
of an isotropic electron Zeeman interaction precisely
coincides with the impurity–ligand direction. No such
precise coincidence occurs if the paramagnetic system
with S = 1/2 is characterized by an anisotropic electron
Zeeman interaction. However, in this case too, the cal-
culations demonstrate that these vectors approximately
coincide, because the angle between the Z ' axis and the
impurity–ligand direction turns out to be negligibly
small. For this reason, the Φi and Θi angles are often
used for specifying the impurity–ligand direction (i is
the number of the ligand of the LHFI tensor under con-
sideration).

However, the ligand hyperfine interaction is far from
necessarily described by such a simple model. When the
distance between a paramagnetic impurity ion and a dia-
magnetic ligand is small, the bond with the ligand cannot
be considered purely ionic. In this case, the components
of the LHFI tensor can contain additional contributions
determined by the covalence of the bond and the nonor-
thogonality of the electronic wave functions for the
impurity ion and ligand. Taken together, these factors
lead to the fact that the actual direction of the impurity–
ligand vector can very strongly differ from the direction
of the local axis Z ' (see, for example, [7]).

The lines in the ENDOR spectrum were assigned to
ligands of particular groups on the basis of the follow-
ing experimental data. First, important structural data
on the nearest environment of the impurity copper ion
were obtained in our earlier work [3], in which these

Ad = 
gn

Fβnβe

R3
----------------

g⊥ 3l2 1–( ) g⊥ 3lm( ) g⊥ 3ln( )

g⊥ 3lm( ) g⊥ 3m2 1–( ) g⊥ 3mn( )

g|| 3nl( ) g|| 3mn( ) g|| 3n2 1–( ) 
 
 
 
 
 

,
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centers were studied by the EPR technique. In this
work, we determined the parameters of the ligand
hyperfine interaction with nuclei of ligands of group I
and found that the impurity copper ion is substantially
displaced from the center of the coordination cube
toward the anionic network depicted in Fig. 4. In this
case, the  function (represented in the coordinate

system given in Fig. 4) is the orbital state of an unpaired
electron of the copper ion. Thus, the observed ENDOR
spectra should be interpreted primarily taking into
account ligands of groups II–V. Second, the Φi and Θi

angles determined in the present work are such (see
table) that there is no doubt regarding the assignment of
lines 4 and 5 to ligands of groups IV and V, respec-
tively. As for the assignment of the ENDOR lines asso-
ciated with the hyperfine interaction with ligands of
groups II and III, the following factors were addition-
ally taken into consideration. According to [3], the
symmetry plane of a four-lobe electron density cloud of
the unpaired electron of copper lies parallel to the plane
of the anionic network displayed in Fig. 4 and is closer
to ligands of group II. Therefore, the isotropic compo-
nents of the LHFI tensors for ligands of this group
should be somewhat larger in magnitude than those for
ligands of group III. A comparison of the Θi angles and
the isotropic LHFI constants that correspond to lines 2
and 3 makes it possible to reveal the direct relation
between the Arabic (2 and 3) and Roman (II and III)
numerals used in the present work for the numbering of
lines and ligand groups, respectively.

Now, let us discuss the structure of the nearest envi-
ronment of the impurity copper ion. It is seen from the
table that the components of the LHFI tensors A(Fi) for
fluorine ions of the first, second, and fourth ligand
groups noticeably differ from the components of the
corresponding Ad(Fi) tensors. Differences toward larger
values for ligands of the first group are evidently asso-
ciated with the contributions made to the LHFI tensor
by the electron transfer from ligands to levels of the
ground configuration of the impurity ion and the nonor-
thogonality of the wave functions for the impurity and
its ligands. According to the preliminary theoretical
calculations performed for ligands of the first group by
the MO LCAO angular overlap method, the same rea-
sons lead to a considerable difference between the cal-
culated and experimental Θi angles (see table). As to
ligands of the second group, the components of their
experimental LHFI tensor appear to be less than the
corresponding components of the calculated Ad(FII)
tensor. With due regard for the fact that the components
of the Ad(FII) tensor were calculated under the assump-
tion that ligands are not displaced, the found difference
can be explained by the increase in the distance
between the impurity ion and ligands of the second
group due to their displacement from the initial posi-
tions by approximately 0.5 Å. However, in this case, the
negative isotropic contribution to the A(FII) tensor

d
x

2
y

2–
1
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remains unexplainable. The calculations demonstrate
that, in this case, we should take into account both the
displacement of ligands along the bond axis (by
approximately 0.30–0.35 Å from the impurity) and the
covalence of bonds between the impurity ion and
ligands of this group. The negative sign of covalent
contributions is explained by the effective decrease in
the electron magnetic moment of the impurity center
due to partial transfer of the electron spin density from
the ligands to the levels of the ground and excited con-
figurations of the impurity ion and also by the polariza-
tion of the ligand electron shell by the displaced impu-
rity ion. However, despite the presence of covalent con-
tributions for ligands of the second group, the Θi angles
determined for the corresponding tensors A(Fi) and
Ad(Fi) do not differ from each other. Therefore, this
angle can be regarded as a structure parameter of the
impurity complex under investigation.

The experimental LHFI tensor for ligands of the
third group almost coincides with the Ad(Fi) tensor cal-
culated for these ligands. However, this does not indi-
cate the absence of covalent contributions to this tensor.
First, the displacement of the impurity ion to the non-
central position should bring about the decompensation
of Coulomb forces acting on ligands when they occupy
the positions of the defect-free crystal lattice. For this
reason, ligands of the third group should be slightly dis-
placed toward the impurity and the components of the
Ad(FIII) tensor should noticeably differ from those pre-
sented in the table. Second, the components of the
LHFI tensor for more distant ligands of the fourth
group substantially differ from the corresponding com-
ponents of the Ad(FIV) tensor toward larger values (as
for ligands of the first group). The last fact suggests that
the cloud of the unpaired electron extends sufficiently
far from the impurity and overlaps with electron shells
of ligands of the first four groups. The change in the
sign of covalent contributions is caused by the presence
of several nodes in the wave function of the unpaired
electron. This supports the assumption that states of the
ground configuration of the Cu2+ impurity ion contain a
large admixture of its excited configurations.

Finally, we consider ligands of the fifth group. Their
ligand hyperfine interaction is almost completely deter-
mined by the direct magnetic dipole–dipole interaction.
Therefore, the parameters of the LHFI tensors for
ligands of the fifth group allow us to obtain more pre-
cisely the position of the impurity ion with respect to the
anionic network involving ligands of this group. Simple
geometric constructions show that the distance between
the plane of this anionic network and the impurity is
equal to 0.41–0.43 Å. Ligands of the third group are only
P

slightly displaced from the positions occupied by them
in the impurity-free crystal. These small displacements
(approximately equal to 0.02–0.03 Å) occur along the
bond toward the impurity copper ion. Ligands of the first
group occupy the positions located 0.07–0.09 Å above
the anionic network. It is virtually impossible to deter-
mine the distance from these ligands to the impurity
copper ion, because the magnitudes of the covalence
parameters used in calculations are unknown in
advance and only approximate ratios between them are
available. Hence, the magnitude of the impurity–ligand
vector can be obtained from these calculations with a
considerably lower accuracy as compared to the direc-
tion of this vector [6]. Therefore, for relative displace-
ments of ligands of the first group, we can evaluate with
some degree of certainty only the displacement compo-
nents perpendicular to the impurity–ligand directions.
With regard to their parallel components, we can only
make assumptions. Most likely, ligands of this group
are appreciably displaced toward the impurity ion. This
can be associated with two factors. First, the displace-
ment of the impurity copper toward the anionic net-
work strongly disturbs the balance of the Coulomb
forces that should act on these ligands. Second, the
bonds formed between the impurity ion and ligands of
the first group make the negative covalent contribution to
the lattice energy. We also should restrict ourselves only
to assumptions regarding the displacements of ligands of
the fourth group. Since these ligands are rather far from
the displaced impurity ion, it is believed that they are vir-
tually not displaced from the positions occupied in the
impurity-free crystal.
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Abstract—An EPR study has revealed light-induced recharging and optical alignment of the –VO tetrag-
onal complexes in KTaO3. The data on the optical creation and destruction of this center by light of different

polarizations and wavelengths are discussed together with similar results obtained for the –Oi center. These
two centers were established to undergo mutual charge transfer, in which the electron released in the photoion-

ization of the –Oi center is trapped by the –VO center. Irradiation by light with a photon energy below

2.05 eV, which is the ionization threshold of –Oi, reverses this process. In both cases, the absorption cross
section depends on the orientation of the center axis relative to the light polarization vector. As a result, the

–VO and –Oi tetragonal centers in KTaO3 acted upon by polarized light undergo orientation-sensitive
light-induced recharging and the defects with the given charge state are no longer characterized by an equally
probable distribution of the orientations of their axes over the three 〈100〉  directions. This mechanism, which
does not involve real reorientations of the FeTa–VO and FeK–Oi complexes, gives rise, nevertheless, to the align-
ment of the centers along (or at right angles to) the light polarization vector. © 2001 MAIK “Nauka/Interperi-
odica”.
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INTRODUCTION

The effect of symmetry lowering of a photoemul-
sion medium caused by photochemically active polar-
ized light was discovered by Weigert in 1921 [1]. This
phenomenon was known to exist in crystals (KCl,
NaCl, CaF2) as far back as the 1940s and was called the
Weigert effect (see [2] and references therein). It was
described within a phenomenological framework by
Feofilov [2] as orientation-sensitive absorption of
polarized light by low-symmetry defect centers, which
results in the destruction of centers with a specific ori-
entation and, thus, in a decrease in their concentration.
Understanding the microscopic nature of this effect
requires, however, additional studies.

The light-induced alignment of low-symmetry
defect centers may have different origins. According to
the well-known studies of Lüty [3], the alignment of FA
centers in alkali halide crystals is initiated by orienta-
tion-sensitive excitation of the centers with their subse-
quent reorientation in the excited state (i.e., through
halogen vacancy hopping). Another alignment mecha-
nism involving light-induced center recharging was
proposed by Berney and Cowan [4] as operative for the
Fe+–VO centers in SrTiO3. Obviously enough, if a cen-
ter can reside in two charge states, preferential recharg-
ing of specifically oriented centers manifests itself as
alignment.
1063-7834/01/4306- $21.00 © 21059
The above two, essentially different mechanisms of
alignment are illustrated schematically in Fig. 1. It pre-
sents a fragment of a cubic lattice with four axial defect
centers having different orientations and charge states.
Shown on top are, consecutively, (i) selective absorp-
tion of polarized light; (ii) reorientation of the center in
the excited state, in which the barrier can be lower; and
(iii) the final state, in which the positively charged cen-

hν

hν

Excitation,
reorientation Alignment

Ionization,
capture

Alignment without
reorientations

e

Fig. 1. Two mechanisms of axial center alignment under
polarized illumination of a cubic crystal. One can see differ-
ently oriented centers in two charge states, namely, the con-
ventionally neutral and ionized states (specified by the plus
sign).
001 MAIK “Nauka/Interperiodica”
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ters are aligned. The lower part of the figure demon-
strates the second alignment mechanism, in which
selective ionization is followed by photoelectron trap-
ping by a positively charged center. The probabilities of
this trapping by differently oriented centers are usually
equal. Therefore, an anisotropy in the center ionization
brings about preferential destruction1 of specifically
oriented centers and, hence, alignment of the centers.
Note that, in contrast to the first mechanism, the align-
ment does not involve any real reorientations here.2 

In this work, we are dealing with the more complex
situation of the light-induced charge transfer involving
centers of different types, which reveals new, interest-
ing manifestations of the alignment effect. At the same
time, this factor provides more information on the
mechanism of the phenomenon.

The potassium tantalate crystal retains a cubic per-
ovskite-like structure down to very low temperatures.
The iron impurity ion can occupy the sites of both tan-
talum (FeTa) and potassium (FeK), with the deficient or
excess charge being locally compensated by an oxygen
vacancy (VO) or by interstitial oxygen (Oi) to form the
FeK–Oi and FeTa–VO complexes.

The two tetragonal iron centers studied are –Oi

[5, 6] and the –VO center detected recently by us [7].

An ODMR observation of optical alignment of the

–Oi centers was reported by Reyher et al. [8].
Polarized light was found to change substantially the
ratio of the numbers of the above centers with different
orientations; namely, the concentration of the centers
with their tetragonal axis parallel to the electric vector
of incident light (e) increased, while that of the centers
with their axis perpendicular to the vector e decreased.
This observation was interpreted [8] as a result of a

1 In other words, this means the disappearance of centers in the
given charge state.

2 Significantly, in the second case, both charge states are aligned.
This difference can serve as a means of establishing the true
mechanism. However, the EPR method usually permits observa-
tion of only one of the two charge states. In addition, the degree
of alignment of centers in one of the charge states can be substan-
tially lower than that in the other, if the corresponding concentra-
tions differ strongly.

FeK
3+

FeTa
4+

FeK
3+

klight

Sample

[010]

[110][100] H0

y

x θ

Fig. 2. Geometry of the experiment. The magnetic field H0
lies in the (001) plane.
PH
redistribution of the –Oi centers between different
orientational states caused by light-induced hopping of
the interstitial oxygen ion among the six possible posi-
tions. The other possible interpretation, consisting in a
redistribution between different charge states of the
FeK–Oi centers because of their anisotropic light-
induced recharging, was also mentioned in [8], but
rejected.

The EPR investigation of the optical alignment of
the –Oi centers provided additional information
[9], which yielded a decisive argument for establishing
the actual alignment mechanism. The most interesting
results were obtained on reduced samples, in which the

–Oi centers, while being absent in the samples at
thermal equilibrium, form only after illumination as a

result of light-induced recharging from –Oi, the
state not detectable by EPR. These data convincingly
imply the existence of orientation-sensitive photoion-
ization, which manifests itself in the experiment as
alignment of the –Oi centers.

The present paper reports on the observation of
light-induced recharging and optical alignment of the

–VO centers. The kinetics of photogeneration and
photodestruction and the spectral dependence of the
steady-state concentration of these centers were studied
in parallel with those of the –Oi centers. It was
found that both types of the centers are produced in the
same process, namely, in the ionization of the –Oi

center, followed by the trapping of the released electron
by the –VO center.

1. EXPERIMENTAL TECHNIQUE

1.1. Samples

We studied KTaO3 : Fe single crystals grown by
Dr. H. Hesse at the Physical Department of Osnabrück
University, Germany, from a batch containing 1300–
10000 ppm iron. The crystals were seed-pulled in air
from a melt with excess K2O. Rectangular samples,
typically ~10 mm3 in volume, were cut from a single-
crystal boule along the {100} planes and polished to
optical-grade quality.

To change the equilibrium charge state of the defects,
some of the samples were chemically reduced by heating
them in H2 at T = 1000°C for 1–2 h. Another part of the
samples was subjected to oxidizing annealing (heating in
O2 at T = 1000°C for 4 h); the remaining samples were
studied in the as-grown state. It was established that the
samples of the last two groups did not differ from one
another in all characteristics of interest to us (which was
obviously due to the crystals having been grown in an
oxidizing atmosphere), and therefore, these two groups
are referred to subsequently as “oxidized.”
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Fig. 3. Typical EPR spectrum of an oxidized sample of KTaO3 : Fe (10000 ppm). T = 78 K, θ = 43.5°.

FeTa
5+ –VO

FeTa
4+ –VO
1.2. Setup

The types of the iron centers present in a sample
were identified, and the light-induced changes in their
concentrations were measured using a modified
X-range (9.3 GHz) SE/X-2544 spectrometer.

A polaroid film and the sample were attached to the
lower end face of a quartz rod (4 mm in diameter,
270 mm long, end faces being plane and polished),
which served as a light guide. The light from a halogen
incandescent lamp (70 W) passed through an f/1 lens
and a set of cut-off and interference filters, to be
focused on the upper end face of the quartz rod. Argon
and helium–neon lasers were also used. The lower part
of the rod with the sample was mounted in the cold fin-
ger of a nitrogen (or helium) Dewar vessel installed in
the spectrometer cavity. Unpolarized light impinged on
the sample from below, through the Dewar finger bot-
tom. The orientation of the sample relative to the mag-
netic field H0 and to the light wavevector is shown in
Fig. 2.

Special precautions were taken to prevent unwanted
room illumination from falling on the sample (Section 3).

1.3. EPR Spectra

The EPR spectra of oxidized KTaO3 : Fe samples
obtained at the liquid nitrogen temperature consist of a
large number of lines differing in intensity. The stron-
gest of them are due to the well-known iron centers in
KTaO3, namely, the rhombic centers Fe3+ [10] and two

tetragonal centers, –Oi [5, 6] and –VO [7, 11–
13] (Fig. 3). Illumination of the oxidized samples with
visible light at T = 78 K produces a spectrum which is

FeK
3+ FeTa

5+
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much weaker than the above two and exhibits a well-
resolved ligand hyperfine structure. This spectrum was

obtained by us fairly recently and assigned to the –
VO complex [7]. Because of the large initial splitting
(|D| = 4.15 cm–1), the experiment reveals only forbid-
den transitions within the |±1〉  and |±2〉  doublets and
this is what accounts for the weak intensity of the spec-
trum (Fig. 3).

The angular dependence of the fine structure per-
mits observation of individual lines due to the tetrago-
nal centers oriented along the [100], [010], and [001]
crystal axes and investigation of the relative changes in
the concentrations of differently oriented centers. The
most convenient for this problem is the geometry in
which the magnetic field H0 lies in the (001) crystal
plane and is deflected by 1°–2° from the [110] direction
(Fig. 2). In this case, the EPR lines corresponding to
centers with the axes parallel to the [100] and [010]
axes (subsequently referred to as x and y centers) are
seen in magnetic fields close in magnitude and have

about equal intensities (the x and y lines for the –Oi

and –VO centers in Fig. 3).3 When extracting the
center concentrations from the line intensities, small
corrections for the angular dependence of the inte-
grated line intensity were introduced.

3 Note that even in this H0 orientation the initial intensities of the x
and y lines can differ substantially. This is due to the cavity
microwave field becoming strongly distorted when a KTaO3 sam-
ple is introduced (for more details, see [7, Section 1.3]). In this
work, we avoided such situations by properly choosing the sam-
ple shape and dimensions.

FeTa
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FeK
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FeTa
4+
1
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2. CHANGES IN THE THERMODYNAMICALLY 
EQUILIBRIUM CHARGE STATES 

OF TETRAGONAL IRON CENTERS INDUCED 
BY A REDUCING ANNEAL

The thermodynamically equilibrium state of a crys-
tal is attained by slow cooling in the dark from room
temperature to the liquid nitrogen temperature or lower.
One can then assume to a good approximation that the
impurity levels lying below the Fermi level (%F) are
filled completely and those above %F are empty. As a
rule, the Fermi level lies close, to within kT, to one of
the impurity levels (pinned to it). This level is only par-
tially filled. At a low temperature, a defect of a given
type in thermodynamic equilibrium is in either one or
two adjacent charge states. A reducing anneal can
change the charge states of the centers in the negative
sense to make the Fermi level rise.

The table presents data on the presence of various
iron centers in oxidized and reduced samples after their
cooling in the dark from room temperature to 78 K and
after illumination. The illumination was performed in

Presence of tetragonal iron centers in different samples at
equilibrium and after illumination

Center
Sample

oxidized reduced

–Oi Yes No, but forms 
on illumination

–VO No Yes

–VO
No, but forms 
on illumination No

–VO Yes No

FeK
3+

FeTa
3+

FeTa
4+

FeTa
5+

Fe3+
Ta–VO

Fe4+
Ta–VO

Fe5+
Ta–VO

Fe2+
K –Oi

Fe3+
K –Oi

Traps
In the reduced
sample Fermi
energy level

lies about here

In the oxidized
sample Fermi
energy level

is pinned
to this level

Fig. 4. Charge states of the two tetragonal complexes in
KTaO3 vs. Fermi level position. Dashed lines indicate the
Fermi level for oxidized (bottom) and reduced (top) sam-
ples. Not drawn to scale.
P

the blue–green region; near IR light produces the oppo-
site effect. The spectral features of the recharging are
discussed in more detail later. Note that the Fe ion in the
FeTa–VO tetragonal complex can be in one of three
charge states, with all of them detectable by EPR.

An analysis of these data based on the above consid-
erations permits one to draw a diagram of the levels
associated with the tetragonal iron centers in KTaO3
(Fig. 4). The solid horizontal lines here separate regions
of different equilibrium charge states and, at the same
time, indicate the position of the impurity levels
involved in the impurity  band charge-transfer
transitions.

3. LIGHT-INDUCED RECHARGING 
OF THE FeTa–VO AND FeΚ–Oi 
TETRAGONAL COMPLEXES

As follows from the table, oxidized samples do not
originally contain the –VO centers, but they can be
created by illumination in the blue–green spectral
region. In the dark at a low temperature,4 the concentra-
tion of the centers produced in this way remains con-
stant indefinitely.

3.1. Independence of the Steady-State Center 
Concentration from the Illumination Intensity

The concentration of light-induced centers
increases with time and tends to a steady-state value
(Fig. 5). The growth kinetics depends only on the expo-
sure (i.e., intensity times time). In other words, the
intensity of the light generating the centers affects nei-
ther the course of the curve (Fig. 5) nor the steady-state
concentration reached.

This behavior implies that the steady-state center
concentration is a result of competition between the
creation and destruction processes, the efficiency of
each of them being proportional to the light intensity.
Because the light-induced changes in the concentra-
tions persist in the dark (at a low temperature), by cre-
ation and destruction one should understand complex
processes including both the photoexcitation of the car-
rier and its subsequent trapping by another center. Sec-
tion 6 presents rate equations describing recharging
whose solutions possess the required properties.

The independence of the steady-state center concen-
tration from the light intensity has an important meth-
odological implication; namely, even a very weak stray
illumination penetrating through slits in the microwave
cavity will eventually produce the same concentration
of the centers as the one created by the laser beam inci-
dent on the sample. Therefore, one has to thoroughly
screen the instrument from extraneous light sources.

4 Here and subsequently, by “low” we understand the liquid nitro-
gen or lower temperatures.
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3.2. Spectral Dependence of Steady-State 
Concentrations

At the same time, the steady-state concentration
exhibits a dependence on the light wavelength (circles
in Fig. 6) with a spectral threshold of 2.05 ± 0.10 eV;
light with photon energies above this threshold creates
centers, otherwise it destroys them by releasing the
trapped electrons.

We reported earlier [9] on a similar behavior of the
–Oi centers in reduced KTaO3 : Fe samples. The

creation of the –Oi centers was related [9] to the

photoionization of the –Oi centers followed by
electron capture by other centers representing relatively
deep traps. The spectral dependence of the concentra-
tion of this center (triangles in Fig. 6) also revealed a
threshold energy which was identified with the photo-
ionization threshold of the –Oi centers or, in other

words, with the position of the –Oi impurity
level relative to the conduction-band bottom.

Note the equality of the spectral thresholds for these
two centers, which implies that they undergo recharg-
ing in the same process. We believe that the mechanism
of creation of the –VO centers in oxidized samples

is in some sense opposite to that of the –Oi centers

in reduced samples. The –VO centers are created
through the capture of optically excited free electrons
by the –VO centers. Most of the photoelectrons are

produced in the ionization of the –Oi centers

present in oxidized samples together with the –Oi

centers. Thus, the threshold in the spectral dependence
of the –VO concentration is determined by the char-
acteristic energy of another center, namely, by the pho-
toionization energy of –Oi.

Studies of the iron center recharging by polarized
light provide support for the above mechanisms to be
operative.

3.3. Manifestation of Light-Induced Recharging
in Different Samples

Recall that a strong spectral dependence of the
–Oi steady-state concentration (open triangles in

Fig. 6) is observed only in reduced samples. It is prac-
tically absent in all oxidized samples, with the changes
not in excess of 10%. For a weakly reduced sample, this
dependence is exemplified with diamonds in Fig. 6.

Quantitatively significant manifestations of the
recharging processes can obviously be different in sam-
ples differing in the concentration ratios of defects and in
their equilibrium charge states. Nevertheless, it should
be stressed that in oxidized samples too, –Oi photo-
ionization becomes initiated as soon as the photon
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energy exceeds the corresponding threshold (2.05 eV).
Although this process does not change the –Oi and

–Oi concentrations substantially, it can act as the
main source of photoelectrons, become manifest in
photocurrent excitation spectra (see Section 7), and
initiate recharging in other centers (for instance, the

–VO  –VO process by electron trapping).

4. CENTER ALIGNMENT BY POLARIZED LIGHT

Illumination of the KTaO3 : Fe cubic crystal by
unpolarized light (λ = 454.5 nm, k || [001], see Fig. 2)
creates equal concentrations mx and my of the –VO
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centers oriented along the x and y crystal axes, respec-
tively. However, polarized illumination brings about a
substantial redistribution between mx and my (Fig. 7).
More specifically, if the light polarization vector is par-
allel to y, the centers become partially aligned along the
same axis, my > mx = mz.

The alignment can conveniently be characterized by
an alignment factor

 

where Ix and Iy are the integrated intensities of the cor-
responding EPR lines corrected in accordance with the
transition probabilities.

For the experiment depicted in Fig. 7c, Am ≈ 0.2,
which corresponds to the ratio my/mx ≈ 1.5.

In the same experiment, the –Oi centers, which
were initially present in the oxidized sample, also
undergo alignment (Fig. 8). For the experiment speci-
fied by the dotted line in Fig. 8, ny ≈ 3nx ≈ 3nz, which
corresponds to An ≈ 0.5.

The alignment produced by polarized light persists
in the dark indefinitely at 78 K or at a lower tempera-
ture. This effect is also observed at 4.2 K, with both the
degree of alignment and the typical exposure required
to reach steady-state alignment being approximately
the same.

Am

my mx–
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-------------------
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Iy Ix+
--------------,= =
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Fig. 7. Optical alignment of the –VO centers in KTaO3.
One sees a fragment of the EPR spectrum, which contains
two lines (with a ligand hyperfine structure) corresponding
to the |+1〉   |–1〉  transitions in the x- and y-oriented cen-
ters. (a) On illumination with unpolarized light; (b) on illu-
mination with e || x; and (c), the same for e || y. T = 78 K,
λ = 454.5 nm, and θ = 43.5°.
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5. KINETICS OF RECHARGING 
AND ALIGNMENT

Studies of the light-induced recharging showed that
the steady-state concentrations are determined by the
dynamic equilibrium setting in between the competing
processes of the creation and destruction of the
observed center charge state. Hence, an anisotropy of
either of these processes under polarized light illumina-
tion can produce anisotropy in the steady-state concen-
trations. Which of the processes is anisotropic can be
determined by studying the kinetics of the alignment,
provided these processes play different parts in the dif-
ferent kinetics stages. For instance, in the initial stage
of the center creation there is no destruction, because
there is nothing to be destroyed.

5.1. Creation of –VO Centers 
by Polarized Violet Light

Figure 9a (filled circles and squares) presents the
evolution of the concentration of x- and y-oriented

–VO centers created by light with e || y polarization.
Before the experiment, the sample was cooled in the
dark. One readily sees that the my /mx ratio is close to
unity for the first several points, then grows, and tends
to the limit of my /mx ≈ 1.5 with Am ≈ 0.2 (filled triangles
in Fig. 9).

This experiment gives one grounds to maintain that
the –VO centers are created isotropically and, most
likely, are due to the capture of free photoexcited elec-
trons by the available –VO centers, whereas their
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Fig. 8. Optical alignment of the –Oi centers in KTaO3.
Top: EPR spectrum taken after cooling the crystal in the
dark. Bottom: the spectra measured after illumination with
different directions of polarization. The other conditions are
the same as in Fig. 7.
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alignment sets in as dynamic equilibrium is reached
and is due to the anisotropy of the destruction process,
which consists in the ionization of the –

 

V

 

O

 

 centers
thus created (see the diagram in Fig. 10). The ionization
cross section of centers with the axis parallel to the
polarization vector (

 

σ

 

||

 

) is smaller than that for the cen-
ters whose axis is perpendicular to this vector (

 

σ

 

⊥

 

).

 

5.2. Destruction of –V
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 Centers 
by Polarized Red Light

 

Another means of separating the processes consists
in using red light. First, one creates equal concentra-
tions 
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 = 
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 of the –
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 centers by violet light
depolarized in the (

 

xy

 

) plane, after which 

 

y

 

-polarized
red light is turned on. If the proposed model is correct,
then the decrease in 
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 and 
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 should be accompanied
by alignment with 
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 > 

 

m

 

x

 

 because the ionization of
centers with the axis perpendicular to the polarization
vector is more efficient (see diagram in Fig. 11a). The
corresponding experiment shows this to indeed be the
case (Fig. 12).

 

5.3. Kinetics of Light-Induced Recharging 
of –Oi Centers 

Similar experiments performed on the –Oi cen-
ters in a reduced sample yield opposite results. Polar-
ized destroying light does not affect the relative magni-
tude of nx and ny (Fig. 13). This difference can be

accounted for by the fact that the –VO centers are

destroyed by photoionization, whereas the –Oi

centers are destroyed by trapping a photoexcited carrier
(see diagram in Fig. 11b).

Another difference consists in that the creation of
the –Oi centers in a reduced sample is anisotropic,
starting from the lowest exposures (Fig. 14). This is
accounted for by the fact that the –Oi centers are

created by photoionization, while the –VO forma-
tion is due to the trapping of a photoexcited carrier.

The kinetics of –Oi production in a reduced
sample has a complex character; namely, the alignment
factor reverses its sign (Fig. 14). In oxidized samples,
where the –Oi centers are initially present in sub-
stantial concentrations, the alignment factor increases
from zero to +0.56 for e || y without reversing its sign
(open symbols in Fig. 9). These observations imply the
existence of two alignment mechanisms, with one of
them becoming dominant above a certain concentration
of the –Oi centers. We believe that this occurs
because of optical electron transfer from the valence
band to the –Oi centers (Fig. 15). Both transfer pro-

cesses have anisotropy of the same sign (  >  and
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 > ), but they act in the opposite sense on the

–Oi concentration and, therefore, they produce
alignments of opposite signs.

It appears appropriate to consider here the transi-
tions between the impurity state and both electronic
bands of the crystal in parallel. The point is that, in
accordance with the Born–Haber thermodynamic cycle
[14, 15], the sum of the threshold energies for –Oi

photoionization (electron transfer from –Oi to the
conduction band) and for the electron transfer from the
valence band to the –Oi center should be exactly
equal to the band-gap energy Eg. Knowing the band-
gap width and one of the recharging thresholds, one can
estimate the other threshold. Estimates made for KTaO3
yield Eg = 3.6–3.8 eV [16, 17]. Thus, the spectral
threshold for electron transfer from the valence band to

–Oi can be estimated as 1.45–1.85 eV, and, hence,
illumination with a photon energy in excess of 2.05 eV
can initiate both processes.

It should be noted that any experimental manifesta-
tion of recharging is, in principle, possible only if the
excitation energy exceeds the true threshold involved in
the Born–Haber cycle. In particular, this also holds for
the 2.05-eV threshold estimated in experiments on the
photoionization of –Oi. Summing up, it can be

maintained that the –Oi level (see Fig. 15) lies
very close to the band midgap in KTaO3 and that both
recharging processes have approximately equal spec-
tral thresholds.

6. GENERAL SCHEME AND RATE EQUATIONS

Figure 15 proposes a general diagram of levels and
transitions associated with the tetragonal iron centers in
KTaO3, all of whose elements have been discussed
above in connection with the key experiments.

The single-electron band diagram of KTaO3 shows
the impurity levels of the differently oriented FeTa–VO
and FeK–Oi complexes (for the sake of simplicity, the
centers parallel to the z axis were dropped but naturally
were included in the differential equations below).

For the FeTa–VO complex, the –VO level
involved in the processes occurring in oxidized samples
is shown. In reduced samples, one should instead con-

sider the –VO level (Fig. 4). However, the –
VO concentration does not change under illumination,
so that this complex does not apparently affect the pat-
tern of the recharging noticeably.5 Therefore, we

5 This can occur, for instance, in the limiting case in which the

–VO level is filled completely and its electron trapping

coefficient is large compared to those for other centers.
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neglected a part of the diagram when analyzing the
recharging kinetics in reduced samples.

The diagram arbitrarily shows a trap level. We do
not know its nature and depth, and it can, quite possibly,
be assigned to several levels due to different centers. In
that case, the photoionization cross section and the
trapping coefficient are some averaged effective values.

The charge exchange kinetics in such a system is
described by the coupled differential equations

 (1)

(2)

 (3)

 (4)

 (5)

 (6)

 (7)

 (8)

 (9)

d
dt
-----nx t( ) σ1

||Px σ1
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=  – σ3
||Px σ3
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3
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  ,+

d
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||Py σ3
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3
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d
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3
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d
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d
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-----h t( ) σ2
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||Py σ2
⊥+ Px( )ny t( )+=

+ σ2
⊥ Px Py+( )nz t( ) βnh t( ) N nx t( )– ny t( )– nz t( )–( )– ,
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where nx(t), ny(t), and nz(t) are the concentrations of the

–Oi centers oriented along the corresponding axes;
N is the total concentration of the FeK–Oi complexes in
both charge states; mx(t), my(t), and mz(t) are the con-
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centrations of the –VO centers oriented along the
corresponding axes; M is the total concentration of the
FeTa–VO complexes in both charge states; c(t) is the
concentration of the trapped electrons; C is the total
concentration of empty and filled traps; e(t) and h(t) are
the free electron and hole concentrations, respectively;
αn, αm, and αc are the electron trapping coefficients by

–Oi, –VO, and by the traps, respectively; βn is

the hole trapping coefficient by –Oi;  and 
(i = 1, 2, 3) are the absorption cross sections for photo-
ionization transitions for light polarized parallel and
perpendicular to the center axis, respectively; σc is the
absorption coefficient for photoionization of a filled
trap; and Px and Py are the flux densities of photons with
polarizations along the corresponding axes. Each term
in the right-hand part of Eqs. (1)–(8) corresponds to one
of the transitions in the diagram of Fig. 15. Equation (9)
is the charge conservation law.

The curves in Figs. 9 and 12–14 are the solutions of
these coupled rate equations for the following set of
parameters:

 

 

 

 

 

 

 (10)

 

 

 

Note that some of these values, for instance, /  =
2.3, follow directly from the experiment and, thus, are
not fitting parameters for the inverse problem. Addi-
tionally, some parameters enter only in ratios to one
another. For instance, the absolute values of the trap-
ping coefficients do not affect the solution within a rea-
sonable range of their variation and the values of the
concentrations N, M, and C influence only the normal-
ization of the solutions.
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As can be seen from Figs. 9 and 12–14, the solution
of Eqs. (1)–(9) with the parameters in Eq. (10) is in
fairly good agreement with the experiment, although
the model is certainly oversimplified. We do not con-
sider, for instance, the wavelength dependence of the

/  anisotropy and disregard the existence of other
centers; in particular, only one trap level is taken into
account.

The solutions obtained suggest the independence of
the steady-state center concentration from the intensity
of the light that created them. Moreover, the kinetics is
a function of exposure, in agreement with the experi-
ment (see Section 3.1). By and large, such properties
are observed if the recharging kinetics is described by
differential equations in which all terms in the right-
hand part are linear functions of P:

 (11)

where A and B depend on the running concentrations of
the various centers taking part in the recharging, but do
not depend on P. In this case, P does not enter steady-
state solutions and the kinetics can be presented as a
function of the exposure tP.

In our case, Eqs. (1)–(9) contain both terms linear in
P, which describe impurity–band single-photon transi-
tions and the P-independent terms relating to the free-
carrier trapping. It can be shown, however, that
Eqs. (1)–(9) can be reduced to Eq. (11) in the adiabatic
approximation, which considers the free carriers as a
fast-relaxing subsystem. In this case, for the parameters
chosen here, the numerical solutions of the approxi-
mate system of equations coincide with those of
Eqs. (1)–(9).

The solutions of Eqs. (1)–(9) with the parameters in
Eq. (10) obtained for steady-state concentrations n(∞)
under red and violet unpolarized illumination agree
with the experiment (Fig. 6) in the sense that the spec-
tral dependence of the steady-state concentrations
depends on the initial filling of the impurity levels by
electrons. More specifically, for ni(0) = 0 (i = x, y, z)
(reduced sample), we have ni(∞) = 0 for the red light
and ni(∞) ≈ 0.06(N/3) for the violet light, while for
ni(0) = 0.4(N/3) (oxidized sample), ni(∞) practically
does not change under illumination.

The experimentally observed absence of alignment
and of a noticeable change in the –VO concentra-
tion is accounted for by the fact that only a small part
of these complexes changes their charge state to –
VO. Our estimates of the value of m/M are in agreement
with the calculated figure m/M ≈ 0.003.

Note that the set of parameters in Eq. (10) is not the
only one providing a good fit to the experiment. We did
not plan determination of the transition parameters by a
method so indirect as this one and based on such a sim-
plified model. We intended only to show that our
model, which draws on a qualitative analysis of spe-
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d
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cially designed experiments, is capable of yielding a
fairly good quantitative description for some reason-
able values of the parameters.

7. OPTICAL ABSORPTION
AND PHOTOCONDUCTIVITY

The optical charge-transfer transitions considered
above will contribute to the absorption spectrum. The
absorption spectrum obtained by us reproduces, in its
main features, the one presented in [8]. While the
weakly structured spectrum in [8] is divided into three
symmetric bands, we would like to focus attention on
its long-wavelength edge with a small step occurring
exactly at 600 nm (2.05 eV). The absorption coefficient
calculated from Eq. (10) is determined primarily by
n(∞)  and is found to be less than or of the order of
the measured one (the error of calculation is due to that
of the determination of the center concentrations). In
reduced samples, the absorption coefficient at 455 nm
is a few times smaller than that in the oxidized ones,
which likewise is in agreement with the values of n(∞)
calculated for different samples.

Note that mutual recharging among centers of dif-
ferent types (whose positions in a crystal are hardly cor-
related) serves in itself as a convincing argument for
spatial electron transfer. A more weighty argument,
however, is the observation of the contribution of these
processes to the photoconductivity.

Photoelectric studies revealed noticeable photocon-
ductivity in KTaO3 : Fe crystals starting from excita-
tion energies ~1.5 eV, as evident from Fig. 16 display-
ing photocurrent excitation spectra of an oxidized and
a reduced sample. These spectra consist of several
broad overlapping bands6 and a relatively narrow (less
than 0.1 eV broad) peak at ~3.6 eV.

A significant feature of the spectra in Fig. 16 is the
broad band with a low-energy threshold near 2 eV,
which is strong in the spectrum of the reduced sample
(note the log scale on the ordinate axis) and can be seen
in the spectrum of the oxidized sample. The low-energy
threshold of this band is very close to the spectral
threshold of the –Oi  –Oi light-induced
recharging at 2.05 eV, which was found in studies of the
light-induced recharging of centers (Fig. 6). Moreover,
the substantially higher intensity of this band in the
photoconductivity spectrum of the reduced sample cor-
relates well with the ratio of the two charge states,

–Oi and –Oi, in the reduced and oxidized sam-

ples.7 Thus, the EPR results on the –Oi  –Oi

6 At energies above 3.5 eV, the shape of the spectra can be distorted
markedly by strong light absorption in samples near the KTaO3
fundamental absorption edge.

7 Considered in terms of a simple model, the photocurrent is pro-
portional to the concentration ratio of the filled and empty states
of the impurity level responsible for the photoconductivity (see,
e.g., [18, 19]).
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light-induced recharging find validation in the photo-
current excitation spectra.

The photoconductivity feature peaking at about
3.6 eV can be due to excitons [20]. In the fairly strong
electric field of 10 kV/cm, in which the measurements
were carried out, the exciton dissociates [21, 22] and
contributes to the photocurrent. As the field is lowered
the peak weakens and virtually disappears in fields of
~0.5 kV/cm, which substantiates this interpretation.

8. DISCUSSION OF THE POSSIBLE ROLE 
OF REAL REORIENTATIONS

As follows from the above, the totality of the exper-
imental observations accumulated thus far allows a
self-consistent interpretation based on anisotropic
light-induced recharging of axial iron centers in
KTaO3, which does not invoke the processes of light-
induced center reorientation. Moreover, an explanation
of the observed effects which does not include anisotro-
pic light-induced recharging appears to be impossible.
As for the possible role of light-induced reorientations
in the alignment process, one can speak here only on
some manifestations of light-induced reorientation
capable of contributing to the effects associated with
anisotropic light-induced recharging.8 

Reorientation of ground-state –Oi centers for
T > 100 K in the absence of illumination was reported
to occur in a number of publications. This result was
obtained in [27] (see also [26]) by measuring the
destruction rate of the center alignment in the dark
(from observation of the linear dichroism), which was
produced preliminarily by polarized light. In [28], the
conclusion of thermal center reorientation was drawn
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Fig. 16. Photoconductivity spectra of KTaO3 : Fe for sam-
ples of the two types. The photocurrent is normalized to the
incident photon flux.
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from a comparison of the results obtained by studying
the dielectric losses and temperature-induced EPR line
broadening of the center in question. Finally, our recent
publication [29] reported the orientation of the –Oi

dipole centers by an external electric field. By [27, 28],
the activation energy is 0.34 eV and extrapolating the
data of [27, 28] to T = 78 K yields ~10–9 s–1 for the
reorientation rate, in full agreement with the absence of
any changes in the center concentrations at T = 78 K in
the dark.

When the centers are in the excited state, the barriers
can naturally be lower than in the ground state [3].
However, the observed independence of the alignment
effect from temperature within the range from 4.2 to
78 K (see Section 4 and [9]) casts doubt on any inter-
pretation of the effect involving temperature-dependent
processes (e.g., such as the over-barrier hopping in an
excited center discussed in [3]). In addition, the short
excited-state lifetime should also constrain very
strongly the manifestation of over-barrier hopping in
experiments. As for the total absence of any barrier in
the excited state, which would give rise to temperature-
independent reorientation under optical excitation [3],
this situation appears extremely unlikely for centers
whose reorientation consists in a change in the position
of an interstitial oxygen ion by a few angstroms.

In principle, centers can undergo reorientation in the
course of light-induced recharging. An illustration is

the –Oi reorientation in the course of the –Oi

photoionization, as suggested in [25, 26]. In our opin-
ion, reorientation of a center capturing an electron or a
hole in the course of nonradiative relaxation, accompa-
nied by an energy release of ~2 eV, is also possible and
even preferable.

In all the above models, however, the rate of opti-
cally induced reorientation depends strongly on the
individual parameters of the center and it can be
expected to differ by orders of magnitude for the –

Oi and –Oi centers differing so markedly in struc-
ture. At the same time, the experiment shows that the
characteristic alignment rates of these two types of cen-
ters are fairly similar (Fig. 9) and, more significantly,

8 In [23–26], the dominant role of light-induced reorientations in

the alignment of the –Oi centers is declared. It becomes clear
from [26], however, that the equations used in [23–26] describe,
as in [9], anisotropic light-induced recharging of the FeΚ–Oi cen-
ters involving both electronic bands of KTaO3, complemented by

the –Oi reorientation due to the photoionization of –Oi.
It appears puzzling why this mechanism of alignment was called
in [25, 26] “intracenter reorientation accompanied by recharg-
ing,” whereas, in accordance with the equations presented in [26],
the only factor necessary for the alignment to occur is the anisot-
ropy in light-induced recharging, so that under isotropic light-

induced recharging, no –Oi alignment should be observed

altogether, despite the –Oi reorientation.
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that the total concentrations of differently oriented cen-
ters vary on the same time scale (Figs. 9, 12, and 14).

The above suggests that an analysis of an additional
mechanism, namely, light-induced defect reorientation,
besides the undoubtedly operative mechanism of defect
alignment involving their anisotropic photoionization,
can be accepted as reasonable only if convincing exper-
imental evidence in favor of such a consideration
appears.

One of the attempts in this direction was made by us
in an experiment in which we looked for the –Oi

orientation in a sample acted upon simultaneously by
violet light and a dc electric field E = 55 kV/cm at T =
78 K. Excitation of the centers by light could, in princi-
ple, create favorable conditions for their reorientation.
The experiment yielded, however, a negative result, in
that no orientation of the centers was detected.

9. CONCLUSION

Thus, the –VO and –Oi tetragonal centers in
KTaO3 acted upon by polarized light undergo orienta-
tion-dependent light-induced recharging, as a result of
which the distribution of the orientations of the axes of
defects in the given charge state over the three 〈100〉
directions becomes no longer equally probable. This
mechanism, which does not include real reorientations
of the FeTa–VO and FeΚ–Oi complexes, gives rise, nev-
ertheless, to the alignment of the centers along (or per-
pendicular) to the light polarization vector.

This mechanism appears to be of a fairly general
nature. Indeed, it does not contain any specific micro-
scopic mechanisms inherent in the systems under study
here and is based only on light-induced charge transfer
between defect centers and the crystal lattice. This
transfer inevitably occurs when the incident photon
energy exceeds a certain threshold. Generally speaking,
anisotropic defects always exhibit an anisotropy in the
corresponding absorption cross sections. The magni-
tude of the effect depends naturally on many micro-
scopic parameters. Nevertheless, we have seen that the
possibility of optical alignment of anisotropic defects
should never be overlooked when considering any pro-
cess including light-induced charge transfer.
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Abstract—The electron absorption spectrum of thin stochiometric Ag2CdI4 films produced by thermal vacuum
deposition on a quartz substrate in is investigated. The spectrum shape is sensitive to the method of preparation
(the substrate temperature and deposition rate). Under optimal preparation conditions, the films are free of AgI
and CdI2 impurities and the fundamental absorption edge is at 3.28 eV. The long-wavelength exciton A band at
3.31 eV (90 K) is associated with the excitation of excitons in the AgI sublattice of the compound. An investigation
of the temperature dependence of the spectral position and half-width of the A band in the range 90–430 K
revealed that the exciton–phonon interaction makes the major contribution to the broadening of the band at
T ≤ 360 K. At higher temperatures, the contribution associated with the generation of Frenkel defects with acti-
vation energy UF = 0.200 ± 0.025 eV appears. © 2001 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

At low temperatures, the Ag2CdI4 compound is
isostructural to the Ag2HgI4 compound [1, 2] and has
a tetragonal lattice with parameters a = 0.635 nm and
c = 1.270 nm [3, 4]. It has been established that a sharp
jump in the conductivity at 50°C and a first-order phase
transition with the formation of a cubic lattice with a
completely disordered cation sublattice accompany the
transition of Ag2HgI4 into the superionic state. In con-
trast to Ag2HgI4, the data on the transition of Ag2CdI4

into the superionic state are contradictory. For example,
according to [3], a smooth increase in the ion conduc-
tivity of alloyed Ag2CdI4 samples by three orders of
magnitude is observed in the range 80–120°C (with a

maximum of  being near 115°C) and is

accompanied by the appearance of the hexagonal phase
(β' phase) with a = 0.896 nm and c = 1.462 nm. How-
ever, the authors of [3, 4] do not exclude the appearance
of new phases (β-AgI, CdI2) in this temperature range
due to partial decomposition of the compound. At the
same time, in accordance with [5] (thin Ag2CdI4 films),
the transition into a superionic phase occurs at 80°C
and is accompanied by a discontinuity in the slope of
the dependence of  on T–1 as the

 is decreased for T > 80°C.

To study the electronic fundamental absorption
spectrum, it is appropriate to use thin Ag2CdI4 films
whose crystal structures have been investigated by x-
ray diffractograms [5] and the electron-diffraction
method [6, 7]. The results of those studies are also a

d σ T( )log[ ]
dT

-----------------------------

σ T( )T[ ]log
d σ T( )log[ ]

dT
-----------------------------
1063-7834/01/4306- $21.00 © 1072
subject of controversy. For example, according to [5],
the crystal lattice of thin Ag2CdI4 films does not differ
from that of bulk samples, and, at 393 K, the films pos-
sess a tetragonal lattice with the aforementioned param-
eters. More recent investigations [6, 7] indicate that a
hexagonal lattice with a = 0.548 nm and c = 0.753 nm
forms in films at 290 K. According to those data, a
phase transition into a cubic lattice with a = 0.505 nm
occurs at 380 K.

The electron absorption spectrum of the Ag2CdI4

films was investigated in [5, 6, 8], but the data vary
between different authors. According to [5, 6], the fun-
damental absorption edge of Ag2CdI4 is at λ ≈ 440 nm
and the longest wavelength band at 423 nm is attributed
to the forbidden transition 4d10  4d95s in the
Ag+ ion of the compound. Contrarily, in films made by
diffusion synthesis from multilayer structures consist-
ing of AgI and CdI2 films, the fundamental absorption
edge was at 380 nm [8]; a narrow exciton band at
372 nm was observed at 80 K. Longer wavelength
bands have not been found in stochiometric Ag2CdI4

films.

The contradictory data on the conductivity, structure,
and optical spectra indicate that further investigations of
the Ag2CdI4 compound are necessary. In the present
paper, the optical spectrum of thin stochiometric
Ag2CdI4 films produced by different methods was stud-
ied. The temperature dependence of the spectral position
and the half-width of the long-wavelength exciton band
were also investigated in the range 80–430 K.
2001 MAIK “Nauka/Interperiodica”
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2. PREPARATION TECHNIQUE 
AND STRUCTURE OF THIN Ag2CdI4 FILMS

The 100-nm-thick Ag2CdI4 films were produced by
vacuum evaporation of a mixture of AgI and CdI2 pow-
ders at a given molar content (2AgI : CdI2) on quartz
substrates heated to 80°C. The choice of the substrate
was determined by its transparency in the UV range
and by its absorption spectrum over a wide temperature
interval (up to 160°C). The phase diagram [3, 4] indi-
cates the existence of the pure Ag2CdI4 phase in a nar-
row range of AgI concentrations (0.63–0.67); this cir-
cumstance determined the choice of the mixture con-
tent. On heating the evaporator, the powder mixture
sublimates without preliminary formation of an alloy. It
is established that the films of the pure phase are
formed at low deposition rates (v  ≈ 100 nm/min). An
increase in the evaporator temperature and in the depo-
sition rate for the same content of the mixture gave rise
to the appearance of the excess AgI phase. The optimal
value of the substrate temperature (Ts = 80°C) is deter-
mined by the fact that a noticeable scattering appears in
the films at T ≥ 100°C and, at Ts < 80°C, the exciton
bands broaden.

After the preparation of the films, their phase con-
tent was determined from absorption spectra and elec-
tron-diffraction patterns. The appearance of an addi-
tional band at 2.7–3.2 eV, whose edge is at 2.8 eV (λ ≈
440 nm), clearly indicates the appearance of the AgI
PHYSICS OF THE SOLID STATE      Vol. 43      No. 6      200
phase. This band corresponds to the diffuse electron
band of β-AgI (λmax ≈ 423 nm). At low deposition rates,
this band is absent (Figs. 1a, 1b). The electron-diffrac-
tion patterns of the films fabricated at low deposition
rates confirm the formation of the Ag2CdI4 tetragonal
structure (the values of the interband distances are in
good agreement with those reported in [3, 5]) and indi-
cate the absence of the additional AgI and CdI2 phases.

3. THE ABSORPTION SPECTRUM 
OF THIN Ag2CdI4 FILMS

The absorption spectrum of the Ag2CdI4 films was
measured using a SF-46 spectrophotometer in the
energy range 2–6 eV at 90–430 K. In general, the elec-
tronic fundamental absorption spectrum is similar to
the earlier obtained spectra of Ag2CdI4 films produced
by other methods [8]. The intensive exciton A-band
lying near the edge of the direct-interband transitions is
observed in the spectrum at 3.31 eV. At the liquid-nitro-
gen temperature, the band splits into two bands (A0 and
A1 bands, ∆E ≈ 0.02 eV), probably because of the ther-
mal stress due to the difference between the linear
expansion coefficients of the film and substrate. The
spectral position of the A band is close to the position
of the long-wavelength exciton bands of other triple
compounds containing Ag, such as MeAg4I5 (Me: K,
Rb, NH4) [9–11], in which, as in Ag2CdI4, the Ag+ ions
(a)
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A1 A2
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Fig. 1. Absorption spectra (a) of thin Ag2CdI4 films containing the AgI phase as an impurity and (b) of stochiometric thin Ag2CdI4
films. T = 293 (1) and 90 K (2). Curve 3 is the absorption spectrum of a thin CdI2 film.
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are situated in the I tetrahedra. For this reason, the A
band can be attributed to the excitation of excitons in
the AgI sublattice of the compound [8]. The aforemen-
tioned absence of the band at λ = 423 nm (2.92 eV)
indicates that the absorption spectra of the Ag2CdI4

films highly enriched by the β-AgI phase were studied
in [5, 6]. In those papers, the intensity of the band at
2.92 eV was found to be approximately equal to the
intensity of the A band. For this reason, it should be
supposed that the hexagonal phase revealed in [6, 7]
actually corresponds to β-AgI, rather than to Ag2CdI4.
The coincidence of the parameters of the “new” phase
with those of the β-AgI phase and the phase transition
of β-AgI into the cubic α phase with lattice parameters
a = 0.505 nm [6, 7] also support this conclusion.

The steplike X1 and X2 bands are also observed at
4.02 and 4.60 eV, respectively, on the background of
the continuous spectrum of the interband absorption,
which sharply increases with the photon energy
(Figs. 1a, 1b). A comparison with the spectrum of a
CdI2 film of approximately the same thickness (Fig. 1b)
indicates that the spectral positions of these bands coin-
cide with those of the X1 and X2 bands in CdI2, despite
the fact that electron-diffraction studies do not reveal an
excess of the CdI2 phase in the Ag2CdI4 films. The
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Fig. 2. Temperature dependence of (a) the spectral position
Em(T) and (b) halfwidth Γ(T) of the long-wavelength exci-
ton A band in Ag2CdI4. 1 is the dependence Γex–ph(T) calcu-
lated by Eq. (2); 1' is the experimental values of Γ(T); 2 is
ΓF calculated by Eq. (3) with the value UF = 0.2 eV, and 2'
is the values of ΓF calculated from Eq. (4).
P

sharp increase in the absorption at 4.0–5.2 eV typical of
CdI2 is also retained. Apparently, the excitation of exci-
tons in the CdI sublattice of the compound leads to the
appearance of the X1 and X2 bands in the spectrum of
Ag2CdI4. It should be noted that the complicated struc-
ture typical of CdI2 is partially retained in the tetragonal
Ag2CdI4 lattice.

4. THE TEMPERATURE DEPENDENCE 
OF THE PARAMETERS 

OF THE EXCITON A BAND

With increasing temperature, the exciton A band
broadens and shifts into the low-frequency region and
its splitting into components disappears. To determine
the temperature dependence of the spectral position Em

and half-width Γ of the band, we separated the A band
from the edge of the interband absorption using a
method [12] that takes into account the multiple reflec-
tion and interference in the film. The band was approx-
imated by a mixed symmetric contour composed of
Gaussian and Lorentzian components. The band was
separated by attaining the best fit of its long-wave-
length slope to the calculated dependence. The Em(T)
and Γ(T) dependences were determined in the range
90–430 K covering the possible phase transitions
reported in [3–5]. At temperatures from 90 to 380 K,
the A band shifts in proportion to the temperature into
the low-frequency region (Fig. 2a):

 (1)

where (T0) = –2.8 × 10–4 eV/K and T0 = 90 K. The

temperature dependence Em(T) is similar to those for
other AgI-type dielectrics and is determined by the
exciton–phonon interaction. At T > 380 K, the slope of
the dependence Em(T) increases, and, in the range 380–

430 K, we have  = –4.8 × 10–4 eV/K. The transi-

tion of Ag2CdI4 into the hexagonal β' phase, whose
appearance at 115°C was pointed out in [3, 4], is a pos-
sible cause of the change in the slope. However, this
transition is not accompanied by a jump in Em(T) within
the narrow temperature interval typical of MeAg4I5-like
superionic compounds, which, probably, indicates the
absence of the first-type phase transition.

With increasing temperature, the half-width of the
A band grows nonlinearly from 0.065 (90 K) to 0.28
(434 K) [see Fig. 2b]. In ionic crystals and, in particu-
lar, in superionic conductors, the temperature depen-
dence of Γ is determined by two factors: by the interac-
tion between the excitons and vibrations of the crystal
lattice and by the scattering of the excitons by fluctua-
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tions in the internal electric fields arising because of the
generation of Frenkel defects [13].

In ionic crystals, the longitudinal optical phonons
make the major contribution to the half-width associ-
ated with the exciton–phonon interaction. The temper-
ature dependence Γex–ph(T) is closely approximated by
the dependence [14]

 (2)

where Γ(0) is the residual broadening determined by
the internal stresses in the film and by uncontrollable
impurities; the second term in Eq. (2) is due to the exci-
ton scattering by the LO phonons; and nph =

 is the distribution function of the LO

phonons. When analyzing the Γex–ph(T) dependence, we
used the value "ωLO = 15.6 eV found in [15] from the
phonon IR spectra of the Ag–I bond, taking into account
that the A band belongs to the AgI sublattice. The depen-
dence of Γ on nph(nph + 1) is linear at T ≤ 355 K. This
indicates that Γex–ph dominates at low temperatures.
Processing the dependence of Γ on nph(nph + 1) in the
range 90–355 K by the method of least squares yields
Γ(0) = 65.7 ± 2.0 meV and A = 21.9 ± 0.8 meV. At
T ≥ 355 K, a deviation from the dependence in Eq. (2) is
observed and it increases with a growth in T (Fig. 2b).

We associate the additional contribution to the
broadening of the A band at T ≥ 355 K with the gener-
ation of Frenkel defects. The concentration of Frenkel
defects obeys the Arrhenius law

 (3)

where UF is the activation energy for the defects. Obvi-
ously, the contribution of the defects into the half-
width, ΓF, is proportional to nF. If the two types of exci-
ton scattering are independent (the Gaussian shape of
the A band supports this assumption), the half-width of
the band is

 (4)

The temperature dependence ΓF(T) found from the
experimental values of Γ by Eqs. (4) and (2) indicates
that, in spite of the large scattering of the dots, ΓF(T)
grows exponentially (Fig. 2b). Processing ΓF(T) in the
(lnΓF, (1/T)) coordinates yields UF = 0.200 ± 0.025 eV.
This value of UF is noticeably smaller than the activa-
tion energy for the conductivity determined in [5]
within the same temperature interval (Uσ = 0.42 eV).
Such a difference is not surprising and is observed in
other superionic conductors [11, 16]. It is associated
with the temperature dependence of the ion mobility,

Γ ex–ph T( ) Γ 0( ) Anph nph 1+( ),+=

"ωLO

kT
-------------exp 1– 

 
1–

nph nF ∞( )
UF

kT
------– ,exp=

Γ Γ ex-ph
2 ΓF

2+( )1/2
= .
PHYSICS OF THE SOLID STATE      Vol. 43      No. 6      200
whose exponential growth is determined by its own
activation energy.

Thus, it follows from the measured electron spec-
trum of Ag2CdI4 that a stochiometric compound pre-
pared by different methods can partially decompose
into AgI and CdI2 components. For this reason, there
are different interpretations of the absorption spectrum.
According to our data, the edge of the electronic funda-
mental absorption band in Ag2CdI4 is at "ω ≈ 3.28 eV
and is accompanied by a long-wavelength exciton band
at 3.31 eV.

In the Ag2HgI4 compound, a sharp jump in the con-
ductivity [17] and edge absorption [9, 18], indicating
the occurrence of a first-order phase transition, are
observed at 50°C. Despite the structure of Ag2CdI4

being similar to that of the Ag2HgI4 compound, the
temperature dependence of σ [3, 5] and the half-width
of the exciton A band in Ag2CdI4 are smoother. These
results indicate the absence of the first-order phase
transition in the range 90–430 K and are in agreement
with the data of [3, 4], indicating that the tetragonal
Ag2CdI4 lattice is retained up to 120°C. At T > 360 K,
a noticeable contribution to the broadening of the A
band is made by the generation of Frenkel defects
leading to a significant disorder in the AgI sublattice
of the compound. At the temperatures 360–420 K [3],
the generation of Frenkel defects in octahedral cav-
erns and the existence of stochiometric tetragonal
voids apparently promote a more significant growth in
the conductivity of Ag2CdI4 in comparison with AgI.
The ambiguity concerning the phase transformations
in Ag2CdI4 requires further investigations of the dif-
ferent physical properties of the compounds above
room temperature.
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Abstract—The formation of inhomogeneous dislocation structures is investigated within a model taking into
account correlation interaction between screw dislocations. This interaction is found to give rise to an instability
of the homogeneous state of the system. It is shown that when the critical nonequilibrium conditions for this
instability are attained in a local volume, an inhomogeneous dislocation structure is formed spontaneously. As
the degree of instability of the system increases further, this structure is transformed into a cellular quasi-crys-
talline structure. © 2001 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

One of the important problems of physical metal-
lurgy is that of explaining the complicated regularities
in the formation and evolution of inhomogeneous dis-
location structures which arise during plastic deforma-
tion of a material. In spite of advances having been
made in the experimental study of the deformation of
solids [1, 2], no rigorous quantitative theory that can
explain these phenomena adequately has yet been con-
structed. At the same time, the accumulated data suffice
for interpreting the processes of plastic deformation in
a unified way, in terms of nonlinear dynamics of a
deformed crystal [3–5]. This dynamics was shown to
involve complicated processes that proceed at different
levels of structural deformation and give rise to the
internal self-organization of the crystal [6]. For this rea-
son, current investigations of the behavior of nonequi-
librium systems and the processes of their structural
rearrangement are based, as a rule, on the synergetic
approach [7, 8]. This method allows one to make a uni-
versal analysis of systems (differing in nature) that
exhibit self-organization properties. The spatially inho-
mogeneous states (dissipative structures, DSs) arise in
these systems because of the homogeneous state
becoming unstable (DS instability).

For deformed crystals, this approach to the study of
self-organization phenomena in dislocation clusters
was first employed in [9, 10]. Further development of
this method based on a set of kinetic equations allowed
one to disclose and analyze some typical dislocation
structures and investigate their evolution (see, e.g., [4,
11–13]). In those investigations, the formation of dissi-
pative dislocation structures was described in terms of
a model based on a set of reaction–diffusion equations
for the density of dislocations. In the region where the
DS instability occurs, these equations are reduced to
the universal Swift–Hoenberg equations [7, 14].
Despite the wide range of their possible solutions, these
1063-7834/01/4306- $21.00 © 1077
equations fail to describe some classes of dislocation
structures. For example, it is known [2, 15] that the
experimentally observed dislocation cell structures are
not strictly periodic and have no long-range symmetry;
rather, they are “quasi-crystalline” and, in some cases,
“turbulent.” Such structures cannot be described by the
Swift–Hoenberg equations [14]. This raises a question
concerning the range of applicability of the reaction–
diffusion models to describing the evolution of disloca-
tion clusters.

The diffusion processes are known [16, 17] to be
controlled by thermal and other fluctuating fields (in
the case of dislocations, these fields are primarily the
random internal stresses [3]). Fluctuations are usually
assumed to be uncorrelated, which is the case if inter-
action between the particles involved in diffusion is
weak [17]. In the case of developed plastic deforma-
tion, the dislocation density is high and one has to take
into account the elastic interaction of dislocations and,
therefore, the dynamics of fluctuations. This leads to
correlation interaction between dislocations, which, as
is known from the physics of plasmalike media with
strong interaction [17], can result in disintegration of
the homogeneous state and the formation of cellular
structures (“Coulomb crystals”) in specific cases [18].

For dislocation clusters, some results on this prob-
lem were obtained in [19–21], where the occurrence of
an inhomogeneous structure of dislocations was pre-
dicted on the basis of some heuristic considerations
concerning the dislocation correlation length and the
phenomenologically given correlation flux. However, a
systematic mathematical analysis of the correlation
interaction of dislocations was not made and, therefore,
one cannot judge the validity of the findings of the
investigations cited above. Such an analysis is intricate,
because the relevant correlation fluxes have the form of
nonlocal and nonlinear functionals and their direct
mathematical treatment shows very little promise.
2001 MAIK “Nauka/Interperiodica”
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In this situation, in order to analyze the effects asso-
ciated with the elastic field of dislocations, the evolu-
tion of a model dislocation system was considered in
[22, 23] under certain physically justified assumptions
which make the problem solvable. The model system
was a cluster of rectilinear screw dislocations whose
interaction was described by a two-dimensional Cou-
lomb potential. In this case, the problem becomes local
in space and time and one can derive self-consistent
dynamic equations describing the evolution of the dis-
location system with allowance for their correlation
interaction.

In this paper, using these equations, we systemati-
cally investigate the effect of correlation interaction of
dislocations on the formation of dissipative dislocation
structures.

2. CORRELATION INSTABILITY

A theoretical investigation of the formation of dislo-
cation structures can be carried out on the basis of a set
of nonlinear evolution equations for the density of con-
tinuously distributed dislocations ρa(r, t), where index
a specifies dislocations by indicating the slip system α
to which the dislocations belong and the orientation of
the Burgers vector b relative to the unit vector l tangent
to the dislocation line [4, 24]. Using an isotropic model
[22] and taking into account the correlation interaction
of dislocations, the evolution equations for the total dis-
location density ρ(r, t) = (r, t) can be written in
the form [23, 25]

 (1)

 (2)

 (3)

Here, J is the effective diffusion flux due to relaxation
of the dislocation charges caused by elastic interaction
of screw dislocations [22], Jcorr is the correlation flux
due to interaction between fluctuations of the elastic
field of dislocations, Df = V2/MGb2ρ0 is the effective
diffusion coefficient, M = V/ηbσext is the mobility of
dislocations, σext is the flow stress, V is the velocity of
steady-state motion of dislocations, A1 = Gb2/4πρ0,

A2 = Gb2 /8πρ0, rD =  is the screening
length of the elastic field of dislocations (correlation
length), Text = ηbσext  is the strain energy,  is the mean
free path of dislocations, η = kT/Γσext is the thermal-acti-
vation parameter, and Γ is the activation volume.

It should be noted that in the isotropic model, when
the evolution of dislocation charges is considered, the
primary quantity is the vector J rather than the scalar
quantity I = ba/b)ρa, which characterizes the

ρaa∑

ρ∂
t∂

------ div J Jcorr+( )+ F ρ( ),=

J r t,( ) D f ∇ρ r t,( ),–=

Jcorr r t,( ) Mρ r t,( ) A1 ∆A2 …+ +( )∇ρ r t,( ).=

rD
2 Text/Gb2ρ0

L L

(
a∑
P

excess density of dislocations in the crystal. (A similar
situation takes place in the construction of the contin-
uum theory of dislocations, where the primary quantity
is the distortion tensor rather than the displacement
vector of a point of the medium [24].) In this case, the
direction of the vector J is determined by the direction
of the wave vector (or by a combination of wave vectors
with corresponding weights) rather than by the disloca-
tion velocity (as is the case with single slipping). This
circumstance will be taken into account in what fol-
lows.

The set of equations (1)–(3) has a stationary homo-
geneous solution ρ = ρ0, which can be found by equat-
ing the right-hand side of Eq. (1) to zero. For this pur-
pose, we represent the F(ρ) dependence in the most
typical form:

 (4)

where δ is the coefficient of dislocation multiplied by
the double cross slip mechanism, κ . 2hV is the dislo-
cation immobilization coefficient (h = Gb/4πσext is the
trapping length of dislocations opposite in sign into
dipolar configurations), and c . hd/Vκτd is the coeffi-
cient of dislocation locking by screw dipoles (hd is the
trapping length of dislocations by screw dipoles and τd

is the characteristic annihilation time of dipoles).
The cubic term in Eq. (4) is responsible for triple

collisions; it is usually ignored in dislocation dynamics,
because this term is assumed to be small and to meet
the condition

 (5)

However, this is true only if the dislocation annihilation
in the dipoles is intense enough (τd ! 1/hdVρ0). In addi-
tion, although the cubic term cρ3 has an insignificant
effect on the evolution of the system, this term is of fun-
damental importance in forming dislocation structures,
as will be shown below. It should be noted that if the
possible screw dislocation locking mechanism due to
edge dipoles is taken into account (for example, in the
kink model [1]), this leads to a renormalization of the
coefficient κ. (This mechanism makes a contribution to
the term quadratic in ρ, because the density of edge
dipoles is ρd ~ ρ [1].)

Taking into account the aforesaid, we put F(ρ) = 0
and find the stationary homogeneous solution to be

 (6)

The approximate equality in Eq. (6) is true if 4cδ/κ2 ! 1
(or µ ! 1/4).

Let us test the equilibrium state in Eq. (6) for stabil-
ity. Substituting J and Jcorr into Eq. (1), we find that the
variable

 (7)

F ρ( ) δρ κρ2– cρ3,–=

µ cρ0/κ  ! 1.=

ρ0
κ2 4cδ+ κ–

2c
----------------------------------  . 

δ
κ
---.=

ζρ r t,( ) ρ r t,( ) ρ0,–=
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which characterizes the deviation of the dislocation
density from its steady-state value, obeys the nonlinear
equation

(8)

where L(∆) = A2Mρ0∆2 + (A1Mρ0 – Df)D + τ –1 is a linear

operator, τ = (κρ0 + 2c )–1 is the characteristic relax-
ation time to the stationary state ρ0, and κ0 = κ + 3cρ0.

By linearizing Eq. (8) in the vicinity of the homoge-
neous solution (r) = 0 and substituting a solution of
the form  ~ exp(λt + ikr) into the linearized equation,
we arrive at the dispersion relation

 

from which it follows that the homogeneous solution
can become unstable (λ > 0) if

 (9)

We note that this instability is solely due to correlation
interaction of dislocations; indeed, if A1 = A2 = 0, we
always have L(k2) > 0.

An analysis of inequality (9) shows that it is true if
the dislocation density ρ0 exceeds a critical value

 (10)

For typical values of the parameters of the system T =
300 K, Γ = 40b3, b = 3 × 10–8 cm, and G = 3 × 1010 Pa,
Eq. (10) gives the critical dislocation density to be ρc ~
109 cm–2; therefore, above this value, inhomogeneous
dislocation structures will arise in a local volume.

From inequality (9), it follows that there is a thresh-
old for DS instability and that this instability occurs in
a wave-number range of |k| ∈  (k1, k2), where

 (11)

In the vicinity of the bifurcation point (ρ0 ~ ρc , |k| = kc),
fluctuations of the dislocation density increase sponta-
neously in magnitude and their spatial scale is

 (12)

Here,  = τV = (hρ0)–1 is the mean free path of disloca-

tions (relaxation length) and  =  is the mean sep-
aration between dislocations. Taking into account that

ζρζρ ζρ ζρζρ
ζρ  ∂
t∂

------ L ∆( ) M A1 ∆A2+( )∇ κ 0
2 c 3+ + + +  = 0,

ρ0
2

ζρ
ζρ

λ L k2( )+ 0,=

L k2( ) A2Mρ0k4 A1Mρ0 D f–( )k2– τ 1– 0.<+=

ρ0 ρc> 8π
3 1–( )2

b2
---------------------------- kT

ΓG
-------- 

 
2

.=

k1 2,
2  = kc

2 kc
4 A2Mρ0τ( ) 1–– ,±

kc
2 = 

A1Mρ0 D f–
2A2Mρ0

------------------------------.

Λc
2π
kc

------  . 
2π( )3/4

4
----------------- Lr.=

L

r ρ0
1/2–
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h = Gb/4πσext and σext . Gbαf  [1, 4], we have h =

/4παf  and, therefore, Eq. (12) takes the form

 (13)

where K = (2π)5/4. For typical values of the param-
eter αf = 0.3–2, we have K . 6–15.

Let us compare these results with experimental
data. Tensile tests at a constant strain rate for poly-
crystalline copper showed [26] that the cell size of the
dislocation structure was related to the dislocation
density by Eq. (13) with K . 16.7. In [27], pulse loads
were applied to nickel with increasing pulse amplitude
(10 to 46 GPa) and the magnitude of K was found to
vary in the range of 10–12. Thus, the model under dis-
cussion adequately describes these experimental data.

3. CRYSTALLINE AND QUASI-CRYSTALLINE 
DISLOCATION STRUCTURES

The solution to the linearized problem carries no
information on the evolution of a dislocation cluster
above the bifurcation point, and one should investigate
the original nonlinear equations. We will study the
dynamics of a dislocation cluster in the two-dimen-
sional region Ω = L1L2 in the case where Eq. (8) is sub-
ject to periodic boundary conditions

 (14)

where L = L1ex + L2ey is a translation vector. It is natural
to suppose that L1 and L2 are on the order of the grain
size for polycrystals and of the size of the sample for
single crystals.

Investigations of such systems revealed [7, 8] that if
the thermodynamic spectral branch of the system
shows bifurcation, then the behavior of the system in
the vicinity of the instability point can be described in
terms of a set of undamped collective variables (modes)
known as order parameters [7]. Therefore, we can rep-
resent the solution to Eq. (8) in the form

 (15)

In this expansion, the collective variables ξk(t) are
unknown functions of time; ψk(r) = exp(ikr) are
orthogonal eigenfunctions of the operator L(∆); and the
wave vector k takes discrete values [in accordance with
the boundary conditions in Eq. (14)]

 (16)

where n1 and n2 are integers.
Using Eq. (15) and taking into account the remarks

made above with reference to the evolution of disloca-
tion charges, one can construct an expression for the

ρ0

r

Λc Kρ 1/2– ,=

α f

ζρζρ r t,( ) r L t,+( ),=

ζρ r t,( ) ρ r t,( ) ρ0– ξk t( )ψk r( ) c.c.+[ ] .
k

∑= =

k
kx

ky 
 
 

2π n1/L1

n2/L2 
 
 

,= =
1
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excess dislocation density [22]. From Eq. (2), we
obtain

 (17)

Now, we substitute expansion (15) of (r, t) into
Eq. (8) and make use of the orthogonality of the func-
tions ψk(r):

 (18)

As a result, we obtain resonance equations for the order
parameters ξk(t). In a region which is slightly above the
critical point (ρ0 ~ ρc , |k | ~ kc), these equations have the
form

 (19)

 (20)

Here, B1 = 6c, B2 = 2κ0 + 9(2 – )/τρ0, B3 = 2κ0 +

/τρ0, B4 = κ0(2  – 1), λk = –L/(k) . ε/τ – γ0(k2 –

)2, ε = ρ0/ρc – 1, γ0 = A2Mρ0, and λ2k = –L(2kc) = –9/τ.
Although ξ2k are damped variables, they are important
for the evolution of the system because, in effect, they
stabilize the divergent modes ξk.

In Eqs. (19) and (20), only the terms quadratic and
cubic in ξk are taken into account, because these terms
determine the behavior of the system at a low supercrit-
icality level and at B = B1/2 – B2B4/λ2k > 0 (the latter
condition is met in our case); otherwise (at B < 0), one

I r t,( ) Ik

k

∑ D f

V
------ k iξk t( )eikr c.c.+[ ] .

k

∑–= =

ζρ

ψk ψk ',( ) 1
Ω
---- ψk* r( )ψk ' r( ) xd yd

Ω
∫ δkk ' .= =

ξk∂
t∂

-------- λkξk B1 ξk 1
δk k ',

2
----------– 

  ξk '
2

k ' kc=

∑–=

– B2ξk*ξ2k B3 ξk 'ξk"δk k ' k"+, ,
k ' k" kc=,

∑–

ξ2k∂
t∂

---------- λ2kξ2k B4ξk
2 .+=

3

3 3

kc
2

β(µ)

ν(µ)

1.0

0.8

0.6

0.4

0.2

0 1 µµc

Fig. 1. Dependences of the parameters β(µ) and ν(µ) which
are responsible for nonlinear competition of modes. The
bifurcation value β = 1 corresponds to the critical value
µc = 0.726.
P

has to take into account higher order terms when con-
sidering the evolution of other harmonics ξsk (s = 3, 4,
5, …).

The set of equations (19) and (20) has a wide range
of stationary solutions from which one can obtain the
corresponding expressions for ρ(r, t) by using Eq. (15).
In what follows, we restrict our consideration to the
structures for which the magnitudes of the vectors k =
kn are equal to kc and the angle between the adjacent vec-
tors kn and kn + 1 is the same and equal to π/N for N ≥ 2.
Here, N is a fixed integer, which determines the number
of excited modes (n = 1, 2, …, 2N).

The structures described by Eq. (15) with steady-
state values of the order parameters involved differ in
symmetry depending on N. We consider only the case
of N ≤ 5 in what follows.

The set of equations (19) and (20) is written in
dimensionless form by introducing new variables:

 (21)

Here, An + N = An, Cn + N = Cn, ϕn + N = –ϕn, and kn + N =
–kn, with n = 1, 2, …, N. Thus, we have

 (22)

 (23)

 (24)

where Ψn = ϕn + 1 + ϕn – 1 – ϕn, γ1 = 6µ/(1 + 2µ), γ2 = 2γ +

9(2 – ), γ3 = 2γ – , γ4 = γ(2  – 1), γ = (1 +
3µ)/(1 + 2µ), and δ3, N is the Kronecker delta.

The set of equations (22)–(24) has a trivial station-
ary solution An = Cn = 0, ϕn = const, which is unstable
at ε > 0, and many other stationary solutions. Their
number depends on the value of N, and their stability is
controlled by the supercriticality parameter ε and the
nonlinear mode–mode coupling parameters

 (25)

The parameters β and ν are uniquely determined by µ.
The β = β(µ) and ν = ν(µ) dependences are shown in
Fig. 1.

Analysis shows that two types of solutions are sta-
ble, namely, the single-mode solution

 (26)

ξkn
ρ0Ane

iϕn, ξ2kn
ρ0Cne

2iϕn, t ' t/τ .===

An∂
t '∂

--------- ε γ1An
2– 2γ1 Ak

2

k n≠

N

∑– An=

– γ2AnCn δ3 N, γ3AN 1+ AN 1– Ψn,cos–

Cn∂
t '∂

--------- 9Cn– γ4An
2,+=

An

ϕn∂
t '∂

-------- δ3 N,– γ3An 1+ An 1– Ψn,sin=

3 3 3

β = 18γ1/ 9γ1 γ2γ4+( ), ν  = γ3 γ1 γ2γ4/9+( ) 1/2– .

A1
ε
β1
-----, A2 A3 … AN 0= = = ==
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and the symmetrical multimode configurations

 (27)

 (28)

where βN = γ1(2N – 1) + γ2γ4/9. In all cases, the steady-
state values of Cn are expressed in terms of An by

 (29)

In the case of N = 3, phase locking takes place and
Ψn = πm (m is an integer). At N ≠ 3, the phases can have
arbitrary values (ϕn = const).

The stationary solution in Eq. (26) corresponds to a
one-dimensional structure. In the range of DS instability
(ε > 0), this structure is stable for any value of the param-
eters if N = 1, but it is stable only at β > 1 if N ≥ 2. In the
latter case, the other configurations, except the three-
mode configuration, are unstable.

At β < 1, the following multimode cellular struc-
tures are stable: rhombic (N = 2), hexagonal (N = 3),
octagonal (N = 4), and decagonal (N = 5). The total den-

A1 A2 … AN ε/βN , N 3,≠= = = =

A1 A2 A3 1–( )m 1+ γ3 γ3
2 4β3ε++

2β3
--------------------------------------,= = =

N 3,=

Cn γ4An
2
/9.=

(a)

(b)

Fig. 2. Small-mode-number structures of the crystal type
described by solutions (30) and (31) to Eqs. (1)–(3) and
being of the soft-mode type: (a) one-dimensional periodic
structure represented by level lines and (b) rhombic struc-
ture (N = 2).
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sity ρ(r, t) for these structures is obtained by substitut-
ing Eqs. (26)–(29) into Eqs. (21) and (15)

 (30)

The excess dislocation density I(r, t) for these struc-
tures is found from Eq. (17) to be

 (31)

where Imax = 2ρ0Df kc/V is the maximum value of the
excess dislocation density.

The structures described by Eqs. (30) and (31) are of
the crystal type for N ≤ 3 (Figs. 2, 3b), while for N ≥ 4,
they are quasi-crystalline structures with elements of
local symmetry (Fig. 4).

The excitation mode of all structures, except for the

hexagonal one, is soft (An ~ ). The excitation mode of
the hexagonal structure is hard; as the bifurcation point
is reached (ε = 0), the amplitude of the three-mode struc-

ture increases in a jump to the value Ac = ν(1 + 2β)/
(Fig. 3a). In this case, hysteresis takes place; as ε

ρ r( ) ρ0 1 2 An knr ϕn+( )cos[
n 1=

N

∑+




=

∑ + Cn 2 knr ϕn+( ) ]cos




.

I r( ) Emax=

× An knr ϕn+( )sin Cn 2 knr ϕn+( )sin+[ ] ,
n 1=

N

∑

ε

β1

An

Ac

(a)

(b)

0ε*

Fig. 3. Hexagonal structure (N = 3) of the hard-mode type:
(a) bifurcation diagram An = An(ε) for the amplitudes of
unstable modes (solid line in the stable branch) and (b) the
appearance of the structure described by Eqs. (30) and (31).

ε

1
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decreases, the hexagonal structure remains stable even
in a range (ε* < ε < 0) of negative values of the parameter
ε, where ε* = –ν2/4(1 + 2β). Thus, at ε > 0 and β > 1, the
single-mode and three-mode structures are stable for
N = 3; these structures correspond to local minima of the
Lyapunov function V for the set of equations (22)–(24).
Analysis shows that the minimum of V for the hexago-
nal structure is deeper; therefore, the probability that
fluctuations will give rise to the formation of this con-
figuration is higher.

From Eqs. (30) and (31), it follows that at N = 4 and
5, a new type of local rotation symmetry appears in
addition to long-range symmetry. This local symmetry
is incompatible with translational invariance and is the
reason why these dislocation structures are quasi-crys-
talline. The structures with N > 5 are not analyzed in
this paper. However, investigations of analogous sys-
tems [14, 28] showed that the quasi-crystalline charac-
ter of the structures formed becomes more pronounced
with increasing N and the system transforms into a “tur-
bulent crystal” [14] as N  ∞.

The quasi-crystalline structures are stable for β < 1
or µ < µc = 0.726 (Fig. 1). It should be noted that in
the reaction–diffusion models that are commonly
used in self-organization theory [7, 8], the nonlinear
interaction is such that β > 1 (in the Swift–Hoenberg
model, β = 2 [14]). Therefore, quasi-crystalline (as
well as rhombic) structures are unstable and do not
appear in those models.

The reason why the parameter β can be less than
unity in the model considered in this paper is the pres-
ence of nonlinear gradient terms in the original set of
equations (1)–(3). These terms are responsible for cor-
relation interaction of dislocations and, mathemati-

(b)

(a)

Fig. 4. Quasi-crystalline dislocation structures described by
Eqs. (1)–(3): (a) octagonal (N = 4) and (b) decagonal (N = 5)
structures.
PH
cally, they decrease the nonlinear interaction coeffi-
cients of competing modes, thereby favoring their inde-
pendent dynamics. This is the reason why the
symmetrical cellular structures are stablest for β < 1.

Thus, the evolution equations taking into account
the correlation interaction allow one to explain the for-
mation of various dissipative dislocation structures,
including quasi-crystalline ones.

Let us outline the main features of the formation of
inhomogeneous dislocation structures investigated in
this paper and their possible evolution.

In the initial stage of plastic deformation, when the
dislocation density is less than its critical value (ρ0 <
ρc), the distribution of dislocations is homogeneous. At
ρ0 = ρc, the DS instability occurs and inhomogeneous
dislocation structures arise. Estimates of ρc show that the
critical value of the dislocation density corresponds to
the second stage of plastic deformation (ρc ~ 109 cm–2).
The form of dissipative structures arising in the vicinity
of the DS instability (ρ0 > ρc) depends on the number of
excited unstable modes (2N) and the parameter β = β(µ),
which is responsible for the competition of these
modes. In the isotropic model considered here, N can
have an arbitrary value. In a more realistic anisotropic
model, the value of N depends on the number α of active
slip systems. Therefore, it is likely that N increases with
the amount of deformation. In this situation, two chains
of structure transformations with increasing N are possi-
ble depending on the value of the parameter β (or µ):
one-dimensional periodic  hexagonal cellular DS
(at µ > µc) or one-dimensional  rhombic  hexa-
gonal  octagonal  decagonal DS (at µ < µc).

It is interesting to note that two transformation
chains of dislocation structures with an increasing
amount of deformation have been observed experimen-
tally in fcc alloys [15] (although those chains involved
other structure types). Physically, the condition µ < µc

[see inequality (5)] implies the smallness of the cubic
terms in comparison with the quadratic ones, which is
the case, for given mechanisms of local dislocation
kinetics, when the lifetime of dipoles of screw disloca-
tions is short. Dislocation annihilation in dipoles typi-
cally becomes fast in the third stage of plastic deforma-
tion, where the process of cross slip of screw disloca-
tions starts to operate [2]. Therefore, one might expect
the formation of quasi-crystalline dislocation structures
in this stage of plastic deformation.

The dissipative dislocation structures that arise in
the process of plastic deformation are not in equilib-
rium. When the load is removed, they relax to a homo-
geneous state. However, their relaxation is not com-
plete, because at the peaks of the spatial dislocation
structure (where cell walls are subsequently built up),
quasi-equilibrium dipole (or multipole) configurations
composed of dislocations opposite in sign are formed
and their geometry, on the whole, is a replica of the
geometry of the dissipative structure. After the load is
YSICS OF THE SOLID STATE      Vol. 43      No. 6      2001
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removed, such a quasi-equilibrium structure can be
only roughly periodic and even unfinished. According
to experimental observations, the formation of cells is
completed (i.e., their boundaries are closed) by the
onset of the third stage of plastic deformation [2, 15].
At the beginning of the third stage, the dislocation
charge of dislocation cells is usually increased and sub-
boundaries appear. It is likely that cross slip of screw
components of dislocations with jogs causes point
defects (vacancies and interstitial atoms) to increase
sharply in number, which, in turn, initiate the process of
polygonization at the “weakest” sites, namely, at the
peaks of the excess dislocation density of the dissipa-
tive structure (which is formed, e.g., in the way consid-
ered in this paper). As a result, misoriented fragments
of equilibrium walls arise inside the dislocation cells;
these fragments are “nuclei” of subboundaries.

ACKNOWLEDGMENTS
This work was supported by the Russian Foundation

for Basic Research, grant no. 98-02-16976.

REFERENCES
1. B. I. Smirnov, Dislocation Structure and Hardening of

Crystals (Nauka, Leningrad, 1981).
2. V. I. Trefilov, V. F. Moiseev, É. P. Pechkovskiœ, et al.,

Strain Hardening Deformation and Fracture of Poly-
crystalline Materials (Naukova Dumka, Kiev, 1987).

3. Cooperative Deformation Processes and Localization of
Deformation (Naukova Dumka, Kiev, 1989).

4. G. A. Malygin, Fiz. Tverd. Tela (St. Petersburg) 37 (1), 3
(1995) [Phys. Solid State 37, 1 (1995)].

5. V. S. Ivanova, A. S. Balankin, I. Zh. Bunin, and
A. A. Oksogoev, Synergetics and Fractals in Material
Science (Nauka, Moscow, 1994).

6. V. E. Panin, V. A. Likhachev, and Yu. V. Grinyaev, Sub-
structural Levels of Deformation of Solids (Nauka,
Novosibirsk, 1985).

7. H. Haken, Synergetics: An Introduction (Springer-Ver-
lag, Berlin, 1977; Mir, Moscow, 1980).

8. G. Nicolis and I. Prigogine, Self-Organization in Non-
Equilibrium Systems (Wiley, New York, 1977; Mir, Mos-
cow, 1979).
PHYSICS OF THE SOLID STATE      Vol. 43      No. 6      2001
9. E. C. Aifantis, Mater. Sci. Eng. 81, 563 (1986).
10. D. Walgraef and E. C. Aifantis, J. Appl. Phys. 58 (2), 688

(1985).
11. J. Kratochvil, Rev. Phys. Appl. 23 (4), 419 (1988).
12. G. A. Malygin, Fiz. Tverd. Tela (Leningrad) 31 (1), 175

(1989) [Sov. Phys. Solid State 31, 96 (1989)].
13. I. L. Maksimov and G. F. Sarafanov, Pis’ma Zh. Éksp.

Teor. Fiz. 61 (5), 405 (1995) [JETP Lett. 61, 411 (1995)].
14. M. I. Rabinovich and A. B. Ezerskiœ, Dynamic Theory of

Shaping (Yanus-K, Moscow, 1998).
15. N. A. Koneva and É. V. Kozlov, Izv. Vyssh. Uchebn.

Zaved., Fiz., No. 2, 87 (1990).
16. E. M. Lifshitz and L. P. Pitaevskiœ, Physical Kinetics

(Nauka, Moscow, 1979; Pergamon, Oxford, 1981).
17. Yu. L. Klimontovich, Statistical Physics (Nauka, Mos-

cow, 1982; Harwood Academic, New York, 1986).
18. E. A. Mareev and G. F. Sarafanov, Phys. Plasmas 5 (5),

1563 (1998).
19. D. L. Holt, J. Appl. Phys. 41, 3197 (1970).
20. Sh. Kh. Khannanov, Fiz. Met. Metalloved., No. 10, 34

(1992).
21. Sh. Kh. Khannanov, Fiz. Met. Metalloved., No. 2, 31

(1994).
22. G. F. Sarafanov and I. L. Maksimov, Fiz. Tverd. Tela (St.

Petersburg) 39 (6), 1066 (1997) [Phys. Solid State 39,
957 (1997)].

23. G. F. Sarafanov, Fiz. Tverd. Tela (St. Petersburg) 39 (9),
1575 (1997) [Phys. Solid State 39, 1403 (1997)].

24. A. M. Kosevich, Dislocation in Theory of Elasticity
(Naukova Dumka, Kiev, 1978).

25. G. F. Sarafanov, I. L. Maksimov, and Yu. G. Shondin, in
Abstracts of the XX International IUPAP Conference on
Statistical Physics, Paris, 1998, p. 10.

26. M. R. Staker and D. L. Holt, Acta Metall. Mater. 20, 576
(1972).

27. Shock Waves and Phenomena of High-Speed Deforma-
tion of Metals (Metallurgiya, Moscow, 1984).

28. B. A. Malomed, A. A. Nepomnyashchiœ, and M. I. Tri-
bel’skiœ, Zh. Éksp. Teor. Fiz. 96 (2), 684 (1989) [Sov.
Phys. JETP 69, 388 (1989)]. 

Translated by Yu. Epifanov



  

Physics of the Solid State, Vol. 43, No. 6, 2001, pp. 1084–1088. Translated from Fizika Tverdogo Tela, Vol. 43, No. 6, 2001, pp. 1048–1052.
Original Russian Text Copyright © 2001 by Kardashev, Burenkov, Smirnov, Shpe

 

œ

 

zman, Stepanov, Chernov, Singh, Goretta.

                                 

DEFECTS, DISLOCATIONS, 
AND PHYSICS OF STRENGTH
Elasticity and Inelasticity of Ceramic Samples 
of Graphitelike Boron Nitride

B. K. Kardashev*, Yu. A. Burenkov*, B. I. Smirnov*, V. V. Shpeœzman*, 
V. A. Stepanov**, V. M. Chernov**, D. Singh***, and K. C. Goretta***

*Ioffe Physicotechnical Institute, Russian Academy of Sciences, Politekhnicheskaya ul. 26, St. Petersburg, 194021 Russia
**Leœpunskiœ Institute of Physics and Power Engineering, pl. Bondarenko 1, Obninsk, 249020 Russia

***Argonne National Laboratory, Argonne, Illinois 60439, USA
e-mail: B.Kardashev@pop.ioffe.rssi.ru

Received November 1, 2000

Abstract—This paper reports a study of the effect of temperature and strain amplitude on Young’s modulus and
ultrasonic damping in ceramic samples of graphitelike boron nitride prepared in the RF and USA by different
technologies and using various additions to improve the mechanical properties of the ceramic. It is shown that,
in addition to the influence on the effective elasticity modulus, additions improve the sample microplasticity,
which apparently increases the strength of the material. © 2001 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

Acoustic properties (the elasticity moduli and ultra-
sonic damping) are very sensitive to the defect structure
of crystals [1]. The acoustic methods developed for the
investigation of single and polycrystals are also widely
used presently in studies of other solids.

Recent years have witnessed an increased interest in
ceramic materials, particularly in connection with the
discovery of high-temperature superconductivity
(HTSC), as well as because of the use of various ceram-
ics as structural materials capable of withstanding high
temperatures.

Development of ceramic materials with a stable
structure for use within a broad temperature range is a
very complex problem. Studies of HTSCs revealed, for
instance, that the structure (the grain size, the presence
of pores, etc.), as well as the intragrain defects, can
determine the acoustic characteristics of a ceramic to a
considerable extent [2–4]. The experience gained in
HTSC studies shows that acoustic measurements allow
for efficient testing of the quality of ceramic samples.

The first data on the elastic properties of BN ceram-
ics were reported in [5, 6]. This paper presents a more
complete body of information on the study of the
acoustic properties of ceramic materials based on
graphitelike boron nitride. As in [2–5], we used (1) the
composite piezoelectric oscillator method and (2) the
method of electrostatic excitation of resonance vibra-
tions in rod-shaped samples. Both methods operate in
the ultrasonic frequency range. The composite oscilla-
tor method is convenient for studying the elastic and
microplastic properties of solids at low temperatures,
and the electrostatic method is employed to investigate
the elastic properties at high temperatures [1].
1063-7834/01/4306- $21.00 © 21084
2. EXPERIMENTAL TECHNIQUE

The studies were carried out on ceramic samples of
boron nitride prepared by different technologies. Infor-
mation on the various methods of ceramic preparation
can be found in [7–9]. The table presents data on the
composition and some of the properties of the materials
studied. The samples prepared in the RF contain 0.3 to
1% B2O3. The composition of the samples produced in
the USA (Advanced Ceramics Research Company,
Tucson, AZ) includes, besides a 2–3% addition of Y2O3
and Al2O3 in a 3 : 1 ratio, a few percent of a polymer
binder. The anneal temperature of all materials was
about 1700°C. The RF samples were of a white color,
and the US sample was black.

The density of the samples used in the acoustic
experiments was determined by hydrostatic weighing
to within 0.2%. The manufacturers quote a fairly
broad range of material density variation (shown in
parentheses).

The last column of the table presents the measured
compressive strengths of the samples used in the acous-
tic measurements. The data on the bending strength
were supplied by the manufacturers.

The samples prepared for acoustic measurements
were rods of a rectangular cross section 10–20 mm2 in
area and approximately 25 mm long. This length pro-
vided a rod resonance frequency close to 100 kHz. We
employed two temperature ranges for acoustic measure-
ments under thermal cycling, namely, 100–390 and
290−880 K. The first temperature range was covered by
the composite oscillator method, and the second, by
electrostatic vibration excitation. The methods employed
are discussed in more detail in [1, 10].
001 MAIK “Nauka/Interperiodica”
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Composition and some properties of the materials studied

No. Material Manufacturer BN content Density, g/cm3 Bending 
strength, MPa

Compressive 
strength, MPa

1 BN RF 99.0–99.8 1.41 (1.3–1.5) 30–60 21

2 BN : SiC RF 91.0–93.0 1.68 (1.4–1.7) 70–90 58

3 BN : Al2O3, Y2O3 USA 93.0–95.0 2.25 – 84
In addition to information on Young’s modulus E,
the composite oscillator method provides data on ultra-
sound damping (internal friction) and the inelastic
(microplastic) properties of the objects under study.
Data on the microplasticity can be obtained from mea-
surements of the E modulus and the decrement δ within
a broad range of vibrational strain amplitudes ε, i.e., in
the conditions where nonlinear, amplitude-dependent
damping sets in at large enough ε values in the sample
material. Young’s modulus defect ∆E/E = [E(ε) – E0]/E0
can serve as a measure of inelasticity. Here, E(ε) is the
value of the modulus measured at a given amplitude
and E0 is the modulus measured at the smallest value of
ε used in the experiment. The elastic-modulus defect is
approximately equal to the ratio of the nonlinear inelas-
tic to elastic strain [1]. The decrement δ is also a mea-
sure of the inelastic behavior of a material.

100
T, K

150 200 250 300 350 400

34

33

32

31

30

29

1000

900

800

700

600

500

400

300

δ,
 1

0
–

5
E

, G
Pa

End

End

Start

Start

Fig. 1. Young’s modulus E and elastic vibration decrement
δ of the BN-1 sample measured within the 100–390 K
range; the arrows indicate the direction of temperature vari-
ation.
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3. RESULTS AND DISCUSSION

Figures 1–3 present the temperature dependences of
Young’s modulus E(T) and of the decrement δ(T) mea-
sured (at ε ≈ 10–6) on three materials, BN-1, BN-2, and
BN-3 (see the table), under thermal cycling within the
range of 100–390 K. These data were obtained by the
composite oscillator technique. The measurements
were started by heating a sample from room tempera-
ture to 390 K, then cooling it to 100 K, with the final
measurements again being close to room temperature.
The heating and cooling rates were about 2 K/min. As
is seen from Figs. 1–3, all the samples exhibit hystere-
sis in both the elasticity modulus and the decrement.
The hysteresis, however, differs from one sample to
another; indeed, the hysteresis of BN : SiC is the small-
est. Interestingly, the temperature dependences of
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Fig. 2. Young’s modulus E and elastic vibration decrement
δ of the BN-2 sample measured within the 100–390 K
range; the arrows indicate the direction of temperature vari-
ation.
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Young’s modulus of the BN-1 and BN-2 materials
obtained under cooling to 100 K and subsequent heat-
ing coincide. Young’s modulus of the BN-3 sample
exhibits, in the same conditions, a clearly pronounced
hysteresis.

Figure 4 compares the absolute values of the modu-
lus and of the decrement for different materials. These
data were obtained in the cooling part (390 to 100 K) of
the thermal cycle. The BN-3 sample is seen to have the
largest modulus (it also has the highest density). At the
same time, it exhibits the lowest relative changes in the
modulus with temperature (of only approximately
0.3%); by contrast, the moduli of the BN-1 and BN-2
samples change within the same temperature range by
approximately 1%. Remarkably, below 200 K, Young’s
modulus of the BN-3 sample decreases noticeably,
whereas that of BN-1 and BN-2 measured in the same
temperature range continues to grow under cooling to
100 K, although considerably more slowly than at
higher temperatures. As to the internal friction (the δ
decrement), we here observed two features, namely,
broad maxima or inflection points in the 330–350 and
230–250 K intervals. Interestingly, the BN-1 sample,
which did not contain any purposefully introduced
additions, exhibits an additional, clearly pronounced
peak of internal friction in the room-temperature range.
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Fig. 3. Young’s modulus E and elastic vibration decrement
δ of the BN-3 sample measured within the 100–390 K
range; the arrows indicate the direction of temperature vari-
ation.
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The behavior of Young’s modulus under thermal
cycling at higher temperatures (290–880 K) is illus-
trated in Fig. 5. As at low temperatures, one sees here a
temperature hysteresis which acquires different forms

100
T, K

150 200 250 300 350 400

34

33

32

31

30

35

1000

900

800

700

600

500

400

300

δ,
 1

0
–

5
E

, G
Pa

1

200

2

3

1

2

3

36

Fig. 4. Young’s modulus E and elastic vibration decrement
δ of the (1) BN-1, (2) BN-2, and (3) BN-3 samples mea-
sured under cooling from 390 to 100 K.
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in different samples. Here again, BN : SiC exhibits the
smallest hysteresis.

The behavior of the elasticity modulus in such com-
plex materials as ceramics is governed primarily by two
different factors. First, variation of the temperature
changes the atomic bonding forces in the lattice, which
should bring about growth in the modulus with decreas-
ing T. This effect should operate in all solids. It mani-
fests itself in its purest form in single crystals [1]. Sec-
ond, a change in the temperature of a ceramic (poly-
crystalline) sample can create high internal
(thermoelastic) stresses in it (because the thermal
expansion coefficients in different crystallographic
directions are different). This must give rise to notice-
able changes in the measured elastic modulus because
of the lattice vibration anharmonicity. In the cases
where the thermoelastic stresses relax (for instance,
through microplastic shear), the measured elastic mod-
ulus can also relax.

The various types of temperature hysteresis
observed in the samples studied are apparently a conse-
quence of differences in the chemical composition,
ceramic preparation technologies, etc. A comparison of
the behavior of various samples reveals an interesting
point, namely, that the BN-3 boron nitride is very sus-
ceptible (compared to BN-1 and BN-2) to microplastic
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Fig. 6. Young’s modulus defect ∆E/E and elastic vibration
decrement δ of the (1) BN-1, (2) BN-2, and (3) BN-3 sam-
ples measured at room temperature as functions of the
vibration amplitude ε.
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deformation at low temperatures, which is seen partic-
ularly clearly if one compares the behavior of the cor-
responding Young moduli in Figs. 1–3. The different
tendency to microplastic shear is also confirmed by
measurements of the amplitude dependences of
Young’s modulus E and of the decrement δ, which are
displayed graphically in Fig. 6. Interestingly, the ampli-
tude dependences E(ε) and δ(ε) of the BN-3 sample
qualitatively resemble the behavior of the modulus and
decrement in (metallic and ionic) single crystals con-
taining dislocations [1]. The BN-1 and BN-2 samples
exhibited a different behavior; namely, only at low
amplitudes did Young’s modulus decrease slightly with
increasing ε, after which it grew in magnitude, thus
implying the disappearance of microplastic deforma-
tion at high amplitudes; the decrement fell off slowly
with increasing ε in this case. The susceptibility of the
BN-3 sample to microplastic deformation is possibly
due to the polymer binder used in the preparation of this
ceramic. A comparison of the BN-1 and BN-2 samples
shows that the BN : SiC sample is softer than the boron
nitride without additions. This is indicated by the larger
values of the decrement and Young’s modulus of
BN : SiC. Moreover, the sample with silicon carbide
also exhibited a noticeable macroplastic strain when
subjected to compressive strength tests.

Thus, the acoustic method employed in this work
permits one not only to study the behavior of the elastic
modulus, an aspect important from the practical stand-
point, but also to predict the behavior of the ceramic
strength properties. This is due to the fact that the sus-
ceptibility of a ceramic material to microplastic defor-
mation noticeably increases its strength. As for the
boron nitride, the manifestation of microplasticity in
this material is particularly important, because it is used
widely as a binder in fibrous monoliths, in particular, in
Si3N4/BN [8, 9].
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Abstract—The region of the concentration magnetic phase transition in a CuxZn1 – xCr2Se4 chalcogenide spinel
in which the substituted ion concentration x smoothly varies from 0.1 to 0.2 with a step of 0.02 is thoroughly
investigated. An anomalous behavior of the Curie temperature is observed. This anomaly is associated with the
nucleation of ferromagnetically ordered microregions in the vicinity of Cr ions with an intermediate valence
and subsequent long-range magnetic ordering at a critical Cu concentration in the range 0.12 < xc < 0.14. The
possible coexistence of ferro- and antiferromagnetism in the same temperature range is revealed. © 2001 MAIK
“Nauka/Interperiodica”.
1. INTRODUCTION

Investigation of cation-substituted chalcogenide
spinels CuxZn1 – xCr2Se4 has been attracting attention
for a long time due to the existence of various types of
magnetic ordering in pure samples of ZnCr2Se4 (heli-
coidal antiferromagnetism with TN ~ 20 K) and
CuCr2Se4 (ferromagnetism with TC ~ 400 K). This per-
mits one to observe the consequences of competitive
exchange interactions in solid solutions with different
degrees of substitution [1–4]. Moreover, since the ionic
radii of Zn and Cu are very close in magnitude, it is pos-
sible to obtain a continuous series of single-phase sam-
ples for all x values. Apart from the magnetic proper-
ties, the electrical properties are also of interest because
the conductivity changes from the semiconductor to the
metallic type as Zn atoms are replaced by Cu atoms.
Earlier [4], it was shown that ferromagnetism manifests
itself in the studied compound at x ~ 0.2 and TC

smoothly increases as the copper concentration
increases. It was also found that the compounds with
x < 0.1 are antiferromagnets. However, the mechanism
of the transition from noncollinear antiferromagnetism
(NCAF) to ferromagnetism (FM) remained unclear.
The objective of the present work was to thoroughly
investigate the region of the concentration magnetic
phase transition. For this purpose, we measured and
analyzed the temperature and magnetic-field depen-
dences of the magnetization and magnetic susceptibil-
ity of CuxZn1 – xCr2Se4 polycrystalline samples in the
concentration range 0.1–0.2 with a step of 0.02.
1063-7834/01/4306- $21.00 © 21089
2. SAMPLE PREPARATION 
AND EXPERIMENTAL TECHNIQUE

The samples of CuxZn1 – xCr2Se4 solid solutions
used were powder polycrystals prepared by solid-phase
synthesis in evacuated silica tubes. The synthesis pro-
cedure was described in detail in [5]. Samples 1–6 had
concentrations in the range x = 0.1–0.2 with a step of
0.02. Then, the samples were pressed for resistive mea-
surements.

Measurements of the magnetization M were carried
out on a vibrating-coil magnetometer with a supercon-
ducting solenoid in the temperature range 4.2–150 K.
The real component of the magnetic susceptibility χ'
was measured with a phase-sensitive detector by the
inductance technique. In the latter case, the sample
temperature was maintained and controlled using a
flow-type glass cryostat with measuring coils fastened
to its outer wall. The coils were exposed to air flow with
the aim of reducing spurious temperature drift. Gas-
eous nitrogen or heated air flow over the sample
allowed measurements in the temperature range 80–
600 K.

The x-ray diffraction spectra of samples 2 and 3
revealed that these samples have single-phase spinel
structures with the same lattice parameter within the
limits of experimental error.

3. EXPERIMENTAL RESULTS

The measurements of the temperature dependence
of the magnetic susceptibility showed that it is weak for
samples 1 and 2 at T > 80 K. This is most likely due to
001 MAIK “Nauka/Interperiodica”
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the paramagnetic state. However, the measurements of
χ'(T) for samples 3–6 yielded an unexpected result. In
contrast to the linear decrease in TC with a decrease in
the copper concentration in the composition range cov-
ered, which was observed in [4], it was found that TC

rises nonlinearly and reaches a value of 415 K at x =
0.14 (Fig. 1), which is characteristic of pure CuCr2Se4.

The low-temperature behavior of the magnetization
also exhibits salient features. The measurements of
temperature dependences showed that the M(T) curve
has a peak at TN ~ 22 K for all the samples, both with
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Fig. 1. Concentration dependence of the Curie temperature
and Néel temperature: (1) our data and (2) the data taken
from [4].
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Fig. 2. Temperature dependences of the magnetization. The
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and without magnetic transition at TC. The essential dif-
ference between the M(T) curves for ferromagnetic and
nonferromagnetic samples is the following. As is seen
from Fig. 2, the magnetization above TN tends to zero
for samples 1 and 2 and to a constant value of M0 (dif-
ferent for all the samples) for the remaining samples.

Figures 3a–3c display magnetization curves for dif-
ferent temperatures. The character of the M(H) curves
at T = 4.2 K is the same for all samples. Only the satu-
ration magnetization is different. For this reason, only
the dependence for sample 3 (x = 0.14) is shown. It can
be seen from this figure that the M(H) curve has two
pronounced features at H ~ 1 T and ~7 T, which corre-
spond to the spin-reorientation transitions. The latter
feature was also observed in [4].

Figures 3b and 3c present the magnetization curves
for samples 2 and 3, which are similar in composition
but drastically differ in their properties. It is seen that,
well above TN, the behavior of sample 2 at 150 K is
purely paramagnetic, whereas the curve for sample 3 is
of a ferromagnetic character. The shape of the depen-
dences M(H) is intermediate at T = 50 K (Fig. 3b).

4. DISCUSSION

In [2, 4], the magnetic properties of CuxZn1 – xCr2Se4
were interpreted in terms of competitive exchange
interactions. The effects observed were explained by
the authors of [2, 4] with the use of a complex chain of
concentration magnetic phase transformations: simple
spiral–FM spiral–spin glass–FM spiral–collinear ferro-
magnet. The existence of the collinear spin ordering in
the pure and cation-substituted ZnCr2Se4 compounds at
certain concentrations and temperatures was confirmed
by neutron diffraction data. However, neutron scatter-
ing spectra cannot always be interpreted unambigu-
ously [6] and the satellite lines can be attributed not
only to the noncollinear magnetic structure of the sam-
ple but also to the two-phase state of the sample when
it represents a mixture of ferromagnetic and antiferro-
magnetic regions. Moreover, Nagaev [7] theoretically
proved that the NCAF system is less stable than the col-
linear systems, specifically at high temperatures and
low concentrations. In this connection, we cannot say
with certainty that it is these noncollinear magnetic
structures that are realized in CuxZn1 – xCr2Se4 over a
wide range of concentrations and temperatures.

The majority of previously obtained experimental
data, as well as that in this work, can easily be
explained within the model of the two-phase magnetic
state [8]. In this model, the ordered ferromagnetic state
coexists with the antiferromagnetic state.

For example, a part of the Cr ions in the state 3+
transforms into the state 4+ as copper atoms are incor-
porated into pure ZnCr2Se4. The state with a variable
valence is realized. As was shown in [7], individual fer-
romagnetic microregions can be formed about impurity
atoms in this process. This should lead to an increase in
HYSICS OF THE SOLID STATE      Vol. 43      No. 6      2001
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the paramagnetic Curie temperature with small varia-
tions in TN, as was actually observed in [4]. As the
impurity concentration x increases, the ferromagnetic
region becomes simply connected at a certain critical
value xc and the macroscopic ferromagnetic order with
the Curie temperature TC is established. From this point
on, the antiferromagnetic regions are present as inclu-
sions in the ferromagnetic matrix. It is presumably this
mechanism that is observed in our case when samples
3–6 exhibit TN and TC simultaneously, and the antifer-
romagnetic peak at TN is seen against the background of
the ferromagnetic contribution M0, whereas the Cr4+

concentration in samples 1 and 2 is insufficient for fer-
romagnetic ordering. According to our data, the critical
value xc for CuxZn1 – xCr2Se4 lies in the concentration
range 0.12–0.14.

The two-phase model can also explain the unex-
pected decrease in TC in the series of samples 3–6. It is
reasonable to assume that, for x close to the critical
value, the ferromagnetic “network” which has already
been formed should predominantly capture impurity
ions; i.e., for the most part, the regions containing cop-
per ions and neighboring chromium atoms should be
ferromagnetic. The magnitude and sign of the exchange
interaction will be characteristic of pure CuCr2Se4 with
the corresponding TC value. As the ferromagnetic
region increases, a larger number of Zn ions will be
captured and the competition between the exchange
interactions can lead to a decrease in the TC tempera-
ture, which will then rise again as more and more Zn
atoms are replaced with Cu.

The two-phase model is also supported by resistive
measurements. Warczewski et al. [2] noted a concen-
tration transition from a well-conducting to semicon-
ductor state, which accompanies the disappearance of
macroscopic ferromagnetism. Our preliminary mea-
surements of the resistance of pressed samples also
showed that samples 1 and 2 have a higher resistance
than the others. This also agrees with the predictions of
the two-phase model, according to which the samples
containing a singly connected ferromagnetic region
with an increased carrier concentration should possess
a higher conductivity. Thus, almost the whole totality
of experimental data for the region of the concentration
transition can be described within a unified approach in
the model of the two-phase magnetic state, which was
proposed in [6–8].

However, a certain part of our data can be inter-
preted in favor of NCAF ordering. This mainly con-
cerns the indications of two spin-flop transitions in the
M(H) dependence at 4.2 K. The first transition presum-
ably takes place when the helicoidally ordered mag-
netic moment leaves the plane, and the second transi-
tion can be attributed to the collinear ferromagnetic
ordering. Surprisingly, the former transition was not
noted by Krok et al. [4], who conducted similar mea-
surements on compositions partly coinciding with
PHYSICS OF THE SOLID STATE      Vol. 43      No. 6      2001
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those used in our work. On the other hand, a similar
curve can be obtained by the simple superposition of
the ferromagnetic and antiferromagnetic contributions
to M(H). In addition, the seemingly “chaotic” jumps of
the saturation magnetic moment from sample to sam-
ple, which also showed up to some extent in [4], remain
unclear.

Thus, it is quite possible that the noncollinear anti-
ferromagnetic ordering is more energetically favorable
at low temperatures. Nevertheless, the success of the
two-phase model in describing a set of experimental
data opens up a field for scientific discussion concern-
ing the boundaries of applicability of one or another
model and the ultimate clearing up of the nature of the
magnetic phase transition in the cation-substituted
chalcogenide spinel CuxZn1 – xCr2Se4.
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Abstract—A current hysteresis is detected in magnetic tunnel junctions of the ferromagnetic metal–nonmag-
netic insulator–ferromagnetic metal type. The hysteresis is manifested in the formation of loops on the curves
describing the dependence of the current through the junction on the applied voltage, as well as in the nonre-
producibility of this dependence. This effect is caused by the influence of the spin-polarized current on the mag-
netic state of metallic layers: the current leads to a rearrangement of the domain structure under these condi-
tions. © 2001 MAIK “Nauka/Interperiodica”.
Two mechanisms of the effect of a spin-polarized
current on the magnetic state of metallic films in mag-
netic tunnel junctions are known. One mechanism is
associated with the scattering of the spin of conduction
electrons from the boundary surfaces of the junctions.
The conservation of angular momentum in such a scat-
tering leads to the rotation of the magnetization vector
in the layers [1, 2]. The other mechanism is distin-
guished by its bulk nature and is associated with the
violation of spin balance in the layers (injection of
spins) and with the exchange interaction of injected and
intrinsic spins of the layers [3].

In experiments, the following phenomena were
observed: (1) the “switching” effect, i.e., the magneti-
zation sign inversion in one of the metallic layers for
current densities ~109 A/cm2 and for a certain sign of
the current [4, 5] and (2) loops in the current–voltage
curves [5–7]. In addition, the presence of a magnetic
domain structure (DS) varying in an external magnetic
field was detected in some experiments [8–11].

The present work is a continuation of our earlier
publication [7], in which we reported for the first time
on the observation of current hysteresis loops associ-
ated with the effect of a current on the magnetic state of
the junction. We present additional experimental evi-
dence of the magnetic origin of the loops: they exist
irrespective of the type of insulator used in the structure
for separating the ferromagnetic metallic layers, but
always disappear when the ferromagnetic metallic film
is replaced by a film of a normal metal. In addition, we
prove that the loops depend on the history of the time
variation of the voltage applied to the junction and dis-
appear in strong magnetic fields. It was suggested that
the current rearranges the magnetic DS and that hyster-
esis loops appear because of pinning of the domain
walls, which leads to the coercivity effect.
1063-7834/01/4306- $21.00 © 21093
We prepared three-layered magnetic tunnel junc-
tions (MTJ). Nickel films approximately 0.05 µm thick
were deposited on substrates made of thermally oxi-
dized silicon by using dc magnetron sputtering in an Ar
atmosphere. Insulator films were then deposited on the
Ni film surface. The thickness of these insulator films
was of the order of 3 to 30 nm, which ensured the pos-
sibility of tunnel penetration of electrons. The follow-
ing two types of insulating films were mainly prepared.

(1) Films of diamond-like carbon (DLC), which
were obtained in a plasma excited by a high-frequency
discharge. The working gas was C6H12 vapor. The
thickness, growth rate, density, and surface roughness
of DLC layers were controlled directly in the course of
their growth by using in situ x-ray monitoring [12].

(2) Organic films on the basis of rigid-chain polyim-
ide, which were obtained in two stages [13]. At the first
stage, the film of an amphophilic derivative of polyim-
idic acid was formed by the Langmuir–Blodgett
method. At the second stage, the end product, viz.,
polyimide (LBP), was obtained as a result of thermal
treatment.

A second metallic film, namely, an Fe or Fe91Zr9
film, was deposited on the surface of the insulator film
to reduce the magnetic anisotropy. In reference sam-
ples, a nonmagnetic Al film was deposited instead of
the Fe film. The thickness of the second metallic film
was of the same order of magnitude (0.05 µm). The
continuity of the insulator film was judged from the
resistance of the junction (which amounted to a few
gigaohms for currents ~1 nA) and from the shape of the
I(V) dependence. The insulator thickness was deter-
mined by sputtering technology and was additionally
monitored from the capacitance of the junction. The
working surface of the junction was ~(60 × 120) µm.

We analyzed the I(V) dependences for a current
flowing transversely to the interfaces between the lay-
001 MAIK “Nauka/Interperiodica”
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ers in the junction. Figure 1 shows the typical curves
obtained for (Ni/Fe) junctions with different insulator
layers. It can be seen that the curves have some com-
mon features, which are observed for any insulator
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Fig. 1. Loops in the I(V) curves for structures (a) of the
Ni/LBP/Fe type and (b) of the Ni/DLC/Fe type. The arrows
indicate the directions of current and voltage variation. The
thicknesses of the LBP and DLC films are of the order of
10 nm.
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used. The first peculiarity is that the I(V) curves are irre-
versible since the current depends on the direction of
variation of the voltage. For this reason, when the volt-
age is varied along a closed path, a loop is formed on
the (I, V) plane. A loop appears each time we reverse
the direction of V irrespective of the value of the maxi-
mum attained voltage Vm. In this respect, these loops
basically differ from those described by Pratt et al. [6],
which were caused by the insulator breakdown and,
hence, appeared only for Vm > Vth, where Vth is the
threshold breakdown voltage. The loops in question
also differ in their origin from those obtained in [5]
when studying the switching effect: in contrast to [5],
our loops were observed for any polarity of the current
(see Fig. 1). These loops cannot also be associated with
the processes occurring in the nanoscopic insulating
interlayer since they were observed for any insulator
used in the experiments. However, the loops always
disappeared when the Fe films were replaced by Al
films.

The second feature of the I(V) curves is illustrated
best of all in Fig. 2. The figure shows the results of mea-
surements obtained using an x–y recorder. In Fig. 2a,
four consecutive loops are presented. The maximum
voltage Vm is chosen to be so large that a considerable
increase in current is observed (in the figure, the current
is indicated only below the L–L line). Figure 2b pre-
sents two consecutive loops recorded for another (much
smaller) value of Vm. It can be seen that the loops are
formed for any value of Vm, are nonreproducible, and
are arranged at random. The area of the loops has a ten-
dency to increase with Vm.

In our opinion, the very fact of the emergence of
loops in the experiments described here and their non-
Fig. 2. Dependence of the loops in the I(V) curves on the history of the time variation of the voltage applied to the junction. The
arrows indicate the directions of current and voltage variation with time. The numbers label the consecutive loops. The horizontal
L–L line corresponds to ~100 nA and marks the level of the maximum recorded current.
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Fig. 3. Effect of the magnetic bias field H oriented in the plane of the junction on the form of the I(V) dependence for an Ni/LBP/Fe
sample. H, Oe: (a) 0, (b) 40, (c) 150.
reproducibility can be explained by the effect of the
current on the magnetic state of the junction. The mech-
anisms of this effect can be associated with both the
surface and the bulk. At the same time, it should be
noted that the loops in the I(V) curves were observed by
us for current densities much lower than the threshold
current density for observing the switching effect [1, 2,
4, 5]. Even if we assume that the entire current flows
through a single channel with the minimum possible
linear size of the order of 1 nm, the current density for
the total current ≤100 nA (see Fig. 1) will be one to two
orders of magnitude lower than the above-mentioned
threshold value.

The random distribution of loops in the (I, V) plane
can be due to the presence of an irregular DS in the
metallic ferromagnetic film and to its interaction with
the spin-polarized current. The results of experiments
[14] indicate that any electron can penetrate from a
domain in one film to a domain of the other film
through the nonmagnetic layer separating the films. We
can assume that the known conclusions [15] concern-
ing the dependence of the current on the mutual orien-
tation of the magnetizations remain valid (at least qual-
itatively) for such a penetration. However, we must
now speak of the orientation of magnetizations in the
domains: the current will apparently attain its maxi-
mum value for the parallel orientation and its minimum
value for the antiparallel orientation. Consequently, the
current cannot remain uniform over the junction cross
section and the paths for easy and hampered passages
of current must be formed. In this case, the total current
through the junction is the sum of partial currents
between the domains.

Similarly, we can assume that the conclusions con-
cerning the effect of the polarized current on the mag-
netic state of metallic films, which were drawn in [1–3]
without taking into account the splitting of films into
domains, also remain qualitatively valid. In the pres-
ence of a DS, we must obviously speak of the exchange
PHYSICS OF THE SOLID STATE      Vol. 43      No. 6      200
interaction between the spins of electrons injected into
domains and the spins of the DS. Such an interaction
must result in the rotation of the magnetizations of
domains, the motion of domain walls, and, finally, a
change in the topology of the entire DS.

The coercivity of magnetic films must lead to the
irreversibility and nonreproducibility of the DS rear-
rangement described above. As a result, the DS will be
determined not only by voltage V at a given instant t but
must also considerably depend on the values of V at
previous instants, i.e., on the history of the formation of
the given domain configuration. Since the total current
through the junction is determined by the DS (see
above), it is clear that the current loops, as well as their
irreversibility and nonreproducibility, can be inter-
preted as a reflection of similar properties of the DS.

This point of view is supported by two additional
experiments. In one of them, the memory effect, i.e.,
the dependence of current I on the history of the varia-
tion of voltage V with time t, was investigated. The fol-
lowing remarks explain how it was done. In the exper-
iments discussed by us until now, voltage pulses with a
small repetition frequency were used. The voltage in
these pulses first increased from zero to Vm and then
decreased from Vm to zero at the same rate (equal to
approximately 40 mV/s). For instance, the curves in
Figs. 1 and 2 were obtained for just such voltage pulses.
The current loops in Figs. 1 and 2 were seen clearly;
i.e., in compliance with our ideas, the DS had time to
change under the effect of the current and the coercivity
effect was manifested during the opposite variation of
the voltage. Conversely, in the additional experiments,
voltage V was varied with time at considerably differ-
ing rates.

Two series of pulses were used. In the pulses
belonging to the first series, the voltage first increased
smoothly (at the usual rate of ~40 mV/s) from zero to
the maximum value Vm and then abruptly (over milli-
seconds) dropped to zero. In the pulses of the second
1
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series, the voltage first increased jumpwise from zero to
Vm and then smoothly decreased to zero at the usual
rate. The peculiar feature of the experiment was that the
DS rearrangement, which could occur under a smooth
variation of voltage, did not affect the I(V) dependence
upon a smooth decrease of the voltage. It turned out
that these dependences almost coincide and no loops
are formed.

In the second additional experiment, the effect of
the external magnetic field H was investigated. A strong
field H must lead to the saturation of the ferromagnetic
metallic layers and to the suppression of the DS. If cur-
rent loops are formed as a result of the DS rearrange-
ment, they must also be suppressed significantly. The
samples of junctions were placed in a field H parallel to
the plane of the junction. After the fixation of a certain
value of H, the voltage was gradually increased and the
current was measured. The voltage was varied slowly to
stabilize the conditions for the current flow. For H = 0,
a loop similar to those shown in Figs. 1 and 2 was
observed. For H = 40 Oe, the loop became much
smaller and vanished altogether for H = 150 Oe in the
voltage interval V = 0 to 3 V (see Fig. 3). The error of
measurements amounted to approximately 10% of the
value of the current.

It should be noted that if a field H was applied at
V ≠ 0 and I ≠ 0, its influence on the shape of the I(V)
curve was much weaker. In order to eliminate the loop
in the I(V) dependence, a field H ≥ 2 to 4 kOe could be
required. This fact apparently indicates that the DS can
be rigidly fixed under the conditions of current flow
because of the exchange interaction between the ferro-
magnetic layers through conduction electrons.

Thus, MTJ are characterized by loops in the I(V)
curves, which depend on the history of the time varia-
tion of voltage V. These observations can be explained
by the hysteresis induced by the effect of the current on
the magnetic state of the ferromagnetic layers and on
the DS in them.

In conclusion, it is appropriate to make the follow-
ing two remarks. The first feature to note is that the
loops formed are quite wide. For a fixed voltage V, the
currents in different branches of a loop can differ con-
siderably in accordance with Fig. 2. This might appear
as surprising from the viewpoint of the estimates of the
magnetoresistance in structures of the (Ni/Fe) type,
which were made earlier for relatively weak tunnel cur-
rents [15]. It should be emphasized, however, that the
current in this case is not weak in the sense that it itself
produces magnetization and DS rearrangement in the
ferromagnetic layers. For this reason, although the cur-
rent depends on the orientation of the magnetic
moments, the form of this dependence might differ
from that observed in familiar experiments on magne-
toresistance. For instance, it cannot be ruled out that the
P

tunnel transparency itself becomes a function of the
current for the above reason. This question requires
special investigation.

The second remark is associated with the fact that
the mechanism of conduction through the junction
might prove to be not very important for the loop for-
mation unless it leads to a strong depolarization of the
current and prevents exchange interaction between the
layers. Consequently, it would be expected that a simi-
lar effect of current hysteresis could exist in some mag-
netic junctions with a metallic interlayer.
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Abstract—Multilayer films of Fe(x)/Pd(30 Å) (6 ≤ x ≤ 30 Å) are investigated with the help of the transversal
Kerr effect (TKE) with incident light in the energy range 1.3–3.6 eV. Oscillations of the TKE depending on the
thickness of the iron layer are revealed. The off-diagonal element of the dielectric tensor  is calculated using
the measured values of the TKE for two incidence angles of light and the optical constants of all samples. It is
shown that the quantity ω2 (where ω is the frequency of incident light), which is proportional to the interband
density of states, also oscillates, and its oscillations are similar in character to oscillations of the Kerr effect.
The observed oscillatory dependence of the TKE and of the interband density of states are related to the mani-
festation of quantum confinement effects. © 2001 MAIK “Nauka/Interperiodica”.
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1. INTRODUCTION

At the present time, magnetically inhomogeneous
low-dimensional materials attract extensive attention in
the physics of magnetic phenomena. Such attention is
due to the interesting and not completely understood
properties of these materials (such as giant magnetore-
sistance and high magnetooptical activity) and to the
perspective of their practical application. Spectral opti-
cal and magnetooptical techniques are effective meth-
ods of researching magnetically inhomogeneous low-
dimensional materials. These techniques allow one to
obtain information on the electronic and magnetic
structure of samples.

Multilayer Fe/Pd and Fe/Pt films with various thick-
nesses of paramagnetic and ferromagnetic layers are
the most interesting objects of magnetooptical investi-
gations, because the metals of the 4d (5d) groups have
a larger magnitude of the spin-orbital interaction con-
stant and should exert the greatest influence on magne-
tooptical properties. An analysis of the physical proper-
ties of alloys and multilayer films containing palladium
shows the following. Palladium, being a paramagnetic
element, becomes ferromagnetic in the presence of a
ferromagnet [1]. This can be brought about by a num-
ber of circumstances, for example, by (1) expansion of
the crystalline lattice by 5–10% caused by the introduc-
tion of some ions in the Pd matrix and by (2) long-range
exchange interaction with ions of transition metals Fe,
Co, and Ni [1]. The maximum magnitude of the
induced magnetic moment for Pd is equal to 0.4µB [2].
In [3], it was shown that, despite a small induced mag-
netic moment, Pd makes a significant contribution
(comparable with the contribution of pure Fe) to the
1063-7834/01/4306- $21.00 © 21097
magnetooptical effects in Fe/Pd alloys because of a
large spin-orbital splitting of the 4d states.

However, the magnetooptical properties observed in
ultrathin films (d < 30 Å) cannot be explained by the
high magnetooptical activity of Pd alone. New size
effects (classical and quantum) should appear for such
film thicknesses. Such effects cannot be understood
with the help of optical and magnetooptical constants
of three-dimensional samples.

For example, the oscillatory behavior of magne-
tooptical effects depending on the thicknesses of ferro-
magnetic and nonferromagnetic layers (d < 30 Å) was
experimentally revealed in a number of works [4–6].
The electronic states near the Fermi level in low-dimen-
sional structures of Cu on Co(100) and Ag on Fe(100)
were investigated in [4] with the help of inverse photo-
emission. In that work, the existence of special types of
electronic states at the Fermi level was revealed. These
so-called “quantum well states” (QWS) arise because
of quantization of the magnetic moments of the s and
p electrons caused by the confinement of electron
motion in the thin layer in the direction perpendicular
to the surface. It was also experimentally shown in [4]
that QWS can give rise to oscillations of the exchange
interaction in multilayer structures.

Together with the experimental works that consid-
ered oscillations of magnetooptical effects in ultrathin
films and in which QWS were detected, some works
appeared in which the authors attempted to find theo-
retically the connection between oscillations of the
transversal Kerr effect (TKE) and oscillations of the
interlayer exchange interaction. For example, a simple
model was offered in [7], in which only the transitions
from the occupied plane d(x ± iy)z↑ level to the vacant pz
001 MAIK “Nauka/Interperiodica”
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level were taken into account. It was shown that the
oscillations of the TKE can be described in terms of the
density of states of electrons, the motion of which is
confined owing to the small thickness of the film at
hand; therefore, the normal component of the wave
vector kz is quantized. Consequently, the imaginary part
of the off-diagonal component of the conductivity ten-
sor  of a thin film is a sum of δ functions corre-
sponding to certain electron energies. The dependence
of  on the thickness of the layer exhibits oscillations
with a decreasing amplitude. It was also shown in [7]
that the formula for the oscillation period of the TKE is
similar to the formula for the oscillation period of the
magnetic interlayer interaction, but the latter oscillation
period is inversely proportional to the Fermi wave vec-
tor, whereas the oscillation period of the TKE is
inversely proportional to the wave vector of a constant-
energy surface of the pz level. Thus, it was theoretically
shown in [7] that the confinement of electron motion
results in oscillations of the TKE, the period of which
can differ from the oscillation period of the magnetic
exchange interaction. In order to clarify the nature of
oscillations of the TKE in ultrathin films, the interband
transitions in Ni in the vicinity of the L point of the Bril-
lioun zone were considered in [8]. The very small
thickness of a film was taken into account by quantiza-
tion of the momentum of electrons in the direction per-
pendicular to the surface of the film. It has been theo-
retically demonstrated that the period of TKE oscilla-
tions depends on the frequency of the incident light.

At present, there is a limited number of works in
which the spectral curves of the interband density of
states of films were obtained and considered for study-
ing the electronic structure of multilayers. It is neces-
sary to note the detailed investigation of the properties
of spin-polarized Pd in Fe/Pd alloys in [3]; however, no
study on the magnetooptical properties of multilayers
of Fe/Pd has been made to date. In the present work, we
attempt to study the electronic structure of Fe/Pd mul-
tilayers by investigating the dependence of the spec-
trum of the interband density of states on the thickness
of the magnetic interlayer. In order to calculate the
quantity ω2 (where  is the off-diagonal element of
the dielectric tensor and ω is the frequency of the inci-
dent light), which characterizes the interband density of
states, the spectra of the optical and magnetooptical
properties of Fe/Pd multilayer films are investigated.
The oscillatory dependence of the quantity ω2 on the
thickness of the magnetic interlayer is revealed; such a
dependence is a manifestation of quantum confinement
effects in Fe/Pd multilayers.

2. EXPERIMENTAL TECHNIQUES

Fe/Pd multilayer films were obtained by deposition
on glass substrates in a discharge with oscillating elec-
trons [9]. The low rate of deposition of films allowed us

σxy''

σxy''

ε2' ε2'

ε2'
P

to obtain layers of thickness from a few angstroms up
to dozens of angstroms. The number of Fe and Pd lay-
ers in the films was approximately equal to 100. The
thickness of the Pd layer was the same for all samples
and equaled 30 Å, and the thickness of the Fe layer var-
ied from 5.8 to 30 Å. Sputtering was made in Kr inert
gas at a pressure of approximately 10 Torr. The investi-
gations of the structure of the obtained films were made
on an x-ray diffractometer using monochromatic FeKα
radiation. The results of this structural analysis showed
that the Fe/Pd alloy phase was present in films with an
iron layer thickness smaller than 30 Å. For films with
Fe layers 6–14 Å thick, a layered structure with two
phases was observed: the Fe/Pd phase and the fcc-Pd
phase; for the Fe layer thickness 17–23 Å, a three-phase
structure was observed: the Fe/Pd phase, the fcc-Pd
phase, and the bcc-Fe phase; for the Fe layer thickness
30 Å, the Fe/Pd alloy phase disappeared [10].

Optical and magnetooptical investigations were per-
formed in the energy range 1.3–3.6 eV. For the magne-
tooptical study, we used the TKE, which is a variation
of the intensity and the phase shift of linearly polarized
light reflected from a sample magnetized in the plane
perpendicular to the plane of light incidence [11]. To
measure the change in the intensity of linearly polar-
ized light, we used the dynamical method, which con-
sisted in remagnetization of the sample located in the
gap of an electromagnet by an alternating magnetic
field. The magnitude of this effect is equal to

(1)

where M is the magnetization vector. The use of the
dynamical method of registration of signals allowed us
to increase the accuracy of measurements by 2 to
3 orders of magnitude in comparison with the static
method and to measure effects as small as 10–5. The
amplitude of the ac magnetic field in the gap was suffi-
ciently large to saturate all the samples under investiga-
tion (1 kOe). The measurements were performed at
room temperature for several angles of light incidence.

The polarimetric Beattie method was used to inves-
tigate the optical properties of the films [12]. This
method is based on the analysis of the ellipticity arising
when linearly polarized light is reflected from the sur-
face of a sample. The diagonal components of the
dielectric tensor were calculated from the optical con-
stants of the films obtained to an accuracy of 2%.

In order to obtain additional information on the
modification of the electronic structure in the multi-
layer films of Fe(x Å)/Pd(30 Å) from the measured
optical and magnetooptical spectra, the off-diagonal
elements of the dielectric tensor were calculated. The
variation of the intensity of light reflected from a gyro-
electric medium in the case of transversal magnetiza-
tion of the medium can be written as [11]

(2)

δ 1
2
--- I +M( ) I M–( )–

I +M( ) I M–( )+
---------------------------------------,=

δ aε1' bε2' ,+=
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where

ϕ is the angle of light incidence on the sample, n and k
are optical constants, and  and  are the real and
imaginary parts of the off-diagonal component of the
dielectric tensor, respectively. It follows from Eq. (2)
that, in order to determine  and , it is sufficient to
know the diagonal component of the dielectric tensor
(ε1, ε2) and the magnitude of the TKE (δ1, δ2) for the
two angles of light incidence ϕ1 and ϕ2. The corre-
sponding formulas can be obtained from a system of
two equations for the angles of light incidence ϕ1 and ϕ2:

(3)

where coefficients a and b are calculated from Eq. (2).
The obtained formulas are true for magnetooptical

effects in an isotropic magnetized medium. However,
since the thickness of any layer of the film under inves-
tigation is much less than the wavelength of light inci-
dent on the film, the given multilayer film can be con-
sidered as an effective medium described by an effec-
tive dielectric tensor, for which Eqs. (2) and (3) are also
true.

It has been shown in [13, 14] that the components of
the dielectric tensor in the range of interband transi-
tions can be written as

(4)

where m(Em > EF) and n(En < EF) denote the occupied
and the vacant electronic states, respectively; Pmn and
Qmn are the magnitudes of the matrix elements; and the
plus and minus signs correspond to various directions
of the spins. Thus, the behavior of ε2ω2 and ω2 is
determined by the interband density of states. Conse-
quently, in the first approximation (neglecting the
dependence of the matrix elements on the frequency of
incident light), the changes in the interband density of
states in a system of Fe/Pd films and, therefore, the
changes in their electronic energy band structure can be
judged from the changes in the frequency dependence
of the quantity ω2.

a 2 2ϕ
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3. EXPERIMENTAL RESULTS AND DISCUSSION

The spectra of the optical conductivity σ("ω) = 

are represented in Fig. 1. It can be seen that the spectra
of the optical conductivity of the Fe/Pd films differ
from the spectra for the Fe film and that the value of σ
varies nonmonotonically with decreasing iron layer
thickness. The nonmonotonic dependence on the Fe
layer thickness is even in the magnetooptical spectra.

The TKE spectra for the Fe/Pd multilayers and the
iron film are displayed in Fig. 2 for two incidence
angles, 60° and 73.7°. It follows from Fig. 2 that the
magnetooptical spectra of the multilayer films differ
considerably from the spectra of the iron film; in addi-
tion, the shape of the spectrum and the magnitude of the
TKE strongly depend on the thickness of the iron layer
for both angles of incidence.

The dependence of the TKE on the iron layer thick-
ness is presented in Fig. 3 for several energies of inci-
dent light. It can be seen that the magnitude of the TKE
oscillates with increasing thickness of the magnetic
layer. The maxima of the effect are observed for the
films with an iron layer thickness of 12.4 and 19.3 Å for
both angles of light incidence, and the magnitude of the
TKE is maximal for the film with an iron layer thick-
ness of 30 Å.

Using the TKE spectra of the Fe/Pd films and the
film of pure iron for two angles of incidence of light and
also the values of the optical constants, we calculated
the off-diagonal elements of the dielectric tensor from
Eq. (3). The calculated spectrum of the quantity ω2

characterizing the interband density of states is pre-
sented in Fig. 4a for the Fe/Pd films and the film of pure
iron. A comparison of the curves of the interband den-
sity of states (as a function of energy) for the Fe/Pd films
with the corresponding curves for the iron film and the
spin-polarized Pd were obtained in [3] (see Fig. 4b)
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Fig. 1. Spectrum of the optical conductivity of Fe(x Å)/Pd(30 Å)
films. x, Å: (1) 5.8, (2) 9, (3) 12.4, (4) 14, (5) 17, (6) 19.3,
(7) 23, and (8) 30; (9) a Fe film.
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reveals that the curve obtained for the film with a Fe
layer thickness of 5.8 Å is similar to the curve for the
spin-polarized Pd (Fe6Pd94 alloy). This resemblance is
explained by the fact that the multilayer film with an
iron layer thickness of 5.8 Å is a two-phase alloy of Pd
and Fe/Pd with a Pd concentration of 81 at. % and can
be compared to the Fe6Pd94 alloy. For the remaining
films (6 < d < 30 Å), the behavior of the interband den-
sity of states as a function of photon energy cannot be
represented as a superposition of the spectra of pure Fe
and the spin-polarized Pd (this is indicated by the neg-
ative value of ("ω)2 in the energy range 2.1–3 eV for
films with iron layer thicknesses of 14, 17, and 23 Å).

Comparing the spectra of ω2 for the Fe/Pd films,
one can notice the nonmonotonic behavior of these
curves as a function of iron layer thickness. For exam-
ple, only the quantity ω2 of the film with an iron layer

thickness of 5.8 Å is less than ω2 of the film with an
iron layer thickness of 30 Å over the whole spectrum
and is less than its values for the film with a thickness
of 19.3 Å over magnitudes of the energy range from 1.3
to 2.1 eV. For the films with iron layer thicknesses of
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Fig. 2. Spectrum of the TKE for Fe(x Å)/Pd(30 Å) films for
incidence angles of (a) 60° and (b) 73.7°. The labels of
curves (1–9) are the same as in Fig. 1.
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14, 17, and 23 Å, the quantity ω2 changes its sign to
negative in the range of energies 2.1–3 eV. In Fig. 5, the
quantity ω2 characterizing the interband density of
states is presented as a function of the thickness of the
Fe magnetic layer for the photon energies 1.5, 2.5, and
3.5 eV. A comparison of these curves with the TKE
plotted as a function of the iron layer thickness for inci-
dence angles of 60° and 73.7° (Fig. 3) reveals that the
magnitudes of both the TKE and ω2 have a local
maximum for the film with an iron layer thickness of
19.3 Å for all three values of photon energy magni-
tudes. For the film with an Fe layer thickness equal to
12.4 Å, the quantity ω2 is not a local maximum for all
values of energy, while the magnitude of the TKE is a
local maximum. The magnitude of ω2 for the film
with an iron layer thickness of 30 Å, as well as the mag-
nitudes of the TKE, is maximal.

The similarity of the general shapes of all three
curves (the TKE curves for incidence angles of 60° and
73.7° and the dependence of the quantity ω2 on the
iron layer thickness) suggests that the oscillations of
the TKE with varying iron layer thickness are the con-
sequence of the corresponding oscillations of ω2

characterizing the interband density of states.

Theoretically, it was shown [8] that the observed
oscillations of the TKE with a varying thickness of the
magnetic layer in thin films are due to the oscillations
of the off-diagonal component of the dielectric tensor,
which in turn, are the result of the quantum confine-
ment in these (d ! λ) films, i.e., the result of the QWS
formation. The formation of QWS should also result in
oscillations of the indirect exchange interaction.
Indeed, the saturation magnetization of the multilayers
exhibits an oscillatory behavior with varying magnetic
layer thickness (Fig. 6). By comparing the oscillations
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a function of the thickness x of magnetic Fe interlayers for
various values of the photon energy of incident light. E, eV:
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of ω2 with varying thickness of the iron layer and
oscillations of the saturation magnetization of the same
films (Fig. 6), one can see that, despite the qualitative
similarity of these oscillations, there are also essential
differences. The oscillations of the magnetization and

ω2 with varying iron layer thickness are not propor-
tional. For example, the magnetization of the film with
an iron layer thickness of 30 Å is three times greater
than the magnetization of the film with an iron layer
thickness of 23 Å, whereas the respective ratio of the
interband density of states is approximately 13 for an
energy of 1.5 eV and 30 for an energy of 2.5 eV; fur-
thermore, sign reversal is observed for an energy of
3.5 eV. For the films with Fe thicknesses in the range
12–17 Å, the behavior of the curve of the interband
density of states differs qualitatively from the behavior
of the curve of magnetization. Thus, the oscillations of

ω2 are not a direct consequence of the oscillations of
the indirect exchange interaction. The oscillations in
both cases are the manifestation of the quantum con-
finement in multilayers, which modifies the electronic
structure of films with varying magnetic interlayer
thickness. However, for the curve of magnetization, the
changes at the Fermi level are important, whereas in
magneto-optics, the quantum confinement influences
all energy structures.

4. CONCLUSIONS

Thus, in this work, we studied the magnetooptical
properties of Fe/Pd multilayer films with the help of
TKE in the range of photon energies 1.3–3.6 eV for
incidence angles of 60° and 73.7° at room temperature.

It is shown that the spectral behavior of the magni-
tude of the TKE in the energy range at hand for the sys-
tem of Fe/Pd multilayer films differs essentially from
the behavior of the TKE in polycrystalline iron films.
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The off-diagonal components of the dielectric ten-
sor are calculated for the system of Fe/Pd films. An
oscillatory dependence of ω2 on the ferromagnetic
Fe interlayer thickness is revealed. This dependence is
qualitatively similar to the oscillatory dependence of
the TKE on the Fe layer thickness.

The observed oscillatory dependences of the TKE
and of the interband density of states are the manifesta-
tion of quantum confinement.
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Abstract—The heat capacity of a Cr2O3 antiferromagnet near the critical temperature is precisely measured by
ac calorimetry. The critical behavior of the heat capacity is examined. The regularities of variations in the uni-
versal critical parameters near the critical point are determined, and their values are calculated. A crossover
from the Heisenberg (n = 3) to the Ising (n = 1) critical behavior is revealed. © 2001 MAIK “Nauka/Interperi-
odica”.
1. INTRODUCTION

According to the modern theory of phase transitions
and critical phenomena, the critical exponents and crit-
ical amplitude ratios which determine the regularities
of variations in the equilibrium properties near the crit-
ical temperature Tc depend primarily on the lattice
dimension d, the number of degrees of freedom of the
order parameter n, and the length of the ordering inter-
action [1–3]. In three-dimensional magnetically
ordered crystals, the three universality classes that cor-
respond to the known Heisenberg (n = 3), XY (n = 2),
and Ising (n = 1) models are of particular interest.

Experimental investigations of different-type mag-
netically ordered crystals (ferro-, antiferro-, and ferri-
magnets) confirmed the validity of the universality
principle and demonstrated that, within the limits of
experimental error, numerical values of the critical
exponents and critical amplitude ratios are in agree-
ment with the results of the renormalization-group the-
ory and the ε expansion [1–5]. However, elucidation of
the critical behavior in a number of magnets involves
serious problems. It is interesting that, among these
materials are well-known magnets whose critical tran-
sition temperatures are especially well suited to exper-
imental investigations, for example, antiferromagnetic
Cr2O3. As a rule, considerable difficulties emerge when
determining the universality class of these magnets.
This can be explained by the fact that calculations of
the critical parameters do not include the appropriate
analysis of the additional interactions disturbing the
initial critical behavior [4]. Moreover, the determina-
tion of one (singly taken) critical exponent and the
absence of the appropriate statistical treatment can give
a rather rough account of the critical behavior. In these
cases, analysis of the experimental results must be
especially careful, because, so far, the theoretical accu-
1063-7834/01/4306- $21.00 © 21103
racy of the determination of the critical parameters
somewhat exceeds the experimental accuracy. It should
be mentioned that there are a number of papers report-
ing on the violation of the universality principle. First
of all, this may only mean that, in these experiments,
the necessary conditions for establishing a correspon-
dence between the studied crystal and the particular
model are absent.

The weakly anisotropic antiferromagnet Cr2O3 with
a critical temperature TN ≈ 307 K belongs to crystals
whose statical critical behavior has been the subject of
wide current speculation. Analysis of the anisotropic
and exchange interactions demonstrates that Cr2O3 is
an isotropic antiferromagnet (the Heisenberg model),
and only at t = |T – Tc |/Tc < 10–3, its critical behavior is
affected by the uniaxial anisotropy and a crossover
from the Heisenberg to the Ising (n = 1) critical behav-
ior occurs.

The statical critical behavior of Cr2O3 was experi-
mentally investigated in [6–10]. However, all attempts
to determine unambiguously the universality class of
the statical critical behavior of the Cr2O3 antiferromag-
net on the basis of these data have failed. In particular,
the data available in the literature on the critical behav-
ior of the magnetic susceptibility [6], sublattice magne-
tization [7], and heat capacity [8–10] provide contra-
dictory accounts of the statical critical behavior of
Cr2O3.

In the present work, we carried out precise measure-
ments of the heat capacity of a Cr2O3 antiferromagnet in
the critical region and analyzed their results in the range
of reduced temperatures (1.0 × 10–6 ≤ t ≤ 8.0 × 10–3).
001 MAIK “Nauka/Interperiodica”
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2. ANTIFERROMAGNETIC Cr2O3 
AND ITS CRITICAL PROPERTIES

The Cr2O3 antiferromagnet has a rhombohedral lat-

tice (the space group ) with unit cell parameters a =
4.9607 Å and α = 55°06′. The unit cell contains two
formula units, and the magnetic moments of four Cr3+

ions are ordered along the rhombohedral axis. Accord-
ing to [1], in Cr2O3, the interactions of each Cr3+ ion
with all the nearest neighbors (I1 < 0) and the next-near-
est neighbors (I2 < 0) play the most important role; the
interactions between the more distant neighbors are
substantially weaker than the interactions I1 and I2. The
magnetic moment per ion is equal to 3.8µB (where µB is
the Bohr magneton). The anisotropy of Cr2O3 is gov-
erned by the single-ion mechanism and dipole–dipole
interactions [12, 13]. The anisotropy field HA is esti-
mated at 7.0 × 102 Oe, and the exchange field is Hch =
2.45 × 106 Oe [11–13]. The anisotropy parameter is
defined as g = HA/Hch = 2.86 × 10–4, which allows one
to assign Cr2O3 to the Heisenberg universality class
with the possible crossover to the Ising critical behavior
in the immediate vicinity of TN. The crossover temper-
ature tcr [4] can be calculated by the formula tcr = g1/f,
where f is the crossover exponent (f = 1.25 for the cross-
over from n = 3 to n = 1). In our case, tcr = 1.46 × 10–3.

However, the majority of experimental investiga-
tions into the critical properties of Cr2O3 did not reveal
the crossover to the Ising critical behavior [6–9]. Fur-
thermore, the data on the susceptibility χ, which were
obtained by the neutron scattering technique [6], indi-
cate the divergence χ ~ |t |–γ with the exponent γ =
1.35 ± 0.05, whereas, according to [7], the exponent β
is equal to 0.35. These results are in better agreement
with the Heisenberg critical behavior. A similar conclu-
sion can be drawn from the data on the heat capacity
reported by Bruce and Cannell [9], according to which
the Heisenberg critical behavior is observed in the tem-
perature range 2.5 × 10–4 ≤ t ≤ 9.0 × 10–3, as judged
from the critical exponent α of the heat capacity: α =
−0.12 ± 0.01. However, the critical amplitude ratios
(A/A' = 0.56), which were also determined in [9], best
satisfy the Ising model. At the same time, as follows
from the critical exponents of the heat capacity and the
changes in the sound velocity, which, according to the
theory, should be equal to each other, α = 0.14 [8] and,
hence, Cr2O3 should be considered the Ising magnet.
The data obtained in subsequent measurements of the
heat capacity [10], which were processed both with
correction for scaling and without regard for this cor-
rection, led to α ≈ –0.03 in most cases. Marinelli et al.
[10] also gave the value α ≈ –0.12, which is close to the
theoretical estimate for the Heisenberg model. Unfortu-
nately, it is practically impossible to establish the regu-
larities of variations in the critical parameters from the
results obtained by these authors, because, in their anal-

D3d
6

P

ysis, they changed all three parameters (tmax, tmin, and
TN) simultaneously. The same is also true for the values
obtained by the authors of [10] for the critical exponent
α = 0.10 ± 0.02 and the critical amplitude ratio A/A' =
0.48 ± 0.03, which agree with the Ising model of the
critical behavior.

3. EXPERIMENTAL TECHNIQUE

The sample of single-crystal Cr2O3 used in our mea-
surements had the form of a disk 3 mm in diameter and
0.253 mm thick.

The heat capacity of a Cr2O3 single crystal was mea-
sured on a fully automated experimental setup designed
for joint precise measurements of the heat capacity and
thermal diffusion of thin samples. The experimental
setup and measuring technique were described in detail
in [14].

The rate of change in the sample temperature near
the critical point did not exceed 9 mK/min. Periodic
oscillations of the sample temperature at a frequency
f = 2 Hz were achieved with a luminous flux of an
incandescent lamp using a mechanical quartz stabiliza-
tion chopper.

A junction of the chromel–constantan thermocouple
designed for measuring temperature oscillations of the
sample was prepared from hammered-out wires 25 mm
in diameter and stuck with a BF-2 butvar–phenolic
adhesive on the sample side not exposed to light. The
amplitude of temperature oscillations did not exceed
5 mK, which is especially important in examining
anomalous phenomena in the vicinity of the phase tran-
sition temperature.

Computer control of the measurements was per-
formed with the HEAT-MASTER program compiled in
Microsoft QuickBASIC [15].

4. RESULTS AND DISCUSSION

Figure 1 shows the temperature dependence of the
heat capacity of a Cr2O3 single crystal in the vicinity of
the phase transition point. These data correspond to the
temperature range TN ± 25 K. As can be seen from this
figure, the singular part of the heat capacity virtually
coincides with the basis part at temperatures 50 K
above or below TN.

The temperature dependence of the heat capacity of
Cr2O3 near the critical temperature TN is depicted in
Fig. 2.

The correct determination of the critical tempera-
ture is of crucial importance in the study of the critical
properties. As a rule, the critical temperature does not
coincide with maxima of the heat capacity C and the
magnetic susceptibility χ [16]. Moreover, it should be
remembered that, for a number of reasons, each spe-
cific sample has its own “critical” temperature. As a
consequence, the calculations of the critical parameters
HYSICS OF THE SOLID STATE      Vol. 43      No. 6      2001
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in which the critical temperature Tc (TN) is determined
from the maxima of C and (or) χ can give an incorrect
description of the critical behavior.

In our case, the critical temperature Tc was deter-
mined relying on the prediction of the statical scaling
that α = α'. In the approximate relationship, the TN tem-
perature was chosen near the maximum of the heat
capacity in such a way that, at fixed values of tmax and
tmin, the exponents α and α' coincided with each other
at the minimum values of the total root-mean-square
deviation R to within the limits of error. The critical
behavior of the heat capacity was approximated by the
nonlinear least-squares technique. It was assumed that
tmax = 3.0 × 10–3 and tmin = 6 × 10–6 and 1.85 × 10–4 at
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Fig. 1. Temperature dependence of the heat capacity Cp of a
Cr2O3 antiferromagnet.
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T > TN and T < TN, respectively. The choice of these
parameters was dictated by the fact that, in this case, the
numerical value α = –0.10 ± 0.02 was closest to the the-
oretically predicted estimate α = –0.12 [16, 17] for iso-
tropic magnets (see Table 2, approximation 7 (A7)).

The temperature thus obtained, T = TN = 306.716 K,
was used as the critical value. In subsequent approxi-
mations, we varied only the parameters tmin and tmax. It
should be noted that both parameters (tmin and tmax)
were varied simultaneously only in two cases (Table 1,
A4; Table 2, A8). This approach makes it possible to
reveal the regularities of variations in the calculated
parameters, which cannot be said of the results
obtained in [9, 10]. Note also that, when approximating
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Fig. 2. Temperature dependence of the heat capacity of a
Cr2O3 antiferromagnet near the critical temperature.
Table 1.  Results of the approximation of the heat capacity data without correction for scaling

Approximation A1 A2 A3 A4

tmax 8.0 × 10–3 5.0 × 10–3 3.0 × 10–3 8.0 × 10–4

tmin (T < TN) 1.85 × 10–4 1.85 × 10–4 1.85 × 10–4 1.85 × 10–4

tmin (T > TN) 6.5 × 10–6 6.5 × 10–6 6.5 × 10–6 1.0 × 10–6

TN, K 306.716 306.716 306.716 306.716

α –0.02 ± 0.02 –0.04 ± 0.02 –0.14 ± 0.02 0.05 ± 0.02

A', J/mol K –5.8 –6.45 –5.09 5.41

A, J/mol K –5.1 –5.39 –8.45 5.69

E, J/mol K –166.0 154.7 148 149.1

B, J/mol K 197.1 186.3 167 174.6

B ', J/mol K 176.3 169.0 163.3 170.2

A/A' 1.13 ± 0.06 1.27 ± 0.06 1.66 0.96

R 142 121 71.78 49.4
1
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Table 2.  Results of the approximation of the heat capacity data with correction for scaling

Approximation A5 A6 A7 A8 A9 A10

tmax 8.0 × 10–3 5.0 × 10–3 3.0 × 10–3 1.0 × 10–3 1.0 × 10–3 8.0 × 10–4

tmin (T < TN) 1.85 × 10–4 1.85 × 10–4 1.85 × 10–4 1.85 × 10–4 1.85 × 10–4 1.85 × 10–4

tmin (T > TN) 6.5 × 10–6 6.5 × 10–6 6.5 × 10–6 3.0 × 10–6 1.0 × 10–6 1.0 × 10–6

TN, K 306.716 306.716 306.716 306.716 306.716 306.716

α –0.03 ± 0.02 –0.06 ± 0.02 –0.10 ± 0.02 0.02 0.08 ± 0.02 0.09 ± 0.02

A', J/mol K –2.89 –3.51 –9.19 2.17 5.57 5.68

A, J/mol K –3.49 –4.43 –10.94 1.72 2.26 2.33

D ', J/mol K 49.9 38.2 19.3 –1.3 14.3 19.1

D, J/mol K 2.65 2.36 2.1 –2.3 1.2 1.10

E , J/mol K 127.0 102.7 97.1 57.8 68.1 53.4

B, J/mol K 214.1 228 231.4 244.2 243.3 247.8

A/A' 1.21 1.26 ± 0.06 1.30 ± 0.06 0.79 0.41 ± 0.06 0.41 ± 0.06

R 135.8 105.3 84.0 51.3 53.9 47.3
data on the heat capacity in the vicinity of the critical
point which is characterized by various “roundoff”
effects (Fig. 2), we ignored points in the range TN ±
30 mK, because, according to our data, these effects
fall in the range of 60 mK near TN.

In [9, 10], the critical behavior of the heat capacity
was approximated by the following relationships:

(1)

(2)

where α, A, D, B, and E are fitting parameters at T > TN.
The same parameters but with the sign “prime” refer to
the case when T < TN. The parameters α, A, and D are
the critical exponent of the heat capacity, the critical
amplitude, and the amplitude of the correction for scal-
ing, respectively. We used relationships (1) and (2) in
data processing of our experiments.

The results of the approximation of experimental
data with the use of relationship (1) are presented in
Table 1. For the low-temperature phase, we performed
the approximation relying on the prediction of the stat-
ical scaling that α = α'. In the case of relationship (1),
we used A, α, B, and E as fitting parameters at T > TN

and assumed that α = α' and E = E ' at T < TN. The
obtained values of the critical exponent α in the
approximations A1, A2, and A3 are negative, which is
characteristic of the Heisenberg magnets, even though
these exponents disagree in magnitude with the theoret-
ical estimate of the Heisenberg model: α = –0.126 [17,
18]. As follows from these data, the α value approaches
the theoretical estimate as the upper limit tmax of the
approximation interval decreases. The critical ampli-
tude ratio A/A' in the A1 and A2 approximations is also
slightly less than the theoretically predicted estimate

Cp
A
α
--- t α– B Et,+ +=

Cp
A
α
--- t α– 1 D t x+( ) B Et,+ +=
P

for the Heisenberg model: A/A' = 1.52 [4, 5]. However,
at the tmax value used in the A3 approximation, the crit-
ical amplitude ratio A/A' already exceeds the theoretical
estimate and the critical exponent α = –0.14 ± 0.02 is
rather close to the theoretical value α = –0.126 [17, 18].

Table 2 presents the results obtained by processing
the same data but with the use of relationship (2), i.e.,
with correction for scaling. In this case, the critical
exponents α and critical amplitude ratios A/A' in the
same ranges of reduced temperatures (A5, A6, and A7)
are somewhat closer to the corresponding theoretical
values. Note that the exponent α = –0.10 virtually coin-
cides with the theoretical estimate, to within the limits
of error. However, the critical amplitude ratios A/A' are
slightly less than the theoretical value.

All the approximations considered above, both
without correction for scaling (A1, A2, and A3) and
with this correction (A5, A6, and A7), demonstrate that
any crossover is absent. A crossover from the Heisen-
berg to the Ising critical behavior for Cr2O3 is predicted
at t ≈ 1.46 × 10–3. However, the crossover exhibits suf-
ficiently pronounced indications in the case when the
lower limit tmin of the approximation interval shifts
toward TN or if the entire interval of the approximation
is displaced. This can be seen from the data presented
in Tables 1 (A4) and 2 (A8, A9, and A10). Note that,
when the correction for scaling is disregarded (Table 1,
A4) (even though the Ising critical behavior manifests
itself), the critical exponent α = 0.05 is inconsistent
with the theoretically predicted value α = +0.109 [17,
18]. The specific features of the initiation and the evo-
lution of the crossover can be revealed from the data
listed in Table 2 (A8, A9, and A10). It follows from
these data that the crossover occurs when tmin decreases
(A8). As the tmin value decreases further, the exponent
α = 0.08 closely approaches the theoretical estimate
(A9). A further decrease in the upper limit tmax of the
HYSICS OF THE SOLID STATE      Vol. 43      No. 6      2001
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observation interval to 8.0 × 10–4 leaves the α value vir-
tually unchanged.

It should be noted that such an approach, when
among three parameters (tmax, tmin, and TN) which can
affect the critical parameters two parameters are fixed
and one parameter is varied, makes it possible to deter-
mine the regularities of variations in the particular
quantities.

Note also that the series of experiments performed
under variations in the critical temperature in the range
TN ± 0.03 K demonstrated the changes in all the univer-
sal critical parameters only within the limits of error
which are given in Tables 1 and 2 for the corresponding
quantities. The universal critical parameters obtained in
this work are in reasonable agreement with the theoret-
ical predictions or coincide with them, to within the
limits of error. These results allow one to elucidate the
regularities observed in the behavior of the heat capac-
ity of the Cr2O3 antiferromagnet—a thermodynamic
parameter which is least amenable to study in the criti-
cal region. Certain discrepancies can be associated with
the experimental error, the inaccuracy in the determina-
tion of the critical temperature TN, and the data process-
ing procedure.
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Abstract—The spectrum of standing spin waves is investigated in nanocrystalline Fe films prepared by the
pulsed plasma-spraying method. The dispersion relation of these waves is determined in the wave-vector range
(0.2–3.2) × 106 cm–1 and is found to be affected by spatial magnetization fluctuations 100 Å in size. These fluc-
tuations are supported as being due to the inhomogeneous distribution of C atoms in the atomic structure of
nanocrystalline Fe films. © 2001 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

The objective of this paper is to investigate magnetic
inhomogeneities of metastable nanocrystalline films of
Fe-based alloys prepared by the pulsed plasma-spray-
ing (PPS) method. This method allows one to produce
ferromagnetic supersaturated Fe(C) solid solutions in
the form of films with local fcc (hcp) structure [1, 2].
Previously, Mössbauer spectra [57Co(Cr) source] at
room temperature were taken for these samples doped
with the 57Fe isotope [3]. The spectral lines of an as-
prepared film are very broad, which is characteristic of
iron in the ultradisperse or amorphous state. After
annealing at T = 470 K for an hour, the spectral lines
become narrower and can be reasonably approximated
by two Zeeman sextets with hyperfine fields H1 =
211 kOe and H2 = 189 kOe. Therefore, there are two
different environments of Fe atoms in the material
under study; that is, the Fe films are magnetically inho-
mogeneous. It is not easy to investigate inhomogeneous
ferromagnets, in particular, to determine which param-
eter fluctuates [the exchange constant α(r), the satura-
tion magnetization M(r), the anisotropy constant β(r),
etc.] and to measure the correlation length r* of the
fluctuating parameter. Information on magnetic inho-
mogenety types and on their space scale can be derived
from spin-wave spectra.

Theory predicts (and numerous experiments reveal)
that the spectrum of spin waves in ferromagnetic films
consists of several separate dispersion curves ω(kn , χ).
The dependence of the frequency ω on the wave vector
χ for waves propagating in the plane of a film can be
examined experimentally by Brillouin scattering. In the
case of χ = 0, the spectrum characterizes standing
(across the film thickness) spin waves, which can be
1063-7834/01/4306- $21.00 © 1108
examined experimentally by the spin-wave resonance
(SWR) method. The resonance frequencies for these
spin waves are determined both by the average values
of the magnetic parameters of the ferromagnetic film at
hand and by the fluctuations of these parameters.

At the present time, two types of dispersion curves
ω(k) (associated with two types of magnetic inhomoge-
neities) have been predicted theoretically and discov-
ered experimentally in thin ferromagnetic films by the
SWR method. Inhomogeneities of the first type are
those characterized by an isotropic and homogeneous
distribution of a fluctuating parameter such as α(r); the
ω(k) curve in this case has a break (change in slope)
“due to exchange.” Inhomogeneities of the second type
are fluctuations of M(r), and the corresponding ω(k)
curve has a break “due to magnetization.” The disper-
sion relation for spin waves in such inhomogeneous
systems has the form [4, 5]

(1)

where ω0/g is the internal field of the ferromagnet; i =

α, M; and  = (∆i/i)2 is the strength of the fluctuating
parameter i. The functions Jα(k) and Jm(k) differ mark-
edly near a characteristic wave vector k* = 1/ri, which
is determined by the correlation length of magnetic
inhomogeneities ri; specifically, in the vicinity of k*,
the function Jα increases sharply (from 1/3 to 5/4),
whereas the function Jm sharply decreases (from 1/2 to
0), and only in the region of k = 2k* does Jm start to
increase (from 0 to 5/4). The difference in the behavior
of Jα(k) and Jm(k) in the region of k ~ k* allows one to
experimentally reveal the dominant fluctuating param-
eter of the spin system of an inhomogeneous ferromag-

ω k( ) ω0 αM〈 〉 gk2 1 γi
2Ji k( )–( ),+=

γi
2
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netic alloy (α or M) and to determine the correlation
length of this parameter. This experimental identifica-
tion can be made by spin-wave spectroscopy. Many
recent SWR studies have revealed that the spin-wave
dispersion relations in ferromagnetic films of amor-
phous alloys and inhomogeneous supersaturated solid
solutions are associated with both α and M fluctuations.
It was found that fluctuations of α and M are due to
chemical inhomogeneities; these inhomogeneities give
rise to spatial fluctuations of the exchange parameter α
in inhomogeneous alloys of the transition metal–metal-
loid type (CoP [6], FeB [7]) and to fluctuations of the
magnitude of the magnetization M in transition metal–
transition metal alloys (CoZr [8], FeZr [9]).

2. SAMPLES AND EXPERIMENTAL TECHNIQUE

Nanocrystalline films of Fe80C20 and Fe74C20B6
alloys are prepared by the PPS method in vacuum with
a residual gas pressure of P0 = 5.5 × 10–6 mm Hg. The
substrates are made of glass. The films ranged in thick-
ness from 300 to 3000 Å. The electronic and chemical
structures of the films were determined from photoelec-
tron and Auger spectra measured with a photoelectron
spectrometer (with Mg anode) at the Institute of Semi-
conductor Physics (Siberian Division, Russian Acad-
emy of Sciences). The SWR spectra of nanocrystalline
Fe films were examined with a standard x-band spec-
trometer (f = 9.2 GHz) at room temperature. These
SWR spectra are presented in [2], where the boundary
conditions for the magnetization of these films are also
discussed. Here, we merely point out that, in the films
under study, antisymmetric boundary conditions are
realized for which the relation between the mode index
of the SWR spectrum and the wave vector k of a stand-
ing spin wave has the form kn = πn/d (with n = 1, 2,
3, … and d being the film thickness) and the resonance
fields of the SWR peaks are given by

(2)

Using Eq. (2), the effective exchange stiffness ηeff (η =
αM) is calculated numerically from the formula

(3)

A correlation is made between the ηeff(k) dependence
thus found and the theoretical dependence neff = 〈η〉 (1 –

Ji(k)) (see Eq. (1) and [4, 5]) with the aim of deter-
mining the dominant fluctuating magnetic parameter i
(α or M) and the correlation length r*.

3. EXPERIMENTAL RESULTS AND DISCUSSION

Let us first discuss the experimental SWR spectra of
Fe74C20B6 films. Figure 1 shows the experimental
dependence of δH1, n = H1 – Hn on n2 for two films
of different thickness, d1 = 1100 Å and d2 = 960 Å. It

Hn ω/γ 4πM ηeffkn
2.–+=

ηeff k( ) d/π( )2 H1 H2–( )/ n2 1–( ).=

γi
2
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can be seen from Fig. 1 that the δH1, n(n2) ~ ω(k2) dis-
persion curve has a break in the long-wavelength range
of the SWR spectrum: the effective exchange stiffness
ηeff sharply decreases (η1 > η2). Therefore, according to
the classification introduced in [4], this break is due to
exchange. By measuring the coordinate of the break
point ni, one can determine the critical wave vector (k =
πn/d); in this case, we have kα = 1.1 × 106 cm–1 for both
films. As the wave vector k increases further, one more
change in the effective exchange stiffness η occurs: this
time, η sharply increases (η2 < η3) and, therefore, the
break is due to magnetization (in the classification of
[4]). For the Fe74C20B6 alloy at hand, the corresponding
wave vector is km = 1.85 × 106 cm–1. As indicated above,
the ω(k) dispersion curve affected by fluctuations of M
and having a break due to magnetization must have two
characteristic features at the wave vectors km and 2km.
In the case in question, the experimental δH1, n(n2)
curve corresponds to the portion of the theoretical ω(k2)
dispersion curve in the range of k < 2km, because the
boundary wave vector kb, corresponding to the extreme
peak of the SWR spectrum, is kb ~ 2.2 × 106 cm–1 and,
therefore, kb/km < 2.

The observation of breaks of two types (those being
due to exchange and to magnetization) in the dispersion
curves of films of the Fe74C20B6 alloy under study is a
surprising experimental finding. The point is that this
alloy belongs to the class of transition metal–metalloid
alloys, the dispersion curves of which were observed
earlier to show only breaks due to exchange. For
instance, in films of alloys CoP [6], FeB [7], etc., the
experimental δH1, n(n2) curves obtained by the SWR
method are affected only by fluctuations of the
exchange constant α. For this reason, we attribute the
break due to magnetization observed in the metastable
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d = 1100 Å
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Fig. 1. Difference in the resonance fields of SWR peaks
δH1, n = H1 – Hn as a function of n2 for two Fe74C20B6 alloy
films differing in thickness (n is the peak index).
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Fe74C20B6 alloy to the presence of atoms of another
metalloid, carbon, in the alloy. Further investigation
provided support for this assumption.

Figure 2 shows the dependences of the resonance
fields δH1, n on the spin-wave mode index squared n2 for
SWR spectra of two Fe(C) films differing in thickness
(d1 = 1200 Å, d2 = 500 Å). It can be seen that the
δH1, n(n2) ~ ω(k2) dispersion curve of the d1 = 1200 Å
thick film has two characteristic features (breaks) at
wave vectors k' = 0.99 × 106 cm–1 and k'' = 1.6 × 106 cm–1.
The exchange stiffness sharply increases near the char-
acteristic wave vector k' (η1 < η2) and sharply decreases
near the wave vector k'' (η2 > η3). This behavior of the
δH1, n(n2) curve suggests that the dispersion relation of
spin waves in the d1 = 1200 Å thick film of Fe(C) is
affected by fluctuations of the magnetization M. This
conclusion is also supported by the fact that the numer-
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2000

3000

d = 500 Å

d = 1200 Å

δH1, n, Oe

Fig. 2. Difference in the resonance fields of SWR peaks
δH1, n = H1 – Hn as a function of n2 for two Fe80C20 alloy
films differing in thickness.
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Fig. 3. Effective exchange stiffness ηeff as a function of
wave vector k for Fe80C20 alloy films differing in thickness.
P

ical values of the characteristic wave vectors k' and k''
approximately satisfy the theoretically predicted rela-
tion k'' = 2k' (see [4]). The value of the wave vector k' =
km is determined by the scale of spatial inhomogeneities
of the magnetization M in the Fe(C) alloy at hand, km =
1/rm, where rm is the correlation length of fluctuations
of M. For films of the Fe(C) alloy, rm is estimated to be
100 Å. It should be noted that the δH1, n(n2) curve for
the thinner (500 Å thick) film exhibits a break which is
seemingly due to exchange, but in actual fact, this curve
is affected by fluctuations of magnetization in the inho-
mogeneous Fe(C) alloy. From Fig. 2, it is seen that this
δH1, n(n2) curve has a feature near the wave vector k' =
1.57 × 106 cm–1; namely, the exchange stiffness sharply
decreases in the vicinity of this point (η1 > η2). How-
ever, the range of observable wave vectors kn = πn/d in
the SWR spectrum of the d = 500 Å thick film is such
that the wave vector km, which characterizes the scale of
fluctuations of the magnetization M, satisfies the ine-
qualities k1 < km < k2. Indeed, we have k1 = 0.63 ×
106 cm–1, k2 = 1.26 × 106 cm–1, and km = 1 × 106 cm–1.
Therefore, the feature observed in the δH1, n(n2) curve is
basically determined by the feature of the Jm(k) func-
tion in the vicinity of 2km, which is also supported by
the fact that the characteristic wave vector k' = 1.57 ×
106 cm–1 is close to the wave vector k'' at which a break
is observed in the dispersion curve for the d1 = 1200 Å
thick film. We note that a similar situation was observed
[4] to occur with amorphous Co93Zr5P2 alloy films dif-
fering in thickness. The entire ω(k2) dispersion curve
affected by fluctuations of M and exhibiting breaks due
to magnetization was first observed experimentally for
those transition metal–metal alloy films.

Thus, for films of the metastable Fe(C) alloy, which
is an interstitial solid solution, the experimental
δH1, n(n2) dependence agrees well with the theoretically
predicted ω(k2) dependence affected by magnetization
fluctuations [4, 5]; in particular, the experimental curve
exhibits breaks (changes in slope) due to magnetiza-
tion. We note that the ω(k2) curve for this Fe(C) alloy
differs in character from those for analogous alloys,
substitutional solid solutions, of the transition metal–
metalloid system (FeB, CoP, etc.). In those alloys, the
dispersion curves exhibited only breaks due to
exchange.

Experimental δH1, n(n2) dependences also allow one
to calculate some other characteristics of magnetic
inhomogeneities, such as the strength of fluctuations

 and the average 〈η〉 . The effective exchange stiff-
ness ηeff(k) calculated from the resonance fields Hn(n2)
by Eq. (2) is shown in Fig. 3 for free films differing in
thickness (d1 = 500 Å, d2 = 1200 Å, d3 = 2300 Å). The
character of the ηeff(k) dependence suggests that only
fluctuations of M are significant in the Fe(C) alloy. The
wave vector defined by the relation rm = 1/km is the

γm
2

HYSICS OF THE SOLID STATE      Vol. 43      No. 6      2001



SPIN-WAVE SPECTROSCOPY STUDY OF SPATIAL MAGNETIZATION FLUCTUATIONS 1111
same (km = 106 cm–1) for all films of the alloy under
study, irrespective of their thickness. From theoretical
expressions for the function Jm(k) in Eq. (1) (see [4, 5]),
it follows that the effective exchange stiffness ηeff(k)
measured in the wave-vector range km < k < 2km is the
average exchange stiffness 〈η〉  of the film under study.
Figure 4 shows 〈η〉  calculated in this range of wave vec-
tors k as a function of d for films of the Fe(C) alloy.
From Fig. 4, it is seen that for the films prepared by the
method indicated in Section 2, the average 〈η〉  depends
on the film thickness d, which was not observed earlier
[6–9]. The reason for this dependence is the following.
The kinetics of solidification of an Fe(C) condensate
depends on the cooling rate of the condensate, which,
in turn, depends on its thickness. Therefore, the phase
composition of the Fe films under study (fcc-Fe(C),
hcp-Fe(C), cementite Fe3C [1, 2]) varies with film
thickness. This conclusion was supported by the find-
ings of [10], where, by means of Mössbauer spectros-
copy based on conversion electrons, it was shown that
the phase composition of an Fe(C) film varies across
the film. Given the average 〈η〉 , the strength of magne-
tization fluctuations can be calculated from Eq. (1); the

result is  = 0.6. It should be noted that, for Fe(C)

films,  is independent of the film thickness. Thus,
from experimental δH1, n(n2) dependences, we calcu-
lated the correlation length rm and made estimates of

the average exchange stiffness 〈η〉  and the strength 
of fluctuations of M in films of metastable Fe(C) alloys.

It is found that in films prepared by the PPS method, 
and rm are independent of the thickness of the film,
while 〈η〉  is thickness dependent. The latter property
distinguishes these films from some other films, e.g.,

γm
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10000
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d, Å

Fig. 4. Average exchange stiffness 〈η〉  as a function of the
film thickness for an Fe80C20 alloy.
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from those of CoP [6], in which all three quantities do
not depend on the film thickness.

4. CONCLUSION

Thus, in this paper, the dispersion relation of spin
waves in films of a nanocrystalline Fe(C) alloy is mea-
sured by the SWR method and found to be affected by
spatial magnetization fluctuations approximately
100 Å in size. Fluctuations of magnetization M are
likely to be due to the inhomogeneous distribution of C
atoms in the atomic structure of nanocrystalline Fe
films. The dispersion relation of the type indicated
above distinguishes Fe(C) alloys, which are interstitial
solid solutions, from analogous alloys of the transition
metal (Fe, Co)–metalloid (B, P, Si) system, which are
substitutional solid solutions and in which fluctuations
of the exchange constant dominate.
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Abstract—Temperature dependences of the transverse permittivity of mixed K1 – x(NH4)xH2PO4 crystals
(x ≈ 0, 0.04, 0.09, and 0.19) are experimentally investigated with the aim of determining the parameter PA that
characterizes proton ordering in the region of the ferroelectric phase transition. A comparison of the tempera-
ture dependences of the PA parameter and spontaneous polarization shows that the spontaneous polarization is
preceded by a partial ordering of protons in all the compositions studied. It is found that the crystals with a
high ammonium content are characterized by a weaker effect of the lattice polarization on the proton ordering.
© 2001 MAIK “Nauka/Interperiodica”.
Potassium dihydrogen phosphate (KH2PO4) is a
well-known crystal of the KDP family [1]. In this crys-
tal, a decrease in temperature is accompanied by the
ferroelectric phase transition due to proton ordering
over the O–H···O hydrogen bonds. It has been conclu-
sively established that, in the vicinity of the transition
temperature (TC ≅  122 K), the protons in this crystal
predominantly form configurations in which two of
them are located either at the top of each PO4 tetrahe-
dron or at its bottom. In this case, one of the coupled
proton–lattice modes becomes unstable, thus giving
rise to spontaneous polarization (Ps) along the tetrago-
nal axis c of the crystal. The oxygen proton configura-
tions formed upon phase transition correspond to the
antiferroelectric-type ordering of dipole moments in
the ab plane perpendicular to the polar axis. Therefore,
the phase transition in potassium dihydrogen phosphate
can be considered ferroelectric and antiferroelectric
simultaneously [2].

The interaction between the proton subsystem and
the soft lattice mode plays an important role in the
phase transition. However, discussions of its details
persist to date [1, 3, 4]. Certain information on the spe-
cific features of this interaction can be obtained from
comparison of the temperature dependences of the
parameter characterizing proton ordering and the spon-
taneous polarization Ps, whose magnitude varies lin-
early with microscopic displacements of “heavy” ions.

Single crystals of K1 – x(NH4)xH2PO4 (KDP–ADP)
solid solutions are well suited as objects of investiga-
tion. This is explained by the fact that, in these struc-
tures, protons of the ammonium groups substituting for
K+ ions interact with oxygens of the nearest neighbor
PO4 tetrahedra and, hence, disturb the ordering of “oxy-
gen” protons [5]. As a result, the temperature of the
phase transition decreases and the phase transition
1063-7834/01/4306- $21.00 © 21112
itself is completely suppressed at a critical concentra-
tion xc ≅  0.20 [6, 7]. This circumstance can be used for
analyzing the interrelation between the spontaneous
polarization and the parameter of proton ordering as a
function of the quantity affecting the state of the proton
subsystem. This analysis was the primary goal of the
present work.

A phenomenological model of an antiferroelectric
crystal consisting of two interpenetrating sublattices
was described by Kittel [8]. According to this model,
each sublattice below the antiferroelectric transition
temperature is characterized by dipole moments which
have the same magnitude and are aligned in such a way
that their total moment is equal to zero. In the case of
an order–disorder transition, the polarizations of these
sublattices (PA and PB, respectively) are proportional to
the parameter of proton ordering. The latter quantity is
defined as the difference between the probabilities of
finding a proton in one of the minima of the double-
well potential of the O–H···O bond.

The free energy (A) of the crystal can be represented
in the form [8]

(1)

where A0 is the free energy component, which does not
depend on the sublattice polarization (PA or PB), and f,
g, and h are the coefficients of the expansion of the
crystal free energy into a series.

The relationship between the permittivity (ε) and
the polarization of the sublattice can be written in the

following form [1, 8]: [(ε – 1)ε0]–1 = ∂2A/∂ , where ε0

is the absolute permittivity. It is generally assumed that
the coefficients g and h vary only slightly with temper-
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ature and, in the vicinity of TC, f = q + λ(T – TC), where
q and λ are constants. With this assumption and under
the conditions of a weak measuring field, we finally
obtain the following relationship:

(2)

Here, Θ = TC – q/λ is the Curie–Weiss temperature, C =
1/λε0 is the Curie–Weiss constant, and ε∞ is the ε com-
ponent, which is independent of the PA parameter and
temperature.

Therefore, the dependence PA(T) can be determined
from the dielectric measurements of the crystals.

Experiments were carried out with KDP–ADP crys-
tals at concentrations x ≈ 0, 0.04, 0.09, and 0.19. Sam-
ples in the form of rectangular plates ~6 × 7 × 0.7 mm
in size were cut from the single crystals used earlier in
the Ps measurements in [9]. The electrodes located on
the sample surfaces perpendicular to the a axis were
prepared by thermal evaporation of silver under
vacuum.

A sample of the nominally pure KDP (x = 0) crystals
had the form of a rectangular parallelepiped 3 × 3 ×
15 mm in size. Electrodes in the form of strips ~1 mm
wide were applied on all the four longest faces, which
provided simultaneous measurement of the permittivi-
ties along the polar and nonpolar directions (ε33 and ε11,
respectively).

In the course of experiments, the samples were
placed in a cryostat in which the temperature ranged
from 20 to 300 K and was controlled within an error of
no more than ±0.05 K. The real and imaginary compo-
nents of the permittivity were measured using a capac-
itance bridge at a frequency of 1.59 kHz and a measur-
ing field amplitude of ~0.5 V/cm under heating (cool-
ing) at a rate of ~1 K/min. Near TC, the heating rate
decreased to ~0.1 K/min; in this case, the calculated
nonuniformity of the sample “warming-up” did not
exceed ±0.005 K. For simultaneous measurements of
the permittivities ε33 and ε11 of the KDP crystal, we
additionally used one more capacitance bridge. For the
second bridge, the measuring field amplitude was equal
to 0.2 V/cm and the frequency was 3 kHz.

The results of the ε11 measurements for composi-
tions with x ≈ 0.04, 0.09, and 0.19 are shown in Fig. 1.
It should be noted that the dependences ε11(T) mea-
sured during heating of the sample virtually coincide
with those obtained in the course of its cooling (for this
reason, the latter curves are not shown in this figure).
Hence, the observed dependences ε11(T) can be treated
as equilibrium curves. At the same time, it is clear that
the measurements performed were of a quasi-statical
character, because the anomalies in the temperature
dependences of the imaginary components of the per-
mittivity that would indicate the ε11 dielectric disper-
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---------------------

1
C
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sion were not observed in the course of the expe-
riments.

Above TC, the ε11(T) dependences follow the Curie–
Weiss law over a wide temperature range: ε11(T) = ε∞ +
C/(T – Θ) with the negative Curie–Weiss temperature,
as is the case in antiferroelectric ammonium dihydro-
gen phosphate [11].

The best approximation of the experimental results
for compositions with concentrations x ≈ 0.04, 0.09,
and 0.19 was achieved with the following parameters:
Θ ≅  –235, –240, and –251 K and C ≅  18770, 19740,
and 19100 K, respectively. For all compositions,
ε∞ ≅  8 ± 2.

The temperature dependences of the PA parameter
were determined from the results of the ε11 measure-
ments according to formula (2). Figure 2 displays the
normalized temperature dependences of the PA param-
eter and spontaneous polarization (the temperature
dependences of the spontaneous polarization were
obtained earlier in [9]).

When normalizing the above dependences, we took
into account the following reasoning. According to the
existing concepts [1], in protonated crystals of the KDP
type, the probability of localizing a proton in one of the
minima of the double-well potential of the O–H···O
bond is universally less than unity due to the tunneling
effect. For a deuterated potassium dihydrogen phos-
phate (DKDP), in which the tunneling effect is notice-
ably weaker, it can be expected that, at T  0 K, the
probability of the particle localization will be close to
unity. Hence, the normalization was performed with
respect to the spontaneous polarization and the proton

ordering parameter (  and , respectively), whichPs
D PA

D
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20 40 60 80 100 120
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Fig. 1. Temperature dependences of ε11 for mixed
K1 − x(NH4)xH2PO4 crystals with concentrations x ≈
(1) 0.04, (2) 0.09, and (3) 0.19. Dashed lines show the
approximation of the ε11(T) dependences according to the
Curie–Weiss law.
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were measured for a KDKP crystal in the saturation
range of these quantities at temperatures far below TC.

The numerical value of  was taken from [1], and

 was calculated by formula (2) taking into account
the results of the dielectric measurements [10]. The cal-
culations were carried out under the assumption that
the h parameter only slightly depends on the composi-
tion.

Note that relationship (1) predicts the temperature
dependence of the sublattice polarization in the follow-
ing form: PA ~ (TC – T)1/2 [1, 8]; this actually holds for
compositions with ammonium concentrations x ≈ 0.04
and 0.09. This is confirmed by the linear dependences

(T) (Fig. 2). Thus, formula (2) provides a correct
description of the PA(T) dependence. The deviation of
the PA(T) dependence from the law (TC – T)1/2, which is
observed for the crystal with a concentration x ≅  0.19,
can be explained by the considerable smearing of the
phase transition for this composition [11].

It can be seen from Fig. 2 that a certain correlation
of the dependences PA(T) and Ps(T) is observed for all
the crystals under investigation. In particular, this cor-
relation manifests itself in the fact that the saturation
portions of these curves at T ! TC coincide with the
portions of “rapid” variations in these dependences
near the corresponding phase transition temperatures.

A comparison of PA and Ps at different compositions
in the saturation regions (hereafter, these quantities will
be designated as  and , respectively) shows that

both  and  decrease with an increase in x. It
should be mentioned that an increase in the concentra-
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tion x is accompanied by a more rapid decrease in the
 parameter as compared to .

It is worth noting that the relatively large value of
 for the crystal with x ≈ 0.19 corresponds to a proton

ordering parameter which is considerably smaller than
that for compositions with x ≈ 0.04 and 0.09. This
implies that the effect of the “lattice” polarization on
the proton ordering in the ferroelectric compositions of
mixed KDP–ADP crystals becomes weaker when the
concentration of the second component increases. This
circumstance provides an explanation of the fact that
the thermal hysteresis of ε11 is absent in the experimen-
tal dependences despite the pronounced hystereses in
TC, ε33, and Ps, which were observed under cyclic vari-
ations in temperature in the vicinity of the phase transi-
tion point for both the objects under investigation in
[12, 13] and the ferroelectric compositions of the
related system Rb1 – x(NH4)xH2PO4 in [14, 15].

It can be assumed that, in the compositions with a
concentration x  xc, the stabilization of the ferro-
electric phase is achieved primarily through the interac-
tions between dipole moments aligned along the polar
axis, which are responsible for the condensation of the
soft optical mode, as was predicted in [4].

An increase in the ammonium concentration in
mixed crystals is accompanied by a decrease in the
slope of the PA(T) and Ps(T) curves as the phase transi-
tion point is approached from below. The influence of
the composition on the PA(T) curves is especially pro-
nounced; in all cases, the PA parameter becomes non-
zero at higher temperatures as compared to those for
the corresponding parameter Ps (see Fig. 2).

A possible reason for the existence of a nonzero
parameter PA at T @ TC in the KDP–ADP systems could
be the deformation of the double-well potential of the
O–H···O hydrogen bond under the action of random
fields [16], which can be due to nonequivalent substitu-
tions of the ammonium groups for K+ ions.

For nominally pure potassium dihydrogen phos-
phate, this reason is absent. At the same time, the pro-
ton ordering in KDP crystals, which is identified from
the dielectric measurements, is observed at tempera-
tures slightly above the ferroelectric phase transition
point that corresponds to the peak of ε33. This can be
clearly seen in Fig. 3. This figure demonstrates the

dependences  and , which were measured
simultaneously under the aforementioned conditions.
(The superscript “0” indicates that these curves slightly
differ from the true dependences due to edge effects,
which can noticeably manifest themselves for the given
shape of the sample.) The measured quantities can be

written as  ≅ ε 11 + qε33 and  ≅  rε11 + ε33, where
q > 0 and r > 0 are the coefficients specified by the sam-
ple geometry and the ratio between ε11 and ε33. Since
ε11 ~ 102 ! ε33 ~ 105 for KDP at T = TC [1], the contri-
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bution of ε11 to  can be ignored. On the other hand,
the contribution of ε33 to the measured transverse per-
mittivity can result in a distortion of the ε11(T) depen-
dence in the vicinity of TC and a shift of its maximum
toward the peak of ε33. However, it can be seen (Fig. 3)

that the  maximum is observed at temperatures of
approximately 0.5 K above TC. This confirms the fact
that the ferroelectric phase transition in crystals of the
KDP family is preceded by a partial ordering of pro-
tons.

Let us now consider the ratio between the parame-
ters PA and Ps in more detail (Fig. 4). At small parame-
ters of proton ordering (PA < 0.02–0.05 at T > TC), no
spontaneous polarization occurs. A further increase in
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Fig. 3. Temperature dependences of (1)  and (2)  for

a KH2PO4 crystal, normalized to the maximum values of
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Fig. 4. Dependences of Ps on PA for K1 – x(NH4)xH2PO4
crystals with concentrations x ≈ (1) 0.04, (2) 0.09, and
(3) 0.19.
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PA (T ≤ TC) is accompanied by a rapid increase in Ps.
For compositions with x ≈ 0.19, the region of rapid
increase in the spontaneous polarization is consider-
ably wider than that for the crystals with ammonium
concentrations x ≅  0.04 and 0.09 in both the Ps–PA and
Ps–T coordinates and the Ps(PA) dependence attains sat-
uration at smaller PA parameters.

For crystals with x ≅  0.04 and 0.09, a nearly jump-
wise increase in Ps is observed in narrow ranges of PA

values (0.03 ≤ PA ≤ 0.07) and temperatures (TC – T ≈
1 K). At PA ≈ 0.1–0.3, which corresponds to the temper-
ature range TC – T ≈ 15 K, the spontaneous polarization
Ps increases directly with PA (the proportionality coef-
ficient ≈1.2 ± 0.1).

Note that the results obtained are in agreement with
the modern concepts regarding the mechanism of ferro-
electric phase transitions in KDP crystals. According to
these concepts, the proton ordering serves as a “trigger
mechanism” for displacement of heavy atoms. At the
same time, it can be seen that, in the immediate vicinity
of TC, the linearity between the spontaneous polariza-
tion and the proton ordering parameter, which is postu-
lated in a number of models (see, for example, [1]), is
broken.

From the above results, it can be concluded that, in
ferroelectric compositions of mixed KDP–ADP crys-
tals, the phase transition is preceded by a partial order-
ing of the protons which is observed at temperatures
slightly above TC. For crystals with a relatively low
ammonium concentration (x ≤ 0.09), there is a narrow
temperature range in the vicinity of TC in which the
spontaneous polarization Ps increases more rapidly
than the proton ordering parameter. Below this range,
the spontaneous polarization of the crystal varies
almost linearly with the proton ordering parameter over
a wide range of temperatures. In the crystals with an
ammonium concentration close to the critical value, the
weakening of the proton–lattice coupling takes place.
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Abstract—Model concepts of the interphase boundaries whose displacements are capable of substantially
affecting the piezoelectric properties of xPbTiO3–(1 – x)Pb(Zn1/3Nb2/3)O3 multidomain crystals in the R3m–
P4mm morphotropic region are developed. The contributions of the interphase boundaries ∆d33 to the piezo-
electric modulus d33 are determined, and the factors responsible for the large ratios ∆d33/d33 ≈ 0.5–0.9 are ana-
lyzed. © 2001 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION
Single- and polycrystal ferroactive solid solutions of the

perovskite-type oxides xPbTiO3–(1 – x)Pb(Zn1/3Nb2/3)O3
(PT–PZN) are characterized by high values of the static
permittivity and piezoelectric moduli in the R3m–
P4mm morphotropic region for 0.08 & x & 0.10 [1–3].
The PT–PZN crystals in the range 0 ≤ x ≤ 0.09 at room
temperature (the R3m phase) exhibit a high sensitivity
of the piezoelectric, dielectric, and elastic properties to
the orientation of the crystallographic axes of the sam-
ple [1, 3]. The influence of non-180-degree domain
structures and their transformation on the piezoelectric
activity of PT–PZN crystals, specifically of samples
with a developed (001) face, in an electric field E par-
allel to the [001] direction of a perovskite lattice cell
was discussed in experimental works [3–5].1 However,
as far as we know, the role of interphase boundaries in
the evolution of the piezoelectric properties of similar
crystals during morphotropic transitions has never been
investigated theoretically. The purpose of this work was
to elaborate model concepts and to analyze quantita-
tively the effect of interphase boundaries on the piezo-
electric modulus d33 of PT–PZN crystals in the mor-
photropic region.

2. EXPERIMENTAL DATA 
AND MODEL CONCEPTS

According to the experimental data obtained by
Park and Shrout [3], the electric field E = 0.5–
2.0 MV/m, when applied to the polydomain (001) crys-
tals with x = 0.08 in the rhombohedral (Rh) phase,
brings about their piezoelectric deformation without
reorientation of 71° (109°) domains (stage A). The tet-

1 Hereafter, single- or polydomain crystal samples whose devel-
oped faces are parallel to the (001) plane of a perovskite cell will
for brevity, be referred to as the (001) crystals.
1063-7834/01/4306- $21.00 © 21117
ragonal (T) phase coexisting with the rhombohedral
phase is induced at E = 2.5–4.0 MV/m (stage B). A fur-
ther increase in E leads to the stabilization of the single-
domain tetragonal phase to the extent of the electrical
breakdown of the crystal at E * 12.0 MV/m. At the B
stage, Park and Shrout [2, 3] measured the very large
values of the tensile strain ξ33 > 1% in the [001] direc-
tion and the piezoelectric modulus d33, B ≈ 4500 pC/N,
which is one order of magnitude larger than the value
of d33, T in the tetragonal phase at E = 4–12 MV/m. At
the A stage, the rhombohedral PT–PZN (001) crystals
with x = 0.045 and 0.08 are characterized by suffi-
ciently close values of the piezoelectric moduli d33, A

(approximately 2000 and 2500 pC/N, respectively
[2, 3]), even though the composition with x = 0.045 is
almost equidistant from Pb(Zn1/3Nb2/3)O3 (x = 0 and
d33 = 1100 pC/N [2, 3]) and the rhombohedral–tetrago-
nal morphotropic region.

In order to elucidate the role of interphase bound-
aries in the evolution of the high piezoelectric activity
of PT–PZN crystals, we propose a model of a het-
erophase crystal (Fig. 1) in which the interphase bound-
ary QR parallel to the (001) plane of a perovskite cell is
displaced under an external uniform electric field
E || [001]. It is known that the interface boundary orien-
tation close to (001) can be realized in the morphotro-
pic region of the PT–PZN system [4, 6] at E = 0 owing
to the small differences between the perovskite unit cell
parameters aT and aR of the tetragonal and rhombohe-
dral phases, respectively [1, 7]. In this system, the bulk
energy density associated with both the elastic dis-
placement of the interphase boundary and the electro-
static interaction between the spontaneous polarization
vectors of phase domains and the field E is represented
as the sum of two competing contributions felas and fel,
respectively. In the approximation of the linear elastic-
001 MAIK “Nauka/Interperiodica”



 

1118

        

TOPOLOV, TURIK

                            
ity theory [8], an infinitesimal change  in the strain
of the crystal edge 0H (Fig. 1) due to the displacement
of the boundary QR (i.e., due to the change in the con-
centration of phase I by dz) leads to the differential

(1)

where  and  are the measured elastic moduli of
phases I and II, respectively, along the [001] direction
at E = const. According to Bondarenko et al. [9], the

strain  is defined as  = zδ, where δ = (cII/cI) – 1.
Here, cI and cII are the unit cell parameters of single-
domain phases I and II along the [001] direction. Inte-
gration of relationship (1) over the volume concentra-
tions 0 ≤ z ≤ z∆ < 1 gives

(2)

where ∆c =  – .

The bulk energy density for the electrostatic interac-
tion is written as

(3)

where DP = PII – PI is the difference between the vol-
ume-averaged spontaneous polarizations of phases I
and II. By minimizing the energy densities d(felas +

fel)/dz∆ = 0 and d2(felas + fel)/  > 0 with due regard for
relationships (2) and (3), we obtain an expression for
the volume concentration of phase I in the following
form:

(4)

dξ33
∆

d f elas σ33
∆ dξ33

∆ c33
I z c33

II+ 1 z–( )[ ]ξ 33
∆ dξ33

∆ ,= =

c33
I c33

II

ξ33
∆ ξ33

∆

f eals δ2 ∆c z∆
3 /3( ) c33

II z∆
2 /2( )+[ ] ,=

c33
II c33

I

f el DP DEz∆⋅= PII E,⋅–

dz∆
2

z∆ c– 33
II c33

II( )2
4∆cDP Eδ 2–⋅+( )

1/2
+[ ] / 2∆c( ).=

I

II 1 – z

R

z

[001]

H

Q

x3

0 x3 [100]

Fig. 1. A schematic drawing of a two-phase crystal with a
planar interphase boundary: z and 1 – z are the volume con-
centrations of phases I and II, respectively. The crystal can
contain two rhombohedral phases (I and II) with close molar
concentrations x (stage A) or the tetragonal (I) and rhombo-
hedral (II) phases coexisting in the course of the phase tran-
sition induced by the field E (stage B).
P

Taking into account the physical meaning of the
relationships 0 < z∆ < 1 and ∆c < 0,2 we obtain that
equality (4) holds under the condition

(5)

where ϕ = DP · E/( ). As a result, the contribution
made to the piezoelectric modulus d33 of the crystal by
the displacement of the interphase boundary is repre-
sented as

(6)

3. RESULTS OF CALCULATIONS 
AND DISCUSSION

Now, we quantitatively determine the contribution
∆d33 at the A stage. In recent works [4, 5], the 71°
(109°) domains were visualized in the rhombohedral
phase of the PT–PZN (001) crystals. These domains had
the spontaneous polarization vectors PR1(Ps; Ps; Ps),
PR2(Ps; –Ps; –Ps), PR3(Ps; Ps; –Ps), and PR4(Ps; –Ps; Ps)
and were separated by domain walls parallel to the
(001) plane of the perovskite unit cell. Let us assume
that the molar concentration xd in individual domains
differs from the concentration x in the sample as a
whole due to composition fluctuations, inhomogeneous
distribution of Ti4+ ions [6, 12], specific features of the
crystal growth, and other factors. In this case, the
boundaries between individual domains or domain
regions with concentrations x (phase II in Fig. 1) and xd

(phase I) become interfacial and the electric field can
induce their motion. For the interaction of these rhombo-
hedral phases, we have δA = aR, dcosωR, d(aRcosωR)–1 – 1

and DP · E = |PR, d – PR|E/ , where aR and ωR are the
cell parameters of phase II; aR, d  and ωR, d are the cell
parameters of phase I; and PR, d and PR are the magni-
tudes of the spontaneous polarization vectors of 71°
(109°) domains in phases I and II, respectively.

Since the experimental concentration dependences
of the electrical parameters for PT–PZN single-domain
crystals in the morphotropic region are unavailable, it is
necessary to make the estimates from formulas (4)–(6)
with the use of the parameters varying within certain

ranges. For example, the elastic moduli  vary in the
range from 1.0 × 1010 to 5.0 × 109 Pa. These values are
approximately equal to the reciprocal of the effective

2 The condition ∆c < 0 corresponds to a decrease in the elastic

modulus  upon formation of a single-domain structure in
BaTiO3 [10] or PbTiO3 [11] crystals containing lamellar 90°
domains in the tetragonal phase in the field E. Data on the change

in  for polydomain ferroelectric crystals with a perovskite-

type structure upon an induced rhombohedral–tetragonal phase
transition or the formation of a single-domain rhombohedral
phase under the field E are unavailable.

c33
E

c33
E

0 ϕ 1,< <

c33
II δ2

∆d33 dξ33
∆ /dE δdz∆/dE.= =

3

c33
II
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compliance  measured in [1, 3] for (001) crystals in
the vicinity of x = 0.09. The difference ∆PA = |PR, d – PR|
is taken equal to 0.01–0.03 C/m3 (which is several
dozen times less than the value of PR for PT–PZN crys-
tals [3]), and the range of variations in the parameter
|δA | = (1.0–2.5) × 10–3 is determined by condition (5).

The values of ∆cA are varied so that  = 0.01–
0.20. The calculated data on the volume concentration
z∆, A and the contribution ∆d33, A at the A stage are shown
in Fig. 2 and Table 1, respectively.

The dependences z∆, A(E) (Fig. 2) are determined to

a greater degree by the  and δA parameters as com-
pared to ∆PA and ∆cA. It seems likely that the aforemen-
tioned ranges of variations in these parameters allow us
to reveal the main features of the behavior of z∆, A(E) in
the presence of domains at xd ≠ x. The data listed in
Table 1 indicate the considerable contribution ∆d33, A of
the interphase boundaries to the piezoelectric modulus
d33, A, which was measured for the inverse piezoelectric
effect. A comparison of the estimates made for ∆d33, A
at different values of ∆cA when the remaining parame-
ters are identical demonstrates that ∆d33, A(E) is con-
stant to within 1% at small ∆cA under condition (5).
Since ∆d33, A(E) and the piezoelectric modulus

 for a polydomain sample are virtually con-

stant (  cannot substantially change in sufficiently
weak fields), the resulting piezoelectric modulus is
given by

(7)

Relationship (7) is in quantitative agreement with the
experimental data obtained in [2, 3] for PT–PZN at x =
0.045 and 0.08: the field dependences ξ33, A(E) =
d33, A(E)E for both compositions exhibit a nearly con-
stant slope at the A stage.

Among the field dependences presented in Fig. 2
and Table 1, the z∆, A(E) curves passing through unity in
the range E = 1.5–2.0 MV/m are of particular interest.
In this case, the interphase boundaries pass throughout
the crystal and provide the sufficiently large contribu-
tion ∆d33, A(E) ≈ 1200–1700 pC/N (see, for example,
the calculations at |δA | = 2.0 × 10–3 and ∆PA = 0.02 C/m2

and at |δA| = 2.5 × 10–3 and ∆PA = 0.03 C/m2 in group II).
A further increase in E leads to a change in the condi-
tions of the ∆d33 formation. The obtained contributions
∆d33, A are equal to approximately 50–70% of the ∆d33, A
value measured in [2, 3] for (001) crystals with x =
0.08. Note also that the piezoelectric moduli d33, dyn,
which were measured by the dynamic method in weak
fields (E ! 0.5 MV/m) for (001) crystals, amounted to
approximately 1200 pC/N at x = 0.08 [3] and 1000–
1500 pC/N at x = 0.09 [1, 13]. These data for d33, dyn cor-

s33
E

∆cA/c33 A,
II

c33 A,
II

d33 A,
p E( )

d33 A,
p

d33 A, E( ) d33 A,
p E( ) ∆d33 A, E( )+= const.≈
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relate with the piezoelectric moduli , which
were estimated for the polydomain sample with station-
ary interface boundaries: according to relationship (7),

we have  ≈ 800–1300 pC/N at x = 0.08 and E *
0.5 MV/m.

At the B stage, it is assumed that the interphase
boundary separates the single-domain tetragonal phase I
with the spontaneous polarization vector PI(0; 0; PT)
and the rhombohedral phase II with the aforementioned
orientations of the spontaneous polarization vectors
PRk (k = 1, …, 4). As follows from our results obtained
earlier in [9], for these phases, we have δB =
cT(aRcosωR)–1 – 1 and DP · E = ∆PBE, where cT is the

d33 A,
p E( )

d33 A,
p

0.5 2.0
0

E, MV/m

0.5

1

2

3

4 5
6

7

8

9

10

11

12
1.0

z∆, A

Fig. 2. Field dependences z∆, A(E) calculated by formula (4)
(stage A). Curves 1–6 and 7–12 correspond to the values of

 and ∆cA from groups II and I (Table 1), respectively.

∆PA = (1, 3, 5, 7, 9, 11) 0.01 and (2, 4, 6, 8, 10, 12) 0.03 C/m2.

|δA | = (1–4, 7–10) 2.5 × 10–3 and (5, 6, 11, 12) 1.5 × 10–3.

∆cA = (1, 2, 5–8, 11, 12) –5.0 × 107, (3, 4) –1.0 × 109, and

(9, 10) –2.0 × 109 Pa.

c33 A,
II
1
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Table 1.  Calculated contributions ∆d33, A for 71° (109°) domains in PT–PZN crystals at xd ≠ x (stage A)

E, MV/m |δA|, 10–3
∆d33, A, pC/N

at ∆PA = 0.01 C/m2 at ∆PA = 0.02 C/m2 at ∆PA = 0.03 C/m2

Group I

0.5 1.0 580 (610, 660) 1200 (1300, 1600) 1800 (2100, –)

1.0 580 (660, 790) – –

1.5 590 (710, –) – –

2.0 – – –

0.5 1.5 390 (400, 410) 770 (810, 860) 1200 (1300, 1400)

1.0 390 (410, 430) 780 (860, 1000) 1200 (1400, 1900)

1.5 390 (420, 460) 780 (930, 1200) –

2.0 390 (430, 500) – –

0.5 2.0 290 (290, 300) 580 (600, 610) 870 (910, 950)

1.0 290 (300, 310) 580 (610, 660) 870 (950, 1100)

1.5 290 (300, 320) 580 (640, 710) 880 (1000, 1300)

2.0 290 (310, 330) 580 (660, 790) 880 (1100, –)

0.5 2.5 230 (230, 230) 460 (470, 480) 700 (710, 740)

1.0 230 (240, 240) 460 (480, 500) 700 (740, 790)

1.5 230 (240, 250) 460 (490, 520) 700 (760, 850)

2.0 230 (240, 250) 470 (500, 550) 700 (790, 930)

Group II

0.5 1.5 770 (810, 860) 1600 (1700, 2000) 2400 (2800, 3700)

1.0 780 (860, 1000) – –

1.5 780 (930, 1200) – –

2.0 – – –

0.5 2.0 580 (600, 610) 1200 (1200, 1300) 1800 (1900, 2100)

1.0 580 (610, 660) 1200 (1300, 1600) 1800 (2100, –)

1.5 580 (640, 710) 1200 (1400, –) –

2.0 580 (660, 790) – –

0.5 2.5 460 (470, 480) 930 (960, 1000) 1400 (1500, 1600)

1.0 460 (480, 500) 930 (1000, 1100) 1400 (1600, 1900)

1.5 460 (490, 520) 930 (1100, 1200) 1400 (1700, –)

2.0 470 (500, 550) 940 (1100, 1400) –

Note: For the calculated values,  = 1.0 and ∆cA = –0.01, –0.10, and –0.20 (in 1010, Pa) (group I) and  = 0.50 and ∆cA = –0.005,

–0.05, and –0.10 (in 1010, Pa) (group II). The ∆d33, A values calculated for the last two values of ∆cA in the corresponding group are
given in parentheses. Dashes mean that ∆d33, A at z∆, A > 1 cannot be determined because of the violation of condition (5).

c33 A,
II

c33 A,
II
parameter of the perovskite cell in phase I and ∆PB =

PT – (PR/ ). The values of PT were estimated from

the experimental data on d33, the permittivity , and

3

ε33
σ

P

the electrostriction coefficient Q11 of a single-domain
crystal with x = 0.08 in phase I. A comparison of these
estimates with PR for the same composition in phase II
[3] suggests that ∆PB & 0.30 C/m2. The other para-
HYSICS OF THE SOLID STATE      Vol. 43      No. 6      2001
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Table 2.  Calculated contributions ∆d33, B for the R3m–P4mm phase transition in PT–PZN crystals (stage B)

E, MV/m |δB|, 10–2
∆d33, B, pC/N

at ∆PB = 0.20 C/m2 at ∆PB = 0.25 C/m2 at ∆PB = 0.30 C/m2

Group I

2.5 1.0 2000 (2600, 4100) 2600 (3300, –) 3100 (4200, –)

3.0 2100 (2700, 5000) 2600 (3500, –) 3100 (–, –)

3.5 2100 (2800, –) 2600 (–, –) –

4.0 2100 (2900, –) – –

2.5 1.5 1400 (1600, 2000) 1700 (2000, 2600) 2000 (2400, 3300)

3.0 1400 (1600, 2000) 1700 (2000, 2700) 2000 (2500, 3500)

3.5 1400 (1600, 2100) 1700 (2100, 2900) 2000 (2500, 3900)

4.0 1400 (1600, 2200) 1700 (2100, 3100) 2000 (2600, 4300)

2.5 2.0 1000 (1200, 1400) 1300 (1500, 1700) 1500 (1800, 2100)

3.0 1000 (1200, 1400) 1300 (1500, 1800) 1500 (1800, 2200)

3.5 1000 (1200, 1400) 1300 (1500, 1800) 1500 (1800, 2300)

4.0 1000 (1200, 1400) 1300 (1500, 1900) 1500 (1800, 2400)

Group II

2.5 1.5 2700 (3400, 5000) 3400 (4400, 7500) 4100 (5400, –)

3.0 2700 (3500, 5800) 3400 (4500, –) 4100 (5700, –)

3.5 2700 (3600, –) 3400 (4700, –) 4100 (–, –)

4.0 2700 (3700, –) 3400 (–, –) –

2.5 2.0 2000 (2400, 3000) 2500 (3000, 4000) 3100 (3700, 5100)

3.0 2000 (2400, 3200) 2500 (3100, 4300) 3100 (3800, 5700)

3.5 2000 (2400, 3300) 2600 (3100, 4600) 3100 (3900, 6400)

4.0 2000 (2500, 3500) 2600 (3200, 5100) 3100 (4000, 7500)

Note: For the calculated values,  = 0.99, 0.90, and 0.80 at ∆cB = –0.01, –0.10, and –0.20 (in 1010, Pa) (group I), respectively; and

 = 0.495, 0.45, and 0.40 at ∆cB = –0.005, –0.05, and –0.10 (in 1010, Pa) (group II), respectively. The ∆d33, B values calculated

for the two last values of ∆cB in the corresponding group are given in parentheses. Dashes mean that ∆d33, B at z∆, B > 1 cannot be
determined because of the violation of condition (5).

c33 B,
II

c33 B,
II
meters used in calculations with formulas (4)–(6)
were varied within the same ranges as in the A stage.
The results of calculations are presented in Fig. 3 and
Table 2.

The “volume concentration z∆, B–factor ϕB” diagram
(Fig. 3) generalizes the data on the influence of the
interphase boundaries on the piezoelectric response of
PT–PZN crystals at the A and B stages.

Similar to the z∆, A concentration at the A stage, the
z∆, B volume concentration is sufficiently sensitive to

changes in  and δΒ. A variation in ∆PB at fixed

 and δΒ makes it possible to combine particular
portions of the z∆, B(ϕB) curves into a continuous line

c33 B,
II

c33 B,
II
PHYSICS OF THE SOLID STATE      Vol. 43      No. 6      200
with a virtually constant slope. This circumstance plays
a decisive role in the formation of the field dependences
ξ33, B(E) and the determination of parameters that meet

the condition d33, B(E) =  + ∆d33, B(E) ≈ const,
which is similar to relationship (7). As follows from
Table 2, in the case when the rhombohedral–tetragonal
interphase boundary passes throughout the crystal (i.e.,
the inequality z∆, B|E → 4.0 MV/m * 1 is fulfilled), the con-
tributions ∆d33, B lie in the range ≈2600–4100 pC/N and

depend only slightly on the field E (at  ≈
0.01). Making allowance for the fact that, in the late B
stage, z∆, B tends to unity and the single-domain tetrag-
onal phase with a piezoelectric modulus d33, T ≈

d33 B,
p E( )

∆cB/c33 B,
II
1
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1.0

0.5

0

z∆, B

0.5 1.0
ϕB
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Fig. 3. Diagram relating the volume concentration z∆, B and the factor ϕB = ∆PBE/( ) for the induced phase transition (stage B).

The elastic modulus  = 0.99 × 1010 Pa corresponds to  = 0.01 in group I (stage A).

c33 B,
II δB

2

c33 B,
II ∆cA/c33 A,

II
480 pC/N (x = 0.08) [3] predominates, the resulting
piezoelectric modulus of the crystal can be estimated as
d33, B ≈ d33, T + ∆d33, Β ≈ 3000–4600 pC/N. The very
large values of d33, B are explained by the considerable
contribution ∆d33, B/d33, B ≈ 0.8–0.9 and agree well with
the piezoelectric modulus d33, B(E) ≈ 4500 pC/N (x =
0.08) [3], which was measured at the B stage.

4. CONCLUSION

The results obtained in the present work can be sum-
marized as follows.

(1) Within a unified model of the heterophase crystal
in a uniform electric field E, the contributions ∆d33, A and
∆d33, B from the displacements of the planar interphase
boundaries to the piezoelectric moduli d33, A and d33, B
were quantitatively estimated for the first time. It was
shown that the interphase boundary motion at the A stage
can be caused by the 71° (109°) domains in the rhombo-
hedral phase of the xPbTiO3–(1 – x)Pb(Zn1/3Nb2/3)O3
crystals at molar concentrations xd ≠ x. The estimated
contributions ∆d33, A account for 70% of the experimen-
tal values of the piezoelectric modulus d33, A for the
(001) crystals in the morphotropic region.

(2) The volume concentration z∆, B–factor ϕB diagram
was proposed. This diagram quantitatively describes the
P

dependence of the content of the induced tetragonal
phase in the xPbTiO3–(1 – x)Pb(Zn1/3Nb2/3)O3 crystals

on the electric field E, the elastic properties (  and
∆cB), the difference in the perovskite cell parameters
(δB), and the difference in the spontaneous polariza-
tions of domains in different phases (∆PB). The ranges

of variations in the parameters ∆PB, , and δB,
which correspond to the anomalously large contribu-
tions ∆d33, B > 4000 pC/N to the piezoelectric modulus
d33, B at the B stage, were justified analytically.
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Abstract—The heat capacity of [NH2(CH3)2]2 · CuCl4 crystals prior to and after γ-irradiation with doses of 1,
5, 10, and 50 MR is measured by the calorimetric method in the temperature range 80–300 K. It is found that,
as the temperature decreases, the temperature dependence Cp(T) exhibits two anomalies which correspond to
phase transitions from the incommensurate to the ferroelectric phase at Tc = 281 K and from the ferroelectric
to the ferroelastic phase at T1 = 255 K. The nature of the anomalies is typical of a first-order phase transition.
In addition, a smeared anomaly in the form of a small increase in the heat capacity of the ferroelectric phase is
observed at T ≈ 275 K. It is demonstrated that when the dose of γ-irradiation increases, the anomalies decrease
in magnitude and the phase transition temperatures are displaced: Tc increases and T1 decreases. © 2001 MAIK
“Nauka/Interperiodica”.
Crystals of dimethylaminochlorocuprate
[NH2(CH3)2]2 · CuCl4 fall into the [NH2(CH3)2]2 ·
MeCl4 (Me = Co, Zn, or Cu) group, which belongs to
the family of crystals with general formula A2BX4.
Crystals of the [NH2(CH3)2]2 · MeCl4 type have been
synthesized comparatively recently and are of interest
because they undergo a complex sequence of phase
transitions which depends on the sort of Me ions
involved [1–3]. Bobrova et al. [3] demonstrated that
two phase transitions in the [NH2(CH3)2]2 · CuCl4 crys-
tal occur at Tc = 279.5 K and T1 = 253 K; between these
transitions, it exhibits ferroelectric properties. Investi-
gations into the temperature dependences of the relative
linear expansion, heat capacity, and permittivity of
[NH2(CH3)2]2 · CuCl4 crystals [1, 3] have shown that
both phase transitions are transitions of the first order.
Vlokh et al. [4] studied the birefringence and electroop-
tical properties and made the assumption that the
[NH2(CH3)2]2 · CuCl4 crystal has an incommensurate
phase in the temperature range 296–279.5 K. Since the
sequence of phase transitions is observed in this crystal,
it is of interest to measure the heat capacity in the tem-
perature range where this sequence takes place and to
investigate how the γ-irradiation affects the phase tran-
sition parameters.

The heat capacity measurements were carried out in
a vacuum adiabatic calorimeter with discrete heat sup-
ply to the sample (m = 3.55 g). The heating rate of the
sample was 0.01–0.09 K/min. The measurements of the
heat capacity were performed in 0.3–1.9 K intervals
with an accuracy of 0.3%. The sample temperature was
checked with a platinum resistance thermometer. The
1063-7834/01/4306- $21.00 © 1124
sample was irradiated at room temperature on a γ-irra-
diation facility from a Co60 source with a dose rate of
~280 R/s in the irradiation zone. The irradiation dose
was accumulated by subsequent exposures of the same
sample and amounted to 1, 5, 10, and 50 MR.

The results of the measurements of the heat capacity
of the [NH2(CH3)2]2 · CuCl4 crystal prior to irradiation
are presented in Fig. 1. The temperature dependence
Cp(T) exhibits two pronounced anomalies in the form
of maxima in the temperature ranges that correspond to
phase transitions at Tc = 281 K and T1 = 255 K. The
crystal under study falls into the group of A2BX4 ferro-
electrics for which the phase transition at Tc is a transi-
tion from the incommensurate to the ferroelectric phase
and the phase transition at T1 is a transition from the
ferroelectric to the ferroelastic phase. It should be noted
that the form of both anomalies corresponds to a first-
order phase transition. This is confirmed by the sharp
symmetric form of the anomalies and the increase in
the time required for establishment of thermal equilib-
rium in the phase transition region during the experi-
ment. An anomaly in the form of a small smeared max-
imum is observed in the Cp(T) curve in the range of T ≈
275 K. The origin of this anomaly is as yet unknown.
We did not reveal any anomalies in the Cp(T) curve in
the vicinity of T1 = 296 K, where the authors of work
[4] claimed that a transition from the paraphase to the
incommensurate phase was evident. The changes in the
entropy and enthalpy of the transitions were deter-
mined by numerical integration. The calculated values
at T1 = 255.25 K are equal to 1.8 J/(K mol) and
50 J/mol, respectively, and at Tc = 281.23 K, they are
2001 MAIK “Nauka/Interperiodica”
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Fig. 1. Temperature dependence of the heat capacity of the [NH2(CH3)2]2 · CuCl4 crystal.
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Fig. 2. Temperature dependences of the heat capacity of the [NH2(CH3)2]2 · CuCl4 crystal exposed to γ-irradiation with doses of
(1) 0, (2) 1, (3) 5, (4) 10, and (5) 50 MR.
4.9 J/(K mol) and 1248 J/mol, respectively. The mea-
sured values of the entropy and enthalpy of the anomaly
of the transition at T ≈ 275 K are 0.77 J/(K mol) and
212 J/mol, respectively. The table presents the
smoothed values of the heat capacity and the changes in
the thermodynamic functions, such as the entropy S, the
enthalpy H, and the Gibbs free energy Φ, which were
calculated on their basis.

Figure 2 shows the temperature dependences of the
heat capacity of the [NH2(CH3)2]2 · CuCl4 crystal
exposed to different doses of γ-irradiation. It can be
seen from this figure that, as the dose of γ-irradiation
increases, the anomaly at T1 = 255 K shifts toward the
low-temperature range, decreases in height, and
PHYSICS OF THE SOLID STATE      Vol. 43      No. 6      200
becomes smeared. Now, we take into account that the
energy change ∆Θ due to the phase transition is deter-
mined by the excess heat capacity ∆Cp, i.e., by the area
under the anomaly peak, which, according to the ther-
modynamic theory, can be represented as ∆Θ =

αΤ , where α is the coefficient of proportionality,

Pmax = Nµ (µ is the unit dipole moment, and N is the
number of ferroactive dipoles in 1 cm3). On this basis,
it can be inferred that the decrease in the magnitude of
the anomaly and its smearing with an increase in the
γ-irradiation dose indicate a decrease in the concentra-
tion of the ferroactive dipoles that provide the ferro-
electric properties [5]. In the region of the incommen-

1
2
--- Pmax

2

1
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surate–commensurate ferroelectric phase transition at
Tc = 281 K, the heat capacity anomaly shifts toward the
high-temperature range, the anomaly peak diminishes,
and the anomaly itself becomes somewhat smeared.
The anomaly at T ≈ 275 K also becomes smeared and
virtually disappears at a dose of 50 MR. The relative
change in the excess energy of the phase transition is
related to the relative change in the number of ferro-
electric dipoles ND/N0 in the process of irradiation by
the following formula [5]:

ND

N0
-------

∆QDT0

∆Q0TD

----------------- 
 

1/2

,=

0.2

0

ND/N0, ∆ΘD/∆Θ0

D, MR20 40

0.4

0.6

0.8

1.0 1
2
3
4

Fig. 3. Dose dependences of the relative excess enthalpy at
phase transition temperatures (2) T1 and (4) Tc and the con-
centration of the ferroactive dipoles at (1) T1 and (3) Tc.
P

where ∆Q0 and T0 are the excess energy and the temper-
ature of the phase transition for the unirradiated crystal,
respectively, and ∆QD and TD are the excess energy and
the temperature of the phase transition for the irradiated
crystal, respectively.

Figure 3 demonstrates the relative changes in the
excess energy and in the number of ferroactive dipoles
as functions of the irradiation dose in the temperature
ranges of the two phase transitions. It is seen that the
concentration of the ferroactive dipoles at higher tem-
peratures is considerably less than that at low tempera-
tures with the same irradiation doses. A sharp decrease
in the number of active dipoles in the crystal lattice
comes with a dose up to 1 MR at a temperature of
≈255 K and with a dose up to 5 MR at a temperature of
≈281 K.

The investigation of the deuterated crystal
[NH2(CH3)2]2 · CuCl4 [6] revealed that when the con-
tent of deuterium increases, an inverse effect with
respect to γ-irradiation takes place: the Tc temperature
decreases and T1 increases. Deuteration occurs when
hydrogen in the polar N–H bonds is replaced by deute-
rium. It is known that the main mechanism of the phase
transition in crystals of the A2BX4 family with a
β-K2SO4 structure is the displacement of the cation
which is accompanied by ordering of the tetrahedral
groups. It seems likely that the phase transition in
[NH2(CH3)2]2 · CuCl4 are associated with the reorien-
tation of the N–H…Cl–Cu hydrogen bonds. Bobrova
and Varikash [6] compared the pressure coefficients of
pure and deuterated crystals and showed that when the
crystals are deuterated, the role of the ordering of the
tetrahedra is increased compared to the displacement of
the cations. It can be assumed that the observed dis-
placement of the phase transition points in
[NH2(CH3)2]2 · CuCl4 under irradiation is due to the
Smoothed values of the heat capacity and the change in the thermodynamic functions of the [NH2(CH3)2]2 · CuCl4 crystal (in
J/mol)

T, K Cp(T) S(T)–S(80 K) Φ(T)–Φ(80 K) H(T)–H(80 K) T, K Cp(T) S(T)–S(80 K) Φ(T)–Φ(80 K) H(T)–H(80 K)

80 181.11 0.000 0.000 0.0 200 291.83 215.1 78.15 29160

90 193.71 22.08 2.621 1874.1 210 298.58 229.5 85.81 32112

100 205.65 43.13 6.946 3870.9 220 305.39 243.5 93.42 35132

110 216.89 63.27 12.41 5983.6 230 312.37 257.3 100.9 38221

120 227.42 82.60 18.65 8205.2 240 319.63 270.7 108.5 41381

130 237.28 101.2 25.42 10529 250 327.29 283.9 115.9 44616

140 246.49 119.1 32.55 12948 260 335.47 296.9 123.3 47929

150 255.10 136.4 39.93 15455 270 344.26 309.7 130.6 51328

160 263.17 153.2 47.47 18047 280 353.78 322.4 137.9 54818

170 270.79 169.4 55.10 20717 290 364.11 355.0 145.1 58407

180 278.04 185.0 62.78 23461 300 375.33 347.6 152.2 62105

190 285.02 200.3 70.47 26276
HYSICS OF THE SOLID STATE      Vol. 43      No. 6      2001
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change in the N–H…Cl–Cu bonds or, more specifi-
cally, to the increase in the bond length in CuCl4 tetra-
hedra.
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Abstract—It is shown that the motion of a domain wall in the improper ferroelectric–ferroelastic gadolinium
molybdate Gd2(MoO4)3 demonstrates a self-organized critical behavior under polarization reversal.
Barkhausen pulses are measured experimentally during the jumpwise motion of a single plane domain wall in
monocrystalline plates with artificial pinning centers of the “field inhomogeneity” type. © 2001 MAIK
“Nauka/Interperiodica”.
1. INTRODUCTION

The evolution of the domain structure upon polariza-
tion reversal is a complex process of nucleation, growth,
and coalescence of a large number of individual
domains. The analysis of Barkhausen noise (deviation
of currents from a monotonic dependence), which is
generally attributed to the nucleation, forward growth of
individual domains, and pinning (interaction of domain
walls with defects), plays a special role in the study of
elementary processes of polarization reversal.

Barkhausen’s noise was discovered and studied
intensively in ferromagnets, in which it forms a
sequence of magnetization jumps [1]. It was proved
that the spectrum of this noise in a wide frequency
range is proportional to 1/f b [2–4]; i.e., flicker noise
takes place. For this reason, an analysis of
Barkhausen’s noise in ferromagnets is often carried out
using the concept of self-organized critical behavior
[2–4] (for explaining the 1/f noise). A classical model
describing such a self-organized behavior is the “sand
pile” model with a critical slope [2, 3]. Elementary
excitations in such systems generate responses (ava-
lanches) which have no characteristic size and lifetime.
The application of the concept of self-organized criti-
cality is substantiated by the presence of a limited time
scaling of the Fourier transform of the noise and a spa-
tial scaling for the Barkhausen jump (BJ) distribution
function over the duration, area, and energy [4], as well
as the fact that the fractal dimension of Barkhausen’s
noise lies in the interval from 1 to 2. We endeavored to
use this approach in a statistical analysis of the
Barkhausen noise observed during the motion of a sin-
gle domain wall in ferroelectrics.

2. EXPERIMENT

For our experiments, we chose the improper ferro-
electric–ferroelastic Gd2(MoO4)3 (GMO) since it dis-
1063-7834/01/4306- $21.00 © 21128
played Barkhausen pulses in the switching current,
which accompanied the nonmonotonic motion of
domain walls [5–8]. In addition, the physical properties
and domain structure of this material have been studied
intensively [9–12]. Plane domain walls (PDW) in ferro-
electrics–ferroelastics are stable under a wide range of
external actions, which makes them the best model
objects for studying elementary polarization switching
processes.

The experimental samples were single-crystal rect-
angular plates (with a typical size of 7 × 2 × 0.39 mm)
cut at right angles to the polar axis. The lateral faces of
the plates were parallel to a coherently oriented PDW.
All faces of the plates were ground and thoroughly pol-
ished using diamond pastes. Transparent In2O3 : Sn
electrodes were deposited on the polar faces by reactive
sputtering. A single PDW parallel to the shortest edge
of the plate was created mechanically in the sample
prior to measurements. The sample was fastened as a
cantilever on a substrate.

The electrodes had gaps of a special shape (Fig. 1).
Strip gaps on both surfaces limited the range of the
PDW displacement and prevented its disappearance.
Pinning centers (of the field inhomogeneity type) were
created due to a special shape of one of the electrodes,
which led to a nonmonotonic motion of the PDW
accompanied by Barkhausen’s noise [6, 7].

Fig. 1. Schematic diagram of electrodes.
001 MAIK “Nauka/Interperiodica”
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We recorded the switching currents during the
cyclic motion of the PDW induced by alternating trian-
gular voltage pulses with an amplitude up to 300 V and
a frequency varying from 30 to 100 Hz. The measuring
frequency was 300 kHz. The noise component was sep-
arated during the subsequent mathematical treatment.

3. BARKHAUSEN NOISE

Figure 2 shows the field (time) dependences of the
typical current j(E(t)) and the variance 〈∆ j2(E(t))〉
obtained as a result of statistical treatment of currents
measured during 50 successive cycles of the PDW
motion.

Proceeding from the value of variance (see Fig. 2b),
the current pulse was divided into three segments (see
Fig. 2a). On the first segment (E < 2.15 kV/cm), the
variance was small, indicating a high reproducibility of
the PDW motion. On the second segment (2.15 < E <
3.2 kV/cm), the variance considerably exceeded the
initial level, while on the third segment (E ≥
3.2 kV/cm), the variance increased abruptly (see
Fig. 2b).

We proved that the current jumps on the second and
third segments could be treated as the result of short-
term deviations from the uniformly accelerated motion
of the PDW, which were caused by the interaction with
artificial pinning centers [6, 7] (Fig. 2a). It was noted
that only negative Barkhausen jumps were observed on
the second segment, while additional positive jumps
appeared on the third segment.

4. SPECTRAL ANALYSIS 
OF BARKHAUSEN NOISE

We used two different methods of the separation of
Barkhausen noise ∆j(t). From individual experimen-
tally measured switching currents ji(t), we subtracted
(a) the mean current 〈 j(t)〉 or (b) its linear approxima-
tion. The frequency dependences (in the range from 7
to 80 kHz) of the Barkhausen noise amplitude were
analyzed separately on different segments of a current
pulse. The Fourier spectra averaged over 50 realiza-
tions were approximated by the dependence which is
characteristic of flicker noise (see Fig. 3) [2–4]:

(1)

It is important to note that the form of the depen-
dences does not change qualitatively when different
methods of noise measurement are used (cf. Figs. 3a,
3b). On the first segment, the amplitude is independent
of frequency; i.e., white noise (b = 0) is observed. On
the second segment, b = 0.63 to 0.94, and on the third
segment, b varies from 1.27 to 1.34 (see the table). It
should be noted that the typical values of b for the
Barkhausen noise observed in ferromagnets vary from
0.8 to 1.0 [13, 14].

∆j f( ) f b– .∼
PHYSICS OF THE SOLID STATE      Vol. 43      No. 6      200
The visualization of the PDW during polarization
reversal with the help of a polarization microscope with
stroboscopic illumination [6–8] allowed us to prove
that pinning centers are absent only on the first seg-
ment. Consequently, flicker noise appears only as a
result of the interaction of the PDW with pinning cen-
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Fig. 2. Field dependences of (a) the switching current j and
(b) its variance 〈∆ j2〉 .
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by Eq. (1).
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ters. An increase in b upon a transition from the second
to the third segment (after the PDW velocity exceeds a
certain value) can be attributed to changing the interac-
tion mechanism proposed in [6, 7]. We assumed that the
PDW moves only due to the generation of steps at the
edge of the sample and their subsequent growth. In a
weak field (second segment), the slowing down of the
PDW passing through a “defect” (a region with a
reduced value of the field), which leads to a decrease in
the current (a negative BJ), is due to the cessation of
step generation in the defect region. As a result, the
number of steps decreases since the annihilation con-
tinues at the same rate. During the subsequent motion
of the PDW, steps grow in the direction of the defect
and bypass it. The emergence of positive BJs in a strong
field (third segment) was attributed to the PDW stabil-
ity loss. When the deviation of the moving PDW from
the coherent direction attains its critical value, a wedge-
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ments of the current pulse: b1 corresponds to the subtraction
of the mean current and b2 corresponds to the subtraction of
a linear approximation
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Critical exponents for BJ Fourier exponents

αT αS αE b1 b2

I 1.96 0.26 0.46 ~0 ~0

II 0 0.41 0.16 0.63 0.94
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Fig. 4. (a) Duration, (b) area, and (c) energy distribution
functions for Barkhausen jumps on the first segment. Exper-
imental data were approximated by the dependence in
Eq. (2).
P

shaped domain is formed [15] and the velocity of a part
of the steps increases considerably [16].

It should be noted that the experimental values of
the Fourier exponent b on the second segment are close
to the results of computer simulation of the evolution of
a classical “sand pile” with closed boundaries (b =
0.79) [3].

In order to reveal the peculiarities in the PDW evo-
lution, we used the Hurst exponent H = b/2 [17]. It was
proved that in the case of a slow motion of the PDW,
H < 1/2 (b < 1), antipersistence (change of tendency) is
observed, while for a fast motion, H > 1/2 (b > 1), per-
sistence (continuation of the tendency) takes place.
This is apparently an indication of a rapid restoration of
the initial velocity of the PDW after its passage through
a defect in the case of a slow motion and a slower res-
toration of the initial shape of the PDW after its loss of
stability (generation of a wedge) in the case of a fast
motion [17].

5. STATISTICAL ANALYSIS OF INDIVIDUAL 
BARKHAUSEN JUMPS

The existence of flicker noise suggests that the
motion of a ferroelectric domain wall in a sample with
pinning centers may be associated with a self-orga-
nized criticality [2–4].

We analyzed individual BJs obtained as a result of
statistical treatment of the magnitude of current noise.
We determined BJs on the basis of the value of the dis-
crimination level dictated by the amplitude resolution
of the current-recording system. Current pulses exceed-
ing the discrimination level were treated as individual
BJs and were processed by using the methods proposed
in [2–4]. The distribution functions for the BJ duration,
area, and energy were plotted for each segment of the
current pulse. The BJ areas were determined by inte-
grating the current, while the BJ energies were calcu-
lated by integrating the square of the current.

The distribution functions obtained (see Fig. 4) were
approximated by universal dependences of the type [2–4]

(2)

where x is the duration (T), area (S), or energy (E); α is
the critical exponent; and ξ is a constant.

The values of the critical exponents thus obtained
(see the table) can be used to classify the type of noise.
It can be seen that for the first and second segments, the
following theoretical relation is satisfied [2–4]:

(3)

The critical exponent of the BJ duration distribution
for the first segment corresponds to white noise (αT =
2), while the noise on the second segment is close to the
Brownian noise (αT = 0), which confirms the conclu-
sions derived from the spectral analysis. For BJs in a
strong field (third segment), Eq. (3) does not hold,

D x( ) x α– x/ξ–( ),exp∼

αT 2 2b.–=
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which can be attributed to a considerable correlation of
BJs during the motion of an unstable PDW.
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Abstract—The lattice dynamics of regular LaMnO3 is calculated within a shell model with pairwise interionic
interaction potentials and with a Jahn–Teller (JT) contribution included into the energy and dynamic matrix of
the crystal. A correlation is made between Raman spectral lines and lattice vibrations. The positions of some
lines in the Raman spectrum are found to depend heavily on the linear JT coupling constant Ve. The effect
of the JT coupling on the phonon density of states of LaMnO3 is investigated. © 2001 MAIK “Nauka/Interpe-
riodica”.
1. INTRODUCTION

Studies of the properties of manganites
La1 − xMxMnO3 (M = Ca, Sr, Ba) are of considerable
interest, because these compounds were found to show
colossal magnetoresistance [1]. Investigations revealed
that the ground state of manganites has a complex char-
acter, which is due to coupling between the electronic,
spin, and lattice degrees of freedom [2]. A clear mani-
festation of this coupling is the gigantic isotope shift of
the Curie temperature observed in these materials [3].

An important feature of these compounds is the
orbital degeneracy of the ground state of the Mn3+ ion.
Linear electron–vibrational interaction gives rise to dis-
tortions of the crystal structure of the lower temperature
(O') phase of the regular, i.e., undoped perfect, crystal-
line LaMnO3 (static Jahn–Teller effect) and plays an
important role in the mechanism of colossal magne-
toresistance [4]. Undoubtedly, this interaction has to be
taken into account when modeling lattice dynamics.

A shell model, which takes into account both the
long-range Coulomb interaction of ions and the short-
range repulsion due to the Pauli exclusion principle,
has proven to be appropriate in describing the physical
properties of ionic crystals microscopically (in particu-
lar, in calculating the phonon frequencies [5]). How-
ever, the applicability of the traditional version of this
model to Jahn–Teller (JT) crystals is open to question.
For example, when applying the shell model to
La2CuO4 [6, 7], one has to introduce many additional
fitting parameters, the physical meaning of which is
unclear; in the case of LaMnO3 [8], one has to assign
different charges to oxygen ions occupying different
positions despite the fact that the distortions of the per-
ovskite structure are small.

On the other hand, calculations for the JT crystals
KCuF3, K2CuF4, and LaMnO3 showed [9–11] that,
1063-7834/01/4306- $21.00 © 1132
when the JT effect characterized by a single parameter
(the linear coupling constant Ve) is explicitly taken into
account, the structure and dynamic properties of these
crystals can be described without introducing numer-
ous fitting parameters characterizing anisotropic Cu–F,
Cu–O, and Mn–O interactions. In the case of LaMnO3
[11], this model allows one to calculate the structure of
O* and O' phases and the elastic moduli of the regular
LaMnO3 [11].

In this paper, the pairwise interionic-potential
model including the JT contribution to the energy and
to the dynamic matrix of the crystal is used to calculate
the lattice dynamics of LaMnO3. The results are com-
pared with the experimental data on Raman scattering
[12, 13]. The dependence of the Raman spectra on the
linear JT coupling constant is investigated.

2. MODEL FOR CALCULATING THE ENERGY 
AND DYNAMIC MATRIX OF THE CRYSTAL

The energy per primitive cell is the sum of the lattice
and JT contributions

(1)

In the pairwise-potential approximation and the shell
model, the lattice energy can be written as

(2)

where the index i specifies ions in the primitive cell and
the index k enumerates all ions of the crystal. The term

ki  describes the interaction energy between the core
of the ith ion and its shell shifted relative to the core by

E Elat= EJT+ .

Elat
1
2
--- Vik

1
2
--- kiδi

2,
i

∑+
k ≠i( )
∑

i

∑=

δi
2
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an amount di. The interaction energy of a pair of ions
Vik is

(3)

where the term

(4)

describes the screening of the electron densities of the
interacting ions and the term

(5)

describes the short-range repulsion between the ion
shells (taken in the form of the Born–Mayer potential)
and the van der Waals interaction; Xk and Yk are the
charges of the core and shell of the kth ion, respectively
(Qk = Xk + Yk, Yk = –6); and rik = |rik| is the distance
between the ion cores. The technique for determining
the pairwise potentials is described in detail in [14].
When investigating the structure of the undoped
LaMnO3, we used the potentials obtained by fitting to
the experimental data on the structure parameters, elas-
tic moduli, permittivities, and the phonon frequencies
at the symmetry points of the Brillouin zone of NiO,
CaO, SrO, La2NiO4, and MnO crystals [11, 14].

The many-particle JT contribution to the crystal
energy is approximated by the sum of expressions for
the lower sheets of adiabatic potentials of the [MnO6]
clusters

(6)

where the index n specifies the Mn3+ ions in the primi-
tive cell, Qθ and Qε are the symmetrized coordinates
characterizing eg distortions of the oxygen octahedra
around manganese ions, and Ve is the linear JT coupling
constant.

The energy of the LaMnO3 crystal is calculated by
Eqs. (1)–(6), and the equilibrium structure is found by
minimizing the energy with respect to the parameters
involved in it. It is important that the equilibrium struc-
ture of the crystal and its dynamic matrix are calculated
within the same model.

To calculate the phonon frequencies, one should
diagonalize the dynamic matrix of the crystal (for a
given wave vector k):

(7)

where Mkα, nβ = δαβ[mkmn]–1/2; Fcc(k) and Fss(k) are the
Fourier transforms of the matrices of the second deriv-
atives of the crystal energy (without the JT contribu-
tion) with respect to the displacements of the cores and

Vik

XiXk

rik

-----------
XiYk

rik di–
-------------------

YiXk

rik dk+
--------------------

YiYk

rik di– dk+
-------------------------------+ + +=

+ f ik rik( ) gik rik di– dk+( ),+

f ik r( ) Aik– Bik– r( )/rexp=

gik r( ) Cik Dik– r( ) λ ik/r
6–exp=

EJT Ve Qθ
2 n( ) Qε

2 n( )+ ,
n

∑–=

D k( )

=  M Fcc k( ) Fcs k( ) Fss k( )[ ] 1–
Fsc k( )– FJT k( )+( )0,
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shells of ions, respectively; Fcs(k) and Fsc(k) are the
Fourier transforms of the matrices of the mixed deriva-
tives of the crystal energy (without the JT contribution)
with respect to the displacements of the cores and shells
of ions; and FJT(k) is the Fourier transform of the
matrix of the second derivatives of the JT contribution
in Eq. (6) with respect to the ion core displacements. In
order to find the JT part of the crystal dynamic matrix,
one should calculate the projections of the ion displace-
ments onto the directions of local distortions of the eg

symmetry of the oxygenic environment of the manga-
nese ions:

(8)

where eε(n) and eθ(n) are the eigenvectors of local ε and
θ distortions of the oxygen octahedra around the nth
manganese ion (explicit expressions for these eigenvec-
tors can be found, e.g., in [15]) and R is the vector
whose components are the Cartesian coordinates of dis-
placements of all ion cores of the lattice. By substitut-
ing Eq. (8) into Eq. (6) and calculating the derivatives
with respect to the ion displacements, we find the JT
contribution to the dynamic matrix in Eq. (7).

3. RESULTS AND DISCUSSION

3.1. The Equilibrium Crystalline and Orbital 
Structures of LaMnO3

In order to calculate the phonon spectrum of the
crystal consistently, one should investigate the adia-
batic potential of the system. For a Jahn–Teller crystal,
this potential has a complicated structure with many
minima in the ion displacement space and determines
the specific features of the crystal dynamics.

LaMnO3 has a slightly distorted perovskite struc-
ture. For this reason, we sought stable structures which
deviated only slightly from the perfect perovskite struc-

ture of symmetry . First, we found unstable modes
for the lattice part of the adiabatic potential [Eq. (1)
with Ve = 0].

We calculated the phonon frequencies of LaMnO3

with the perfect perovskite structure . For this sym-
metry group, there is only one parameter, namely, the
lattice constant. We determined this parameter by min-
imizing the crystal energy with the condition that the

symmetry group remain . Calculations showed that
there are several imaginary frequencies (negative
eigenvalues of the dynamic matrix), which is indicative
of the instability of this crystal structure. The “unsta-
blest” vibrational modes are near points R and M of the
Brillouin zone of the crystal (the negative eigenvalues
of the dynamic matrix are smallest near these points).

Figure 1 shows the vibration spectrum of LaMnO3
with the undistorted perovskite structure along the Γ–R,

Qε n( ) eε n( )R( ),=

Qθ n( ) eθ n( )R( ),=

Oh
1

Oh
1

Oh
1
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Fig. 1. Dependence of the frequencies of lattice vibrations on the wave vector in units of (2π/a, 2π/a, 2π/a) for the perfect LaMnO3

(symmetry group ).Oh
1

Γ–M, and Γ–X lines of the Brillouin zone. It can be seen
that the crystal has three unstable vibrational modes of
the τ9 type along the Γ–R line and of the τ3 type along
the Γ–M line of the Brillouin zone of the crystal (in
these modes, the oxygen octahedra are rotated) and the
crystal is stable along the Γ–X line. The eigenvalues of
the dynamic matrix of the crystal are smallest near
points R and M of the Brillouin zone. As was shown in
[11, 16], the lower symmetry structure of the crystalline
LaMnO3 can be obtained from the perfect perovskite
structure by combining τ9 and τ3 distortions at points R
and M of the Brillouin zone of the perfect perovskite,

respectively. Along with the  structure, one can also
obtain a number of structures corresponding to various
combinations of these distortions, namely, a similar
structure, but with another orientation of the coordinate
axes; or a structure with another combination of the
senses of rotation, but belonging to the same symmetry
group; or a structure in which the oxygen octahedra are
rotated only at point R of the Brillouin zone of the per-
fect perovskite (these last distortions correspond to the

 group [16]). All these structures, except the last,
are stable and differ only in the equilibrium crystal
energy. The structure in which the relationship between
the distortions of the oxygen octahedra is similar to that

D2h
16

D3d
6

P

in the experimentally observed structure (Pnma) has
the lowest energy.

An analysis of unstable vibrational modes in
LaMnO3 with the perfect perovskite structure revealed
that the crystal is unstable only with respect to displace-
ments of the oxygen ions; there is no instability against
lanthanum ion displacements. Therefore, it can be
inferred that the displacements of the lanthanum ions
are induced by the transition to the lower symmetry
structure.

The optimum values of the parameters of the struc-
ture with its energy not including the JT contribution
(Ve = 0) are listed in Table 1. These values are close to
those for the higher temperature (O*) phase of the crys-
tal. Therefore, the properties of the O* phase can be
described in terms of the model in which the crystal
energy does not contain the JT contribution.

Taking into account the JT contribution to the
energy leads solely to a change in the unit-cell parame-

ters, with the symmetry group of the crystal 
remaining unchanged. The parameter Ve and the charge
of the manganese ion core are refined to give the best fit
to the experimental data of the unit-cell parameters in
the lower temperature O ' phase of the crystal. The value
of Ve is found to be Ve = 1.29 eV/Å, which leads to a

large value of the splitting ∆EJT = 2|Ve|(  + )
1/2

 ≈

D2h
16

Qε
2 Qθ

2
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Table 1.  Lattice parameters of LaMnO3

Lattice parameters Experiment [17]
T = 14 K

Experiment [18]
T = 798 K

Calculation including 
JT contribution [11]

Calculation without 
JT contribution [11]

a 5.739 5.583 5.929 5.769

b 7.672 7.889 8.117 8.185

c 5.532 5.581 5.845 5.792

La x 0.5482 0.5217 0.538 0.522

y 0.75 0.75 0.75 0.75

z –0.0079 –0.0046 –0.004 –0.002

Mn x 0 0 0 0

y 0 0 0 0

z 0 0 0 0

OI x –0.0144 –0.011 –0.012 –0.004

y 0.25 0.25 0.25 0.25

z –0.0753 –0.0687 –0.060 –0.046

OII x 0.3068 0.288 0.304 0.281

y –0.0392 –0.033 –0.031 –0.026

z 0.2252 0.223 0.226 0.219

Qε(Q2) 0.27 0.05 0.26 –0.001

Qθ(Q3) –0.09 –0.001 –0.06 –0.003

ϕ 12.3 11.0 9.8 7.5

ψ 9.9 6.9 9.5 7.1

Φ 108 * 103 –

Note: The lattice parameters, Qε , and Qθ are given in Å; the coordinates of ions are in fractions of the lattice parameters; and the angles
are in degrees.

*At small JT distortions, it would make no sense to introduce the orbital-structure angle.
0.68 eV. Thus, the orthorhombic distortions of the per-
fect perovskite lattice are as follows [11].

(1) The R type of distortion is a rotation of the oxy-
gen octahedra about the [101] axis of the perfect per-
ovskite and the doubling of the unit-cell dimensions
along each of the three axes ({k13}τ9(C1 0 C1) in Kova-
lev’s notation [19] or (ϕ 0 ϕ) in the notation of [20]).

(2) The M type of distortion is a rotation of the oxy-
gen octahedra about the b axis and the doubling of the
unit-cell dimensions along two axes ({k11} τ3(0 C2 0) in
the notation of [19] or (0 ψ 0) in the notation of [20]).

(3) The ε type (Q2) of distortion is an e-type distor-
tion of an oxygen octahedron and the doubling of the
unit cell along two axes ({k11} τ5 in the notation of [19],

with the choice of the [  0 ] ray).

The basic distortions are accompanied by lattice
relaxation. In the O* phase, there is no ε distortion, but
rotational distortions are retained.

In the equilibrium structure, local eg-symmetry dis-
tortions of an oxygen octahedron Qθ and Qε (Q3, Q2) are
expressed in terms of the lattice parameters a, b, and c

1
2
--- 1

2
---
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and the displacement parameters of the oxygen sublat-
tice VX and VZ [11]:

(9)

A calculation shows that this structure is stable; the
dynamic matrix of the crystal calculated for the Pnma
structure with the lattice parameters and ion displace-
ments corresponding to a minimum of the energy of the
crystal with this structure has no negative eigenvalues.
In addition, the matrix of elastic moduli must be posi-
tively definite.

The minimum found is separated from the adjacent
minima corresponding to other combinations of the
senses of low-symmetry distortions. For the structures
differing only in the sense of the Qε(Q2) distortion, the
height of the energy barrier separating them (per for-
mula unit) is ∆ ≈ 320 cm–1. Therefore, the phonon spec-
trum at low temperatures can be calculated using
Eqs. (7) and (8).

The local eg-symmetry distortions significantly
affect the orbital structure. In the strong JT effect

Qθ
1

12
---------- b

1

2
-------– 

  a c+( ) ,=

Qε 2 V Xa VZc+( ).=
1
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Fig. 2. Different positions of Mn3+ ions in the primitive cell
of LaMnO3. Only O2– (open circles) and Mn3+ ions (filled
circles) are shown; manganese ions are labeled 1 to 4.
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Fig. 3. Dependence of the frequencies of Raman-active
vibrational modes on the linear JT coupling constant Ve.
P

approximation, the wave function of the ground state of
the nth Mn3+ ion can be written in the form (for Ve < 0)

(10)

where Φn is the angle of the orbital structure and ϕnθ
and ϕnε are the orbital wave functions of the 5E state.
The orbital-structure angle is considered to mean one-
half the angle in space of the orbital wave functions that
transform according to the E representation; that is, this
angle defines the ground state in the basis of local
orbital E functions.

The orbital-structure angles are given by

(11)

where Bε and Bθ describe the contribution from the
crystalline field of the whole crystal.

A calculation shows that the contribution from the
crystalline field to Φ is small for LaMnO3 (for the
experimentally observed structure [17], we have |Bε| =
4.5 × 10–3 eV, |Bθ| = 2.5 × 10–3 eV). Therefore, we can
assume that the orbital-structure angle Φ is determined
by the local distortions of the oxygenic environment of
the manganese ion. Thus, the orbital structure of the
regular LaMnO3 is characterized by the relation
between the orbital-structure angles of the manganese
ion sublattices (see Fig. 2):

(12)

The orbital and crystal structures of the LaMnO3
crystal are found self-consistently; the anisotropic
charge distribution over the Mn3+ ion causes the sur-
rounding ions to shift, which produces a change in the
crystalline field acting on the manganese ion and, there-
fore, in the orbital structure. According to the experi-
mental data [17], Φ = 107° in the equilibrium structure
of LaMnO3 (Table 1).

3.2. The Influence of the JT Contribution on the Phonon 
Frequencies in the Regular LaMnO3

The JT contribution to the crystal energy increases
the orthorhombicity of the crystal and leads to the
appearance of a Qε(Q2) distortion (see Table 1); it is
also of importance in calculating the dynamic matrix of
the crystal.

We calculated the frequencies of lattice vibrational
modes active in Raman scattering (see Table 2). A com-
parison between the Raman scattering spectrum and the
experimental data of [12, 13] shows that the strongest
lines in the spectrum correspond to the vibrational
modes in which the Qε(Q2) distortion of the crystal lat-

ψn Φn/2( )ϕnθsin= Φn/2( )ϕnε,cos+

Φ sin
Qε Bε/Ve+

VeQε Bε+( )2 VeQθ Bθ+( )2+
--------------------------------------------------------------------------=

Qε

Qε
2 Qθ

2+
-----------------------,≈

Φcos  
Qθ Bθ/Ve+

VeQε Bε+( )2 VeQθ Bθ+( )2+
--------------------------------------------------------------------------

Qθ

Qε
2 Qθ

2+
-----------------------,≈=

Φ1 Φ2 Φ3– Φ4– Φ.= = = =
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Table 2.  Frequencies of vibrational modes active in Raman scattering

Symmetry of modes
Mode frequency

Mode Involvement in 
the JT effectexperiment [12] experiment [13] calculation

Ag – 96 89 La(x)

Ag 140 142 154 Ag(6)

Ag 198 210 193 Ag(5)

Ag 257 260 225 Ag(4)

Ag 284 291 309 Ag(3) JT

Ag – 333 349 Ag(2)

Ag 493 493 430 Ag(1) JT

B1g 184 – 167 B1g(5) JT

B1g – – 207 B1g(4)

B1g – – 312 B1g(3) JT

B1g – – 405 B1g(2) JT

B1g – – 551 B1g(1) JT

B2g 109 – 101 La(z)

B2g 170 149 165 La(x)

B2g – – 195 B2g(5)

B2g 308 309 283 B2g(4)

B2g – 450 342 B2g(3)

B2g 481 484 394 B2g(2)

B2g 611 609 539 B2g(1) JT

B3g – – 156 La(y) JT

B3g – – 182 B3g(4) JT

B3g – – 266 B3g(3)

B3g 320 – 360 B3g(2)

B3g – – 570 B3g(1)

Note: In [13], the choice of the axes is different from that for the Pnma group and, therefore, the notation for vibrational modes in [13] is
different from that used in this paper and in [12]. The frequencies of the modes from [13] are presented in the notation of [12] for
the crystal axes corresponding to the Pnma group.
tice is varied. The JT contributions to the energy and
dynamic matrix of the crystal give rise to significant
changes in the frequencies of the modes that are
involved in the JT effect. For example, the calculated
frequencies of the B3g(1) and B3g(4) vibrational modes
(see Table 2) are 570 and 182 cm–1, respectively; if the
JT contribution and the corresponding lattice relaxation
are not taken into account, these frequencies are calcu-
lated to be 574 and 451 cm–1, respectively.

Bivalent-ion doping of LaMnO3 significantly affects
the structure and lattice dynamics of this compound
[13]. Basically, this doping gives rise to an effective
change in the ionic radius and charge of the rare-earth
ion, to a change in the effective charge and effective lin-
ear JT coupling constant Ve of the manganese ion, and
to the appearance of charge carriers in the system.
Because of these and many other effects, the structure
and the lattice dynamics of the manganites are changed.
The model of a crystal lattice constructed in this paper
PHYSICS OF THE SOLID STATE      Vol. 43      No. 6      200
enables one to investigate the influence of a change in
the linear JT coupling constant on the Raman scattering
spectrum of LaMnO3. We calculated the dependence of
the frequencies of the Raman-active vibrational modes
on the linear JT coupling constant Ve. Our calculation
revealed that the frequency of the B3g(5) mode is
affected significantly, whereas the frequencies of the
Ag, B1g, and B2g modes are changed only slightly (see
Fig. 3).

In LaMnO3 lightly doped with strontium ions,
according to the data of [13], the frequency shifts of
high-frequency vibrational modes are close to the cal-
culated shifts due to the decrease in the JT coupling
constant. Therefore, the frequency of the high-fre-
quency Ag(1) mode can be used for revealing the pres-
ence of a JT distortion in the crystal.

A crystal with the perfect perovskite structure has
no mode active in the first-order Raman scattering.
1
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Fig. 4. Dependence of the frequencies of lattice vibrations on the wave vector in units of (2π/a, 2π/b, 2π/c) along the ∆ line of the
Brillouin zone of LaMnO3, calculated (a) without and (b) with regard to the JT contribution.

∆1 ∆2 ∆3 ∆4
Structural distortions produced by the rotation of the
oxygen octahedra affect the crystal symmetry insignif-
icantly and, therefore, cannot give rise to a noticeable
increase in the Raman scattering intensity. When Ve is
taken to be zero, the structure of LaMnO3 becomes
P

quasi-cubic but its low-symmetry distortions do not
disappear; however, the experiment shows [13] that
they are substantially decreased. Therefore, it may be
inferred that the Raman spectrum of LaMnO3 is deter-
mined fundamentally by the JT distortions.
HYSICS OF THE SOLID STATE      Vol. 43      No. 6      2001
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Fig. 5. Phonon density of states calculated with and without regard to the JT contribution to the energy and to the dynamic matrix
of the crystal.
We calculated the dispersion of the phonon frequen-
cies in the undoped LaMnO3 in the ∆ directions with
and without regard to the JT contribution to the
dynamic matrix of the crystal. In both cases, the struc-
ture corresponding to the energy minimum is used. A
comparison of the calculated dispersion relations
shows that, when the JT contribution is taken into
account, the dispersion curves are “pushed apart” to a
greater extent (see Fig. 4). The effect of the JT contri-
bution is demonstrated most clearly by comparing the
phonon densities of states calculated for both phases
(with and without regard to this contribution) (see
Fig. 5); it can be seen that the JT contribution gives rise
to a shift (to lower frequencies) of the peaks that are
fundamentally determined by the modes involved in the
JT effect and by the acoustic modes.

4. CONCLUSION
Thus, the JT contributions to the energy and to the

dynamic matrix of the crystal should be taken into
account when describing the properties of JT dielec-
trics. It is found that the pairwise interionic interaction
potential approximation adequately describes the struc-
ture, lattice dynamics, and the Raman scattering spec-
trum of JT crystals if the JT contribution is explicitly
taken into account. A comparison between the calcula-
tions and the experimental data showed that the stron-
gest lines in the Raman spectrum correspond to the
modes that are involved in the JT effect.

Using the model developed in this paper, the fre-
quencies of lattice vibrations are calculated for
LaMnO3 with the perfect perovskite structure. It is
found that the vibrational modes in which oxygen octa-
hedra are rotated are unstable, whereas the modes
involving the rare-earth ions are stable.
PHYSICS OF THE SOLID STATE      Vol. 43      No. 6      200
With the pairwise-potential parameters and the
charges of the lattice ions that have been determined
previously, we calculated the phonon spectra in the
entire Brillouin zone of the crystal with and without
regard to the JT contribution. In contrast to a widely
used approach, the structure corresponding to the min-
imum energy of the crystal was used in both cases.
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Abstract—The evolution of a metastable solid solution containing impurities of different sorts is investigated
at the nucleation and transient stages upon precipitation of new-phase particles of a stoichiometric composition.
The flux of new-phase particles in the size space, their maximum number, and the size distribution are deter-
mined. © 2001 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION
As is known, particles of a new phase can precipi-

tate in solid solutions involving impurity atoms of dif-
ferent sorts. These particles consist of complex stoichi-
ometric compounds, which can considerably affect all
properties of materials. 

A large number of works, including monographs,
are devoted to the kinetics of first-order phase transfor-
mations [1–10]. However, for the most part, these
works have been concerned with single-component
systems and calculations of the flux of new-phase
nuclei in the size space. As far as we know, the evolu-
tion of the number of new-phase nuclei and their distri-
bution function over the entire size range with time vir-
tually have never been studied for particles with a com-
plex stoichiometric composition.

At the nucleation and transient stages, solid solu-
tions are characterized by a rather high metastability
with respect to the formation of different phases. Under
these conditions, different phases precipitate indepen-
dently of each other, because the amount of the material
in solutions is sufficient for the formation of each
phase. The competition begins at the late stage of
decomposition (Ostwald ripening or coalescence)
when the material amount has already proved insuffi-
cient for all the phases and, as in the nucleation stage,
the excess surface energy plays a dominant role. This
stage was considered in a number of works [11–13] and
was generalized in [14].

In the present work, we investigated the nucleation
and transient stages.

2. THE BASIC SYSTEM OF EQUATIONS
In consideration of the kinetics of first-order phase

transformations in condensed media with the formation
of a new stoichiometric phase, it is believed that its sur-
face interfacial energy remains constant, because the
1063-7834/01/4306- $21.00 © 21141
atomic composition of a precipitated phase does not
change in the course of growth. This is explained by the
fact that the growth or dissolution of this phase occurs
through structural units (groups of atoms that simulta-
neously add or split out) with a constant composition
for a particular stoichiometric compound. Therefore,
the volume of a new phase is determined by the number
of structural units that comprise a particle of this phase.

The kinetics of phase transformations is described
by a system of equations for the distribution function
f(n, t) of the number of structural units per lattice site:

(1)

where n is the number of structural units, V = n × ωs is

the volume, ωs = ωi is the volume per structural
unit, ωi are the volumes per atom in the composition of
a structural unit in the solid solution, νi are the corre-
sponding stoichiometric coefficients of the compound,
I(n, t) is the flux in the space of structural units, c0i are
the initial concentrations of the ith atoms per matrix lat-
tice site, and ci = ci(t) is the conservation law for impu-
rity atoms in the absence of sources and sinks [15, 16].

The initial conditions disregard small fluctuations
that occur prior to the transformation of the system into
a metastable state. The boundary condition in the
course of homogeneous nucleation determines the min-
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imum (one structural unit) aggregate of atoms that form
a new-phase nucleus per matrix site.

In order to obtain this system of equations (1), it is
necessary to derive I(n, t).

As was shown in our earlier works [15, 17], the rela-
tionship for the change in the number n of structural
units has the form

(2)

where  is the change in the thermodynamic poten-

tial of the system “new-phase particle (containing n
units)–solid solution” upon transfer of one structural
unit from a solution to a particle. Each subsystem is in
equilibrium by itself, but an equilibrium between sub-
systems is absent. In the general case, νn, n + 1 is the
probability of the transfer of one structural unit from a
medium to a new-phase particle in a unit time.

Relationship (2) can be deduced by introducing a
virtual medium into the closed system “new-phase par-
ticle–medium” in such a way that the virtual medium is
in equilibrium with this particle [15, 17]. By construc-
tion, the kinetic coefficient for the transfer from the vir-
tual medium is equal to the kinetic coefficient for the
transfer of one structural unit from the medium to the
new-phase particle [15, 17].

Thus, the ratio between the probability νn, n + 1 of the
transfer of a structural unit from an actual medium to a
new-phase particle in a unit time and the probability of
the transfer from a virtual medium (which, owing to the
equilibrium, is equal to the probability of the transfer of
a structural unit from a new-phase particle to an actual

medium in a unit time) is equal to the ratio W/
between favorable configurations in these media.

By using the microcanonical distribution, after the
appropriate integration, we obtain the probabilities of
favorable configurations for the transfer of one struc-
tural unit from an actual medium W and a virtual

medium :

where

and N, , Np, E, , and Ep are the mean thermody-
namic numbers of particles in subsystems and the cor-
responding energies. The quantities without a tilde,

nd
td

------ νn n 1+,
δ∆Φ
δn

-----------,–=

δ∆Φ
δn

-----------

W̃

W̃
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Ñ Ẽ
P

with a tilde, and with the subscript p refer to an actual
medium, a virtual medium, and a new-phase particle,
respectively.

As a result, we have

where ∆Sn is the change in the total entropy of the
closed system, which consists of the actual subsystem

(∆S) and the virtual subsystem (∆ ). In the general
case, these subsystems are not in equilibrium with each
other.

The expression for the deficit of the total entropy
∆Sn upon transfer of one structural unit from a new-
phase particle or, what is the same, from a virtual
medium to an actual medium and in the opposite direc-
tion is derived from the general relationships obtained
in [15, 17], that is,

This relationship is applicable to the case when the
entropy deficit increases (∆Sn < 0) as compared to the
equilibrium entropy under the given conditions. Here,
Rmin is the minimum work that should be done to
increase the energy of the system by ∆E > 0 and, thus,
to increase the deficit of the total entropy with respect
to the initial total entropy of a metastable system (com-
posed of two equilibrium subsystems) by ∆Sn < 0 at its
constant value.

If the conditions of the transfer are such that the
entropy deficit decreases by ∆Sn > 0 as compared to the
equilibrium entropy under the given conditions, we
obtain

Here, by definition, |Rmax | > 0 is the maximum work
which can be done by the metastable system to
decrease its energy by ∆E > 0 and, thus, to decrease the
deficit of the total entropy with respect to the equilib-
rium entropy by ∆Sn > 0 at its constant value. Formally,
both formulas can be written as

(3)

For the formal condition Rmin < 0, it is known that
|Rmax | = |Rmin | = –Rmin.

By applying these relationships of the discrete
approach [15, 17] to the evolution of a new-phase par-
ticle with time, we obtain formula (2). The expression
for the νn, n + 1 coefficient can be found from consider-
ation of the process near the surface of small nuclei at
the nucleation stage. At the transient stage, when new-
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phase particles are sufficiently large and diffusion
clouds of impurities are formed around them, νn, n + 1 is
determined from the solution of the corresponding dif-
fusion equation.

First, we calculate the change  in the thermo-

dynamic potential upon the transfer of one structural
unit from a solution to a new-phase particle:

(4)

where ∆Φ is the change in the thermodynamic potential
upon the formation of new-phase particles from n struc-
tural units and the transfer of ni atoms of each compo-
nent from a solution. Then,

(5)

where µs is the chemical potential of the structural unit
in a particle of a new stoichiometric phase, νi is the sto-
ichiometric coefficient for atoms of the ith sort in the
composition of the structural unit in the new-phase par-
ticle, µi is the chemical potential of an impurity of the

ith sort in the solid solution, ωs = 4π /3 is the volume
per structural unit, σ is the surface energy of the new-
phase particle in the solid solution, and T is the temper-
ature in energy units.

Let us consider a new-phase particle that has the crit-
ical size nc and is in equilibrium with the solid solution

of a given composition. From the condition  = 0

and taking into account that  = νi for stoichiometric

compounds, we have

(6)

For a diluted solution, when µi = ψi + Tlnci, we
obtain

(7)

where K∞ = exp  is the chemical equilib-

rium constant.
At arbitrary n, from relationship (5) with due regard

for formula (6) or (7), we find
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(8)

This expression in terms of nc is applicable to any

solution. Let us also write  in the form

(9)

Now, we determine the growth rate of a new-phase
particle in terms of the number of structural units n(V =
ωsn), where ωs is the volume per structural unit in a new
phase. By ignoring the difference in the volumes per
atom and, correspondingly, elastic stresses arising near
a particle, we have ωs = Σiνiωi, where ωi is the volume
per atom in the solid solution.

The distribution function in the size space depends
on the number of structural units in new-phase particles
and the time. Earlier [18–24], it was shown that, for the
growth or dissolution of a new-phase particle with a
stoichiometric composition, the stoichiometry condi-
tions should be met for all sorts of atoms entering into
the particle composition, that is,

(10)

For the flux ji, we can write the following relation-
ship [21]:

(11)

Here, ∆Φs = Σini[µi(cni) – mi( )], µs = Σiniµ(cni) is the
chemical potential of a structural unit in a new-phase
particle in equilibrium, µi(cni) is the chemical potential
of atoms of the ith sort that are in equilibrium with a
new-phase particle of size n, µi( ) is the chemical
potential of atoms of the ith sort near the particle sur-
face,  is the concentration of atoms of the ith sort near
the particle surface, cni is the set of atomic concentra-
tions in a particle (being in equilibrium with the new
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phase) of size n upon formation and decomposition of
structural units of the particle,

 is the frequency of attachment of one atom of
the ith sort, αi is the sticking coefficient (0 ≤ αi ≤ 1), Di

is the diffusion coefficient for atoms of the ith sort, am

is the lattice parameter of the matrix, n = 4πR3/(3ωs),

ωm = 4π /3, and ωs = 4π /3.

By using formula (10) and the equality ωs = Σiνiωi,
the growth rate can be represented as

(12)

Let us now substitute expression (11) into for-
mula (12). Then, we rearrange the multiplier ahead of
[µ( ) – µi(cni)] to the left side, multiply the equation
by νi, sum over i, and finally obtain the convenient rela-
tionship

(13)

For a diluted solution, we have

(14)

where

Formula (14) describes the flux incident on a new-
phase particle from the immediate vicinity of its sur-
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face, where  is determined by the transfer of atoms
from the bulk of the solid solution to the neighborhood
of a particle. In order to find , it is necessary to solve
the corresponding diffusion problem [14, 22] and to
match the solutions in the neighborhood of a particle.

When the impurity concentrations in a new phase
and the solid solution differ considerably, the quasi-sta-
tionary solution of the diffusion equation can be used
with a sufficient accuracy and the velocity of the parti-
cle surface motion can be ignored (the accuracy is of

the order of ci/  ! 1) [14, 19]. Then,

(15)

By matching expressions (11) and (15), we derive
the equations for the determination of  in the case of
a diluted solution, that is,

(16)

The stoichiometry equations (10) and (16) and the
equilibrium condition at the boundary of a new-phase
particle completely determine all the quantities  and

cin at the nucleation stage. At αin1/3 ≤ 1, we have  .
ci and it is more convenient to use relationship (14) for

dn/dt, where   ci,  ≅  .

At the transient stage, when particles with large n
play a considerable role, we have αin1/3 @ 1. Then, as
can be seen from expression (16),  . cin and relation-
ship (15) with due regard for condition (10) should be
used for dn/dt, because the growth rate in this case is
governed by the transfer of a material from the bulk of
the solid solution.

Therefore, the system of Eqs. (1) and (11) [or
Eq. (14) for a diluted solution] form the complete set of
equations that describe the initial stage of new-phase
nucleation. For the transient stage, as is seen from rela-
tionship (15), the equation for dn/dt can be somewhat
rearranged.

The kinetics of new-phase nucleation is substan-
tially simplified when the quasi-stationary flux of new-
phase particles is attained in the size space 0 ≤ n ≤ nc

(where nc is the critical size) [15, 22]. This is explained
by the fact that, after a short time interval of attaining
the quasi-stationary flux, a simpler equation can be
used directly for the flux I(n, τ) [as compared to that for
the distribution function f(n, τ)] during the remaining
time interval of the nucleation stage τN (τ ≤ τN). The dis-
tribution function itself is expressed through the flux in
the size space. The boundary conditions for the flux 0 ≤
n ≤ nc are expressed in terms of the boundary conditions
for the distribution function. The time required for
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attaining the quasi-stationary flux can be estimated in
the same manner as in [23, 25, 26]. As a result, we
obtain

(17)

3. NUCLEATION STAGE OF NEW-PHASE 
PARTICLES

After the attainment of the quasi-stationary flux, it is
convenient to change over to the equation for I(n, τ)
with a time measured from the time required to attain
the quasi-stationary state (τ – τr  τ) [15, 23, 25, 26]:

(18)

with the boundary condition I(n,  = I(nc). Here,

small terms of the order of c–1cI  .  ! 1

(where τc is the time of change in the concentration) are
dropped.

As will be shown below, the change in the concen-
tration for the time τN is small at nc |t = 0 @ 1. Relation-
ship (18) is valid at τ ≤ τN or when I(n, τ) is everywhere
larger than 0. Correspondingly, the number of new-
phase nuclei increases in this time interval. At τ > τN,
I(nc) . 0 and the nucleation of new-phase particles is
virtually completed. At this transient stage, the number
of new-phase particles remains constant at τf > τN,
where τf is the time of the onset of the late stage (Ost-
wald ripening) when the number of new-phase particles
begins to decrease.

At the nucleation stage (τ < τN), f(n, τ) is conve-
niently expressed in terms of I(n, τ) [15, 23, 26]:

(19)

where νn, n + 1 and ∆Φ for a diluted solution are deter-
mined by expression (14). Taking into consideration
that the condition I(n, τ) = I(nc) (where 0 ≤ n ≤ nc + δn)
is fulfilled at τ > τr, we find I(nc) from the boundary
condition for f at n  0, that is,

Since ∆Φ(n) at the point nc exhibits a very sharp

maximum (∆Φ(n) = ∆Φ(nc) – (n – nc)2δ  @ 1), by
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using formula (9), we obtain

(20)

It is evident that relationship (20) in the case of a
single-component compound can be recast into the
known result [26].

At n < nc, there is a maximum at ∆ΦI(n, τ) = I(nc)
and, for f(n, τ) [see expression (19)], we have

(21)

where erf(x) = –erf(–x) is the error function. At equilib-
rium, nc  ∞ and, hence, we obtain an equilibrium
distribution—heterophase fluctuations.

As was noted above, at the nucleation stage, I(n, τ) >
0 and the values of I(n, τ) at given n are determined by
n' < n in distinction to the late stage when I(n, τ) < 0 at
n < nc and I(n, τ) > 0 at n > nc .

This means that, in different intervals of n, we can
use sufficiently accurate approximate equations by
matching them at the left boundaries of intervals. Let us
introduce the dimensionless time τ = t/T, where T–1 =

D* (ωs/ωm)2/3. Note that the quantity A = 3[(n/nc)1/3 +
(n/nc)–1/3 + 1]–1 varies from 1 to 6/7 in the range 1 ≤

 ≤ 8 [26]. Then, in this range, it is possible to set

3n2/3(n–1/3 – ) = –(n – nc) A ≅  –(n – nc)
and the equation for I(n, τ) = IT in a unit of dimension-
less time takes the form

(22)

The replacement n2/3   in the coefficient of
the second term leads to a decrease in the diffusion term
of the flux at n > nc, but the diffusion term itself in this
range is small [26]. However, in the range of n . nc, in
which the diffusion term plays a considerable role, this
is a sufficiently good approximation. The time is reck-
oned from the instant of the relaxation completion τr,
i.e., after the attainment of the quasi-stationary state in
the range 0 ≤ n ≤ nc. Now, we make the change
I(n, τ)  I(ψ(x, τ), t(τ)) in such a way as to obtain the
simplest equation in terms of the ψ and t variables:
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As a result, we have

(23)

The solution of this equation is given by

Hence, it follows that, after the time τ .  . τr, the

quasi-stationary state I = I(nc) at n = g = 8nc is also
attained in the range nc ≤ n ≤ g = 8nc for the time τ . τp,
i.e., for the time equal in the order of magnitude to the
time of attaining the quasi-stationary state in the range
of subcritical nuclei 0 ≤ n ≤ nc. The distribution func-
tion in the range nc ≤ n ≤ g ≤ 8nc can be deduced from
relationship (19) by expanding ∆Φ(n) about the point n,
that is,

(24)

Functions (24) and (21) are smoothly matched at the
point nc. Consequently, after τ . 2τr, the boundary con-
ditions for I(n, τ) = I(nc) in the range n ≥ g can be spec-
ified at the point g = 8nc. In the range n ≥ g, a simpler
equation that can be solved exactly is also available for
I(n, τ). In this case, the time interval τN during which
new-phase particles are nucleated at a high rate should
be calculated with allowance made for a decrease in the
metastability of the system.

In the range n ≥ g ≥ 8nc, for a diluted solution, we
obtain
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respondingly, the boundary conditions at n = g are rep-
resented as

(25)

As follows from relationship (25), at nc(0) @ 1, ϕ
varies with time by the small quantity ϕ .  [ϕ(0) = 0].

The nucleation is completed, and ϕ(τn) =  deter-

mines the time interval τN of the high-rate nucleation.
The equation for I in this range takes an especially sim-
ple form in terms of the variables r = n1/3 [26]:

(26)

with the boundary condition (25).

In expression (26), we dropped the terms 2r–3/3∂I/∂r

and β/r∂I/∂r (β > 1) (small compared to ) and

made the change 3r–2  3 , because r > 2rc in the
range under consideration. This approximation suffi-
ciently well describes the spectrum of “viable” new-
phase particles upon their nucleation. These particles
make the main contribution to the conservation law for
the total number of atoms but lead to a certain increase
in the spreading of the front of new-phase particle
motion in the size space [26]. Substitution of I =

exp βrrc exp β2τ p(r, τ) (where r = n1/3 – g1/3 is

measured from rg = g1/3) into relationship (26) gives the
equation for p(r, τ),

(27)

By solving Eq. (26) with the boundary conditions (25),
we have
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(28)

Here, we took into account that the second multiplier in
the first relationship exhibits a sharp maxima at the

point z = z0 [f 2(z) =  – z  . 4(z – z0)2 near z =

z0, z0 = ]. Let us designate ξ = 2(z – z0). Then,

(29)

where ξ = 2(z(τ' = 0) – z0) = 2  – z0 , τ0(n, τ) =

τ – rrcβ–1 = τ – (r – rg)rc/β, τ0(rmax, τ) = 0, τ0(g1/3, τ) =

τ, and rmax(τ) = rg + β τ. Here, we used that r = n1/3

is reckoned from g1/3 = rg (r  r – rg) and rmax(t) is
the time dependence of the center of the weakly spread
front of new-phase particle motion that travels along
the size axis according to Eq. (26). The front spreading
is represented by the integral in expression (29). This
integral is virtually equal to unity at ξ ≤ 0 and zero at
ξ ≥ 0. Therefore, without regard for the spreading, we
have

(30)

where

Since the spreading of the particle front is small,
expression (30) can be substituted into the integral rela-
tionship for the atom conservation laws with a good
accuracy. We now write the atom conservation laws
taken from [1]:
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(31)

From the definition of τ0(n, τ) with due regard for for-
mula (29), it follows that

(32)

Taking into account expression (32), we changed over
from the variable n to the variable τ0(n, t) in the integral
term in expression (31). Actually,

where dn/dτ = –dn/τ0 is the growth rate of new-phase
particles (arisen at the point g at the instant τ0) at the
instant τ,  = g, and  = rg. Thus, for ϕ, we

have the equation

(33)

Equation (33), as in [26], has the simple physical
meaning. A decrease in the metastability ϕ is deter-
mined by an increase in the number of new-phase par-
ticles (the first term on the right-hand side) and an
increase in the volume of already existing new-phase
particles (the second term on the right-hand side).

By taking the integral in relationship (33) by parts
and using expressions (30) and (32), we obtain
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ċi ν i n
f∂
n∂

------ nd

0

∞

∫– ν i I τ( )g I τ0( ) n∂
τ0∂

------- τ0d

0

τ

∫–
 
 
 

.–= =

n τ τ 0–( ) rg

ci
νi

ci0
------

 
 
 

τ τ 0–( )
i

∏ln+

3

.=

I τ0 n τ,( )( ) nd

g

∞

∫  = I τ0( ) nd

g

nmax

∫

=  I τ0( ) nd
dτ0
-------- τ0d

τ0 g τ,( ) τ=

τ0 nmax τ,( ) 0=

∫ I τ0( ) nd
dτ0
-------- τ0,d

0

τ

∫–=

n τ τ 0= r τ τ 0=

ϕd
τd

------
ν i

ci

----
dci

dτ
-------

i

∑–
ν i

2

ci

-----∑ 
  Ig I τ0( ) dn

dτ0
-------- τ0d

0

τ

∫–
 
 
 

.= =

ϕd
τd

------
ν i

2

ci

-----∑ 
  I0n τ( ), I0 I nc 0( )( ),==

τ0 ) τ0 0= rmax
3

ci
νi/K∞i∏( )ln

am
2–

nc I0e
ncϕ τ 0( )– dϕ

dτ0
--------n τ τ 0–( ) τ0 . I0

2.d

0

τ

∫–
1



1148 SLEZOV, SCHMELZER
Furthermore, in the multiplier in expression (34), the
condition ci . ci0 is met because of the small change in
the concentration at the nucleation stage. The integra-
tion of Eq. (34) with the initial condition ϕ|τ = 0 = 0
results in

(35)

As can be seen, τN depends only slightly on ,
that is,

Substituting nc and a into expression (34) at aτN @
r0 gives

(36)

In order to obtain the distribution function f(r, τ) at r ≥
g1/3 = 2rc, the flux I(r, t) defined by expression (30)
should be derived in an explicit form. For this pur-
pose, we determine ncϕ(τ0(r, τ)) with the use of rela-
tionship (35):

(37)

From expression (37), it is seen that this quantity
throughout the nucleation stage at τ = τN is consider-
ably less than unity for the main part of the size distri-
bution of nuclei [r ≤ rmax(τN)] that make a dominant
contribution to the integral characteristics. This means
that the flux I is constant over the entire range of
nucleus sizes at this stage, that is,

(38)

In the range r > rg, the surface energy of particles and
the diffusion term in the flux at nc @ 1 can already be
ignored. Then, from relationship (24), at –T–1(δ∆Φ/δn) @

–0.5T–1(δ2∆Φ/δn2) (n = 8nc = ), we obtain

(39)

ϕ
ν i

2

ci0
------∑ 

  I0

4a
------ rg aτ+( )4 rg

4–[ ] ,=

ϕ τ N( ) . nc
1– , 0 τ τ N .≤ ≤

nc
1–

τN
4 ν i

2

ci

-----∑ 
  I0

a3

4
-----

1–
1
nc

----.=

τN

tN

T
---- 41/4β 3/4– ν i

2

ci0
------

i

∑ 
 
 

1/4–

I0
1/4– .= =

nc ϕ τ 0 r τ,( )[ ]( )
ϕ τ 0 r τ,( )( )

ϕ τ N( )
--------------------------  . 

τ0 r τ,( )
τN

----------------- 
 

4

=

=  
rmax τ( ) r–

rmax τN( ) rg–
------------------------------ 

 
4

.

I I0Θ rmax τ( ) r–( ),=

Θ x( ) 1 x 0>( ), Θ x( ) 0 x 0<( ).= =

rg
3

f r τ,( ) r rg≥ I
dr
dt
----- 

 
1–

=

=  
I0

a
----Θ rmax τ( ) r–( )Θ r rg–( ),
PH
where  = a at rg = 2rc according to formula (14).

Here, we took into account that f(r, τ) = f(n, τ)3n2/3.
Thus, the particle size distribution function at the
nucleation stage is determined by relationships (21)
and (24) at 0 ≤ r ≤ rg and relationship (39) at rmax ≥ r >
rg (a “plateau” in the size space at τN > τ > 2τr).

The number of viable new-phase particles per
matrix lattice site with due regard for relationships (38)
and (39) and rmax = aτ at r @ rg is given by

Correspondingly, the maximum number of particles
is as follows:

(40)

The maximum size that is achieved by new-phase
particles at the nucleation stage is represented as

(41)

The amount of the material (structural elements) at
aτN = rmax @ rg is defined by
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Therefore, at nc(0) @ 1, the nucleation stage is actu-
ally completed when the change in concentrations of
components forming new-phase particles is relatively
small.

Physically, this is quite evident, because, as is seen
from formula (30), the flux described by the large
parameter nc(0) in the exponent decreases exponen-
tially fast.

This also implies that all the quantities ahead of the
exponent at the nucleation stage can be replaced by
their initial values.

4. TRANSIENT STAGE
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the nucleation stage is the initial (τ ≤ τN) distribution for
the transient stage.

The possibility of disregarding the diffusion term in
the size space owing to the substantial smoothness of
the distribution function after the completion of the
nucleation stage is of importance in considering the
transient and late stages.

Moreover, as will be shown below, the surface ten-
sion can also be ignored in the range r > rg = 2rc, which
corresponds to the main amount of an excess material.
Consequently, at the transient and late stages, we have

(43)

where fH(r0, τN) is defined by formulas (21) and (24) at
r ≤ rg and by formula (39) at r ≥ rg and dr/dt is given by
relationship (14).

The solution of Eq. (43) in the general form is rep-
resented as
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where r0 = r0(r, τ) is the characteristic of Eqs. (43) and
is determined by relationship (14). The time τ is mea-
sured from the time τN of the onset of the transient
stage.

The characteristic r0 can be found from the system
consisting of Eq. (15) and the conservation laws (1):
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n ≤ nc  that exist at the initial instant will disappear and
make a small contribution to the supersaturation of the
system.

With an increase in nc(t) with time, the region with
n ≤ nc(t) will include dissolving large-sized particles
with n @ nc(0) that occur at the initial instant τ ≥ τN

after the completion of the high-rate nucleation stage.
From relationships (45)–(47), we have

(48)

(49)

The time of the transient stage corresponds to
dt2/dt  0, r @ β, and J ≤ Jmax, where Jmax is the max-
imum (under the given conditions) amount (volume) of
a material per site of the new-phase lattice. This is espe-
cially true with regard to a sufficiently high initial meta-

stability (Πi  @ K∞ for a diluted solution) when new-
phase particles at the transient stage are sufficiently
large and the surface tension can be ignored but the
metastability remains rather high. At the late stage, the
metastability is very low and the surface tension cannot
be ignored [11, 14]. It is this inclusion of the surface
tension that forms the universal distribution function
determined by the mass transfer mechanism at the late
stage [11, 14]. On this basis, by expanding the expres-
sion in the second parentheses in the left-hand side of
Eq. (49) at small dr2/dt  0, we obtain the approxi-
mate but sufficiently exact equation

(50)

At J ≤ Jmax, Eq. (50) can be rewritten in the form

(51)

where

and tf is the time taken to complete the transient stage.
Note that, for a single-component system, the exact
expression for dr2/dt in relationship (48) can be
obtained from Eq. (51) at r @ β. The same equation
holds when a precipitated compound contains a compo-
nent for which the diffusion coefficient is less than or of
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the order of the diffusion coefficients for the other com-
ponents and the initial concentration is considerably
less than the concentrations of the other components.

In this case, the growth rate of new-phase particles
is determined by the motion of this component. The
other components are adjusted to this component, and
their characteristics can be found from the conservation
laws. The difference from a single-component com-
pound lies in the fact that, when an atom of this compo-
nent is attached, the volume of the particle changes by
the volume of the structural unit.

As is seen from formula (44), the number of new-
phase particles does not change and is given by rela-
tionship (40), that is,

(52)

Here, we took into consideration that, at the tran-
sient stage, the inequality r @ rmax(tN) is fulfilled in the
main range and, hence, r3 is virtually independent of r0.
The explicit form of Eq. (51) follows from relation-
ship (52), that is,

(53)

where rmax = (Jmax/Nmax)1/3 =  and Jmax is defined by
Eq. (51).

The variables are separated in Eq. (53), and its solu-
tion in an implicit form is represented by

(54)

.

Substitution of A and introduction of the distance

between new-phase particles l = amN–1/3 gives  =

N f r0 r,( )
r0∂
r∂

------- r . f r0 0,( ) r0d

rc

rmax τN( )

∫d

0

∞

∫ Nmax,= =
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-------r3 r0 τ,( ) rd

0

∞

∫=

. f r0 0,( )r3 r0 τ,( ) r0d

rc

rmax τN( )

∫ Nmaxr3.=

dr2

dt
------- DeffANmax r3 rmax

3–( ),–=

r t tN= r0, tN t t f ,≤ ≤=

nmax
1/3

y yd

1 y3–
-------------

y0

y

∫ 1
3
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1 y0–
1 y–
-------------ln

1
2
--- y2 y 1+ +

y0
2 y0 1+ +

-------------------------ln 3–+=

-× 2

3
------- y 1/2+( )arctan

 2

3
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–  = 
t
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---,

y0 y≤  = 
r
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r0
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1–  = 
Deff

2
--------ANrmax=≤

t0
1–
PH
Deffl–2(ωs/ωm)2/3 . Here, N is determined from
expression (40) and Jmax is defined by Eq. (51).

From relationships (54), it is seen that y3 in the
denominator can be ignored in the main part of the
spectrum of r (y < 1). It is natural that the same result is
obtained by expanding the first part of relationship (54)
in terms of y ! 1. Then, we have

(55)

In the range y ≤ 1, y tends to 1 exponentially fast.
Therefore, a population of new-phase particles is
formed for the time tN ≤ t ≤ t0. In this population, the
Ostwald ripening (coalescence) begins after the com-
pletion of the transient stage at tf . t0 [11, 12, 14]. The
size distribution function for the transient stage is
defined by Eq. (44) with r0 determined from relation-
ship (54):

(56)

where a is derived from expression (34).
As follows from relationship (55), the size range of

new-phase particles that make the main contribution to
the atom conservation laws at the transient stage is sub-
stantially less than the corresponding size range
rmax(τN) – rg = ∆r0 at its preceding nucleation stage,
that is,

(57)

where rmax at the transient stage is determined from
relationship (53). In other words, the size range at the
transient stage decreases by a factor equal to the ratio
between the maximum sizes at the nucleation [r(τN)]
and transient stages.

Note that the distribution function (56) is the initial
function for the late stage. At the transient stage, the
right and left fronts of the distribution function along
the size axis are steep. At the late stage, as a rule, the
right front remains steep and the left front becomes
smeared, which is associated with a considerable
increase in the critical size with time [11, 12, 14].

5. CONCLUSION

The above approach can be applied for describing
the formation of new-phase particles with a nonstoichi-
ometric composition and drops in liquids with an arbi-
trary composition of impurities. Since the nucleation
and transient stages are relatively short, their experi-
mental investigation is rather difficult. For this reason,
well-studied systems at these stages in condensed
media are virtually absent. A detailed experimental
investigation of these stages and a comparison with the

Jmax
1/3

y2 y0
2 2

t
t0
---, t0 t f .=+=

f
I0r0

ar
---------Θ rmax τN( ) r0–( )Θ r0 rg–( ),=

∆
r0∆r0

2rmax
2 t/t0

------------------------  . 
r τN( )
rmax

-------------∆r0 ! ∆r0, t t0≥( ),=
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theory can provide additional information on the
parameters of the studied systems.
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Abstract—The wave functions of stationary states and the spectrum of two-electron system are analytically
determined in a symmetric double quantum dot. It is shown that in the ground state when the external electric
field is absent, electrons cannot reside in the same quantum dot due to the Coulomb blockade. This situation
changes in an external electric field. At a critical field strength, the probability of finding both electrons in the
same quantum dot jumpwise increases from zero to unity. © 2001 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

Heterostructures involving semiconductor quantum
dots are promising materials for modern optoelectron-
ics and nanoelectronics. Their optical and transport
properties have been extensively investigated in recent
years. The tendency to a decrease in the size of various
semiconductor components dictates the necessity of
producing and studying quantum dots with sizes as
small as possible, for example, several nanometers [1–
5].

Since heterostructures with quantum dots have
attracted considerable attention as luminescence
sources [6–8], the electronic spectra for quantum dots
are calculated in many theoretical works (see, for
example, [4, 5]). Note that the radiation accompanying
transitions between size quantization levels, as a rule,
was observed in experiments. In the present work, we
demonstrated that the structure composed of two tun-
nel-coupled quantum dots (double quantum dot) with
two electrons is characterized by quite different quan-
tum transitions associated with the Coulomb electron–
electron interaction. In this case, the frequency of pho-
ton radiation induced by these transitions noticeably
differs not only in magnitude but also in the character
of the dependence on the quantum dot size.

Moreover, the particular interest expressed in het-
erostructures with a double quantum dot is explained
by the fact that the electron density in these systems can
be transferred in a controllable way, for example, from
one quantum dot to an adjacent dot, which gives
grounds to consider the possibility of using a double
quantum dot as a base element in quantum calculations
[9]. At the same time, it is known that the Coulomb
interaction in quantum dots can be quite significant.
Hence, it is interesting to calculate the electron density
in a double quantum dot with due regard for the elec-
tron–electron interaction (in the case when the number
of electrons is larger than one) and also to evaluate the
1063-7834/01/4306- $21.00 © 21152
change in the charge density in response to an external
electric field.

Earlier, the electronic spectra for double quantum
dots were calculated in the absence of external fields
[10] and in the presence of constant magnetic [11] and
transverse electric [12] fields. The two-electron spec-
trum in the longitudinal electric field was calculated
only numerically for large quantum dots with a rectan-
gular shape [13].

In the present work, we considered a system com-
prised of two identical, tunnel-coupled, spherical quan-
tum dots of radius R with two electrons in a constant
electric field that is characterized by the strength E and
is aligned with the structure axis. The two-electron
spectrum and the charge distribution in dots were ana-
lytically calculated as functions of the external field
strength. 

2. ENERGY SPECTRUM AND ELECTRON 
DISTRIBUTION

It seems likely that the two-electron spectrum and
the wave functions for a double quantum dot can be rig-
orously calculated only in a numerical way. Therefore,
in order to obtain more informative analytical results,
we will use certain simplifying assumptions. In partic-
ular, let us assume that the potential barrier between the
quantum dots is sufficiently high (for example, the bar-
rier height for a Si/SiO2 junction is equal to 3.2 eV [2,
4]). Consequently, since the tunnel coupling between
the quantum dots is weak, the level splitting energy ∆
turns out to be exponentially small over the height and
the thickness of the barrier. According to estimates, the
value of ∆ can be equal to 10–2 eV when the distance 2L
between the centers of quantum dots does not exceed
twice the dot diameter.

At the same time, the characteristic transition
energy due to the size quantization is of the order of
001 MAIK “Nauka/Interperiodica”
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1 eV at quantum dot sizes of the order of 2 nm. This is
substantially larger than the splitting energy ∆, as well
as the Coulomb energy and the thermal energy at room
temperature. For this reason, we can restrict our consid-
eration to the two-level approximation under the
assumption that higher-lying levels are not involved in
electron dynamics.

The Hamiltonian of the two-electron system can be
written as

where (r) is the one-particle Hamiltonian for the
double quantum dot with the eigenfunctions χ0, 1(r) and
the eigenvalues E0, 1, V(r) is the potential energy of an
electron in an external field, and Vint(r1, r2) is the elec-
tron–electron interaction Vint(r1, r2) = Vint(r2, r1).

Within the two-level approximation, the two-elec-
tron wave function will be sought in the form

where Cij are the constant expansion coefficients. Since
the magnetic field is absent in the problem under con-
sideration, the spin part of the wave function will be
omitted.

The standard procedure [14] of solving the equation
for the eigenfunctions Ψ(r1, r2) and the eigenvalues %

of the Hamiltonian  results in the following equation
for the Cij expansion coefficients:

(1)

with the matrix elements

Without specifying the form of the functions V(r) and
Vint(r1, r2), it is, however, possible to make certain con-
clusions about the matrix elements on the basis of sym-

Ĥ  = Ĥ0 r1( ) Ĥ0 r2( ) V r1( ) V r2( ) V int r1 r2,( ),+ + + +

Ĥ0

Ψ r1 r2,( ) Cijχ i r1( )χ j r2( ),
i j, 0=

1

∑=

Ĥ

Cij % Ei– E j–( )

=  CnjVin

n 0=

1

∑ CinV jn

n 0=

1

∑ CnmVin
jm

n m, 0=

1

∑+ +

Vin χ i r( ) V r( ) χn r( )〈 〉 ,=

Vin
jm χ i r1( )χ j r2( ) V int r1 r2,( ) χn r1( )χm r2( )〈 〉 .=
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metry properties for the interaction energy Vint(r1, r2)
with respect to permutations of particles and the sym-
metry of the one-particle wave functions χ j(r) with
respect to the reflections z  –z.

In particular, it is easy to show that the one-particle
diagonal matrix elements within the infinitely high bar-
rier approximation are identical: V00 = V11 ≡ X. The
same is also true for the off-diagonal elements: V01 =
V10 ≡ W. Out of sixteen matrix elements that correspond
to the pair interaction, eight elements appear to be non-
zero and each of the four elements of these pairs are the

same:  =  =  =  ≡ U and  =  =

 =  ≡ V. The specific relationships for X, W, U,
and V will be derived below. Substitution of the Vij and

 matrix elements into relationship (1) leads to the
system of four equations for the Cij coefficients. The
condition for the existence of nontrivial solutions of
this system is written as

(2)

where ε = % – U – 2X – "2π2/mR2 (hereafter, the infi-
nitely deep potential well approximation will be used
for simplifying the calculations).

One out of four energies,

(3)

corresponds universally to the first excited state. The
wave function of this state is antisymmetric with
respect to permutations of particles and does not
depend on the applied external field strength, that is,

(4)

Here, ΨL, R(r) are the ground-state one-electron wave
functions for the left and right quantum dots. The ener-
gies of the other three states are determined by solving
the third-order equation that is derived from Eq. (2).
The wave functions of these states are symmetric with
respect to permutations of particles and are described
by the following general expression:

V00
00 V11

11 V11
00 V00
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01 V01
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01 V10

10

Vin
jm
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---------------------------------------------------------------------------.=
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Let us examine in more detail the solutions of Eq. (2)
and the electron density distribution in the quantum
dots.

We start with the case of zero external field. Then,
W = 0 and Eq. (2) is easily solved. As a result, we have

(6)

The energy ε1 is given above [see expression (3)]. It is
seen that, owing to the Coulomb interaction, the energy
levels as a whole are shifted by the energy U + 2X [rel-
ative to which the pairs of the levels lie symmetrically
(above and below)] and the degeneracy of the third
level is removed.

As was noted above, the Coulomb interaction
between particles gives rise to new quantum transitions.
Most likely, these are the three transitions 0  2,
0  3, and 2  3. Because of the antisymmetry
with respect to permutations of particles, the first
excited state can not be related through an external
electric field (the operator for the interaction of parti-
cles with an external field is exactly symmetric) to any
of the symmetric states described by relationship (5).
Therefore, no transitions to the first state or from the
first state occur.

In addition, it should be taken into account that the
Coulomb matrix element V can be estimated in order of
magnitude at e2/eR, where e is the permittivity [more
exact formulas (12) and (14) will be obtained below],
which is approximately equal to 0.1 eV. The energy
splitting ∆, at the minimum, is less by an order of mag-
nitude, and, hence, the energy of the transition between
the second and third levels in the absence of an electric
field is less than 10–3 eV, which does not exceed the
characteristic broadening of levels (*10–3 eV). Conse-
quently, the transition 2  3 most likely also cannot
be observed in a real experiment.

At the same time, the energy of the transitions from
two high-lying levels to the ground state is approxi-
mately equal to 2V (~0.1 eV), which is considerably
larger (approximately by two orders of magnitude) than
the broadening of levels. Therefore, when the tempera-
ture is sufficiently low and phonons are virtually
absent, it is possible to obtain radiation with the fre-
quency 2V/". This frequency turns out to be approxi-
mately one order of magnitude less than the frequency
of transitions between the size quantization levels for
quantum dot sizes of several nanometers. It should also
be noted that the frequencies of transitions between the
Coulomb levels (6) and between the size quantization
levels depend differently on the quantum dot radii (as
R–1 and R–2, respectively). As a consequence, a decrease
in the quantum dot size will bring about a larger differ-
ence in the transition frequencies and vice versa. These
frequencies will approach each other with an increase
in the quantum dot size.

ε0 V2 ∆2+ , ε2– V , ε3 V2 ∆2+ .= = =

     
          

                          
P

The wave functions of stationary states, except for
the first excited state, can be determined from relation-
ship (5) by setting the matrix element W equal to zero.
By using expressions (4) and (5) at W = 0, we can
derive the two-particle probabilities of the symmetric

( ) or antisymmetric ( ) location of electrons in
the double quantum dot when they reside in different
dots or in the same dot, respectively.

For the ground state, we have

(7)

In the case when the Coulomb interaction is sufficiently
strong (V @ ∆), which, according to estimates, is true
for our problem, the probability that both electrons
reside in the same dot is small and approximately equal
to (∆/2V )2, whereas the probability of finding electrons
in different dots is close to unity.

In the first excited state, two electrons cannot be
together in the same quantum dot at all. With the prob-
ability equal to unity, electrons come apart as much as
possible to different dots owing to the Coulomb inter-
action.

The opposite situation occurs in the second excited
state. Electrons reside in the same dot with a probabil-
ity equal to unity and cannot be found in different dots.

Finally, in the last case, i.e., in the third excited state,

we obtain  =  and  = . Then, with a
good accuracy, we can state that electrons reside in the
same quantum dot.

The location of electrons in different quantum dots
in the ground state is naturally explained by the Cou-
lomb repulsion. In this case, it can be said that the elec-
tron tunneling from one dot to another dot that already
has the electron is forbidden to some extent—this phe-
nomenon is referred to as the Coulomb blockade of tun-
neling [15, 16]. In order to overcome the Coulomb
blockade, it is necessary to apply a certain additional
external action, for example, a constant electric field
along the axis of the double quantum dot. Let us calcu-
late the spectrum and the distribution of electrons in the
quantum dots in the presence of a constant electric
field.

The energies of the ground state and the second and
third excited states obey the third-order equation
deduced from Eq. (2). Its exact solution is possible only
in an implicit (the so-called trigonometric) form [17]
and is rather cumbersome. Therefore, in the subsequent
calculations, we will use the approximate solution of
Eq. (2) with due regard for the smallness of the energy
∆ compared to the Coulomb energy V.

PS
j( ) PA

j( )

PS
0( ) 1

2
--- 1 V

V2 ∆2+
----------------------+ 

  ,=

PA
0( ) 1

2
--- 1 V

V2 ∆2+
----------------------– 

  .=

PA
3( ) PS

0( ) PS
3( ) PA

0( )
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By specifying small deviations from the solutions
obtained for Eq. (2) in the zeroth approximation (i.e., at
∆ = 0) and ignoring the terms containing these small
deviations to the third power in Eq. (2), we find
PHYSICS OF THE SOLID STATE      Vol. 43      No. 6      200
(8)ε0 = 
V2 W2 V2 W2–( )2

2V2∆2++ +
2V

------------------------------------------------------------------------------, W– V≤

– W V W–( )2 ∆2/2+ , W– V ,≥
(9)ε2

V
4W2 ∆2/4 4W2 V W–( )2 ∆2/4( )2

2W2∆2+ +–+
V 3 W–

--------------------------------------------------------------------------------------------------------------------------, W V≤+

V2 W2– ∆2/4–( )2
2V2∆V2 V2– W2– ∆2/4–+
2V

--------------------------------------------------------------------------------------------------------------------, W V ,≥

=

(10)

The exact energy of the first excited state was obtained
above [see relationship (3)].

The functional dependences ε j(W) calculated by
formulas (3) and (8)–(10) are depicted in Fig. 1 (numer-
als near the curves correspond to the numbers of the
stationary states). Owing to the complete spatial sym-
metry of the double quantum dot, the energy spectrum
is independent of the field direction and depends only
on the field strength. Therefore, the curves shown in
Fig. 1 are exactly symmetric.

Now, we determine the two-electron probabilities
and analyze their dependence on the external field
strength. Note that, unlike the case of zero field, instead

of the probability , it is expedient to introduce the

probabilities  and  of finding both electrons in
the left and right quantum dots, respectively. These
probabilities are not equal to each other, because the
electric field breaks the symmetry of the system.

For the first excited state, all the probabilities
remain identical to those deduced in the absence of the

field; i.e.,  =  = 0 and  = 1. For the other
three states, we easily obtain

(11)

ε3 V ∆2/4V 4W2 ∆2/4V( )2
+ .+ +=

PA
j( )

PLL
j( ) PRR

j( )

PLL
1( ) PRR

1( ) PS
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PLL
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2
---=

×
ε j

2 V2–( )2
4W2 ε j V+( )2 4W ε j V+( ) ε j

2 V2–( )–+

ε j
2 V2–( )2 ∆2 ε j V–( )2 4W2 ε j V+( )2+ +

-----------------------------------------------------------------------------------------------------------------------,

PS
j( ) ε j V–( )2∆2

ε j
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------------------------------------------------------------------------------------------------,=
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2
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×
ε j
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2 V2–( )+ +

ε j
2 V2–( )2 ∆2 ε j V–( )2 4W2 ε j V+( )2+ +

-----------------------------------------------------------------------------------------------------------------------.
            

It is worth noting that, according to formulas (11),

the probabilities  are symmetric functions of W and

the probabilities  and  transform into each
other when W changes its sign.

The dependences of the probabilities defined by
relationships (11) are displayed in Fig. 2. As can be
seen, the two-particle probabilities for the states that
are symmetric with respect to the permutations of par-
ticles sharply change when passing through the anti-
crossing points W = V or W = 0 and vary only slightly
in the other range of W. It should also be noted that
there is a correlation between the behavior of the elec-
tron density in the quantum dots (i.e., in actual fact, the
two-particle probabilities) and the dependence of the
energies of stationary states on the external field. It is
easy to see that the matrix elements W in horizontal
portions (or portions asymptotically approaching hori-
zontal lines) of the εj(W) dependence always corre-
spond to the symmetric charge distribution in the quan-
tum dots. By contrast, the portions in which the energy
varies in a monotonic (and nearly linear) way with a
change in the electric field correspond to the most
asymmetric spatial distribution of the electron density.
The change in the modes occurs at the anticrossing

PS
j( )

PRR
j( ) PLL

j( )

3

1

0

–1

–3

ε/
V

0 1 2–1–2
W/V

1

2

3

0

Fig. 1. Energy spectrum of the system at ∆/V = 0.5.
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points: W = 0 for the second and third excited states and
W = ±V for the ground and second excited states.

This correlation is easily explainable. Specifically,
for the ground state at |W | < V, the electrons reside in
different quantum dots, and, hence, their potential ener-
gies in the external field have opposite signs and com-
pensate for each other, which manifests itself in the
nearly horizontal portion in the ε0(W ) dependence
(Fig. 1). When passing through the anticrossing point
W = V for the ground state, both electrons appear to be
in the left dot. In this case, the potential energies of
electrons in the external electric field have the same
sign and are added, the result of which causes the
energy of the ground state to vary proportionally to the
field. Similar explanations can also be offered for the
other stationary states.

Evidently, the described regularities are sufficiently
universal and should not strongly depend on the spe-
cific shape of the quantum dots. This is confirmed by
the results obtained by Bryant [13], who numerically
calculated the two-electron spectra that exhibited the
aforementioned characteristic features for an asymmet-
ric rectangular quantum dot. In particular, the depen-
dences of the energy on the applied voltage show pro-
nounced inflections that indicate that the Coulomb
blockade is overcome (or, by contrast, arises).

1.0

0.5

0

(a)
P

(0
)

1.0

0.5

0

(b)

P
(2

)

1.0

0.5

0

(c)

P
(3

)

–0.04 –0.02 0 0.02 0.04
W/V

0 1 2–1–2
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Fig. 2. Two-particle probabilities (a) P(0), (b) P(2), and (c) P(3),

calculated by formula (11):  (solid lines),  (dotted

lines), and  (dashed lines). ∆/V = 0.25.

PRR
j( )

PLL
j( )

PS
j( )
P

It is clear that the potential energy of electrons and,
hence, the matrix elements should considerably depend
on the dielectric polarization properties of materials
that form both the quantum dots themselves and the
surrounding medium. Let us discuss two limiting cases:
the contact of two materials with close permittivities
(for example, two semiconductors with close proper-
ties) and the contact of two materials with strongly dif-
fering dielectric properties (for example, a semicon-
ductor and a dielectric).

3. QUANTUM DOTS IN A SEMICONDUCTOR

We now consider the first limiting case—the contact
of two semiconductors. Let es be the permittivity of
both materials. By ignoring insignificant disturbances
of the electric field near the quantum dot boundaries,
we assume that the permittivity is constant throughout
the volume.

In this case, the potential energy of the pair interac-
tion between two electrons is written in the standard
form Vint(r1, r2) = e2/es|r1 – r2|. The potential energy of
each electron in the external electric field is described
by the relationship V(r) = eEr = eEz (where –e is the
electron charge) if the potential energy is reckoned
from the midpoint between the dots. Here, E is the pro-
jection of the electric field vector onto the z axis in the
semiconductor.

The matrix elements Vij are calculated easily. Note
that, owing to the symmetry of the problem, the diago-
nal matrix elements X are identically equal to zero and
the off-diagonal elements appear to be nonzero W =
eEL. It is clear that the value of W corresponds to the
potential energy of an electron at the center of the right
quantum dot in the constant electric field E.

For the pair interaction matrix elements , we
obtain

(12)

where Si(x) is the sine integral function of the argument
x. It can be shown that the sum U + V has the meaning
of the energy of interaction between the space densities
of two charges at the center of the same quantum dot.
The difference U – V can be interpreted as the energy
of interaction between the electrons at the centers of
different quantum dots.

V int
jm

U
e2

esR
-------- 1 Si 2π( )

2π
----------------– Si 4π( )

4π
----------------+ 

 =

+
e2

4esL
----------- 0.893e2

esR
------------------

e2

4esL
-----------,+≈

V
e2

esR
-------- 1 Si 2π( )

2π
----------------– Si 4π( )

4π
----------------+ 

 =

–
e2

4esL
----------- 0.893e2

esR
------------------

e2

4esL
-----------,–≈
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TWO-ELECTRON STATES IN A DOUBLE QUANTUM DOT 1157
It is obvious that inclusion of the Coulomb repul-
sion between electrons should lead to an increase in the
energy of the system. In the absence of the interaction,
the energies of the stationary states (without external
field) are as follows: "2π2/m – ∆ for the ground state,
"2π2/m + ∆ for the third excited state, and "2π2/m for the
first and second excited states. Consequently, reasoning
from formulas (3), (6), and (12), the energies of the
ground and first excited states increase approximately
(without regard for the small transition energy ∆) by
e2/2esL and the energies of the second and third excited
states increase by 1.786e2/esR. The calculated two-par-
ticle probabilities demonstrate that the electrons reside
in different quantum dots for the ground and first
excited states and in the same dot for the second and
third excited states. This explains the obtained shifts in
the energy levels due to the Coulomb repulsion.

Now, the condition |W | = V specifying the anticross-
ing points can be rewritten in the form

(13)

Note that this condition represents the energy conserva-
tion law: the left-hand side of the relationship is the dif-
ference between the energies of the interaction of elec-
trons in the same and different quantum dots, and the
right-hand side is the work done by the electric field on
a charge to move it from one quantum dot to another
quantum dot. Relationship (13) determines a critical
electric field strength E at which the Coulomb blockade
can be overcome. At strengths less than the critical
value, the electric field cannot do the work required to
overcome the repulsion forces and the electrons remain
in different quantum dots. According to numerical esti-
mates, the critical electric field strength can exceed
105 V/cm, which corresponds to a dot-to-dot potential
difference of several tens of mV.

4. QUANTUM DOTS IN A DIELECTRIC

Let us dwell on the other limiting case—the contact
of two materials with strongly differing dielectric prop-
erties, for example, a semiconductor and a dielectric. In
this case, the dependence Vint(r1, r2) substantially dif-
fers from the usual Coulomb law and V(r) is not equal
to eEr, because the fields produced by each electron
appreciably differ from those in a homogeneous
medium.

The total potential energy of electrons should be
written taking into account the energy of interaction of
each electron with the image fields (polarization fields).
Note that the energy of interaction of an electron with
its own image field makes the contribution to the func-
tion V(r), and the energy of interaction with the field of
another electron contributes to Vint(r1, r2). It is rather
difficult to derive the exact relationships for V(r) and
Vint(r1, r2), and, hence, we will use certain assumptions.

1.786e2

esR
------------------ e2

2esL
-----------– 2e E L.=
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In particular, we will ignore the effect of the polar-
ization fields induced by one quantum dot on the elec-
tron in another quantum dot. Furthermore, we assume
that the permittivity es of a semiconductor is consider-
ably larger than the permittivity ed of a dielectric (for
example, es ≈ 12 for silicon and ed ≈ 4 for silicon diox-
ide). This allows us to ignore anisotropic terms and to
retain only the zeroth-order expansion terms in rela-
tionships for the electric field potential, which are tra-
ditionally represented in the form of Legendre polyno-
mial expansions (see, for example, [4]).

Generally speaking, the first condition can be rigor-
ously justified only at a sufficiently large distance
between the dots, which is not true for our problem.
However, as follows from the calculations, the allow-
ance made for the mutual influence of quantum dots
leads to corrections that are of the order of (R/2L)4 com-
pared to the retained terms in the energy of electron–
electron interaction and (R/2L)3 in the potential energy
of electrons in the external electric field. Since the ratio
R/2L is, at least, smaller than 1/2, these corrections
most likely do not exceed 10%.

With due regard for the above assumptions, the
expression for the energy of interaction between a
charge and its own image field can be represented as
e2/2edR. When both charges are on the same quantum
dot, the energy of their interaction involves the usual
Coulomb term e2/es|r1 – r2| and the energies of interac-
tion of each electron with the image field of another
electron, which add up to e2/2edR. If charges are on dif-
ferent dots, the total energy of their interaction can be
written as e2/2edL. Within the same approximation, the
potential energies of electrons in the external electric
field for the right and left quantum dots are equal to eEL
and –eEL, respectively. Therefore, at ed ! es, we obtain
X = e2/2edR and W = eEL, where E, as before, is the
electric field strength directly in the medium (in our
case, in the dielectric). The matrix element X has the
meaning of the characteristic energy of an electron in
the external field—its own image field. Unlike the pre-
ceding case of a homogeneous medium, the appearance
of the additional potential energy of an electron results
in the fact that all energy levels of the stationary states
are additionally shifted by e2/edR.

For the pair interaction matrix elements, we have

(14)

As in the first case (a homogeneous medium), the com-
binations of the matrix elements U + V and U – V are
interpreted as the energies of interactions of the elec-
trons in the same dot and different quantum dots,
respectively. However, now, the largest contribution to
these energies is made by the interaction of electrons
with the polarizations fields of each other rather than by
the direct Coulomb repulsion.

U
e2

2ed

-------- 1
R
--- 1

2L
------+ 

  , V
e2

2ed

-------- 1
R
--- 1

2L
------– 

  .= =
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Let us consider the condition for overcoming the
Coulomb blockade of electron tunneling. As was
shown above, this occurs when the matrix elements W
and V are equal to each other. As for the contact of two
semiconductors with close properties, this equality has
the meaning of the energy conservation law for the
electron transfer from one quantum dot to another
quantum dot. From relationship (14), we can also
derive the critical field

which is sufficient to overcome the repulsion forces.
The numerical values of the critical electric field
strength and the corresponding potential difference for
the semiconductor quantum dots in the dielectric are of
the same order of magnitude as in the case of the con-
tact between two semiconductors with close polariza-
tion properties.

5. CONCLUSION
Thus, at relatively low electric fields |E | < E*, the

configuration with electrons in different quantum dots
corresponds to the potential energy minimum of the
system. The stronger electric field that exceeds the crit-
ical value E* gives rise to the new two-electron config-
uration corresponding to the potential energy minimum
in which both electrons reside in the same left or right
(depending on the field vector direction) quantum dot.
Consequently, the change in the external electric field
can lead to the transfer of electrons from one quantum
dot to another dot and, thus, provides a way of control-
ling their population. Note that the transition between
the stable configurations occurs abruptly with such a
change in an electric field strength that is appro-
ximately one order of magnitude less than the value
of E*.
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Abstract—The interaction between a quantum well with a large number of equidistant excited electron energy
levels and light is investigated. It is shown that nonsinusoidal oscillations occur in the transmitted, reflected,
and absorbed energy fluxes under exposure of the quantum well to irradiation with light pulses. For long pulses

whose length  is one order of magnitude longer than the time "/∆E (where ∆E is the energy level spacing),

the oscillation amplitude is small. In the case of narrow pulses when  ≤ "/∆E, the oscillation amplitude is

comparable to the flux magnitudes. For very narrow pulses with  ! "/∆E, the decaying echo of exciting
pulse should be observed at the time intervals 2π"/∆E. Symmetric and asymmetric pulses are considered. The
theory is applicable to narrow quantum wells in a strong magnetic field when the equidistant levels correspond
to electron–hole pairs with different Landau quantum numbers. © 2001 MAIK “Nauka/Interperiodica”.

γl
1–

γl
1–

γl
1–
1. INTRODUCTION

In the last decade, considerable attention has been
focused on the investigation of the response of various
systems to irradiation with light pulses [1–4]. The use
of short pulse techniques and commercial light sources
has made it possible to examine coherent phenomena in
processes of interaction between light and elementary
excitations in different systems, which provided new
useful information on the excitation spectra and relax-
ation mechanisms.

A number of theoretical and experimental works are
devoted to the investigation of the Wannier–Mott exci-
tons in bulk crystals and semiconductor quantum wells
by the time-resolved scattering technique, because the
most interesting results obtained by this method are
associated with the occurrence of discrete energy lev-
els. It is well known that a pair of closely spaced energy
levels is responsible for a new effect—sinusoidal beats
in reflected and transmitted pulses at the frequency cor-
responding to the energy gap between the levels (see,
for example, [1]).

The present work is devoted to the theoretical inves-
tigation of the reflection and absorption of light pulses
in semiconductor quantum wells in a strong magnetic
field. In the case when the magnetic field is aligned per-
pendicularly to the xy plane of the quantum well (it is
this case that will be considered in our work), excita-
tions in the well can be characterized by the quasi-
momentum K⊥  in the xy plane, because the system in
1063-7834/01/4306- $21.00 © 1159
this plane is homogeneous. If the motion along the
z axis is finite, the other indices describing excitations
are discrete. In the case when the excitations in the
quantum well are induced by light, the condition K⊥  =
κ⊥  (where κ⊥  is the projection of the light wave vector
onto the xy plane) is met. We will investigate the normal
irradiation of a quantum well when K⊥  = κ⊥  = 0. In this
case and with finite motion along the z axis, the excita-
tion spectrum is always discrete [5].

If the carrier frequency ωl of an exciting light pulse
is slightly larger than the band gap Eg of a semiconduc-
tor (material of the well), the excitations induced by
light are electron–hole pairs, which can be character-
ized by the indices

where ne (nh) are the Landau quantum numbers of elec-
trons (holes) and le (lh) are the quantum numbers of the
size quantization of electrons (holes) along the z axis. In
the case of an infinitely deep quantum well, only the
pairs with le = lh are formed; however, we will not restrict
ourselves to this approximation. The excitation energy
reckoned from the ground-state energy is given by

(1)

where ξ0 is the set of the indices; K⊥  = 0, n, le, and lh;

( ) is the energy of an electron (a hole) in the size

ne nh n le lh,, ,= =

Eξ0
Eg εle

e εlh

h n
1
2
---+ 

  "Ωµ,+ + +=

εle

e εlh

h
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quantization level l (see, for example, [6]); Ωµ =
|e|H/µc; µ = me/mh/(me + mh); and me (mh) is the effec-
tive electron (hole) mass. From relationship (1), it fol-
lows that the excited energy levels at the fixed numbers
le and lh are equidistant. Generally speaking, the equi-
distance of levels is disturbed when the influence of the
Coulomb interaction between an electron and a hole,
i.e., the exciton effect, is taken into account. However,
as was shown by Lerner and Lozovik [7], the Coulomb
interaction is a weak perturbation under the conditions

where d is the quantum well width, a is the Wannier–
Mott exciton radius at zero magnetic field, and aH =
(c"/|e|H)1/2 is the magnetic length; this leads only
to small shifts in the energy levels defined by expres-
sion (1). Let us assume that quantum wells are suffi-
ciently narrow and magnetic fields are strong enough
for the exciton effects to be ignored. The equidistance
disturbance can also be associated with the nonpara-
bolic shape of bands in a semiconductor; however, we
will assume that this effect is weakly pronounced in the
electron and hole energy range under consideration
near the extrema of the conduction and valence bands.

We assume that the quantum well with a system of
equidistant (not necessarily) excited energy levels is
irradiated by a light pulse with a carrier frequency ωl.
Let the carrier frequency ωl be close to the resonance
with one of the energy levels. Then, there are two pos-
sible variants: either the influence of all the other levels
can be neglected or it is necessary to account for the
effect of a certain number of adjacent levels. The choice
between these two variants depends on the shape and
duration of the pulse, i.e., on the frequency spectrum
corresponding to the pulse. Lang et al. [8, 9] predicted
a ladder structure of the reflected and transmitted
pulses formed under irradiation of the quantum well in
a strong magnetic field by sharply asymmetric pulses
with a steep front, which corresponds to the second
variant. The first variant can be realized, for example,
in the case of a symmetric pulse at γl ! ∆ω, where ∆ω
is the spacing between adjacent levels,  is the char-
acteristic pulse duration, and γl is the frequency spread.

Many theoretical works have dealt with the investi-
gation of the response of an electronic system of the
quantum well in the case of two or one excited levels.
It should be emphasized that, for quasi-two-dimen-
sional systems, the breaking of the translational invari-
ance in a direction perpendicular to the plane of the
quantum well results in the radiative broadening γr of
energy levels [10, 11]. For high-quality wells, radiative
broadening can be comparable to the contributions
from other relaxation mechanisms and can even exceed
them. This physical situation requires an adequate the-
oretical description in which higher-order terms in the

d  ! a, aH ! a,

γl
1–
P

interaction between electrons and the electromagnetic
field should be taken into account [8–21].

These works are concerned with quantum wells
with one or two excited levels, which are responsible
for the absorption and reflection of light by the well. In
the case when

(2)

where γ is the reciprocal nonradiative lifetime of the
electron excitations, the response to a monochromatic
or pulsed irradiation can be studied within the perturba-
tion theory and it is sufficient to take into account the
lowest-order term in the interaction of electrons with
the electromagnetic field.1 

Under condition (2), the fields induced on the left
and right of the quantum well are smaller than the excit-
ing fields. For a monochromatic irradiation, the coeffi-
cients of the reflection 5 and the absorption ! of light
are small in comparison with unity and the transmitted
pulse only slightly differs in shape from the exciting
pulse. However, interesting experimental results were
obtained in this case too: “pulling” of a short pulse is
found in the transmitted light for times of the order of
γ–1 and sinusoidal beats at the frequencies ∆E" (where
∆E is the level spacing) are observed for two closely
spaced levels (see, for example, [1]).

In the opposite case,

, (3)

the induced fields are comparable in magnitude to the
exciting fields, the 5 coefficient can be close to unity,
and the ! coefficient can be close to 1/2. The irradia-
tion of the quantum well by monochromatic light under
condition (3) was studied for one excited level in [10–
13, 18] and for two excited levels in [19]. In our earlier
works [17, 21], we determined the shape of the
reflected and transmitted pulses near the resonance of
the carrier frequency with the sole level in the quantum
well. It was demonstrated that the shape of the transmit-
ted pulse under condition (3) can strongly differ from
that of the exciting pulse. The radiative lifetimes of
electron–hole pairs in the quantum well in a strong
magnetic field were calculated in [8, 19].

In the present work, we studied the response of a
multilevel system of excitations in a quantum well in a
strong magnetic field upon exposure to a symmetric
pulse and compared the obtained data with the results
for an asymmetric pulse with a steep front.

1 In the case of pulsed irradiation, the lowest-order approximation
of the interaction between electrons and the electromagnetic field

under condition (2) is applicable only for times t ! , because

the intensity of the transmitted and reflected light for t ≥ 
decays according to the law exp(–γr t).

γr! γ,

γr
1–

γr
1–

γr γ≥
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REFLECTION AND ABSORPTION OF LIGHT BY A QUANTUM WELL 1161
2. ELECTRIC FIELDS TO THE RIGHT 
AND THE LEFT OF A QUANTUM WELL

UNDER PULSED IRRADIATION
Let us assume that a time-limited light pulse falls on

a solitary quantum well normal to its plane from the left
and the electric field corresponding to this pulse has the
form

(4)

where E0 is the real amplitude, el is the polarization
vector, ωl is the carrier frequency,

(5)

n is the refractive index of the medium outside the
quantum well, and Θ(p) is the Heaviside function. The
pulse defined by relationship (4) is described by the
Poynting vector

(6)

(7)

where ez is a unit vector along the z axis. We carry out
the Fourier transformation of expression (4) in the form

(8)

(9)

In the case when
, (10)

the pulse is symmetric. For γl  0, this pulse trans-
forms into a monochromatic light wave with a fre-
quency ωl and the function D0(ω) is modified into the
Dirac function δ(ω – ωl).

In [8, 9, 17], a strongly asymmetric pulse with a
steep front was used, for which γl2  ∞ and the sec-
ond terms in the curly brackets in relationship (4) and
in the square brackets in expression (9) vanish.

The pulse in the form defined by relationship (4) is
convenient for computations. Its drawback is the sharp
shape of the peak at t – zn/c = 0, i.e., the discontinuity
of the derivative of the function P(p) at p = 0, but all of
the qualitative theoretical conclusions that will be
drawn below remain valid after the change-over to
pulses with smoothed shapes.

Now, we assume that the incident waves have circu-
lar polarization, that is,

(11)
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where ex and ey are unit vectors along the x and y axes,
respectively.

Let us consider quantum wells whose width d is
considerably smaller than the wavelength c/nωl of the
light waves. In this case, the electric fields El(r) on the
left (right) of the quantum well are given by [17]

(12)

(13)

where the upper (lower) sign corresponds to the sub-
script l(r).

The frequency distribution D(ω) is defined as

(14)

(15)

where the index ρ designates the number of the excited
state, "ωρ is the excitation energy measured from the
ground-state energy, γrρ(γρ) is the reciprocal radiative
(nonradiative) lifetime of the excitation with the index
ρ, and Q(ω) and I(ω) are the contributions to the real
and imaginary parts of the quantity χ(ω) due to
ignored electron excitations (for example, excitations
from levels deeper than the valence band) and lattice
excitations. By analogy with [8–21], we assume that
the absorption and reflection of light by the quantum
well is determined by a finite number of discrete lev-
els, that is,

(16)

Furthermore, we omit the second nonresonant term in
the square brackets in expression (15).2 Thus, we write

(17)

Substitution of formula (17) into expression (14)
leads to

(18)

2 Relationships (13)–(15) at Q(ω) . 0 and I(ω) . 0 are applicable
when one of two circular polarizations corresponds to the excita-
tion of one of two types of electron–hole pairs with identical ener-
gies from the ground state.
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By substituting relationship (18) into expression (13),
we can represent the induced field as the sum of two
terms:

(19)

The first term is determined by the contribution from
the poles of the function D0(ω). By using formulas (9)
and (13), it is easy to show that this term is given by

(20)

The second term ∆E2(p) is the contribution from the
poles of the function

For one excited level, we have one pole ω0 – i(γ + γr)/2.
In the case of two levels, there are two poles, which are
easily determined. However, even for three levels, the
determination of poles is complicated, because this
requires the solution of a third-order equation. There-
fore, for a large number of levels in the quantum well,
we have to calculate ∆E2(p) under the assumption that
it is applicable only at small values of γrρ. By using only
the lowest-order contribution to the interaction of elec-
trons with light and setting

(21)

we obtain the following approximate relationship for
∆E2(p):

(22)

∆Er z t,( ) ∆E1 p( ) ∆E2 p( ).+=
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ρ
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---------------------------------------------------------------------------------------
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---------------------------------------------------------------------------------------
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ρ
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ρ
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----------------------------------------------------------------------.–
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ρ
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P

Expression (20) involves sums of the type

where  = γρ – γl1 or γρ + γl2. The real parts of these
sums diverge when the quantities γrρ are considered to
be independent of the index ρ. In the case of equidistant
levels, this divergence is logarithmic. Actually, this
divergence is undoubtedly cut off, but the cutoff mech-
anism is difficult to elucidate. Therefore, we proceed as
follows. Let us write the sum S in the form

(23)

where the sign (') on the sum over ρ indicates summa-
tion over a limited number of levels. The dimensionless
quantity J(ωl) weakly depends on ωl if the set of the
frequencies defined by expression (9) is at resonance
with the group of the levels included in the first term
of sum (23). Expression (23) should be compared with
relationship (15). The quantity J(ωl) . J is added to the
constant I(ω) . I. So, the quantity J is unknown, but, in
any case, J ! 1 or ≥1 and, as follows from relationship
(20), the contribution ∆E1(p) decays for a time of the

order of .

The problem of divergences that can arise in rela-
tionship (22) will be considered in Section 6. We will
see that the divergences do not arise in the case of a
symmetric exciting pulse. The expressions for the
induced field ∆E1(z, t) on the left of the quantum well
differ from relationships (19)–(22) only in the sub-
stitution of the variable s = t + zn/c for the variable
p = t – zn/c.

3. CALCULATION OF THE TRANSMITTED, 
REFLECTED, AND ABSORBED ENERGY 

FLUXES

For brevity, we will refer to the Poynting vectors as
the energy fluxes. The transmitted flux, i.e., the flux on
the right of the well, is given by

(24)

and the flux on the left of the well is written as

(25)

where S(z, t) is the flux of the exciting pulse [defined
by relationship (6)] and Sref(z, t) is the reflected flux
determined as

(26)

The absorbed energy flux is represented as

(27)

S
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2
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4π
------c
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--- Er z t,( ) 2,=
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ez
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and is equal to

(28)

where

(29)

We introduce the dimensionless functions 5(t), !(t),
and 7(t), defining them by the relationships

(30)

It follows from expression (27) that the relationship

(31)

always holds true. The quantities 5(t) and 7(t) are
always positive, whereas the absorption !(t) can be
positive or negative.

Let us consider a system with an arbitrary number of
levels under exposure to pulse (4). In the calculation of
contribution (22), we used the condition according to
which the parameters γrρ are least among all the param-

eters in the problem and the times p !  and s ! 
are treated. Now, we apply the additional condition for
a narrow pulse

(32)

and will consider the times

(33)

Evidently, in this case, only the contribution ∆E2(p),
which, according to formula (22), involves exp(–γρp/2),
is retained in relationship (19), because the contribution
∆E1(p) defined by formula (20) and the exciting field
E0(z, t) contain the multiplier exp(–γlp/2) and, conse-
quently, are exponentially small in magnitude. Thus,
under conditions (32) and (33), we obtain

(34)

Hence, it follows that the transmitted and reflected
fluxes are equal in magnitude, that is,

(35)

Since, at times determined by condition (33), the excit-
ing flux

from expression (31), we have

(36)

The negative absorption equal in magnitude to twice
the reflection indicates that the quantum well gives

Sabs

ez

2π
------c

n
---Er z 0 t,=( )∆E z 0 t,=( ),–=

∆E z 0 t,=( ) ∆E1 z 0 t,=( ) ∆Er z 0 t,=( ).= =

Sref z t,( ) S05 s( ),–=

Sabs t( ) S0! t( ),=

Sr z t,( ) S07 p( ).=

5 t( ) ! t( ) 7 t( )++ P t( )=

γrρ
1– γrρ

1–

γρ ! γl

p @ γl
1– , s @ γl

1– .

Er z t,( ) . ∆E2 p( ),

E1 z t,( ) . ∆E2 s( ).

5 t( ) . 7 t( ).

P t( ) . 0,

! t( ) 25 t( ).–=
PHYSICS OF THE SOLID STATE      Vol. 43      No. 6      200
away the accumulated energy and radiates it symmetri-
cally, i.e., through two fluxes toward the right and left.
The energy was accumulated in the form of excitations
generated by light during the transmission of the pulse.

4. RESPONSE FOR AN EQUIDISTANT SYSTEM 
OF LEVELS IN A QUANTUM WELL 

IN A STRONG MAGNETIC FIELD

Under conditions (32) and (33), from relation-
ships (34) and (22), we obtain

(37)

for a symmetric pulse and similar expression without a
second term in the curly brackets for an asymmetric
pulse with a steep front [8, 9, 17]. It is easy to see that
the sum over ρ in formula (37) does not diverge at large
values of ρ at any values of the variable p. However,
this divergence can arise in the case of an asymmetric
pulse.

Relationship (37) can be simplified by assuming
that the reciprocal lifetimes γrρ and γρ are identical for
all levels, that is,

(38)

and by ignoring the quantities γ that are small as com-
pared to γl in the square brackets. Then, with the use of
expression (26), the reflected flux for a symmetric pulse
is written as

(39)

The reflected flux for an asymmetric pulse has the form

(40)

We now apply relationships (39) and (40) to the case of
Landau equidistant levels corresponding to formula (1)
for the energy of electron–hole pairs at the fixed num-
bers le and lh of the size quantization of electrons and

Er
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holes. The frequencies ωρ and ωl in expressions (39)
and (40) will be reckoned from the level

Then,

(41)

Let us justify assumption (38) for electron–hole
pairs in the quantum well in a strong magnetic field. In
our earlier work [19], we calculated the radiative life-
time of electron–hole pairs within the band model that
is applicable to heavy holes in GaAs. There exist pairs
of two sorts denoted by indices I and II. The pairs of
these sorts differ in the interband matrix elements pcv of
a momentum; that is,

(42)

With the use of the circular polarizations (11), each
polarization is rigidly associated with a particular sort
(I or II) of electron–hole pairs, because the interaction
of a pair with light is proportional to the scalar product
elpcv (see Footnote 2). In [19], it was shown that the
reciprocal radiative time of a pair of any sort (I or II) at
K⊥  = 0 is given by

(43)

where Ω0 = |e |H/m0c is the cyclotron frequency for the
bare electron mass m0, the  energy is defined by for-
mula (1), n is the refractive index,

(44)

ϕcl(z) and ϕv l(z) are the real functions corresponding to
the quantum number l of the size quantization for the
quantum well with a finite depth (see, for example, [6]),
and c(v) is the subscript designating the conduction
(valence) band.

From expression (43), it follows that the reciprocal
time  is proportional to the magnetic field strength
H. The dependence on the index n and the strength H
due to the multiplier  in the denominator is very
weak, because the band gap is considerably greater
than the energy (n + 1/2)"Ωµ in formula (1).

As regards the quantities γρ, it can be only argued
that there are most likely no reasons for their strong
dependence on the integer n.

Eg
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PH
By using relationship (39), the reflected flux can be
represented as

(45)

Here,

(46)

and we introduced the dimensionless variable S = Ωµs
and the dimensionless quantities

(47)

Function (46) is periodic with a period of 2π and is sym-
metric with respect to the replacement of S by 2π – S.

In the case of irradiation by an asymmetric pulse,
instead of expression (46), we obtain a relationship that
is conveniently written in the form

(48)

where

(49)

5. ENERGY FLUXES IN THE CASE 
OF SYMMETRIC EXCITING PULSE: 

THE ECHO OF AN EXCITING PULSE
IN TRANSMITTED AND REFLECTED FLUXES

When the frequency ωl is at resonance with one of
the Landau levels, i.e., at

(50)

5s
s( ) 4

γr

γl

---- 
 

2

e γs– YΩl Gl,
s S( ).=

YΩl Gl,
s S( )

Gl
4

16
------ nS( )cos

Ωl n–( )2 Gl
2/4+

---------------------------------------
n 0=

∞

∑
2





=

+ nS( )sin

Ωl n–( )2 Gl
2/4+

---------------------------------------
n 1=

∞

∑
2





Ωl

ωl

Ωµ
-------, Gl

γl

Ωµ
-------.= =

YΩl Gl,
as S( )

Gl
2

16
------ σc0Ωl σc1–( )2 σs0Ωl σs1–( )2+[ ]=

+
Gl

3

16
------ σs1σc0 σs0σc1–( )

Gl
4

64
------ σc0

2 σs0
2+( ),+

σc0
nS( )cos

Ωl n–( )2 Gl
2/4+

---------------------------------------,
n 0=

∞

∑=

σc1
n nS( )cos

Ωl n–( )2 Gl
2/4+

---------------------------------------,
n 0=

∞

∑=

σs0
nS( )sin

Ωl n–( )2 Gl
2/4+

---------------------------------------,
n 0=

∞

∑=

σs1
n nS( )sin

Ωl n–( )2 Gl
2/4+

---------------------------------------.
n 0=

∞

∑=

Ωl n0, n0 0 1 2 …,, , ,= =
YSICS OF THE SOLID STATE      Vol. 43      No. 6      2001



REFLECTION AND ABSORPTION OF LIGHT BY A QUANTUM WELL 1165
from formula (46), we have

(51)

In the limiting case,

, (52)

and expression (51) transforms into the relationship

(53)

where

(54)

is defined in the range from 0 to 2π. At Gl  0, we
obtain

and, according to formula (45),

which corresponds to the contribution of the sole Lan-
dau level that is at resonance with the frequency ωl.

Let us consider the case when the frequency ωl is at
resonance with one of the high-lying Landau level with
n0, that is,

(55)

and the value of Gl is arbitrary. Then, from expres-
sion (51), we immediately have

(56)

The sum in relationship (56) is calculated exactly, as a
result of which we find

(57)

At Gl ! 1, formula (57) leads to
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which agrees with relationship (53) in the limit n0  ∞.
Under the condition

, (59)
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it follows from expression (57) that

(60)

The curves described by formula (46) at different
parameters Ωl and Gl are depicted in Figs. 1–4. The

 functions are periodic with a period of 2π
(one period is shown).

Figure 1 corresponds to the small value of Gl = 0.1
and Ωl = 0, 0.05, and 0.1. At Ωl = 0, the frequency ωl is
at resonance with the low-lying Landau level for elec-
tron–hole pairs. The values of Ωl = 0.05 and 0.1 corre-
spond to a small deviation from this resonance. Curves
a and b are calculated using the exact formula (46) and
the approximate formula (53), respectively. Figure 1
allows us to conclude that, when the frequency ωl is at
exact resonance with one of the Landau levels, the
periodic oscillations of the reflected and transmitted
energy fluxes at small Gl values are very small in
amplitude and the results obtained with the approxi-
mate formula (53) are very close to the exact data. A
small deviation of the frequency ωl from the resonance
leads to a sharp decrease in the energy fluxes.

Similar results obtained at the larger value of Gl =
0.5 are displayed in Fig. 2. Compared to Fig. 1, the
amplitude of periodic beats increases considerably, the
approximate formula (53) works poorly, and small
deviations of the frequency ωl from the resonance do
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4
------------

SGl–( ), S ! 1exp
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Fig. 1. Functions  corresponding to the periodic

multiplier in the expression for the reflected energy flux
under irradiation of the quantum well by a symmetric excit-
ing pulse. The values of parameters are given in the figure.

The pulse duration  is one order of magnitude longer

than the time .
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Fig. 2. The same as in Fig. 1. The pulse duration  is

twice as long as .
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Fig. 4. The same as in Fig. 1 for the very short pulse duration
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not bring about such a sharp decrease in the energy
fluxes.

The results of calculations for the parameters Gl = 1
and Ωl = 0, 0.1, 0.5, 1, 1.5, and 2 are shown in Fig. 3. In
this case, the amplitude of periodic oscillations of the
dimensionless multiplier Ys(S) is as much as 1.5–2.0. At
Ωl = 0.5 and 1.5, i.e., when the frequencies ωl lie
between the Landau levels with n = 0 and 1 and with
n = 1 and 2, respectively, the curves at the point S = π
touch the abscissa axis, which means that the fluxes
tend to zero.

Finally, the data obtained for the large value of Gl =
5 and the parameters Ωl = 0, 0.1, 0.5, and 1 are repre-
sented in Fig. 4. The values of the Ys(S) multiplier at the
points S = 0 and 2π sharply increase (to 30) as com-
pared to the corresponding values in Figs. 1–3, but

become very small in the ranges S @  and (2π – S) @

. Thus, the periodic function Ys(S) is a series of
sequential short pulses, which have durations of the

order of  and arise at intervals of 2π. By using
expression (45), we find that at γl @ Ωµ, the exciting-
pulse echo decaying as e–γs is observed in the reflected
energy flux at intervals 2π/Ωµ. According to relation-
ship (35), the echo should also be observed in the trans-
mitted energy flux. In the range of Ωl from zero to sev-
eral units, i.e., at the frequency ωl close to low-lying
Landau levels, the shape of the generated pulses is dis-
torted. When the frequency ωl is at resonance with one
of the high-lying Landau levels with n0 @ 1, from
expressions (35) and (60), we obtain that the shape of
the generated pulses (echo) coincides with that of the
exciting pulse. However, the amplitude of these pulses
is substantially less, because it involves the small mul-
tiplier π2(γr/Ωµ)2exp(–γs).

6. ASYMMETRIC EXCITING PULSE

Analysis of relationship (48) shows that this func-
tion becomes infinite at the points S = 2πm, since the
sum σc1 given by formulas (49) diverges. This implies
that infinite values of Yas(S) would be observed for an
asymmetric exciting pulse at the points S = 0 and 2π in
figures similar to Figs. 1–4. Undeniably, this result is
invalid, because the quantities 5, !, and 7 defined
by expressions (30) cannot be larger than unity. In
actual fact, the infinite values of functions are cut off,
but the dominant cutoff mechanism is hard to reveal.
The approximation according to which ∆E2(p) in for-
mula (19) is calculated using only the lowest-order
contribution to the interaction of electrons with light
[i.e., using relationship (21)] is inapplicable near the
points S = 2πm.

In this respect, we consider here only the results for
the resonance of the frequency ωl with one of the high-

Gl
1–

Gl
1–

Gl
1–
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lying Landau levels when divergences do not occur. At
Ωl = n0 (n0 @ 1), from expression (48), we obtain

(61)

The sums in relationship (61) are calculated exactly,
and we have

(62)

At Gl ! 1, formula (62) transforms into the expression

(63)

For Gl = 0, we obtain the relationship

(64)

which corresponds to the resonance of the frequency ωl

with the sole level in the quantum well. At Gl @ 1, we find
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Fig. 5. Functions Yas(S) [formula (62)] for an asymmetric
exciting pulse with a steep front at resonance of the fre-
quency ωl with one of the high-lying Landau levels. The val-
ues of the parameter Gl = γl/Ωµ are given in the figure.
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The last expression suggests that the echo of the excit-
ing pulse arises in the case of an asymmetric pulse at
γl @ Ωµ, i.e., for very short pulses. At n0 @ 1, the shape
of the generated pulses coincides with that of the excit-
ing pulse. However, as for a symmetric pulse, the
amplitude of the echo pulse contains the small multi-
plier π2(γr/Ωµ)2exp(–γs).

The Yas(S) functions defined by formula (62) at Ωl =
n0 (n0 @ 1) for Gl = 0.1, 0.5, 1, 5, and 10 are plotted in
Fig. 5. This function is sawtooth at Gl = 0.1 and follows
the shape of the exciting pulse at Gl = 10.

7. CONCLUSION

Thus, we investigated the time dependences of the
transmitted, reflected, and absorbed energy fluxes
formed under exposure of the quantum well in a strong
magnetic field to normal irradiation with an exciting
pulse. It was assumed that the system of excited elec-
tron levels in the quantum well is equidistant with the
spacing "Ωµ. Results were obtained for symmetric and
asymmetric exciting pulses. Analysis was carried out
for specific relationships between the parameters,

(66)

and at an arbitrary ratio between γl and Ωµ.
The fluxes were examined at times

(67)

when the exciting pulse already decayed, the transmit-
ted and reflected fluxes are equal in magnitude, and the
absorbed flux is negative and equal in magnitude to
twice the transmitted (or reflected) flux.

The relationship for the reflected flux includes the
multiplier exp(–γs), which determines its decay. More-
over, this relationship contains the multiplier Y that is

periodic in s with the period 2π . These oscillations
at any conditions are not sinusoidal, which is character-
istic only of two closely spaced excited levels. At γl !
Ωµ, i.e., for relatively long pulses whose duration

exceeds the time , the oscillation amplitude is
small. In the limit γl/Ωµ = 0, when the frequency ωl is
at resonance with one of the levels, the obtained results
corresponds to the presence of this sole level. For γl ≥
Ωµ, the oscillation amplitude becomes large. Finally, in
the case when γl @ Ωµ, i.e., the pulse duration is consid-

erably less than the time , the decaying echo of the

exciting pulse arises at the time intervals 2π .
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Abstract—The vibrational spectra of mixed cadmium sulfoselenide nanocrystals in a fluorophosphate glass
matrix are investigated by Raman spectroscopy. The asymmetry of the lines of the fundamental modes of
nanocrystals is experimentally observed in the region of lattice vibrations, which is interpreted as a quantum
confinement effect. In the framework of the model of confined phonons, the contribution of the band states to
the Raman scattering spectrum is calculated and the size of nanocrystalline regions is estimated. The results
obtained are in good agreement with the data on the low-frequency Raman scattering in these objects. © 2001
MAIK “Nauka/Interperiodica”.
It is known that, in addition to direct electron
microscopy and small-angle x-ray scattering, the size
of nanocrystalline regions (quantum dots) in glass
matrices is often determined from the magnitude of the
quantum confinement effect in the exciton region of the
spectrum. The magnitude of the blue shift of the funda-
mental absorption edge of a nanocrystal and observa-
tion of discrete quantum confinement states near the
edge allow one to estimate the quantum dot size in the
range from 100 to 30 Å [1, 2]. An alternative method
for determining the nanocrystal size is the observation
of the additional low-frequency peak in the Raman
scattering spectrum at a frequency determined by the
nanocrystal size D [3]. This spectral feature at a fre-
quency ωmin = V/Dc (where V is the velocity of sound
in the crystal and c is the velocity of light) actually indi-
cates that the spectrum of the finite-size object lies in
the range from the lowest frequency ωmin to the Debye
frequency ωmax ≈ V/ac, where a is the lattice parameter.
The exact value of the additional peak frequency in
nanocrystals depends on the ratio of the velocities of
the longitudinal and transverse acoustic vibrations, the
type of frequency spectrum of the matrix, and the type
of nanoparticle interface [4]. However, a decrease in the
crystal size leads not only to a rise in the boundary of
low-frequency vibrations of the crystal but also to a
change in the spectrum of the crystal in the region of
fundamental modes. In this case, the description of the
vibrational excitations (phonons) is usually based on
the a priori specified type of spatial damping of the
phonon wave function in the constrained crystal [5]. A
small volume of the crystal structure leads to a clearly
pronounced quantization of vibrational states in the
Brillouin zone, whereas a small size of nanocrystals is
the factor responsible for violation of the quasi-
1063-7834/01/4306- $21.00 © 21169
momentum selection rule. For this reason, the individ-
ual vibrational modes of the wide-band lattice vibra-
tions can be observed experimentally.

In this connection, we investigated the Raman spec-
tra of cadmium sulfoselenide nanocrystals (CdS0.3Se0.7)
in a fluorophosphate matrix in which the content of the
crystalline phase may be as much as 1.5 wt %. We
examined the frequency range of optical modes for CdS
(near 300 cm–1) and CdSe (near 200 cm–1) and analyzed
the contours of the lines considered. The Raman spec-
tra of the samples under investigation were recorded at
room temperature in a 180° scattering geometry under
excitation with the 4880 Å line of an ion argon laser.
Experimental details of the setup were described else-
where [6]. The low-frequency region of the Raman
scattering spectrum of the fluorophosphate glass sam-
ple containing mixed CdS0.3Se0.7 nanocrystals is shown
in Fig. 1. It is seen that the contour of the lines of the
mode for CdS and CdSe in the mixed crystal is substan-
tially asymmetric.

As is known, the phonon confinement effect can
manifest itself in both the shift and the asymmetric
broadening of the fundamental mode, depending on the
size and the type of nanoregions [7, 8]. This is
explained by the fact that only phonons with the wave
vector k = 0 (at the center of the Brillouin zone) can
contribute to the Raman scattering in a perfect bulk
crystal. By contrast, a nanocrystal in which the
phonons are spatially confined by a small volume of the
periodic structure is characterized by an uncertain
value of the wave vector k; hence, the phonons from all
points of the Brillouin zone can manifest themselves in
the Raman spectrum. The proper choice of the particu-
lar model of the spatial phonon confinement [8] makes
001 MAIK “Nauka/Interperiodica”
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it possible to determine the modes responsible for the
phonon confinement state in the nanometer-size object
and to calculate their power.

In order to describe the frequency shift and the
shape of the lines attributed to scattering from nanore-
gions whose size is equal to N lattice parameters a, we
used the model of the Gaussian spatial confinement of
a phonon in a sphere of diameter D = 2R = aN. This
model is specified by the function exp(–αr2/R2), so that
the amplitude of mechanical displacements at the
microcrystal interface decays by a factor of eα com-
pared to the vibration amplitude at the center. The coef-
ficient α, which was obtained from the analysis of the
Raman contours for a series of nanocrystalline semi-
conductors, is equal to approximately 4π2 [8]. Note that
the introduction of this multiplier is actually equivalent
to the change in the nanocrystal size. The model under
consideration describes the quantum confinement state
by a set of harmonics with different wave vectors k and
a power distributed according to the Gaussian law
exp(–k2R2/4α). The choice of the Gaussian confine-

Fig. 1. Raman spectra of (a) the fluorophosphate glass
doped with a mixed cadmium sulfoselenide semiconductor
and (b) the CdS0.75Se0.25 bulk crystal in the polarization
x(zz)x upon excitation by the 488.0-µm line of an argon
laser. Solid curves 1 and 2 are the calculated contours for the
fundamental frequencies of cadmium selenide and cad-
mium sulfide at the following parameters (frequency ω0,

band width ∆, and oscillator damping Γ0), cm–1: (1) 209, 45,
and 5.2 and (2) 297, 48, and 5.1.
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ment of excitation in the nanocrystal is explained not
only by the mathematical simplicity of the description.
There is also a physical reason to assume that this form
of confinement is realized, because it accounts, to some
extent, for the nanoparticle size distribution. However,
it is necessary to keep in mind that the microcrystal
size D, which is introduced in this fashion, corre-
sponds only approximately to the sizes obtained from
the x-ray diffraction data.

Thus, in the approximation of the spherical Bril-
louin zone, the contour of the observed line of the fun-
damental mode is described by the superposition of
separate lines (Lorentzians in the simplest case) at dis-
crete frequencies of the optical branch ω = ω(k) with
weighting factors which are specified by the type of the
phonon confinement in the region of size D.

Here, integration is carried out with respect to the
quasi-continuous wave vector k in the reciprocal space
to the Brillouin zone boundary, which is normalized to
unity. It is assumed that the Brillouin zone is spherical,
whereas the phonon dispersion dependence ω(k) is iso-
tropic. This assumption is valid, because only the vibra-
tions with the wave vectors in the vicinity of the Bril-
loin zone center contribute to light scattering; i.e., they
are centered with respect to the point Γ. However, for a
small-size crystal, it is necessary to take into account
that the wave vector in this expression takes discrete
values k = (π/aN)p (where a is the lattice parameter and
p = 1, 2, … , N are integer numbers) so that the integral
is replaced by the sum for small N. In this case, we can
expect N lines at discrete frequencies of the vibrational
spectrum, which are determined by the dispersion of
the corresponding optical branch.

The aforesaid can be illustrated in Fig. 2, in which the
Fourier harmonic amplitude distribution is given in the
graph of the dispersion dependence and the formation
of the discrete structure of the wide-band vibration is
shown for a concrete branch ω = ω(k).

Taking into account the dispersion dependence of
the optical branch for the cadmium sulfoselenide crys-
tal [9], which is approximated by the dependence
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ω(k) = ω0 – ∆/2cos(1 – coska), we allowed for the con-
tributions of the vibration band width ∆ and the damp-
ing magnitude Γ0 of a separate oscillator to the Raman
spectrum in the vicinity of the lines of fundamental
modes for different nanocrystal sizes D = aN and car-
ried out a comparison with the experiment. This makes
it possible to estimate the size of cadmium sulfose-
lenide nanocrystals in a fluorophosphate glass matrix at
a certain annealing time and to determine the degree of
damping α for the amplitude of mechanical vibrations
at the nanocrystal interface as compared to the ampli-
tude at the center. The calculated contours of the lines
of the fundamental mode for CdS and CdSe in this
model are shown in Fig. 1. The calculation was carried
out for different values of the vibration band width ∆,
the damping magnitude Γ0, and the parameter α. The
vibration band width for both cadmium selenide and

ω(k)
ω0

I(ω)

0 1 2 3 4 N...

1
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k 2e–(k2D2/4)

∆
Fr
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ue

nc
y

3

Wave vector k in units π/aNIntensity

Fig. 2. A scheme illustrating the formation of the asymmet-
ric contour of the lines of fundamental modes for a nanoc-
rystalline object with a specified type of phonon confine-
ment: (1) the dispersion dependence of the wide-band vibra-
tion, approximated by the function ω(k) = ω0 – ∆/2(1 –
coska); (2) the Gaussian distribution of the Fourier harmon-
ics of the function of phonon confinement in a constrained
crystal; and (3) the asymmetric contour of the spectrum
observed, which consists of a finite number of discrete lines.
PHYSICS OF THE SOLID STATE      Vol. 43      No. 6      200
cadmium sulfide crystals was equal to approximately
40 cm–1, and the damping magnitude was ~5 cm–1. The
best results of the optimization of the observed asym-
metric contour of the line and the calculated contour
were obtained when the magnitude of the damping α of
the phonon amplitude at the boundary was equal to
approximately π2/4. This result differs essentially from
the value α = 4π2, which was obtained in [8]. However,
in this case, the quantum dot size was equal to 8–9 lat-
tice constants, i.e., about 30 Å, which is in satisfactory
agreement with the values obtained from the low-fre-
quency Raman spectra [6]. It is worth noting that for
this α value, the harmonic with the number p close to
unity (p = 2) has the maximum power, regardless of the
number of lattice constants of the nanocrystal. The
wave vector of this harmonic corresponds to the mode
with a wavelength approximately equal to the nanoc-
rystal size (k = 2π/aN, λ = aN). It is possible that the
difference between the α coefficient and the values
obtained in [8] is related to the substantially nonspher-
ical nanocrystals of the mixed semiconductor in the flu-
orophosphate glass matrix [10].
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Abstract—The kinetics of desorption from the adsorbed layers formed by two-dimensional (2D) islands and
by a 2D gas of single atoms is considered for the case when the flux of adsorbate atoms from the gaseous phase
reaches the surface. The effect of this flux on the desorption kinetics is analyzed. It is shown that this effect can
be disregarded when the islands are in equilibrium with the surrounding 2D gas. The possibilities of determin-
ing the energy required for the removal of atoms from 2D islands to a vacuum are considered for the case of the
absence of equilibrium in adsorbed layers. The conditions under which such a determination is possible are for-
mulated, and the corresponding recommendations for experimental studies are worked out. © 2001 MAIK
“Nauka/Interperiodica”.
1. INTRODUCTION

The kinetics of desorption from adsorbed submono-
layer films formed by two-dimensional (2D) islands
and by a 2D gas of single atoms has been investigated
by many authors [1–17]. In these publications, it has
been shown that the evaporation of such islands into a
vacuum mainly occurs through the 2D gas and that the
order of desorption kinetics in such systems is deter-
mined by the relation between the diffusion length XS of
adatoms and the mean distance between the islands,
which is equal to ρ–1/2 (ρ is the density of the islands).
The theory [4, 8] predicts that, for XS @ ρ–1/2, i.e., in the
case when the islands are in equilibrium with the 2D
gas, the desorption rate is described by a zero-order
kinetic equation and the desorption activation energy
appearing in this equation is equal to the energy E0
required for the removal of an edge atom of an island
into a vacuum. Another situation is observed in the
absence of such an equilibrium. According to Kern
et al. [4, 8], the order of desorption kinetics for XS <
ρ−2/8 is equal to 1/2 and the desorption activation
energy decreases by an amount equal to the energy of
the removal of a delocalized adatom, diffusing over the
surface, into a vacuum.

However, the existing theory has several serious
drawbacks. For one, the case when adsorbate atoms
arrive at the surface from the gaseous phase has not
been analyzed in the framework of this theory [1–14].
Consequently, it cannot predict the form of the depen-
dence of the desorption kinetic parameters (desorption
rate, order, etc.) on the intensity of the incident flux.
Another limitation of the theory is that it can be used to
determine the energy E0 only in the particular case
when the islands are in equilibrium with the 2D gas,
i.e., when this quantity is equal to the desorption acti-
vation energy. However, the latter value can easily be
1063-7834/01/4306- $21.00 © 21172
determined in experiments. If this equilibrium is vio-
lated (e.g., for XS ~ ρ–1/2), the desorption activation
energy does not have a definite physical meaning. The
methods of determining the value of E0 were not indi-
cated in the above-mentioned works for such cases.

In the present work, an attempt is made to overcome
these difficulties. We propose a more universal model of
desorption kinetics in the system “2D islands + 2D gas.”
The evolution of this model has made it possible, in
particular, to develop a method of determining the
value of energy E0 for an arbitrary relation between the
quantities XS and ρ–1/2 from the experimental results
obtained with the help of isothermal desorption spec-
troscopy [15].

2. MODEL

The model considered here is based on the concepts
concerning the kinetics of desorption processes occur-
ring in the system “2D islands + 2D gas,” which were
formulated by Arthur and Cho [1], as well as by Kern
et al. [4, 5, 7, 8]. The diagram illustrating this kinetics
is presented in Fig. 1. As in the above-mentioned pub-
lications, we assume that the major part of adsorbed
particles are concentrated at the surface of a substrate in
2D disk-shaped islands. The concentration of such par-
ticles is N. The least bound atoms in the islands are
located at the edges (adsorption centers in position i =
0). Consequently, we assume that only these atoms can
go over to the 2D gas or evaporate directly into a vac-
uum. The number of edge atoms in the islands per unit

surface area is equal to 2N1/2 .
We also assume that the islands are surrounded by a

2D gas of single atoms. The latter can be located on the
clean surface of the substrate (in the first atomic layer)
or on the surface of an island (in the second layer). The

πρ
001 MAIK “Nauka/Interperiodica”
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Fig. 1. Diagram illustrating the model of the kinetics of adsorption–desorption processes in the system “2D islands + 2D gas”:
1, 2 are two-dimensional islands; U0 is the potential energy of atoms at the edges of the islands; U1 is a similar quantity for solitary
atoms of the 2D gas, localized at adsorption centers in the first and second layers; and U* is the same for single adsorbed atoms
migrating over the surface of the substrate between the islands and over their surface. The values of U0, U1, and U* are measured
from the level Uvac corresponding to the potential energy of an atom which is at rest at a large distance from the surface. The value

of Uvac is assumed to be zero; k0, k1, k2, and  are the rate constants of the processes indicated by arrows.k2'
concentration of single atoms is n. In order to simplify
the model, we will use the assumption made by Kern
et al. [4, 8], according to which the parameters such as
the binding energy and lifetime are identical for single
atoms in the first and second layers. We will also
assume that an isotropic and constant-in-time atomic
flux whose intensity is ν0 is incident on the surface.

The equation describing the variation of the particle
concentration in the islands (i.e., at adsorption sites i =
0) can be written in the form

(1)

where a is the lattice constant of the substrate and of a
2D island (the diffusion length for a single adatom
migrating over the surface) and θ1 is the probability that
the adsorption center i = ±1 is occupied (the quantities
θi for other values of i have the same meaning). The first
term on the right-hand side of Eq. (1) describes the rate
of direct desorption of edge atoms from islands into a
vacuum. The rate constant of this process is given by

(2)

where f* and f0 are the partition functions of atoms des-
orbed from 2D islands in the activated complex and in
the initial state, respectively; E0 = –U0 is the energy
required for the removal of an edge atom from an island
into a vacuum (Fig. 1); k is Boltzmann’s constant; T is
the temperature; and h is Planck’s constant.

dN
dt
------- Ṅ+ k0N1/2 2k1 1 θ1–( )N1/2 2k2θ1N1/2+––=

+
2N1/2 πρ

a 2–
------------------------ν0,

k0 2 πρf *
f 0
------kT

h
------

E0

kT
------– 

  ,exp=
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The second and third terms on the right-hand side of
Eq. (1) describe the rates of opposite processes on the
surface, namely, the transition of atoms into the 2D gas
to adjacent adsorption centers i = ±1 and the implanta-
tion of individual atoms into islands. The rate constants
k1 and k2 of these processes have the form

(3)

(4)

where  and f1 are the partition functions for an ada-
tom in the activated complex and in the initial state,
respectively; E1 = –U1 is the energy required for the
removal of a single atom of the 2D gas localized at an
adsorption center into the vacuum; and E* = –U* is the
energy required for the removal of a delocalized ada-
tom migrating over the surface into the vacuum (see
Fig. 1). The last term on the right-hand side of Eq. (1)
is the flux of adsorbate atoms incoming to islands from
the gaseous phase.

We express θ1 from Eq. (1). Its value is approxi-
mately equal to

(5)

This expression can easily be derived taking into
account the fact that, in accordance with Fig. 1, E0 >
E1 > E* and, hence, k0 ! k1 ! k2.

k1 2 πρ
f 1*

f 0
------kT

h
------

E0 E*–
kT

------------------– 
  ,exp=

k2 2 πρ
f 1*

f 1
------kT

h
------

E1 E*–
kT

------------------– 
  ,exp=

f 1*

θ1 . 

Ṅ 2N1/2 k1
πρ

a 2–
-----------ν0– 

 +

2k2N1/2
---------------------------------------------------------.
1
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Let us now go over to the balance equation for par-
ticles of the 2D gas. The variation of their concentration
(ni is the concentration of single atoms occupying the
ith adsorption centers) for all values of |i | ≥ 2 can be
presented as

(6)

In this equation, τ and  are the lifetime and the diffu-
sion rate constant for a single atom on the surface,
respectively. These quantities are given by

(7)

(8)

In order to simplify Eq. (6), we will use the Arthur–
Cho hypothesis [1], according to which the atomic con-
centration of the 2D gas attains its stationary value
quite rapidly, and assume that  = 0. Under this
assumption, the balance equation has the form

(9)

Considering that the diffusion coefficient D and the

square of diffusion length of single atoms are
given by

(10)

(11)

and that, as a rule, the diffusion length XS @ a, we can
go over from the difference Eq. (9) to the differential
equation

(12)

in which x is the coordinate measured from the mid-
point between the boundaries of two islands (for soli-
tary atoms in the first layer, i.e., for i ≥ 2) or from the
center of an island (for solitary atoms in the second
layer, i.e., for i ≤ –2). The solutions of this equation for
the first n(1)(x) and second n(2)(x) layers have the form

(13)

(14)

where n2 is the concentration of particles in the 2D gas
at centers |i | = 2, δ is the mean distance between the

dni

dt
------- ṅi

ni

τ
---- k2' ni 1+ 2ni– ni 1–+( ) ν0.++–= =

k2'

τ h
kT
------

f 1

f 1*
------

E1

kT
------ 

  ,exp=

k2'
f 1*

f 1
------kT

h
------

E1 E*–
kT

------------------– 
  .exp=

ṅi

ni 1+ 2ni– ni 1–
ni

k2' τ
-------–+

ν0

k2'
-----.–=

XS
2

D k2' a2,=

XS
2 Dτ a2 E*

kT
------- 

 exp= =

d2n x( )
dx2

----------------
1

XS
2

------n x( )–
ν0

D
-----,–=

n 1( ) x( ) n2 ν0τ–( )
x/XS( )cosh

δ/2 2a–( )/XS( )cosh
-------------------------------------------------- ν0τ ,+=

n 2( ) x( ) n2 ν0– τ( )
x/XS( )cosh

r 2a–( )/XS( )cosh
-------------------------------------------- ν0τ ,+=
P

boundaries of adjacent islands, and r is the radius of an
island (see Fig. 1). The values of δ and r, as a rule, are
much larger than the lattice constant a. In addition, the
functions n(1)(x) and n(2)(x) are smooth and continuous.
Consequently, we can assume, to a high degree of accu-
racy, that the concentration n2 in Eqs. (13) and (14) is
n2 . n1 ≡ n∞, where n∞ is the equilibrium concentration
of atoms in the 2D gas at centers |i | = 1 adjacent to the
islands. Taking into account the latter circumstance, as
well as the fact that the equilibrium flux ν∞ is equal to
n∞/τ, we can write Eqs. (13) and (14) in the form

(15)

(16)

3. THE DISTRIBUTION OF 2D-GAS ATOMS 
OVER THE SURFACE

It was noted above that the desorption of atoms from
the adsorbed layer formed by 2D islands and by a 2D
gas occurs mainly from the states of single atoms. For
this reason, a detailed analysis of the distributions (or
concentration profiles) of 2D-gas particles on the sur-
face is essential for understanding the kinetics of des-
orption from the adsorbed films under investigation.
Here, we present the results of such an analysis carried
out on the basis of Eqs. (15) and (16) for the following
two cases: (1) ν0 = 0 and (2) ν0 > 0.

(1) ν0 = 0 (evaporation from the islands). In this
case, Eqs. (15) and (16) assume a simpler form:

(17)

(18)

Figure 2 shows the functions n(10)(x)/n∞ and n(20)(x)/n∞
plotted for various values of δ/2XS and r/XS. It can be
seen from Fig. 2 that, as the adatom diffusion length
increases, the surface distribution of 2D-gas particles
becomes more and more uniform. In the limiting cases
when XS @ r or XS @ δ/2, the concentration of single
atoms is independent of coordinate x and is equal to n∞.
This corresponds to the equilibrium between the
2D gas and the islands.

(2) ν0 > 0. The curves describing the functions in
Eqs. (15) and (16) are presented in Fig. 3. In the case
when r/XS or δ/2XS = 10, i.e., in the absence of equilib-
rium between the islands and the 2D gas (Fig. 3a), the
concentration of single atoms depends on the flux ν0 (it
increases considerably with the flux). It is also worth
noting that the concentration remains virtually
unchanged and equal to ν0τ in a wide range of variation

n 1( ) x( )/n∞ 1
ν0

ν∞
------– 

  x/XS( )cosh
δ/2XS( )cosh

-------------------------------
ν0

ν∞
------,+=

n 2( ) x( )/n∞ 1
ν0

ν∞
------– 

  x/XS( )cosh
r/XS( )cosh

----------------------------
ν0

ν∞
------.+=

n 10( ) x( )/n∞
x/XS( )cosh

δ/2XS( )cosh
-------------------------------,=

n 20( ) x( )/n∞
x/XS( )cosh
r/XS( )cosh

----------------------------.=
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of concentration x except in narrow regions near the
boundaries of the islands. This means that the influence
of the islands on the 2D gas is manifested only at small
distances from their edges, while solitary atoms located
at large distances from the islands virtually do not “per-
ceive” them.

A qualitatively different pattern is observed when
the 2D gas is in equilibrium with the islands or close to
this state. As an example, the case when r/XS (or
δ/2XS) = 0.5 is considered in Fig. 3b. A characteristic
difference from the case depicted in Fig. 3a is a much
less pronounced dependence of the concentration of
single atoms on the flux ν0. In the limiting case, when
these ratios are much smaller than unity, the concentra-
tion of 2D-gas particles is completely independent of
the flux.

4. DESORPTION RATE

The desorption flux ν from the adsorbed film
formed by two-dimensional islands and by a 2D gas is
the sum of two components. The first of them is due to
the evaporation of atoms from the boundaries of the
islands, and the second is associated with the desorp-
tion of atoms from the 2D gas. For this reason, the
expression for the flux from the surface can be pre-
sented in the form

(19)

Obviously, the value of flux ν depends on the flux ν0

of particles from the gaseous phase to the surface. In
this connection, it is necessary to consider two cases:
(1) when ν0 ≠ 0, ν ≡ ν1 and (2) when ν0 = 0, ν ≡ ν2. The
second case was analyzed in [1–14], while the first case
has not as yet been discussed. We will analyze both
cases.

(1) Substituting Eqs. (15) and (16) into Eq. (19) and
integrating, we obtain the expression

(20)

where f =  + . Equation (20) can be

transformed by substituting Eq. (5) into it and taking

into account the fact that  = ν0 – ν1 under steady-state
conditions (  = 0) and that the equality τa2k2 =

2  holds. This leads to a quite general equation
for the desorption from the adsorbed layer formed by

ν k0N1/2 1

τρ 1/2–
------------- n 1( ) x( ) x n 2( ) x( ) xd

r–

r

∫+d

δ/2–

δ/2

∫ 
 
 

.+=

ν1 k0N1/2 2ρ1/2XS f θ1

τa2
--------------------------- ν0 1 2ρ1/2XS f–( ),+ +=

δ/2
XS

--------tanh r
XS

------tanh

Ṅ
ṅ

πρXS
2
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2D islands and the 2D gas:

(21)

This equation describes, among other things, the
dependence of the desorption rate on the flux of adsor-
bate atoms from the gaseous phase to the surface and on
the concentration N. The latter dependence is especially
complex. It can be seen that in the general case it cannot
be reduced to a simple kinetic equation of the form ν =
KNm, where K is the desorption rate constant and m is
the exponent having an integer or fractional value
which is independent of the concentration N.

However, when the equilibrium condition XS @ ρ–1/2

is satisfied in the adsorbed layer, Eq. (21) is simplified
considerably. Indeed, under these conditions, the quan-

tity f . ρ–1/2/2XS and the term 2 f –1XSN1/2 in the
denominators on the right-hand side of this equation is
much greater than unity. If we neglect unity, the second
term on the right-hand side of Eq. (21) vanishes and the
first term is simplified considerably. This gives

(22)

The obtained expression describes the zero-order des-
orption kinetics. Its exponential factor is determined by
the energy E0 required for the removal of edge atoms
from the surface into the vacuum.

(2) For ν0 = 0, the general expression for flux ν2 has
the form

(23)

It follows that the dependence of the quantity ν2 on the
concentration N is quite complex in this case. However,
under certain conditions, it is simplified considerably
or disappears altogether. The latter takes place under
the equilibrium conditions, when Eq. (23) is trans-
formed into Eq. (22) (zero-order desorption kinetics).

If, however, there is no equilibrium between the
islands and the 2D gas and the condition XS < ρ–1/2/8
holds, the second term in the denominator of Eq. (23)
can be neglected as compared to unity (see [4, 8]). The
obtained equation describes the desorption kinetics of
the order 1/2; i.e., it has the form ν2 = KN1/2. A detailed
analysis shows, however, that the condition XSN1/2 ! 1
must be satisfied in this case, which is observed only
for very low concentrations N. It can easily be verified
that, strictly speaking, the half-order desorption kinet-
ics is not realized even for N ~ 1013 cm–2.

ν1 . 
2k1N1/2

1 2 πf 1– XSN1/2+
--------------------------------------------

+ ν0 1
4 πρXS

2N1/2

1 2 πf 1– XSN1/2+
--------------------------------------------–

 
 
 

.

π

ν1

f 1*

f 0
------kT

h
------a 2– E0

kT
------– 

  .exp=

ν2

2k1N1/2

1 2 πf 1– XSN1/2+
--------------------------------------------.=
P

5. DETERMINATION OF ENERGY E0

It follows from what has been said above that when
the two-dimensional islands are in equilibrium with the
2D gas, the value of E0 can easily be determined from
experiments by using Eq. (22) for the desorption rate
both for ν0 = 0 and for ν0 ≠ 0. In actual practice, how-
ever, we are often dealing with adsorption systems in
which such an equilibrium is not observed. Conse-
quently, for experimental investigations, one needs,
first, a method for establishing whether or not the equi-
librium on the surface exists and, second, a method
which makes it possible to determine the value of E0
under equilibrium, as well as nonequilibrium, condi-
tions. In this section, various versions of these methods
are considered, which are applicable when the concen-
trations ρ of islands for ν0 = 0 and ν0 ≠ 0 are identical.
The essence of these methods follows logically from
the results of the analysis carried out in the previous
sections. For example, it follows from these results that
a comparison of the fluxes ν1 and ν2 from the surface
makes it possible to immediately establish whether or
not the given adsorption system is in equilibrium.
Indeed, using Eqs. (21) and (22), we can write

(24)

As was noted in Section 4 that under the equilibrium
conditions, the factor in the parentheses on the right-
hand side of Eq. (24) is equal to zero. It follows that,
under these conditions, fluxes ν1 and ν2 are equal. How-
ever, as the value of XS decreases (e.g., upon a change
in temperature), and, hence, as the equilibrium is vio-
lated, this factor increases together with the difference
between the fluxes ν1 and ν2.

As regards the value of E0, a detailed analysis of
Eqs. (21) and (23) for the desorption rate indicates that
it can be determined experimentally not only when
two-dimensional islands are in equilibrium with the 2D
gas but also in the absence of such an equilibrium. This
conclusion is based on the fact that, in accordance with
these equations, the equilibrium rate of evaporation of
the form of Eq. (22) in the general case is equal to
ν0ν2/(ν0 – ∆ν); i.e.,

(25)

It follows from this equation that, in the absence of
equilibrium at the surface, the value of E0 can be deter-
mined if the three easily measurable fluxes ν0, ν1, and
ν2 are known.

The methods considered in this section were tested
in the study of the thin-film Eu–Si(111) system [17].
Using these methods, a detailed analysis of the experi-
mental results was carried out and energy E0 was deter-

∆ν ν1 ν2 . ν0 1
4 πρXS

2N1/2

1 2 πf 1– XSN1/2+
--------------------------------------------–

 
 
 

.–≡

ν0ν2/ ν0 ∆ν–( )
f 1*

f 0
------kT

h
------a 2– E0

kT
------– 

  .exp=
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mined in the case when the conditions at the surface
cannot be regarded as equilibrium even approximately.
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Abstract—A model of the dielectric function of a surface layer formed under the mechanical treatment of the
crystal surface is considered in the range of the lattice optical vibrations. An approach is proposed based on the
continuous distribution of the dipole-active modes in order to take into account the dislocation effect. It is dem-
onstrated that the model used allows one to describe satisfactorily the decrease in the reflectivity of polished
SiC6H samples in the vicinity of the frequency of the transverse optical phonon. © 2001 MAIK “Nauka/Inter-
periodica”.
1. INTRODUCTION

At present, the optical properties of crystals with a
disordered layer near the surface are attracting consid-
erable interest. These systems can manifest unusual
properties, for example, the Anderson localization and
its associated effects [1, 2], the surface amplification of
Raman scattering [3], and the generation of surface
polaritons by s-polarized light [4]. The present work is
dedicated to a problem of practical significance, in par-
ticular, associated with the method of the optical con-
trol of damaged surface layers of the semiconductor
wafers formed under mechanical treatment.

2. MATHEMATICAL MODEL

It is well known that the abrasive treatment of crys-
tal structures brings about the formation of defects, i.e.,
sources of local stresses, both in the bulk and on the
surface. It is believed that the main mechanisms of irre-
versible plastic deformation are the dislocation mecha-
nisms of slipping and twinning [5]. When the density of
defects in a damaged surface layer is very high, even
continuous fields of elastic stresses can be generated as
a result of the superposition of the local fields of these
stresses. Note that the formation of dislocation net-
works under mechanical treatment is proved by elec-
tron microscopy.

A number of approaches to the description of amor-
phous materials are based on dislocation models (see,
for example, [6–8]). Indeed, the introduction of dislo-
cations into an ideal crystal leads to a disturbance of the
long-range order. It is assumed that if dislocations are
introduced in sufficiently large amounts, the lattice can
deform in such a manner that only the short-range order
will remain, whereas the long-range order will com-
pletely disappear.
1063-7834/01/4306- $21.00 © 1178
In our work, we proceed from the concept of a dam-
aged layer as a partially disordered (amorphizated)
structure, which was formed under mechanical treat-
ment. One of the features of noncrystalline materials is
that the classical notions of the transverse and longitu-
dinal normal vibrations become hard to define due to
the absence of the long-range order. However, in this
case, the possibility exists of describing the vibrational
properties in terms of the density of vibrational states
g(ω). The so-called method of the equations of motion
[9] can be set off from the known methods of calculat-
ing the g(ω) function and IR and Raman spectra of
amorphous semiconductors [10]. In particular, the fol-
lowing relationship for the g(ω) function was obtained
by this method: g(ω) ~ Σs[∆(ω + ωs) + ∆(ω – ωs)],
where ωs is the frequency of the sth normal mode,

∆(ω) = exp(–λt2)cos(ωt)dt, and τ and λ are the phe-

nomenological parameters of the model. At τ  ∞
and λ  +0, ∆(ω) degenerates into the δ function;
when τ and λ are finite, ∆(ω) is the Gaussian function
with a half-width proportional to τ –1.

A simple and handy approach to the description of
the dielectric function of amorphous materials was pro-
posed in [11]. It is based on an idea of the continuous
(Gaussian) frequency distribution of oscillators
(dipole–active oscillatory resonances). According to
[11], the dielectric function of a disordered crystal can
be represented in the form

(1)

where ε∞ is the background (high-frequency) permittiv-
ity; sj and Γj are the oscillator strength and damping
constant of the jth oscillator, respectively; and σj are the
parameters of the Gaussian distribution function.

0

τ∫

ε ω( ) ε∞
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A similar approach was proposed in [12], but with a
uniform (step-function) frequency distribution of oscil-
lators. In this case, instead of formula (1), the resulting
expression for ε(ω) takes the form

(2)

where the parameter σ has the meaning of the width of
the distribution function (of the step). However, let us
note that when σ is sufficiently small, the form of the
aforementioned distribution function should not signif-
icantly affect the results. We will use formula (1) in the
following numerical calculations, because it seems
more justified from the physical point of view. On the
other hand, formula (2) allows one to perform the inte-
gration and to obtain the analytical result for ε(ω) in an
explicit form. For example, if we restrict ourselves to a
single oscillator (j = 1) in expression (2), after integra-
tion, it is an easy matter to obtain the relationship

(3)

Assuming that σ ! ωΤ, we have

(4)

where

Let us now analyze how the weak variation in ε(ω)
affects the reflectivity. For this purpose, we will use
relationship (4) and expand the expression for the
reflectivity in the case of normal incidence,

, (5)

in a power series, keeping only the term linear with
respect to ∆. It is easy to verify that the result can be
represented in the form

(6)
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As an illustration, Fig. 1 shows the form of the F(ω)
function for silicon carbide in the region of the longitu-
dinal–transverse splitting (of the residual rays). It can
be seen that this function has two singularities at fre-
quencies which approximately correspond to the fre-
quencies of the transverse and longitudinal optical
phonons. Moreover, it is negative virtually throughout
the entire region of residual rays, which corresponds to
a decrease in the reflectivity of the crystal. Function F
is close to zero at some distance from the region of the
residual rays.

3. EXPERIMENT

The energy depth of light penetration into the mate-
rial in the case of the normal incidence is given by

(7)

where c is the velocity of light and k = ω/c  is the
magnitude of the wave vector in the medium. It is clear
that if the characteristic thickness of the damaged sur-
face layer is d ! l, the change in the reflectivity cannot
be observed. It is rather difficult to achieve sizable val-
ues of d in actual practice, because the act of interaction
of an abrasive grain with a local microvolume (and,
consequently, both its stressed state and heating) lasts a
very short period of time and dislocations do not man-
age to penetrate deeply into the bulk of the crystal. (The
activation energy of the dislocation displacement at
room temperature is usually much greater than the
energy of the lattice thermal vibrations [13].) It seems
likely that the possibility of achieving a small value of

l is more reasonable. Indeed, if Im is sufficiently
large, the necessary condition d > l can be met. This sit-
uation becomes possible at corresponding frequencies
in crystals in which transverse optical phonons possess
a large oscillator strength and a weak attenuation. Thus,

l
1

2Im k( )
-----------------

c

2ωIm ε
---------------------,= =

ε

ε

0.2

0

–0.2
750 850 950

F(ω)
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Fig. 1. The form of the F(ω) function for silicon carbide in
the region of the longitudinal–transverse splitting (calcula-
tion).
1
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for an initial crystal (σ = 0), when ω = ωT, it follows
from expressions (1) and (6) that

(8)

which actually corresponds to the minimum of the pen-
etration depth.

The experiment was carried out for crystals of
weakly doped silicon carbide SiC6H which were sub-
jected to prolonged polishing with a fine-grained abra-
sive of boron carbide BC-3. Polytype SiC6H is charac-
terized by weak optical anisotropy, a large oscillator
strength at the frequency ωT/2πc = 797 cm–1, and the
low phenomenological constant of the phonon attenua-
tion Γ/2πc ≈ 3 cm–1 [14, 15]. The experimental reflec-
tivity spectrum and the depth of light penetration for
the initial crystal are shown in Fig. 2 by curves 1 and 5,
respectively. The parameters of the Lorentz dielectric
function and the parameters of the semiconductor
plasma were determined from curve 1 by analysis of
the variance. These parameters are as follows: ε∞ = 6.5,

s/  = 3.1, Γ = 3 cm–1, ωp = 295 cm–1, and ωpτ = 0.3
(here, ωp and τ are the frequency of natural vibrations
and the relaxation time of the semiconductor plasma,
respectively). Note that the contribution of the plasma
subsystem to the dielectric function is disregarded in
expression (1), but, according to our estimates, its
effect on ε(ω) in the actual region of the resonance vari-
ation of the latter was very modest. However, in the
subsequent calculations, we took into account the con-
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Fig. 2. Spectra of the normal reflectivity of silicon carbide:
(1) before mechanical treatment, (2) after the treatment, and
(3, 4) the results of the fitting with the step and exponential
models for the damaged layer, respectively. Curve 5 shows
the depth of the light penetration into the crystal (calcula-
tion).
P

tribution of the semiconductor plasma to the dielectric
function through the known additive Helmholtz–Ket-
tler formula

(9)

The experimental reflectivity spectrum of the sample
after mechanical treatment is shown by curve 2. It can
be seen that it differs from the reflectivity spectrum of
the initial crystal only in the range 800–880 cm–1,
where the depth of light penetration into the crystal is
small. Here, the decrease in the reflectivity is observed
in accordance with the above considerations. The depth
of the light penetration into the crystal is large outside
of the aforementioned range, and here, the reflectivity
is determined by the volume parameters of the material.
In this case, almost total correspondence of the reflec-
tivity of samples outside of the aforementioned range
can be proof that the diffuse light scattering by the sur-
face of the polished sample is quite insignificant.
Another circumstance which allows one to ignore the
diffusion component of the scattering is that the reflec-
tivities of both the initial sample and the sample after
the treatment are virtually independent of the angular
aperture of the spectral instrument [16].

Considering the reflectivity in the system consisting
of a damaged layer (of thickness d) and the initial crys-
tal (substrate), we carried out the optimization of the
deviation of the experimental reflectivity curve 2 from
the calculated curve with the use of relationships (1)
and (9) (curve 3). The fitted values of the variable
parameters were as follows: d = 0.1 µm, σ = 22 cm–1,
and the root-mean square-deviation with respect to the
spectrum 〈∆R〉  was 0.03.

It can be assumed that the parameter σ, which spec-
ifies the degree of plastic deformation of the surface
layer, varies exponentially with respect to the wafer
depth (similarly to the density distribution function of
cracks [5]):

(10)

In this case, the problem of determination of the
quantities σ and d is replaced by the determination of
the parameters σ0 and z0 of the σ(z) function. It is evi-
dent that the z0 parameter in some way specifies the
depth of the damaged layer. The result of the optimiza-
tion of the experimental reflectivity spectrum with the
use of the model approximations (1) and (10) is curve 4,
to which correspond the fitting parameters σ0 = 35 cm–1

and z0 = 0.04 µm. It can be seen that model (10)
describes our experimental results essentially better
than the preceding (single-layer) model, without an
increase in the number of variable parameters. Thus,
the reflectivity spectrum turned out to be sensitive to
the state of the damaged layer at the depth of light pen-
etration l ≤ 0.1 µm, which seems to be sufficiently rea-
sonable.

ε* ω( ) ε ω( )
ε∞ωp

2

ω2 iω/τ+
-----------------------.–=

σ z( ) σ0 z/z0–( ).exp=
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Abstract—The main reasons for composition intermixing in the vicinity of heteroboundaries in an
Si(Ge)/Si1 – xGex heterosystem grown by the molecular beam epitaxy method are considered. The proposed
model explains all the experimentally observed peculiarities, such as the clearly manifested asymmetry of the solid
solution profile in layers, and demonstrates the noticeable erosion of the composition profile at the boundaries even
in the absence of the surface segregation effect. It is shown that the surface segregation in the Ge/Si1 – xGex system
may play a positive role, leading to an increase in the profile steepness of the Si1 – xGex layer near the bound-
aries. © 2001 MAIK “Nauka/Interperiodica”.
The properties of two-dimensional charge carriers
in the transport channels of heterosystems formed on
the basis of elementary semiconductors (Si, Ge) and
their solid solution have been widely discussed in
recent years. However, the observation of many unique
physical phenomena in such systems often encounters
considerable difficulties due to the structural imperfec-
tion of the layers forming transport channels, as well as
of the interfaces forming these layers. This problem
becomes especially serious in the study of composite
materials with ultrathin (1 to 3 nm) layers, as well as
Si–Ge superlattices (SimGen), in which the perfection of
interfaces becomes the decisive factor limiting the
mobility of charge carriers along the plane of the layers
in the structure [1] and the possibility of observing var-
ious fine physical effects predicted by the theory.

While the mechanisms leading to a deviation from
the planarity of heteroboundaries are quite clear, the
reasons behind the deterioration of the interface sharp-
ness and erosion (intermixing) of the solid solution
composition in the direction perpendicular to the plane
of the layer virtually have not been discussed. This is
primarily due to the difficulties encountered when the
width of transition regions in the vicinity of interfaces
in heterosystems with nanometer-thick layers is mea-
sured directly. However, experimental data on the
width of transition regions determined by objective fac-
tors only (i.e., not associated with the imperfection of
the technological process) have been reported recently.
The following peculiarities in the distribution of the
solid solution composition at the boundaries of the
Si1 − xGex layer implanted in the silicon matrix have
been established experimentally: (1) the extent and
form of the erosion of the upper and lower boundaries
of the Si1 – xGex layer are not identical [2, 3], and (2) the
1063-7834/01/4306- $21.00 © 21182
emergence of a tail in the distribution of the solid solu-
tion composition at the upper boundary may be caused
by several factors, which is manifested as a difference
between the rates of the decrease [3] in the concentra-
tion of one species of atoms in the transition region.
The emergence of a transition region is mainly attrib-
uted to the effect of surface segregation of Ge, although
this effect is not typical of the temperature range below
500°C, which is used most often for growing the struc-
tures.

In the present work, an attempt is made to compare
the various reasons (including those connected with
segregation [4]) behind the blurring of the concentra-
tion profile for Si and Ge atoms in the vicinity of heter-
oboundaries, to explain the observed singularities in the
composition distribution in a thin Si1 – xGex layer by
theoretically analyzing the transient processes on the
surface of the growing layer, and to estimate the effec-
tive width of interfaces in the Si/Si1 – xGex heterosys-
tems grown by the molecular beam epitaxy (MBE)
technique.

We will analyze the reasons for and the type of ero-
sion of the heteroboundaries in the multilayered struc-
ture of Si/Si1 – xGex grown by the traditional MBE
method by studying the transient processes on the
growth surface, which can be described by a system of
kinetic equations for θi, viz., the dimensionless mean
surface concentrations of Si and Ge atoms:

(1)

Here, Fi is the ith atomic flux density, with i = 1, 2 for
Ge and Si, respectively; νGe(Si) is the desorption fre-
quency; rGe(Si) is the crystallization rate for Ge(Si)
atoms; θfr is the concentration of surface dangling

dθi/dt Fi/ns( )θfr ν i ri+( )θi.–=
001 MAIK “Nauka/Interperiodica”
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bonds; and ns = 6.78 × 1014 cm–2 is the concentration of
adsorption centers on the growth surface.

For adsorbed atoms, the following condition is
assumed to be satisfied:

(2)

Relations (1) and (2) form a system of equations for
determining θi. Given θi, we can easily calculate the
growth rate Vgr for the film and the concentration of Ge
atoms in the epitaxial layer:

(3)

(4)

Here, n0 = 5.0 × 1022 cm–3 is the volume concentration
of atoms in the crystal.

Let us consider the peculiarities of the formation of
the concentration profile in a Si1 – xGex layer grown in a
silicon (germanium) matrix by the MBE method. We
will study the kinetics of the surface concentrations of
Si and Ge atoms in films grown from atomic beams of
germanium and silicon by analyzing the second-order
differential equations with constant coefficients, which
follow from the system of equations (1):

(5)

where the coefficients α, β, and γ1, 2 are given by

(5a)

(5b)

(5c)

We consider the case of a constant flux of Si(Ge) atoms
and an atomic flux of Ge(Si) superimposed on it during
the time interval t = t0 – t1. In this case, the general
expression for the dimensionless surface concentra-
tions of silicon and germanium adatoms as a function
of time has the form

(6)

where

θSi θGe θfr+ + 1.=

Vgr rSiθSi rGeθGe+( )ns/n0,=

x rGeθGe/ rSiθSi rGeθGe+( ).=

dθ1 2,
2 /dt2( ) α dθ1 2, /dt( ) βθ1 2, γ1 2,+ + + 0,=

α α i

i 1 2,=

∑ Fi/ns ν i ri+ +( ),
i 1 2,=

∑= =

β α1α2 F1F2/ns
2,–=

γ1 2, F1 2, /ns( ) F2 1, /ns α2 1,–( ).=

θi t( ) θ0i' Ci
+ k+ t t0–( )–( )exp+=

+ Ci
– k– t t0–( )–( ),exp

C1
+ FGe/ns νGe rGe k––+ +( )θ01'{=

– FGe/ns( ) θ02 θ02'–( ) } / k+ k––( ),

C2
+ FGe/ns νGe rGe k+–+ +( )=

× FGe/ns νGe rGe k––+ +( )θ01'{

– FGe/ns( ) θ02 θ02'–( ) } / FGe/ns( ) k– k+–( ),

C1
– θ01 C1

+, C2
––– θ02 θ02' C2

+,––= =
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in the vicinity of the left (lower) boundary (t = t0) and

(7)

where

(8)

θi t( ) Ci Ci
+ k+ t t1–( )–( )exp+=

+ Ci
– k–– t t1–( )( ),exp

C1 0, C2 θ02, C1
+ 0, C1

– θ01' ,= = = =

C2
+ θ02' θ02 FSi/ns( )θ01' / k– k+–( ),––=

C2
– FSi/ns( )θ01' / k– k+–( ),=

1
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Fig. 1. Profile of the Ge distribution in the Si1 – xGex layer
(x = 0.35) calculated for a rectangular flux pulse of Ge atoms
for Vgr ≈ 4 Å/s, νGe = νSi = 0.01, rSi = 3.1, and for various
ratios of the rates of implantation of Si and Ge atoms into
the lattice of the solid solution: rGe = rSi (curves 1 in (a) and
(b)), rGe = rSi f(θGe) (curve 2 in (a)), rGe = 0.31rSi (curve 2
in (b)), and 3.1rSi (curve 3 in (b)). (b) Demonstrates the
exponential nature of variation of the composition profile
for the alloy in the vicinity of the layer boundary.
1



1184 IVINA, ORLOV
in the vicinity of the right (upper) boundary (t = t1) of
the flux pulse of germanium atoms (see Fig. 1). In our
calculations, we assumed that the time of the growth of
Si1 – xGex(Si) layers is much longer than the time of sta-
bilization of relaxation processes in the system with
steady-state values of the surface concentrations θ0i,
which are given by

at instants t < t0 and t @ t1 and

at instants t0 ! t < t1. The exponents in the exponentials,
determined by the determinant of the homogeneous
equation (5) for the corresponding time intervals (t0 <
t < t1 (F1 ≠ 0) and t > t1 (F1 = 0)), are given by

The exponent has the simplest form when the atomic
flux densities of silicon and germanium are equal and
when the rates of desorption and crystallization coin-
cide (FGe = FSi = F, νGe = νSi = ν, rGe = rSi = r). Expres-
sions for the concentration of germanium atoms on the
film surface in this case have the form

θ01 0, θ02 FSi/ns( )/ FSi/ns νSi+ rSi+( )= =

θ0i' Fi/ns( ) ν i ri+( )/ FGe/ns νGe rGe+ +( ){=

× FSi/ns νSi rSi+ +( ) FGe/ns( ) FSi/ns( ) }–

k+(–) α /2 α2/4 β–( )1/2± .=

θ1 t( ) θ01' C1
+ ν r+( ) t t0–( )–( )exp+=

× 2F/ns( ) t t0–( )–( )exp C1
–/C1

++[ ] ,

C1
+ 1/2( ) θ01' θ02– θ02'–{ } ,=

C1
– 1/2( ) –3θ01' θ02 θ02'+ +{ }=

1

2

3

4
I

1.0
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x(Ge)
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Fig. 2. Dependence of the surface concentration xs(Ge) of
Ge atoms on their concentration x(Ge) in the bulk of the
Si1 – xGex layer for various values of ratio k = rSi/rGe: 1 (1),
5 (2), 10 (3), and 100 (4). Dots (I) are describes the experi-
mental values borrowed from [4] for Tgr = 700°C.
P

at the lower (z > z0) boundary of the Si1 – xGex layer and

at the upper boundary. It can be seen that even in the
absence of surface segregation associated with the dif-
ferent rates of implantation of silicon and germanium
atoms into the growing layer, i.e., for rGe = rSi, the
widths of the regions of composition blurring at the
upper and lower boundaries of the Si1 – xGex layer have
different values (see Fig. 1), which leads to asymmetry
of the composition profile and, hence, of the potential
in the structure. Here and below, we chose for our cal-
culations values of the parameters which are close, to
the maximum possible extent, to the experimental
results obtained by Baribeau et al. [2] and correspond
to the growth of Si1 – xGex films with x = 0.35 at a rate
of ~4 Å/s at T = 500°C. At the initial stage of the tran-
sient process (t ≥ t0, 1), the conditions for the implanta-
tion of Ge atoms into the growing layer at its upper and
lower boundaries are not identical due to the difference
in their surface densities for t ≥ t0 and t ≥ t1. In
the former case, atoms are accumulated due to the acti-
vation of the additional flow of Ge atoms (the rate of
the  process at the initial stage is proportional to
exp[−(2F/ns)(t – t0)]). In the latter case, because of the
absence of the corresponding flow of atoms to the sub-
strate, only their relaxation associated with the finite
time of embedding atoms into the crystal lattice of the
adsorbed atoms remaining at the surface takes place
(the decrease in the concentration of Ge atoms for t >
(t – t1) is proportional to exp[–(ν + r)(t – t1)]). It is just
in the vicinity of this boundary that the effect of segre-
gation of Ge atoms is manifested most strongly.

Let us consider the influence of segregation on the
boundary blurring in greater detail. The segregation
effects in the Ge–Si system, which are associated with
the inequality of the rates of embedding of Si and Ge
atoms into the crystal lattice, are manifested most
markedly in the growth temperature range 600 < T <
800°C. In this range, the rSi/rGe ratio can vary from 10
to 100. This is confirmed by Fig. 2, which shows, along
with the theoretical curves calculated by using the sim-
plest formula xs = f(x) connecting the surface concen-
tration xs = θGe/(θGe + θSi) of germanium atoms with
their concentration x = rGeθGe/(rGeθGe + rSiθSi) in the
bulk of the Si1 – xGex alloy, the experimental data (I)
obtained in [4] for the growth temperature Tgr = 700°C.
According to the available experimental data, outside
this temperature interval, the surface segregation
effects are usually manifested weakly.

The effect of the difference in the crystallization
rates rGe and rSi is demonstrated in Fig. 1b, which shows
that in the case of the Ge1 – xSix/Si system, this effect
(rGe < rSi) enhances the boundary blurring (curve 2).
Obviously, the same condition (rGe < rSi) for a less
abundant system Ge1 – xSix/Ge (in this case, index 1 cor-
responds to Si and 2 to Ge) leads to the opposite effect,

θ1 t( ) θ01'= ν r+( ) t t1–( )–( )exp
HYSICS OF THE SOLID STATE      Vol. 43      No. 6      2001
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namely, to an increase in the steepness of the composi-
tion distribution profile at the upper heteroboundary.
This formally corresponds to curve 3 in Fig. 1b (see
also Figs. 3b, 3c) calculated for the Ge1 – xSix/Si inter-
face for rGe/rSi > 1. The difference in the crystallization
rates for the Ge1 – xSix/Ge system produces a positive
effect, leading to sharper composition profiles in the
vicinity of the heteroboundary.

Figure 3a shows the effective blurring (light sym-
bols) of the upper film boundary [defined as the dis-
tance L1 at which the concentration of one of the com-
ponents (germanium in our case) decreases by two
orders of magnitude] as a function of the rate of embed-
ding of atoms into the growing layer in the absence of
the surface segregation effect, which corresponds to the
condition rGe = rSi . In accordance with the calculations
made in [5], the value of rSi for a given flux of silicon
atoms can vary by several orders of magnitude depend-
ing on the growth temperature and the surface coverage
with adsorbed atoms. The value of rSi becomes larger
the higher the surface coverage with Si atoms and the
higher the growth temperature. According to Fig. 3a, an
order-of-magnitude change in rSi for small values of the
flux of Si atoms can considerably decrease the bound-
ary blurring. In other words, the growth of films at
higher temperatures (but in the interval where the seg-
regation effects are weakly pronounced) may turn out
to be preferable. At a high coverage of the surface with
adsorbed atoms, this effect is much less pronounced,
but an increase in the fluxes does not lead to a strong
increase in the boundary blurring as a result of the
opposite effect emerging due to the simultaneous
increase in the values of rSi and rGe.

An analysis of the curves in Figs. 3a–3c shows that
under the experimental conditions used in [2], a width
of ~6 Å (I in Figs. 3a–3c) of the region of composition
mixing is attained if we assume the absence of segrega-
tion in a narrow range of the atomic fluxes, which
corresponds to an extremely high degree of surface
coverage with adsorbed atoms of the substance (θSi ≈
(0.7–0.9)ns). For the lower levels of atomic fluxes tradi-
tionally used in experiments and corresponding to the
coverage of the surface θSi ≈ (0.1–0.2)ns the width of
the boundaries of the Si1 – xGex layer measured in [2]
cannot be attributed only to the finite rate of implanta-
tion of atoms into the growing layer in the case of
equality of rSi to rGe. In this case, we must assume that
the surface segregation effects play a noticeable role in
the growth temperature range under investigation.

The influence of segregation (which is manifested
for rGe < rSi) on the interface blurring width is demon-
strated in Figs. 3b and 3c, which clearly show that the
effective blurring of a heteroboundary for a given
growth rate (~4 Å/s in our case) varies by several ang-
stroms depending on the effectiveness of the implanta-
tion of Ge atoms into the growing layer. The curves pre-
sented in Figs. 1 and 3 show that for a small ratio rSi/rGe,
PHYSICS OF THE SOLID STATE      Vol. 43      No. 6      2001
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Fig. 3. Effective width (L1) of the composition blurring at
the upper boundary of the Si1 – xGex layer (xmax = 0.35) and
the values of growth (Vgr, rSi) and technological (FSi)
parameters as functions of the implantation rate of Ge atoms
into the lattice of the solid solution: (a) L1(rGe) (dark sym-
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35 (1) and 3.5 (2); (b) L1(rSi/rGe) for Vgr ≈ 4 Å/s, FSi/ns =
35, rSi = 3.1 (1) and FSi/ns = 3.5, rSi = 18 (2); and (c) the
curves corresponding to given values of L1 = 5.8 Å (1) and
Vgr ≈ 4 Å/s (2) on the planes (FSi/ns, rSi/rGe) and (rSi,
rSi/rGe). Symbols I (rSi/rGe = 1) and II (rSi/rGe = 5.5) on the
curves correspond to the experimental situations considered
in [4]: Vgr ≈ 4 Å/s and L1 = 5.8 Å for rSi/rGe = 1 and 5.5,
respectively.
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the effect of surface segregation of Ge atoms proper is
not dominant in the formation of the heteroboundary
profile. Along with segregation, a comparable contribu-
tion to the heteroboundary blurring comes from the sur-
face diffusion processes determining the time of
embedding of adsorbed atoms from the surface into the
growing layer. It should be noted that for a given
growth rate, the same blurring of the layer boundary
corresponding to L1 = 5.8 Å (II in Figs. 3b, 3c) in the
presence of segregation (for k = rSi/rGe = 5.5) can be
attained at the level of atomic flux to the substrate that
is an order of magnitude lower than in the absence of
segregation (for k = 1). The indeterminacy is due to the
fact that the boundary blurring is directly connected
with the growth rate, while the latter is determined, on
the one hand, by the intensity of atomic fluxes of the
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Fig. 4. (a) Effective blurring of the right boundary of the
Si1 – xGex layer (x = 0.35) as a function of the growth rate of
the films for a constant value of coefficient rSi = 3.1, νGe =
νSi = 0.01, rGe: 3.1 (1), 1 (2), 0.31 (3), 10 (4), and 31 (5).
(b) Atomic fluxes of silicon in the setup corresponding to
the range of the film growth rates presented in (a) for the
above values of parameters rSi, νGe, and νSi (the shape of the
FSi(Vgr) curve does not depend on rGe).
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substance to the substrate and, on the other hand, by the
rate of implantation of atoms into the growing layer.
The atomic flow rates can easily be determined in each
specific experiment, but their values are not given in the
literature cited. This leads to a certain ambiguity in the
theoretical analysis of the experimental results pre-
sented in those publications. For example, it can be
seen from Fig. 3c that for a given growth rate of the
layer, the same width of the interface (L1 = 5.8 Å) can
be obtained, depending on the value of k, in a wide
range of values (curve 1) of the fluxes of Si atoms from
the source to the substrate. The range of the parameters
to the right of this curve corresponds to values L1 >
5.8 Å; to the left of this curve, to values of L1 < 5.8 Å.
The value of k and, hence, the segregation coefficient
for a specific system can be determined directly from
Fig. 3c if the values of atomic fluxes in the setup, along
with information on the growth rate of the film, are
obtained in the course of the experiments.

In the above analysis of the composition distribution
profile in the vicinity of heteroboundaries, we disre-
garded the dependence of the rate of implantation of Ge
atoms into the Si lattice on its surface concentration. It
was proved by us earlier [5] that in the general case, the
rGe(θGe) dependence takes place and the range of varia-
tion of ri for various temperatures and concentrations of
atoms at the surface can be quite wide. According to
[5], the lowering of the surface concentration level for
germanium after the removal of the corresponding
atomic flow will also reduce the value of rGe. In the
growth temperature range 500 to 600°C, an order-of-
magnitude decrease in the surface concentration of ger-
manium reduces rGe by several times for a virtually
unchanged value of rSi, thus ensuring the increasing
role of segregation effects in the system and enlarging
the width of the transition region at the upper heter-
oboundary. The corresponding curve calculated for
rGe = f(θGe)rSi is presented by the dashed curve in
Fig. 1a. As θGe decreases from the maximum value
equal to the dimensionless surface concentration of Ge
atoms on the surface of the Si1 – xGex layers (x = 0.35)
to its minimum value corresponding to an alloy compo-
sition with xmin = 0.01x, the function f(θGe) varies from
1 to 0.1 in accordance with a linear law.

Analysis of the dependence of the transition region
width on the Si atomic flux (Fig. 4) shows that the
sharpness of heteroboundaries can considerably be
improved by using lower growth rates for epitaxial
layers.

In conclusion, we will formulate the main results of
this work. The kinetic model of the growth of Si1 – xGex

layers used in our calculations correctly describes the
available experimental data [2, 3]. This model makes it
possible to calculate the width of the transition regions
at the upper and lower boundaries of the epitaxial layer
for various growth conditions and explains the clearly
manifested asymmetry in the composition distribution
over the layer. It has been proved by us here that the for-
HYSICS OF THE SOLID STATE      Vol. 43      No. 6      2001
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mation of the upper boundary of the layer is mainly
determined by relaxation mechanisms, while the higher
sharpness of the lower heteroboundary of the Si1 – xGex

layer is mainly due to the high rate of the flow of the
substance to the surface of the growing film. If the seg-
regation effects are insignificant (the region of low
growth temperatures), the dominating factor of heter-
oboundary blurring is the finite time of implantation of
Ge atoms into the growing layer, which is determined,
in all probability, by the rate of atomic diffusion over
the surface. It is shown for the first time that the surface
segregation effects, leading to additional blurring of
boundaries in the Si/Si1 – xGex system, can facilitate an
increase in the steepness of the potential profile in the
Ge/Si1 – xGex system.
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Abstract—Two paramagnetic (1, 2) chromium metallomesogens were studied by the EPR, magnetic-suscep-
tibility, and dielectric-spectroscopy methods. These mesogens possess columnar liquid-crystal phase polymor-
phism. For mesogen 1 in the columnar Colxd phase, an irreversible structural phase transition was detected by
the EPR method. An anomalous nonlinear temperature dependence of the resonance fields of the EPR line posi-
tions and of the fine-structure parameter D in the mesophases of compound 1 was observed. It was shown that
this anomaly is associated with the soft mode of crystal lattice. The dielectric spectroscopy data provide support
for the existence of the soft mode, which is probably due to the transition of the system from a paraelectric to
a dipole-ordered state. The structure of the hexagonal columnar plastic phase of mesogen 2 is formed by a single
type of paramagnetic monomer chromium center and does not exhibit any specific features. © 2001 MAIK
“Nauka/Interperiodica”.
1. The creation of mesogen molecules containing
metallic atoms (metallomesogens) [1–3] has consider-
ably enriched the physical (optical, magnetic, and elec-
trical) properties of liquid crystals. In particular, para-
magnetic mesophases with a large magnetic anisotropy
[4] have been obtained. Searches for polar achiral liq-
uid-crystal systems [5] are in progress.

Two paramagnetic chromium (III) metallome-
sogens, namely, L1 CrCl3 (1) and L2 CrCl3 (2), were
studied by the EPR method. These mesogens include
the azacyclic ligands 1,4,7-tri(3,4-didecyloxybenzyl)-
1,4,7-triazacyclononan L1 and 1,3,5-tri(3,4-didecylox-
ybenzyl) hexahydro-1,3,5-triazine L2, which have sim-
ilar arrangements of ligand atoms (Fig. 1a) but exhibit
radically different physical properties.

An unusual polymorphism of the columnar liquid-
crystal phases is observed for the L1 CrCl3 mesogen
(the phase transition temperatures are shown in °C):
K 42.0 Colxd 68.5 Colhd 167 Colrd 223.5 I, where K is a
crystalline phase; Colxd is a nonidentified columnar
mesophase, Colhd is a hexagonal columnar mesophase,
and Colrd is a rectangular columnar mesophase; and I is
an isotropic phase. The L2 CrCl3 complex has only one
stable mesophase (Colhp), namely, the columnar hexag-
onal plastic phase K36 Colhp233.5 I.

To elucidate the differences in the electronic struc-
ture of metallomesogens 1 and 2, the EPR technique
was used. This is one of the most sensitive methods for
studying the electronic structure of a substance and the
1063-7834/01/4306- $21.00 © 21188
local crystalline fields changing at the phase transi-
tions.

The X- and Q-band EPR spectra were measured for
the crystalline, isotropic, and different mesomorphic
phases, as well as for a vitrified anisotropic solvent,
such as a eutectic mixture of nematic liquid crystals
MBBA + EBBA. In the last case, an anisotropic solu-
tion was preliminarily oriented by a magnetic field and
then sharply cooled to the glassy state. The EPR spectra
were recorded on a Bruker ER 200E-SRC spectrometer
(X band) in the temperature range from –130 to 240°C
and on a Varian (E-line) spectrometer (Q band) at room
temperature.

2. The EPR spectrum (X band) of compound 2
(L2 CrCl3) in the whole interval of existence of the
columnar plastic phase and in the vitrified anisotropic
solvent (the eutectic MBBA + EBBA mixture) had
identical shapes and consisted of two lines with effec-
tive g factors geff ≈ 2 and 4 (see Fig. 1b). The type of the
observed spectrum, similar to that observed in a powder
(the case of strong crystalline fields), has been well
studied in the literature; in particular, it is identical to
the spectrum of the tris-chelate acetyl-acetonate com-
plex of chromium Cr(acac)3 [6]. The detected lines of
the fine structure are due to the 1/2  –1/2 transition
for parallel (geff ≈ 2) and perpendicular (geff ≈ 4) orien-
tations of the magnetic field with respect to the partic-
ular molecular axis C3 of the complex. The EPR spectra
of the chromium ions are described by the spin Hamil-
001 MAIK “Nauka/Interperiodica”
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tonian with S = 3/2

(1)

where D and E are the fine-structure parameters which
characterize the axial and rhombic distortions, respec-
tively, in the octahedron environment of the Cr3+ ion. In
the Q band (ν = 36.5 GHz), the shift of the line corre-
sponding to the perpendicular orientation allowed us to
determine the fine-structure parameters: D = 0.6 cm–1,
E = 0.008 cm–1, and g = 1.98, where g = (g|| + 2g⊥ )/3.
The orientation of compound 2 in an anisotropic liquid-
crystal matrix (eutectic MBBA + EBBA mixture)
showed that the character of the orientation of the
L2 CrCl3 complex is also analogous to that of Cr(acac)3
[6] in the same matrix (Fig. 1b); namely, the C3 axis
was along the director. For this orientation, the parallel
component of the EPR spectrum, with geff ≈ 2, has a
maximum intensity for γ = 0°, where γ is the angle
between an external magnetic field and the director.

Therefore, the structure of the column plastic phase
of compound 2 is formed by a single type of paramag-
netic monomer chromium center. The principal molec-
ular axis in these centers is the C3 axis (the magnetic
axis z of the D tensor is oriented along this axis), so that
the octahedral configuration of the Cr3+ environment
has quite strong axial (D = 0.6 cm–1) and insignificant
rhombic (E = 0.008 cm–1) distortions.

3. Several types of the EPR spectra of the mesogen
complex 1 are observed for different polymorphic
states of the substance. The EPR spectra for the crystal-
line phase at room temperature for the X and Q bands
are presented in Fig. 2 (solid lines). A rough estimation
of the parameter D in the crystalline phase of com-
pound 1 (without a calculation of the spectrum) can be
obtained in the Q-band spectrum from the position of
the extra absorption peak (EP), which corresponds to
the intermediate orientation lines in the Q band. The
EPR spectrum of the Q range consists of the line with
geff ≈ 2, corresponding to the 1/2  –1/2 transition
[7]. The resonance values of the fields H|| and H⊥  for
this transition are close to each other; the EP peak is sit-
uated a little bit apart from them (at a higher field). The
anisotropic splitting for the EP peak, ∆, equals [7]

(2)

Substituting the value of the resonance field of the EP
peak into Eq. (2), we obtain a rough estimation of the
parameter D to be 0.2 cm–1. A computer simulation of
the spectra in the X and Q bands (dashed lines in Fig. 2)
by using the spin Hamiltonian (1) gives the following
values of the fine-structure parameters: D = 0.17 cm–1,
E = 0.03 cm–1, and g = 1.99.

H g||= βHZSZ g⊥ β HXSX HYSY+( )+

+ D SZ
2 S S 1+( )/3–[ ] E SX

2 SY
2–( ),+

∆ HEP H ||–=

≈ D2 4S S 1+( ) 3–[ ] 7×( )/ 64 gβ( )2H0( ).
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Thus, the crystalline phase of compound 1 is formed
only by a single type of the chromium (III) paramag-
netic complexes (which will be referred to as the
A type). This type is characterized by a higher symme-
try of the local crystalline field at the site of the chro-
mium ion than in compound 2.

4. To compare the metal–ligand covalent-bond
strengths in compounds 1 and 2, let us use an approxi-
mate relation for the g factors [8]:

(3)

In this case, the ratio of the covalence parameters α for

complexes 1 and 2 is  ≈ 0.6,
where the values of 10D*q obtained from the optical
studies [9] are equal to 15700 and 14300 cm–1 for com-

g 2.0023 ασ
2 απ

28λ /10D∗ q.–=

ασ
2 1( )απ

2 1( )/ασ
2 2( )απ

2 2( )

R
N N

NR
R

Cr

Cl ClCl
1 2

Cl ClCl

Cr
NN

R
R

R
N

R = CH2

OC10H21

OC10H21

(a)

(b)

γ = 0°

DPPH

γ = 90°

geff ≈ 4

geff ≈ 2

1000 2000 3000 4000
H, G

Fig. 1. (a) Structural formulas of metallomesogens 1 and 2
and (b) the EPR spectrum of compound 2, oriented in a mix-
ture of nematic liquid crystals at γ = 0° and 90°.
1
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pounds 1 and 2, respectively. Hence, the metal–ligand
bonds in mesogen 1 are considerably more covalent
than in mesogen 2. This correlates well with the pulse
IR spectroscopy data (the frequencies of CrN3 covalent
vibrations are higher in compound 1 than in 2 by
approximately 100 cm–1 [9]). It is likely that the higher
flexibility of the azacyclic ligand in mesogen 1 and,
therefore, its stronger covalent bond determine the dif-
ferences in the behavior of mesophases of complexes 1
and 2.

We have not succeeded in determining the orienta-
tion of complex 1 in an anisotropic matrix (eutectic
MBBA + EBBA mixture) because of the presence of
two types (A and B) of paramagnetic centers in it. The
B-type centers will be discussed below. However, the
similar geometric structure of compounds 1 and 2
allows one to suppose that the directions of the princi-
pal magnetic and molecular axes in these substances
are identical.

5. Let us now consider EPR (X band) of compound 1
in different columnar mesophases. The transformation
of the sample from the crystalline phase to the noniden-
tified columnar mesophase in the process of the first
heating is accompanied by an irreversible structural
phase transition (see Fig. 3). At this transformation, the
symmetry of the nearest neighbor surrounding of the

12000 13000 14000

Q-band

X-band

0 2000 4000 6000 8000
H, G

H, G

Fig. 2. Experimental and theoretical EPR spectra of com-
pound 1 in the crystalline phase.
P

chromium ion is changed abruptly and the A-type para-
magnetic centers are transformed to new (marked as
B-type) paramagnetic centers.

The EPR spectrum of the B-type paramagnetic cen-
ters is an almost symmetrical line (crosses in Fig. 4a)
with the effective g factor geff = 2.08 and the experimen-
tally measured (peak-to-peak) line width of 680 G. A
calculation of the spectrum for the B-type centers after
the K  Colxd transition (solid curve in Fig. 4a) by
using the spin Hamiltonian (1) gives the following val-
ues of the parameters: D = 0.05 cm–1, E = 0, and g =
2.08 for an individual Lorentzian-shaped line with
∆H|| = 500 and ∆H⊥  = 450 G for the parallel and perpen-
dicular orientations of the external magnetic field rela-
tive to the C3 axis, respectively. The temperature depen-

Crystalline phase
A

A

A

A

A

B

B

T = 51°C

T = 59°C

0 1000 3000 5000 7000
H, G

1.0

0.8

0.6

0.4

0.2

0

I/
I 0

35 40 45 50 55 60 65 70
T, °C

A B

Fig. 3. Transformation of the EPR spectrum the A  B
phase transition in compound 1.
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dence of the changes in the normalized integral intensi-
ties of the spectra for the A- and B-type paramagnetic
centers at the structural phase transition is shown
Fig. 3. The rate of temperature change in the vicinity of
the transition was of the order of 1° per minute. Note
that about 90% of the transition from one spectrum to
the other occurs in the temperature range 47–63°C.
However, the traces of both spectra are visible at tem-
peratures below and above this range. The characteris-
tic value of the structural phase transition temperature
(i.e., the temperature at which the A- and B-type spec-
trum intensities are equal) is 54°C. The temperature
width of the phase transition, characterized by the tem-
perature interval over which the intensity is changed by
90%, is equal to 18–20°C. The phase transition exhib-
ited no hysteresis since only the higher temperature B
phase was being frozen on cooling the sample.
PHYSICS OF THE SOLID STATE      Vol. 43      No. 6      200
The determined values of the fine-structure parame-
ters at the A  B structural phase transition allow one
to conclude that the octahedral configuration surround-
ing the chromium (III) ion is changed from an axially
elongated (along the C3 axis) octahedron with a rhom-
bic distortion to a weakly distorted octahedral configu-
ration. On further heating (cooling), the columnar
mesophases are formed exclusively by the B-type para-
magnetic centers.

The columnar mesophases (Colrd, Colhd, Colxd) were
studied at slow cooling of compound 1 from the isotropic
phase, because, according to the polarization micros-
copy data, the phase textures are most pronounced in this
case. The EPR spectrum in the isotropic phase represents
a single symmetrical line (see Fig. 4d) with the g factor
equal to 2.04. The EPR lines in the columnar
mesophases become asymmetrical (see Figs. 4b, 4c),
and the line corresponding to the 3/2  1/2 transition
1
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mesogen 1. (d) The approximation, according to Eqs. (7) and (8), of the temperature dependence of the fine-structure parameter and
of the position of H||. The approximation parameters are listed in the insets.
is observed in the fine structure of the spectrum. When
the temperature is decreased, the left wing of the asym-
metrical line (the 3/2  1/2 transition) is displaced by
~250 G (in the 185°C interval) to lower fields relative
to the central transition ±1/2 (Fig. 4e). When the
(Colxd  K) phase transition point is approached, the
EPR line is considerably broadened, becoming again
symmetrical, and is described by the same parameters
g, D, E, and ∆H as at first heating (for the phase transi-
tion K  Colxd).

The EPR spectra for different types of the columnar
phases were simulated with the spin Hamiltonian in
Eq. (1). The microwave resonance fields Hres, the indi-
vidual line widths ∆H (for the parallel {H || z(C3)} and
perpendicular orientations of the external magnetic
field relative to the C3 axis), and the fine-structure
parameter D were calculated. The temperature depen-
dences of these values are presented in Figs. 5a–5c,
respectively. As is clear from Fig. 5a, the behavior of
the microwave resonance fields for parallel and perpen-
dicular orientations in the region of existence of the col-
umn phases is different. Moreover, the temperature
dependences of the resonance field H||, the line widths,
P

and the parameter D during the transition from the Colrd
and Colhd phases to the columnar Colxd phase are non-
linear.

The behavior of the resonance field shifts and the
line widths is analogous to the behavior of these param-
eters in anisotropic ferromagnets [10] and antiferro-
magnets [11] above the critical point, where such a
behavior is due to the growth of the spin correlation
effects [10].

To clarify the nature of these anomalies, we carried
out measurements of the magnetic susceptibility, the
dielectric permittivity and the relaxation time for com-
pound 1 in standard temperature regimes (cooling,
heating) of the sample.

The magnetic susceptibility (Fig. 6a) is described by
the Curie–Weiss law, χ = C/(T – Θ) + χdia, in the tem-
perature interval 4.2–400 K with the constant C corre-
sponding to the spin value S = 3/2, χdia =
−1023 cm3/mol, and Θ = 0.65 K. This is evidence of the
weak ferromagnetic exchange interactions (J/k =
0.13 K) between the chromium (III) ions. Such value of
the exchange integral is too small to lead to the anoma-
lous changes in the resonance field H|| position and in
HYSICS OF THE SOLID STATE      Vol. 43      No. 6      2001
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the fine-structure parameter D detected in the higher
temperature columnar phases to be explained by the
magnetic ordering.

The nature of the EPR-registered anomalies is,
probably, associated with the internal electric field act-
ing on the chromium atom. To test this assumption,
dielectric measurements were carried out by Feldman
and coworkers. At Tc = 54.8°C (327.9 K), a phase tran-
sition (Figs. 6b, 6c) from the paraelectric state to the
dipole-ordered state was observed. This transition was
connected with the dynamical contribution from the
soft mode.

It was shown in [12–14] that the nonlinear tempera-
ture dependence of the EPR line positions and of the
fine-structure parameter D can be due to the contribu-
tion from the soft mode (the optical branch of the crys-
talline lattice vibration spectrum, the frequency of
which vanishes at the phase transition temperature Tc at
some point of the Brillouin zone).

The dependence of the soft mode frequency upon
the temperature, the wave vector, and the propagation
PHYSICS OF THE SOLID STATE      Vol. 43      No. 6      200
direction is expressed by the formula [12, 13]

(4)

where θ is the angle between the direction of the spon-
taneous polarization and the phonon propagation direc-
tion.

Let us express the contribution of the soft mode as a
displacement of the Cr3+ ion U(t) relative to the sur-
rounding lattice (as in [12]):

(5)

where D0 is the term connected with the static contribu-
tion of the surrounding ions. Expanding ∆D in powers
of the displacement U(t) for small U(t) and taking time
average of D(t), we get

(6)

where d is the expansion coefficient of U(t)2 in D(U(t)),
nq is the number operator of phonons, K is a constant,

ωq
2 α2 T Tc–

Tc

--------------- 
 

γ
β2q2 q2λ2 θ,cos

2
+ +=

D t( ) D0 ∆D U t( )( ),+=

D t( )〈 〉 D0 K2d/ωq( ) 2nq 1+( ),∑+=
1
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and ωq is the frequency of the soft mode with the wave
vector q.

When the temperature approaches Tc, we have
ωq  0; the contribution from the soft mode
increases; and, according to Eq. (6), the parameter D
grows considerably. Equation (6) was integrated in [12,
13] with respect to q and θ over the Brillouin zone, tak-
ing into account Eq. (4) and the high-temperature
approximation

(7)

where η = (βqm/α) and qm is the maximum value of the
wave vector q.

The anomalous shifts of the resonance fields are
closely related to the change in the D tensor. Taking
into account the linear relation between the position of
the EPR line and the value of D [14, 15], one gets an
expression for H(T) in the paraelectric phases.

(8)

The temperature dependences of H|| and D were
approximated using Eqs. (7) and (8) (see Fig. 5d). As is
clear from Fig. 5d, this approximation describes the
experimental data adequately. This proves the effect of
the soft mode on the EPR spectra of the chromium ions
of compound 1 in the paraelectric phase. The values of
the critical exponent γ and η are typical of the ferroelec-
tric phase transitions, detected by EPR [13, 14].

Thus, the anomalous temperature dependences of
the parameter D and the resonance field H|| position for
compound 1 in the paraelectric phase are due to soft
mode vibrations.

The appearance of the soft-mode in the EPR spectra
of the chromium mesophases is due to the dynamic pro-
cess of the dipole ordering in the system. The specific
structure leading to a double-well-potential model,
which is necessary to understand the dynamic process
mentioned above, as well as the unusual value of the g
factor for the chromium (III) compounds, will be dis-
cussed in a separate work.

D T( ) D0 D1T D2T+ +=

× 1 – 
T Tc– γ/2

η
----------------------- η

T Tc– γ/2
----------------------- 

 arctan ,

H T( ) H0 H1T H2T+ +=

× 1
T Tc– γ/2

η
-----------------------–

η
T Tc– γ/2
----------------------- 

 arctan .
PH
The obtained result, independently of the concrete
structural model explaining it, is of interest in connec-
tion with the problem of searching for liquid crystalline
supramolecular structures with collective ferroelectric
properties.
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Abstract—The x-ray absorption near-edge structure (XANES) of Al90FexCe10 – x (x = 3, 5, 7) is measured
above the Fe K edge and analyzed theoretically by the multiple scattering method. By comparing the experi-
mental data with the theoretical findings, the most adequate model for describing the neighbor environment of
Fe atoms is chosen. Since the dipole transition matrix element is a smoothly varying function of energy near
the Fe K edge, the x-ray absorption fine structure in this energy range characterizes the density of free p states
of Fe in the conduction band of Al90FexCe10 – x alloys. © 2001 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

Al90FexCe10 – x (x = 3, 5, 7) show metallic properties
and have a glasslike structure [1]. These compounds
possess many interesting mechanical [2] and magnetic
properties [3]: they have high strength and ductility,
low density, and high corrosion resistance. A study of
their local structure provides important information
that provides insight into the nature of the properties of
these compounds. Their geometrical structure has been
studied by x-ray diffraction [4], neutron and x-ray scat-
tering [1], and extended x-ray absorption fine structure
(EXAFS) spectroscopy [5].

The electronic structure of the Al–Fe–Ce system has
been investigated by XANES [6] and angle-resolved
x-ray photoelectron spectroscopy [7]. The unoccupied
states near the bottom of the conduction band in these
alloys significantly affect their physical properties. How-
ever, these states have not been adequately studied.

In this work, we performed XANES measurements
near the Fe K edge. The data obtained are analyzed the-
oretically within the multiple-scattering approxima-
tion. The objective of this study was to elucidate the
local structure of the Al90FexCe10 – x system and the fea-
tures of their electronic structure by using x-ray absorp-
tion fine structure data. Earlier, the multiple-scattering
method was employed to study the properties of vari-
ous materials [8]; in particular, it was successfully
applied to ordered alloys Ni3Al and Al3Ni [9].

2. EXPERIMENT AND CALCULATION 
TECHNIQUE

The x-ray absorption spectra of iron in the alloys
under study were measured in transmission geometry at
the Stanford Synchrotron Center. The experimental
energy resolution in the energy range covered was
1.0 eV. The spectra are recorded in steps of 0.3 eV by
using an ionization chamber. The iron foil spectrum is
1063-7834/01/4306- $21.00 © 0993
used to calibrate the photon energy. Thin film speci-
mens are prepared based on an x-ray transparent
kapron ribbon. The ribbon is folded in two to make the
specimens more homogeneous. The recorded spectra
are corrected for the beam-current function in the stor-
age ring.

Table 1.  The parameters of the neighbor environment of an
absorbing Fe atom in five inequivalent positions in the FeAl3
model

Shell Number of atoms 
in the shell

Average shell 
radius, Å

Fe1

1 4 2.32435

2 4 2.63015

3 3 2.80345

Fe2

1 6 2.53195

2 4 2.73690

3 6 4.18040

Fe3

1 4 2.35330

2 4 2.55860

3 3 2.82335

Fe4

1 8 2.51825

2 2 2.75160

3 1 3.00520

Fe5

1 3 2.38900

2 5 2.57810

3 3 3.32765
2001 MAIK “Nauka/Interperiodica”
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The calculational multiple-scattering technique
used in this work was described in [10]. The neighbor
environment of an Fe atom in an Al90FexCe10 – x alloy is
considered using model compounds FeAl6 [11] and
FeAl3 [12]. The parameters of several shells of Fe atom
neighbors are listed in Table 1 for the FeAl3 model alloy
and in Table 2 for the FeAl6. For the latter model alloy,
the original interatomic spacings are decreased by 4%.
The phase shifts are calculated using a muffin-tin (MT)
potential with contacting MT spheres. The MT radii
and MT parameters are determined following the MT
constructing procedure described in [10]. The crystal
potential is constructed using the Mattheiss scheme
with an exchange parameter equal to 1.0. The atomic
charge densities are calculated by the Dirac–Slater self-
consistent method. The phase shifts for orbital angular
momentum values up to 3 are taken into account.

Table 2.  The parameters of the neighbor environment of an
absorbing Fe atom in the FeAl6 model with interatomic dis-
tances decreased by 4%

Shell Number of atoms 
in the shell

Average shell 
radius, Å

1 10 2.42905

2 10 4.07390

3 6 4.35495

0.5

71207100 7140 7160 7180 7200
Energy, eV

0

1.0

Absorption, arb. units

1

2

Fig. 1. Experimental x-ray absorption spectra near the Fe K
edge of (1) an amorphous and (2) a crystalline Al90Fe3Ce7
alloy.
P

When comparing the experimental and theoretical
spectra, we took account of the experimental spectrum
broadening due to the finite lifetime of the core hole
and the finite mean free path of the photoelectron, as
well as the experimental error. The width of the K
energy level is taken to be 1.25 eV [13]. The energy
dependence of the mean free path was calculated in
[12]. The experimental energy resolution is 1.0 eV. All
these factors are taken into account in the imaginary
part of the complex potential.

3. RESULTS AND DISCUSSION

Figure 1 shows the experimental x-ray absorption
spectra above the iron K edge in an amorphous and a
crystalline Al90Fe3Ce7 alloy. It is seen that the spectra in
these two cases differ in the region of the fundamental
absorption edge and they also differ in the position of
the higher energy peak. In this work, we analyzed the
spectrum of the amorphous Al90Fe3Ce7 alloy.

We considered two models. One of them is an FeAl3
alloy [12]. In its crystalline structure, there are five
inequivalent positions of Fe atoms. The theoretical
spectra calculated for these positions and the average
spectrum characterizing the alloy as a whole are pre-
sented in Fig. 2. Since the neighbor environments for
these five Fe-atom positions are different, the shape of
the partial spectra also varies with the Fe position.
However, the agreement between the overall spectrum

1

400 6020 80 100
Energy, eV

2

Absorption, arb. units

Theory
sum.

Fe5

Fe4

Fe3

Fe2

Fe1

Fig. 2. Theoretical x-ray absorption spectra near the Fe K
edge for an Fe atom in five inequivalent positions and the
average spectrum of the FeAl3 model alloy.
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calculated for this model alloy and the experimental
spectrum is poor. The other model alloy is FeAl6 [11].
Figure 3 shows the theoretical spectra for this alloy. The
lower three curves in Fig. 3 show the dependence of the
shape of the spectrum on the number of atoms in the
cluster taken for the calculation. It can be seen that the
main characteristic features (A, B, C) of the spectrum
are reproduced even in the case of a small cluster that
contains only the first shell of neighbors (11 atoms,
curve “1 shell”). However, as a larger number of atoms
(up to 27) is taken into consideration, some finer fea-
tures appear in the spectrum (feature A' near A) and the
agreement between the theoretical and experimental
spectra becomes better (curve “3 shells”). A compari-
son of the spectra of the FeAl6 alloy calculated for the
two values of the interatomic distance that differ by 4%
(r = 0.96 and 1.0) shows that the energy position of
peak C is in better agreement with the experiment for
the smaller interatomic distance.

Figure 4 compares the experimental iron K-edge
x-ray absorption spectrum of Al90Fe3Ce7 and the theo-
retical Fe K-edge absorption spectra of the FeAl3 and
FeAl6 model alloys (Tables 1, 2). For FeAl6, the original
interatomic distances are decreased by 4% (Table 2). It
can be seen that both models reproduce the specific
shape of the experimental XANES spectrum. However,
the energy position of peak C and the doublet structure
below the absorption edge (A–A') are described better

1.0

400 6020 80 100
Energy, eV

2.0

Absorption, arb. units

0.5

1.5

2.5

A

A'

B C
Experiment

Theory,
r = 1

3 shells

Theory,
r = 0.96
3 shells

2 shells

1 shell

Fig. 3. Theoretical x-ray absorption spectrum near the Fe K
edge of the FeAl6 model alloy. The lower three curves show
the dependence of the shape of the spectrum on the cluster
size.
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by the FeAl6 model. This is also the case with the spec-
tra of other alloys (Al90Fe5Ce5, Al90Fe7Ce3), which are
not presented in this paper. Thus, it may be concluded
that the neighbor environment of Fe atoms in
Al90FexCe10 – x alloys (x = 3, 5, 7) is similar to that in the
FeAl6 model alloy but with the interatomic distance
being decreased by 4%.

The fine structure of the x-ray absorption spectrum
is determined not only by the phase shifts and the struc-
ture of the neighbor environment, but also by the tran-
sition matrix element [given by Eq. (2)], which affects
the relative intensity.

As is known, in the dipole approximation, the iron
K-edge x-ray absorption coefficient α(E) is propor-
tional to the density of unoccupied Fe p states and to the
transition matrix element; that is,

 (1)

Here, (E) is the partial density of unoccupied Fe p
states and the normalized dipole transition matrix ele-
ment is given by

 (2)

α E( ) mL E( ) 2N p
Fe E( ).∼

N p
Fe

mL E( )
drΦl r E,( )∆ r( )Ψc r( )∫

drΦl
2 r E,( )∫[ ]

1/2
-------------------------------------------------------,=

400 6020 80 100
Energy, eV

Absorption, arb. units

1

2

3

A

A'

B C

3

2

1

Fig. 4. X-ray absorption spectra near the Fe K edge:
(1) experimental spectrum of an amorphous Al90Fe3Ce7
alloy and theoretical spectra of (2) the FeAl3 and (3) FeAl6
model alloys.
1
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where Φl(r, E) is the solution of the radial Schrödinger
equation with an MT potential characterized by energy
E, ∆(r) is the electron–photon interaction operator, and
Ψc(r) is the K-level wave function.

Since the dipole matrix element depends only
slightly on the energy in the range 30 eV higher than the
fundamental absorption edge, the Fe K-edge absorption
in the compounds in question can be used to investigate
the density of unoccupied Fe p states in the conduction
band.

4. CONCLUSION

Thus, analysis of the theoretical XANES spectra
above the Fe K edge allowed us to choose an adequate
model for the neighbor environment of Fe atoms. It is
shown that the FeAl6 model with its interatomic dis-
tance decreased by 4% agrees better with the experi-
mental data. The experimental iron XANES spectra can
be used to investigate the partial density of unoccupied
Fe p states in the conduction band of Al90FexCe10 – x
alloys (x = 3, 5, 7).
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Abstract—Oscillatory atomic relaxation in symmetrical grain boundaries in metals is investigated by molecu-
lar-dynamics methods. It is found that the density of atoms varies nonmonotonically in various metastable grain
boundaries and that the amplitude, period, and character of damping of the oscillations are virtually the same
in these boundaries. A continuum model is proposed for surface layer deformation produced by linear distrib-
uted forces and is shown to adequately describe oscillatory grain-boundary relaxation. © 2001 MAIK
“Nauka/Interperiodica”.
In [1, 2], by high-resolution field ion microscopy
and computer simulation, it has been shown that, in
symmetrical special (commensurate) grain boundaries,
collective grain-boundary relaxation occurs in addition
to mutual translational displacements of the lattices of
adjacent crystallites [3]; this relaxation consists in
translations of atomic planes parallel to the plane of the
boundary. Translational zone shifts of individual
atomic planes in the core of a boundary can be as large
as the spacing between atomic planes and, therefore,
must be taken into account when calculating lattice
sums in models of rigid-grain-boundary relaxation.
Taking zone shifts of atomic planes into consideration
allows one to fully describe the atomic structure of
commensurate boundaries in terms of a limited number
of parameters characterizing the state of near-boundary
atomic planes.

Of special interest are translational zone shifts of
atomic planes that cause the density of atoms to oscil-
late in the vicinity of grain boundaries. These oscilla-
tions are observed not only in metals, but also in cova-
lent and ionic crystals [1, 3]. It is obvious that they sig-
nificantly affect the kinetics of formation and migration
of point defects and can be the reason for the difference
between the structural and diffusion widths of grain
boundaries [4] and for the oscillatory interaction
between lattice dislocations and symmetrical commen-
surate boundaries [5].

The character of oscillations of the density of atoms
is determined by many macroscopic and microscopic
parameters which characterize the structure and micro-
topography of grain boundaries [3]. This circumstance
severely hampers the elucidation of the physical nature
of this phenomenon. In this paper, we investigate the
oscillatory behavior of the density in the vicinity of the
same boundary in different structural states. The atomic
1063-7834/01/4306- $21.00 © 20997
structure and the field of dilatation of a 38.9° [110] tilt
boundary in bcc metals are investigated by using com-
puter simulation techniques. Previous investigations of
this boundary [6] have revealed several metastable con-
figurations of cores corresponding to different transla-
tional shifts of the lattices of adjacent grains.

In our calculations, a bicrystal is taken to consist of
1350 atoms forming 40 atomic planes {114}. Com-
puter simulations are performed by the molecular-
dynamics method in the pairwise-potential approxima-
tion, following a procedure described in [5, 6]. The lat-
tices of the adjacent grains are translated in the plane of
the tilt boundary along the x axis parallel to the [ ]
direction. The y axis is taken to be parallel to the tilt
axis [110], and the z axis is normal to the plane of the
boundary. A special (commensurate) symmetrical

 boundary with its tilt axis parallel to [110] and
the tilt angle 38.9° is investigated; for this boundary, the
inverse density of sites of the coincidence lattice Σ is
equal to 9.

Figure 1 shows the atomic structure of a

38.9°[110] tilt boundary in a tungsten bicrystal
as projected onto the (110) plane. This configuration
occurs after the lattices of the adjacent grains undergo

translations along the  direction by a distance of
0.258 nm followed by atomic relaxation of the bicrys-
tal. In Fig. 1, the atoms situated in the core of the
boundary and having a higher excess energy are
enclosed in circles. The maximum excess energy in the
core is 0.70 eV/atom. A translation by 0.206 nm takes
the boundary to the metastable state described in [2, 5].

The core configurations of the Σ9  38.9°[110]
grain boundary in these two states differ drastically;

after the 0.258-nm shift, the two  planes coa-

221

114( )

114( )

221[ ]

114( )

114( )
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lesced completely at the core center (Fig. 1), whereas
after a shift of 0.206 nm, two pairs of atomic planes
parallel to the plane of the boundary coalesced partly at
the core [2]. However, the gross features of the grain
boundary relaxation in these two structural states are
similar. Figure 2 illustrates the oscillatory behavior of
atomic relaxation in the vicinity of grain boundaries in
the metastable states characterized by translational
shifts 0.258 (curve 1) and 0.206 nm (curve 2). It can be
seen from Fig. 2 that the amplitudes, periods, and char-
acter of damping of oscillations in these two metastable
states are virtually the same; only the oscillation phases
of interplanar spacings are different.

The reason for the spatial oscillations of the spac-
ings between atomic planes in the vicinity of grain
boundaries is widely believed to be associated with the
curving of atomic planes near the cores of grain-bound-

1

2

3

1

2

0

0.6

2
N

d, Å

1.2

1.8

4 6 8 10 12

Fig. 1. Arrangement of atoms in the vicinity of the Σ9
38.9°[110] tilt boundary. 1 and 2 are atoms in two

adjacent (110) planes, and 3 are atoms with an excess repul-
sion energy.

114( )

Fig. 2. Oscillations of interplanar spacings in the vicinity of
grain boundaries in the metastable states caused by a trans-
lation of the adjacent grains by (1) 0.258 and (2) 0.206 nm.
N is the number of the atomic  plane.114( )
P

ary edge dislocations [3]. The formation of structural
grain-boundary dislocations is due to cohesion forces
acting between adjacent crystallites and producing a
relaxing displacement field. This model allows one to
qualitatively describe density oscillations and coales-
cence of grain-boundary atomic planes. However, the

Σ9 38.9°[110] tilt boundary considered in this
paper, as well as other symmetrical commensurate
grain boundaries with a high density of coincident sites,
has no structural grain-boundary dislocations. Since the
oscillatory character of variations in the density of
atoms in the near-boundary region virtually does not
depend on the atomic structure of the core (Fig. 2), it is
not unreasonable to analyze the grain-boundary relax-
ation phenomenologically in the framework of the lin-
ear elasticity theory. This analysis is presented below.

A crystallographic and geometrical analysis of the
symmetrical commensurate grain boundary in question
[6] reveals that this tilt boundary can be considered as
a dislocation-free staircase-like vicinal surface with ter-
races being parallel to the singular {112} faces. The

spacing between grain-boundary steps is (a/2)
(the half-period of the lattice in the direction perpendic-
ular to the tilt axis). At these dislocation-free steps,
repulsive short-range forces operate because of the
interaction between the adjacent grains. Using the com-
puter simulation data, we calculated the local stresses
by the method described in [3]. It is found that in the
vicinity of atoms with a higher excess energy in the
boundary with a translational shift of 0.258 nm (Fig. 1),
the compression stress component σzz, normal to the
surface, is equal to 31 GPa; i.e., it is of the order of
0.1E, where E is Young’s modulus. The repulsive short-
range forces operating mainly in the vicinity of rela-
tively close-packed 〈110〉  chains of atoms (enclosed in
circles in Fig. 1) produce a grain-boundary dilatation,
the limiting value of which is determined by the work
of the attractive long-range forces acting between the
atoms of the adjacent grains. Taking into account that
the basic characteristics of atomic-density oscillations
(period and damping) depend only slightly on the
atomic structure of the boundary core with a change in
the structural state of the boundary, we replace the com-
plex pattern of interaction between adjacent crystallites
by the interaction between periodic arrays of parallel
lines. Linear distributed forces are assumed to be local-
ized near close-packed atomic chains on the grain
boundary, which are characterized by an excess energy
(Fig. 1). Each of the crystallites is considered as an
elastic continuum bounded by a plane surface. The dis-
tance L along the x axis between the lines to which the
forces are applied is equal to the half-period of the lat-
tice in the direction perpendicular to the tilt axis. The
forces Pz, uniformly distributed over the tilt axis y, are
directed along the z axis, normal to the plane surface
bounding the elastic half-space.

114( )

221[ ]
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The linear distributed force Pz acting on the plane
surface bounding the elastic half-space produces a
strain field [7]

 (1a)

 (1b)

 (1c)

where Pz is the applied force per unit length and σ is the
Poisson ratio.

At z @ L, the infinite array of parallel linear distrib-
uted forces produces a homogeneous compression of
the crystallite. At the same time, as follows from the
computer simulation data, all components of the stress
tensor vanish at such distances. In order to meet the
requirement of the strains being equal to zero at large
distances from the surface, one should subtract the
strain produced by the long-range stress field. The
strain field produced by the system of parallel linear
forces can be calculated from Eqs. (1a)–(1c) in the
same manner as the strain field of an array of lattice dis-
locations in [8]. The result is

 (2)

where X = 2πx/L and Z = 2πz/L.
The relaxing shifts can be found if the atomic dis-

placements in adjacent planes parallel to the tilt bound-

ary are given. For the Σ9 38.9°[110] tilt bound-
ary at hand, the displacements of atoms in the ith

 plane can be written as [2]

 (3)

Figure 3 shows the relative relaxing shift of the 
planes calculated within the continuum model as a

function of the distance from the Σ9 38.9°[110]
tilt boundary (curve 2). The local values of the spacing
between atomic layers i and (i + 1) are determined from
Eqs. (2) and (3) as di = d + (Ui + 1 – Ui). For comparison,
Fig. 3 also shows the calculations by the molecular-
dynamics method (curve 1). Since the linear distributed
forces cannot be found in the framework of the elastic-
ity theory, we used those values of Pz that gave the best
fit of the calculated data to the experimental curve. It
follows from Fig. 3 that the continuum model in which
the interaction between the atoms of the adjacent crys-
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tallites is replaced by the interaction between periodic
arrays of lines at which linear distributed forces act in
the direction normal to the surface of each crystallite
describes the oscillatory atomic grain-boundary relax-
ation adequately (except for a thin layer, one to two
interplanar-spacing thick, to which the linear elasticity
theory is certain to be inapplicable).

It should be noted that an analogous model was pro-
posed by Marchenko and Parshin [9] for the free sur-
face of a crystal. By considering the relaxation of the
surface layers as their response to the action of linear
distributed forces, many subtle morphological effects
that occur in the surface layers of solids (from cryoc-
rystals [10] to refractory metals [11]) can be described
quantitatively. It is interesting to note that the contin-
uum approximation adequately describes relaxation
processes in grain-boundary (Fig. 3) and free-surface
regions [8] even in the cases where the local deforma-
tion in the direction normal to the boundary far exceeds
the limiting amount of macroscopic deformation for the
linear elasticity theory to be applicable. The adequacy
of the continuum approximation for describing the
oscillatory grain-boundary and surface relaxation is
likely to be due to the fact that, when the spacing
between vicinal (loosely packed) sheets of atoms varies
nonmonotonically, the relative change in the distance
between the nearest neighbor atoms is small enough for
the linear elasticity theory to be applicable.
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