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Abstract—The paper discusses the theory of quantum effects in incipient and low-temperature ferroelectrics and
its application to the description of some phenomena observed in SrTiO3, KTaO3, and solid solutions based on
these compounds. Two approaches are considered, namely, the Barrett theory in the framework of the single-ion
(one-sublattice) Devonshire–Slater model and the Rechester and Khmel’nitskiœ–Shneerson theories developed in
terms of a soft ferroelectric (polar TO) mode dressed by its anharmonic interaction with zero-point and thermal
lattice vibrations. Consideration is given to the specific features of an isoelectronic-impurity-induced ferroelectric
phase transition in incipient ferroelectrics, the theory of an isotopic-impurity-induced ferroelectric phase transition
in incipient ferroelectrics, the theory of the isotopic Curie-temperature shift in low-temperature ferroelectrics, and
the electric-field effect on the dielectric properties of incipient and low-temperature ferroelectrics. © 2001 MAIK
“Nauka/Interperiodica”.
1. INTRODUCTION

Displacive ferroelectrics contain a group of incipi-
ent and low-temperature ferroelectrics which possess a
number of specific properties at low temperatures. The
best known of them are compounds of the perovskite
family, such as strontium titanate SrTiO3, potassium
tantalate KTaO3, and calcium titanate (perovskite)
CaTiO3 [1]. One should also class titanium dioxide
(rutile) TiO2 [2] and lead telluride PbTe with the incip-
ient ferroelectrics [3–5]. Depending on its composition
(the concentration of tin vacancies), tin telluride SnTe
can be either an incipient [6] or a low-temperature fer-
roelectric with a phase-transition temperature depen-
dent on vacancy concentration [7–11].

Considerable attention has been focused recently on
the study of the properties of SrTiO3, KTaO3, and
CaTiO3, as well as of solid solutions based on these
compounds. Of particular interest in this respect is
strontium titanate, which is used to obtain promising
materials for the development of microelectronics, in
particular, of dynamic-memory cells [12]. The anoma-
lous low-temperature dielectric (nearly ferroelectric)
properties of strontium titanate appear to offer consid-
erable application potential [13–15]. Under normal
conditions, SrTiO3 is an incipient ferroelectric. Stron-
tium titanate exhibits anomalous dielectric properties at
low temperatures [16], but it remains a paraelectric
down to 0 K [16, 17] due to both quantum effects [18,
19] and the tetragonal distortion of the cubic structure
below the antiferrodistortive (AFD) structural phase
1063-7834/01/4308- $21.00 © 21401
transition at 105 K [20].1 To stress the significance of
the quantum effects (zero-point atomic oscillations) in
the paraelectric-phase stabilization at 0 K, Müller and
Burkard [17] introduced the term “quantum paraelec-
tric” for SrTiO3.

Interest in the low-temperature properties of stron-
tium titanate is also stimulated by the observation of
structural, dielectric, and ultrasonic anomalies at T =
Tq1 ≅  30–40 K [26–31] and Tq2 ≅  65 K [21, 32]. Partic-
ular interest was generated by the suggestion of the
existence of a new phase in SrTiO3 below 37 K [27].
While more than one conjecture has been put forward
on the nature of the Müller state [29–31, 33–35], this
problem still remains unclear. There are grounds to
maintain that Müller’s hypothesis [30] that a coherent
quantum state similar to superfluidity in liquid helium
occurs in SrTiO3 below 37 K finds neither experimental
nor theoretical confirmation and to maintain that the
observed effects are of a dynamic character [31].

The dielectric properties of SrTiO3 are similar to
those of the paraelectric phase of real perovskite-struc-
ture ferroelectrics (BaTiO3, PbTiO3, KNbO3) in that
there is a soft polar transverse optical (TO) mode whose
frequency ωf tends to zero with decreasing temperature

1 At Ta = 105 K, strontium titanate undergoes a second-order struc-

tural phase transition from the cubic phase with  (Pm3m) sym-

metry to the tetragonal (nonpolar) phase with  (I4/mcm) sym-
metry, which is accompanied by primitive-cell doubling and is
associated with the condensation of a soft mode with Γ25 symme-
try at the R point of the Brillouin zone (BZ) boundary [21–25].
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[20, 36–43] and in that one observes an anomalous
growth of the low-frequency permittivity ε for T  0 K
[16, 17, 32, 44–52]. The potassium tantalate KTaO3,
which retains cubic symmetry down to 0 K, exhibits
similar but not so strongly pronounced dielectric prop-
erties. This compound also features a soft ferroelectric
(FE) mode whose frequency tends to zero with decreas-
ing temperature [43, 53–56] and exhibits an anomalous
growth of ε with T  0 K [48, 57–61].

The calcium titanate CaTiO3 is a noncubic crystal
below 1580 K [62], and its permittivity exhibits a
behavior typical of incipient ferroelectrics at low tem-
peratures [63–65].

Experimental data on ε(T) and ωf(T) obtained for
SrTiO3 and KTaO3 show that both compounds are char-
acterized by a temperature T1 above which ε(T) follows
the Curie–Weiss law B + C/(T – T0) and that the squared
soft-mode frequency scales linearly with temperature as
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A(T – T0). For SrTiO3, T1 ≈ 100 K and T0 ≈ 40 K
[20, 50].2 The data on ε(T) obtained for KTaO3 yield
T1 ≈ 30 K and T0 ≈ 4 ± 2 K [58], and the data on ωf(T)
[43] suggest similar values of T1 and T0. The tempera-

ture dependences  for SrTiO3 and KTaO3 [20, 43]
are shown graphically in the figure.

As the temperature drops below T1, a deviation from
the Curie–Weiss law is observed, namely, the growth of

ε(T) and falloff of  slow down. As a result, the
soft FE mode remains stable down to 0 K and ε(T)
reaches values of εa = 41900 and εc = 9380 in SrTiO3
[49] and ε = 3800 in KTaO3 [60], while varying only
slightly in the immediate vicinity of 0 K [16, 17].

A characteristic feature of displacive ferroelectrics
is the anomalous behavior of the single-phonon contri-
bution to the permittivity [66–68], which can be written
as3

 (1)

where εr is the sum of the electronic contribution (ε∞)
and of the contributions due to the other (high-fre-
quency) polar TO modes and λf is the oscillator strength
of the soft polar TO mode. Equation (1) relates not only

ε(T) with  but also ε(X) with , where X is a
variable characterizing the state of the system acted
upon by a static perturbation, which can be external
pressure, uniform electric field, the concentration of
impurity atoms (including isotopes), etc.

Theory suggests that in the situation considered
here, one can neglect the dependence of the other quan-
tities (εr, λf) on T and X [68] (for more details, see Sec-
tion 2). Most available experimental data support this
suggestion.

The effect of various factors on the low-temperature
dielectric properties of SrTiO3 and KTaO3 has been
dealt with in many papers. The influence of the electric
field on the properties of SrTiO3 was studied in [32, 45,
46, 51, 52]. Study of the effect of hydrostatic pressure
on the properties of SrTiO3 and KTaO3 [48, 59, 60]
revealed that the permittivity decreases under pressure.
At the same time, it was found [49, 61, 69] that uniaxial
pressure can induce an FE phase transition in these
compounds. Many papers have reported on the investi-
gation of the effect of isoelectronic impurities on the
properties of SrTiO3 and KTaO3; they showed that even
very low (but finite) concentrations of impurity atoms

2 Viana et al. [50] showed that parameterization of the ε(T) relation
made using the Curie–Weiss law for the temperature region above
T1 > 100 K yields the above value of T0, while parametrization per-
formed at temperatures 50 < T < 100 K leads to T0 = 20 K.

3 The thermodynamic approach based on the free energy formu-
lates the theory in terms of force constants corresponding to the
limiting TO modes (see Section 2).
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are capable of transforming a solid solution into a low-
temperature ferroelectric [70–85].

The influence of isotopic oxygen substitution,
16O  18O, on the dielectric properties of SrTiO3 was
also studied [86–88]. It was found that for 18O concen-
trations above 37%, strontium titanate becomes a low-
temperature ferroelectric and that when 18O is substi-
tuted completely for 16O, the Curie temperature4 TC
reaches 23 K.

These and many other phenomena observed in
SrTiO3 and KTaO3 at low temperatures are character-
ized by deviations of the temperature, concentration,
and other dependences from the relations predicted by
classical theory. These deviations are conventionally
related to the quantum effects associated with the tran-
sition from classical to quantum statistics as one
approaches absolute zero. This review discusses the
theory of quantum effects in incipient and low-temper-
ature ferroelectrics and its application to the description
of some phenomena observed in SrTiO3, KTaO3, and
related solid solutions.

Section 2 considers the problems associated with
general theory and the theories of quantum effects in
terms of the Devonshire–Slater–Barrett single-ion
(one-sublattice) model [18, 89, 90] and in terms of the
soft FE (polar TO) mode dressed via the anharmonic
interaction with zero-point and thermal lattice vibra-
tions [19, 91]. Section 3 discusses specific features of
the FE phase transition induced in incipient ferroelec-
trics by isoelectronic impurities. Section 4 deals with
the theory of the isotopic-impurity-induced FE phase
transition in incipient ferroelectrics and of the isotopic
shift of the Curie point in low-temperature ferroelec-
trics. Section 5 is devoted to the electric-field effect on
the dielectric properties of incipient and low-tempera-
ture ferroelectrics.

2. MICROSCOPIC THEORY

Consider the free energy ̂  of a displacive ferroelec-
tric as a function of the temperature and amplitude of
the FE soft mode xf, which we consider to be an order
parameter. The Landau expansion of ^(xf) for a
clamped crystal can be presented in the form [68]5 

 (2)

where kf(T) is a generalized force constant correspond-
ing to the soft mode, ̂ ah includes the anharmonic expan-

4 We understand by the Curie temperature the temperature of a real
second-order ferroelectric phase transition.

5 Vaks [68] introduces polar optical displacements through Jacobi
coordinates depending on the nuclear masses. This way is no
longer convenient when one considers some other problems, for
instance, the isotopic effect. The approach described in the
appendix, which was used in [92] for the case of zero tempera-
ture, is more adequate to our task.

^ T xf,( )
1
2
---kf T( )xf

2 ^ah xf{ }( ) v 0PE,–+=
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sion terms, v0 is the primitive-cell volume, and the elec-
tric polarization is given by the expression [68, 93]

 (3)

which is valid in the linear electronic-response approx-
imation [94–96]. Equations (2) and (3) are completely
equivalent to the Ginzburg–Devonshire expansion [89,
97] for a clamped crystal.

The low-frequency dielectric properties of displa-
cive ferroelectrics are described by the single-phonon
contribution to the permittivity, which, taking into
account Eqs. (2) and (3), can be represented in the form
(for the cubic paraelectric phase)

 (4)

The properties of the coefficient kf(T) of the quadratic
term in expansion (2), which is a generalized force con-
stant corresponding to the soft FE (polar TO) mode,
play a significant role in many phenomena associated
with ferroelectric properties.

We will discuss below the structure and microscopic
nature of kf(T), as well as the behavior of kf, in the pres-
ence of various perturbations in the low-temperature
domain, where the quantum effects become essential.
In accordance with the general principles of the theory
of lattice dynamics [68, 93], kf(T) can be represented as
the sum of the harmonic force constant kh and of the
temperature-dependent anharmonic term kah(T):

 (5)

In view of Eq. (A.5), kh does not depend on temperature
and nuclear mass, whereas kah is governed by the anhar-
monic interaction with zero-point and thermal lattice
vibrations [68, 99, 100] and depends on the temperature
and atomic mass. As follows from the experimental
ωf(T) and ε(T) relations, the kah(T) term is positive for
soft polar TO phonon modes in crystalline dielectrics for
T ≥ 0 K.6 One can extract the zero-point vibration contri-
bution kzp (which does not vanish in the T  0 K limit)
from the anharmonic term and, on combining it with kh,
recast kf(T) as [68]

 (6)

where

 (7)

It is usually assumed that in displacive ferroelec-
trics, the anharmonic interaction among phonons is
weak (meaning that the coupling constants are small)

6 This property is not universal for all optical modes, because, as
shown by experiments, in normal dielectrics, the temperature coef-
ficient ∂ω(T)/∂T is negative for optical modes and ∂ε(T)/∂T > 0
[96].

P
e

v 0
------]̂ f( )xf κ̂∞E,+=

ε T( ) εr

]2
f( )kv

kf T( )
-------------------, kv+

4πe2

v 0
-----------.= =

kf T( ) kh kah T( ).+=

kf T( ) k0 ∆kah T( ),+=

k0 kh kzp, kzp 0,>+=

∆kah T 0 K>( ) 0, ∆kah 0 K( )> 0.=
1



1404 KVYATKOVSKIŒ
Table 1.  Classification of the dielectric properties of materials with respect to the magnitude of their force constants kh, kzp,
and k0 = kh + kzp

Class of compounds kh kzp k0

Incipient displacive FEs _0 >0 >0

|kh| ! kat !kat !kat

Incipient displacive FEs (quantum paraelectrics) <0 >0 >0

|kh| < kzp !kat !kat

Low-temperature displacive FEs <0 >0 <0

kzp < |kh| ! kat !kat |k0| ! kzp

High-temperature displacive FEs <0 >0 <0

kzp ! |kh| . kat !kat |k0| ≈ |kh| . kat
[68]. For SrTiO3 and KTaO3, this is confirmed both by
the smallness of the damping constants for the soft FE
modes in these compounds [43] and by calculations of
the anharmonic corrections to the soft phonon mode
frequencies in SrTiO3 [101]. This means that the anhar-
monic corrections to the force constants are small com-
pared to the corresponding atomic estimates [68]:

 (8)

where r0 is the minimum interatomic distance. In per-
ovskites, kat ≈ 2 eV/Å2 [102, 103]. In contrast to kah(T),
the values of the harmonic force constant kh for the
polar TO phonon modes can range from .kat (normal

kzp ∆kah T( ) ! kat, , kat
e2

r0
3

----,=

Table 2.  Harmonic force constants kh and frequencies ωh of
the cubic phase of perovskite compounds obtained from ab
initio calculations

Compound kh, eV/Å2 ωh, cm–1

CaTiO3 –2.23a 153ic

140id

SrTiO3 –0.175a 41ic

BaTiO3 –3.401a 72ie

178ic

219i f

PbTiO3 –2.507a 125ig

144ic

KTaO3 0.48b 80 b

61ih

KNbO3 –2.993a 115i j

143ic

203ih

147ik

197il

Note: a [92], b [104], c [105], d [106], e [107], f [108], g [109],
h [110], j [111], k [112], l [113].
PH
dielectrics) to approximately .–kat (high-temperature
ferroelectrics).

Depending on the actual magnitude of kh for the soft
FE phonon mode, one may conceive various situations,
which are shown in Table 1. For illustration, Table 2 lists
the values of the force constants kh [92, 104] and the soft
FE mode frequencies calculated from first principles in
the harmonic approximation [104–113] for the cubic
phases of a number of perovskite-structure transition-
metal oxides, which are real or incipient ferroelectrics.
For all compounds (except KTaO3, as follows from
[104]), calculations predict an FE instability of the cubic
phase at 0 K, which becomes manifest in the negative
values of the force constants kh and imaginary values of
the frequencies ωh. Note that, in all cases, except SrTiO3,
theory predicts a strong FE instability of the cubic phase
(kh . –kat), which should manifest itself in the existence
of a high-temperature FE phase transition in these com-
pounds. It is known that BaTiO3, PbTiO3, and KNbO3
are high-temperature ferroelectrics, while in CaTiO3,
there is no FE phase transition [1].

Analysis of the experimental data on SrTiO3 [20]
(see Section 4) shows that, in the absence of an antifer-
rodistortive structural phase transition at 105 K, the soft
FE mode should loose its stability at T ≈ 30 K; this is in
full agreement with the theoretical calculations (see
Table 2). The tetragonal distortion of the lattice below
105 K stabilizes the soft FE mode and transforms the
strontium titanate into a quantum paraelectric in the tet-
ragonal phase. The term quantum paraelectric was
introduced in [17], but the fact that the zero-point vibra-
tion contribution to kf(T) stabilizes the paraelectric
phase at 0 K and is capable of suppressing the low-tem-
perature FE phase transition predicted by classical the-
ory was also understood by the authors of earlier works
[68]. The experimental data accumulated on ωf(T) in
KTaO3 [43, 53, 55, 56] show that |kh | ! k0, so that this
compound is an incipient ferroelectric but, perhaps, is
not a quantum paraelectric or is just at the boundary of
this state.

The difference between the properties of the soft FE
mode in SrTiO3 and KTaO3 at 0 K is more important
YSICS OF THE SOLID STATE      Vol. 43      No. 8      2001
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than the purely terminological question of whether the
potassium tantalate is a quantum paraelectric or not. In

SrTiO3, we have  = (0 K) =  +  ! ,

. According to [20], in SrTiO3 ω0, a = 7.6 cm–1,

 ≈ –1370 cm–2 (see figure), and ωzp ≈ 35.4 cm–1

(the mode being considered is of Eu symmetry; for
more details, see Section 4). At the same time, KTaO3
features another limiting case: |ωh | ! ωzp and ω0 ≈ ωzp.
According to [43], in KTaO3, ω0 ≈ 20 cm–1 and extrap-

olation of the linear part of the experimental (T)

curve yields a close-to-zero value of  (see figure).
Thus, in SrTiO3 there is nearly complete compensation
of the classical (harmonic) and quantum contributions

to (0 K), whereas ωf (0 K) in KTaO3 is dominated by
quantum effects. This difference was shown [114, 115]
to be of fundamental significance for the isotopic effect
in SrTiO3 and KTaO3 (for more details, see Section 4).

In CaTiO3, as in SrTiO3, the ferroelectric instability
of the cubic phase is suppressed, because below 1580 K
the calcium titanate transfers from the cubic to tetrago-
nal phase and a structural phase transition occurs at T ≈
1380 K to the orthorhombic phase with space group
Pbnm [62]. Measurements of the temperature depen-
dence of the permittivity in the orthorhombic phase
performed at temperatures from 4 to 300 K [63–65]
show a behavior of ε(T) typical of incipient ferroelec-
trics and intermediate between potassium tantalate and
rutile TiO2 [65].

The borderline state of these three perovskites, as
well as of the above-mentioned IV–VI compounds and
of rutile, stresses the significance of the effect of vari-
ous static perturbations (hydrostatic or uniaxial pres-
sure, substitutional impurities, isotopic substitution of
the host matrix atoms, etc.) on the low-temperature
properties of these materials, because even weak per-
turbations can convert them from incipient to real low-
temperature ferroelectrics. Consider the effect of a per-
turbation characterized, for instance, by a variable X, on
the temperature TC of a low-temperature FE phase tran-
sition. Because TC is a solution to the equation

 (9)

the TC(X) relation can be implicitly described, taking
into account Eq. (6), by the equation

 (10)

which has a physically meaningful solution for

 (11)

Denote by Xc the solution to the equation

 (12)

We readily see that Xc is the critical (threshold) value of
parameter X, because Xc is, at the same time, a solution

ω0
2 ωf

2 ωh
2 ωzp

2 ωh
2

ωzp
2

ωh a,
2

ωf
2

ωh
2

ωf
2

kf TC( ) 0,=

∆kah TC( ) k0 X( ),–=

k0 X( ) 0, i.e.,   for k h k zp – 0. ≤ ≤≤

k0 Xc( ) 0.=
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to the equation TC(Xc) = 0 K. Without any loss of gen-
erality, we shall assume that ∂k0(X)/∂X < 0. In view of
the above, for X > Xc, one can recast Eq. (10) in the
vicinity of X = Xc in the form

 (13)

whose solution can be represented as

 (14)

where Z = ∆ (Y) is an inverse function to Y = ∆kah(Z).
Thus, the dependence of the low-temperature FE phase
transition point TC on the variable X characterizing the
magnitude of a perturbation has a singularity near the
threshold value 
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c

 

. Its form is uniquely determined by

the temperature dependence 
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) or  at low tem-
peratures and, in view of Eq. (4), is related intimately to
the temperature dependence of the permittivity. We
consider below the character of these dependences
within the single-ion model (the Devonshire–Slater–
Barrett model [18, 89, 90]) and in the theory of the soft
FE (polar TO) lattice vibration mode in terms of the
renormalized perturbation theory in an anharmonic
interaction (the Rechester and Khmel’nitski
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son theories [19, 91]) and compare them with one
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reasonable to expect that, because ksr and kdd are of dif-
ferent nature, their derivatives with respect to parameter
X, which characterizes the magnitude of a perturbation,
not feature such a strong compensation. In section 3, we
are going to use the FE phase transition induced by
doping isoelectronic impurities into incipient ferroelec-
trics as an example to illustrate this situation in more
detail.

A particular case is a quantum paraelectric with
nearly complete compensation of the two above contri-
butions to k0, such that k0 ! |kh | ≈ kzp (this situation is
realized in SrTiO3). In this case, the magnitude of k0 is
strongly affected by small changes in both kh and kzp.
The latter occurs in isotopic substitution for the host
atoms. The harmonic force constant kh is virtually inde-
pendent of nuclear mass [93], and, in the domain where
classical statistics hold, this dependence does not exist
even in the most general description of interatomic
interaction. Thus, the effect of isotopic substitution on
kf(T) is limited to the region of fairly low temperatures,
where quantum effects become essential, and is associ-
ated with the dependence of the zero-point contribution
kzp on the atomic mass. The corresponding theory was
put forward in [114, 115] and will be discussed below
in more detail.

2.1. Single-Ion Model

Consider the simplest microscopic theory of quan-
tum effects in low-temperature and incipient ferroelec-
trics that provides an adequate description. The theory
is based on the single-ion (one-sublattice) model used
in the mean-field approximation. In the single-ion
model, the atoms of all sublattices except one, for
example, sublattice B, are fixed in their equilibrium
positions and each atom on sublattice B behaves as an
independent harmonic oscillator with a small anhar-
monic term added to the potential energy. The oscilla-
tors are coupled only through the mean internal electric
field induced by the average displacement of sublattice
B. The single-ion model was used by many authors to
describe the FE phase transition in displacive ferroelec-
trics [18, 68, 89, 90, 121, 122]. Like all strongly simpli-
fied models, the single-ion approximation has a fairly
limited applicability to real materials and yields an
inaccurate description, both quantitatively and qualita-
tively, of some of their properties. At the same time, this
model offers an understanding of the essence of the
matter without recourse to complex techniques
employed in renormalized perturbation theory in anhar-
monic interactions for the soft FE phonon mode. Within
this approach, using the quantum-mechanical theory of
the harmonic oscillator, Barrett [18] obtained the well-
known expression for the low-frequency permittivity ε
[see Eq. (22)] by generalizing the theory of Devonshire
and Slater [89, 90] to the case of low temperatures. The
work of Barrett was inspired to a considerable extent by
the measurements of the temperature dependence of ε
in SrTiO3 [16] and KTaO3 [57] in the 1.3- to 300-K tem-
P

perature interval. These measurements revealed a devia-
tion (a slowing down of the rise) of the temperature
dependence of ε from the Curie–Weiss law for T & 50 K
in both compounds, and in SrTiO3, one observed, in
addition, saturation of the ε(T) dependence below 4 K.

Barrett’s relation is used widely to describe the
influence of quantum effects on the temperature depen-
dence of ε0 in low-temperature and incipient ferroelec-
trics [2, 17, 20, 44–46, 48, 59, 60, 65, 123], on the tem-
perature dependence of the order parameter at low tem-
peratures for displacive phase transitions [124], and on
the dependence of the transition point TC on pressure,
impurity concentration, and other parameters charac-
terizing the state of the system [125]. It appears of inter-
est to discuss the results yielded by Barrett’s theory for
the phenomena occurring in ferroelectrics at low tem-
peratures and to find the bounds of its applicability. The
Hamiltonian in this model can be written in the form
[68]

 (16)

 (17)

 (18)

The free energy in the single-ion model can be pre-
sented as [18, 68, 89]

 (19)

where  = (0, 0, ) is the average displacement of sub-
lattice B and the generalized force constant kf(T) is
defined by

 (20)

where b = 3b1 + 2b2, ξ = V0 /a,

 (21)

and m is the mass of the ferroelectrically active ion.
Equations (19) and (20) directly yield the relation of
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Barrett [18] for the low-frequency permittivity:

 (22)

Consider the behavior of kf(T) and e0(T) in the high-
(T * "Ω/2) and low- (T ! "Ω) temperature domains.
For T * "Ω/2, one can conveniently use a high-temper-
ature expansion in a Laurent series:

 (23)

The first term in Eq. (23) does not contain the
Planck constant and yields results corresponding to the
classical consideration, whereas the other terms of
expansion (23) are quantum corrections. At low tem-
peratures, one can conveniently use the equality

 (24)

Using Eqs. (23) and (24), one readily derives from
Eq. (21) expressions for the mean squared amplitude of

oscillations of a ferroelectrically active ion  at
high and low temperatures:

 (25)

where the parameter δ is defined by 

 (26)

and

 (27)

are the mean squared amplitudes of the zero-point and
thermal oscillations of the ferroelectrically active ion,
respectively. As follows from Eqs. (25) and (26), the
condition for applicability of classical statistics is the
inequality δ = ("Ω/2T)2 & 1.

Let us discuss the generalized force constant kf(T),
which corresponds to a displacement of the sublattice
of ferroelectrically active ions as a whole in a self-con-
sistent potential, with the thermal and quantum fluctua-
tions included. In accordance with Eq. (5), kf(T) can be
represented as the sum of the harmonic force constant
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kh and an anharmonic correction kah(T), which, in view
of Eqs. (20) and (21), are defined by the expressions

 (28)

Using Eq. (24), one can extract from the anharmonic
term the zero-point contribution kzp, which does not
vanish in the T  0 K limit, and, on combining it with
kh, represent kf(T) in the form of Eqs. (6) and (7), where

 (29)

Taking into account Eqs. (23) and (24), one can obtain
the following expressions for kf(T) for high and low
temperatures:

 (30)

Equation (30) can be used to find the dependence of the
low-temperature FE transition point TC on the parame-
ter X characterizing the state of the system in the vicin-
ity of the critical (threshold) value Xc, which is a solu-
tion to Eq. (9). Recalling Eq. (14) and the definition in
Eq. (13), we find that, in the Barrett model for _ > 0,

 (31)

For _ < 0, the TC(X) dependence is described by
Eq. (31), in which one should replace _ with |_ | and
X – Xc with Xc – X.

Thus, at high temperatures, T * Ω/2, Barrett’s the-
ory reduces to the Curie–Weiss law for ε(T), while for
low temperatures, T ! Ω , it predicts ε(T) saturation fol-
lowing the law ε(T) = ε(0 K) – Aexp(–"Ω/T). The
behavior of the Curie temperature of the phase transi-
tion induced by a change in the X parameter character-
izing the state of the system is predicted by Barrett’s
theory to have a logarithmic singularity described by
Eq. (31) in the vicinity of the critical (threshold) value
Xc. Note that the dependence in Eq. (31) is stronger than
any power law of the kind of (X – Xc)α with 0 < α < 1.
The frequency Ω is usually treated as a fitting parame-
ter. However, in the Barrett–Slater–Devonshire theory,
this frequency has a definite microscopic meaning
determined by expression (21), where, for instance, for
the ABO3 perovskites, the parameters m and a are
respectively the mass of atom B and the harmonic force
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constant for this atom which is governed by short-range
forces). Using the results of nonempirical cluster calcu-
lations from [117], we find the parameters for SrTiO3 to
be a(Ti) ≅  26 eV/Å2, Ω(Ti) ≅  380 cm–1, and "Ω(Ti) ≅
547 K; for KTaO3, a(Ta) ≅  43 eV/Å2, Ω(Ta) ≅  254 cm–1,
and "Ω(Ta) ≅  366 K. These frequencies considerably
exceed the frequency of the soft polar TO mode in these
compounds at absolute zero. It will be shown below
that, within a more adequate approach based on analy-
sis of a system of anharmonically coupled lattice exci-
tations (anharmonically interacting phonons), the con-
tribution to kah(T) due to the high-frequency phonon-
spectrum branches, which possess a negligible disper-
sion, corresponds to Barrett’s theory.

2.2. Theory of a Soft Ferroelectric Mode Renormalized 
by Anharmonic Coupling

A more adequate and consistent approach in the
microscopic theory of displacive ferroelectrics is based
on the concept of a soft polar TO branch of the lattice
vibration spectrum which possesses dispersion and is
coupled to all phonon branches as a result of lattice
anharmonicity [68]. Anharmonic coupling gives rise to
renormalization of the phonon frequencies and eigen-
vectors, to line broadening, and to a temperature depen-
dence on these quantities. For weakly anharmonic crys-
tals, a perturbation theory in anharmonic coupling was
developed [67, 68, 126], which is based on temperature
Green’s functions and the corresponding diagrammatic
technique [127]. The effect of quantum fluctuations on
the properties of incipient and low-temperature ferro-
electrics was considered in terms of this approach in
[19, 68, 91, 101, 128–131].

Rechester [19] and Khmel’nitskiœ and Shneerson
[91] showed that the correlation effects in the quantum
fluctuation region lead to logarithmic corrections to the
results given by the Landau theory for cubic crystals, as
is the case with uniaxial ferroelectrics in the region of
classical fluctuations. Thus, in many problems, it is
found sufficient to treat the soft polar TO mode in the
self-consistent-phonon approximation, within which
the infinite chain of coupled equations for quantities
dressed by anharmonic interaction (vertices and self-
energy parts of phonons) is cut off in the lowest approx-
imation corresponding to the neglect of correlation
effects (an analog of the Hartree–Fock approximation
for electron systems). It was also shown [19, 91] that
quantum effects markedly influence the temperature
dependences of the soft TO mode frequency ωf and the
related quantities, e.g., ε, in the low-temperature
domain. These results were confirmed subsequently by
other authors [128–130]. In the book by Vaks [68], the
results obtained in [19, 91] were formulated for the case
of a real anisotropic dispersion law for the phonon
branches, with inclusion of the possible crossing of the
soft TO and acoustic TA branches. The temperature
dependences of the soft polar TO mode and of the soft
P

mode at the R point of the Brillouin zone were calcu-
lated quantitatively for SrTiO3 [101].

As discussed in the beginning of this section, the
generalized force constant for the soft FE (polar TO)
mode kf(T), which enters the Landau free-energy
expansion in Eq. (2), can be represented, in accordance
with Eqs. (5), (6), and (7), as a sum of several contribu-
tions.

At a constant pressure, ∆kah(T) is a function of tem-
perature and volume. Accordingly, this quantity can be
represented as the sum of two contributions [60]:

 (32)

where the first term relates to a purely temperature cor-
rection associated with the heating of the body at a
fixed volume corresponding to zero temperature, while
the second term describes the purely volume contribu-
tion connected with thermal expansion. For a positive
thermal expansion coefficient, this contribution is neg-
ative [60], and in SrTiO3 and KTaO3, it is substantially
smaller than the purely temperature contribution [60,
101]. The variation of kf with temperature at a constant
volume can, in turn, be represented in the form [68,
132]

 (33)

where

 (34)

 (35)

 (36)

 (37)

and ∆f, r is the contribution of all other (high-frequency)
phonon-spectrum branches to [∆k(T)]V. The integration
over q in Eqs. (34)–(37) is bounded by the Brillouin
zone. The zero-point contribution kzp can be obtained
from the expression for ∆kah(T) by substituting 1/2 for
N. Expressions for [∆k(V)]T and ∆f, r can be found in
Vaks’ book [68].

In view of Eqs. (23) and (24), we find, for the high-
temperature case (T * "ωm/2), that kah(T) = AT, where
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the coefficient A is obtained from the expression for
∆kah(T) by replacing the 1(x) function with 1/x. It is
easy to verify that ωm is determined by the frequencies
of the short-wavelength phonons of the five low-lying
TO, TA, and LA branches. As follows from the experi-
mental ω(q) relations for these modes in SrTiO3 [133–
136] and in KTaO3 [137–140], "ωm ≈ 100–150 K for
SrTiO3 and "ωm ≈ 50 K for KTaO3.

At low temperatures, T ! "ωm , the behavior of
kf(T), ωf(T), and, accordingly, ε(T) is governed by quan-
tum effects; these effects are described by the 1(x)
function on the right-hand sides of Eqs. (34)–(37).
Because 1(x) ∝  exp(–x) for x @ 1, the low-frequency
branches of the phonon spectrum exhibiting strong dis-
persion play an important part in the low-temperature
limit T  0 K. In normal dielectrics, only the acoustic
branches exhibit such properties. Their contribution to
∆kah(T) is described by Eqs. (36) and (37) and by the
corresponding terms in [∆k(V)]T and ∆f, r . For the soft
polar TO mode of the phonon spectrum of incipient fer-
roelectrics, the existence of a frequency “window”
ωf ! ωf(q) ! ωm at low temperatures leads to an addi-
tional contribution to the temperature dependences
kf(T), ωf(T), and ε(T) given by Eqs. (34)–(36). These
considerations were first put forward by Rechester [19]
and Khmel’nitskiœ and Shneerson [91]. These publica-
tions were also the first to report the temperature depen-
dences of the various contributions to ∆kah(T) and
showed that within the temperature window "ωf ! T !
"ωm, the contribution of self-interaction given in
Eq. (34) greatly exceeds the contribution due to the
acoustic branches and is dominant. For these tempera-
tures, the region of wave vectors where ωf (q) behaves
as a gapless optical branch of the spectrum with an
acoustic dispersion law turns out to be essential. At
lower temperatures (T ! "ωf), the main contribution is
due to the wave vector region in which ωf(q) . ωf +

(n)q2/(2ωf).

Let us first discuss the quantum effects in the tem-
perature dependences kf(T), ωf(T), and ε(T) in incipient

ferroelectrics. According to [19, 68, 91], the ,

, and  dependences have the following
form: at "ωf ! T ! "ωm,

 (38)

in the range T ! "ωf,

(39)

For T ! "ωm, the temperature dependence (T) has
the form [19]8 
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Thus, for "ωf ! T ! "ωm
9, 

 (41)

The T2 scaling law described by Eq. (41) is an interme-
diate asymptotic dependence, which can be realized
only within a limited temperature interval and with
fairly stringent constraints imposed on the ωf (q) rela-
tion.

Further, for θmin & T ! "ωf, we have

 (42)

where θmin is the temperature at which the two terms on
the right-hand side of Eq. (42) become equal. Finally,
for very low temperatures T ! θmin, we have

 (43)

Now, we consider the sign of the coefficient C. As fol-

lows from Eqs. (36) and (37), we have  > 0 and

 < 0. Using order-of-magnitude estimates based on
dimension considerations [68], it can be shown that

/  ≈ kf /kat ! 1, whence it follows that C < 0.
This supports the result presented in [68, 91]. Thus, the
temperature dependences kf(T) and ωf(T) have a mini-
mum and ε(T), accordingly, has a maximum near 0 K.
The conclusion that the coefficient C is negative (or
rather that ∂ε/∂T is positive near 0 K) was drawn from
thermodynamic considerations by Fröhlich in [141].
This effect, however, is rather small, even though the
well-known paper of Müller and Burkard [17] reports
on the presence of a weakly pronounced maximum in
the ε(T) curve obtained for SrTiO3 at 3 K. A weakly
pronounced maximum in the temperature dependence
of ε for SrTiO3, which shifted with increasing pressure
toward higher temperatures, was also observed in [88].

Now, we consider the contribution ∆f, r of the high-
frequency branches of the spectrum, which is usually
deemed insignificant. This contribution contains the
terms described by Eqs. (34)–(37), with the (f, q)
branch on their right-hand sides replaced by one of the
high-frequency branches (r, q) of the phonon spectrum.
Let us assume that an (r, q) branch is characterized by
negligible dispersion and has a frequency ωr . One can
readily verify that the contribution of such a dispersion-
less branch to kah(T) contains terms proportional to
("/ωr)coth("/ωr/2T) and similar to expression (28) for
kah(T) in Barrett’s theory. There is a certain analogy
between the approaches of Einstein and Debye in the
theory of low-temperature heat capacity, on the one
hand, and the Barrett–Rechester and Khmel’nitskiœ–
Shneerson approaches in the theory of low-temperature

8 In [68, 91], this contribution was not considered.
9 It can be shown that the ratio of corrections in Eq. (40) and in

Eq. (38) is of the order of ((T/"ωm)2 ; therefore, the T 2 scaling is
dominant.
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and incipient displacive ferroelectrics, on the other. The
quasi-Barrett contributions of the high-frequency
branches to kah(T) at low temperatures are negligible
compared to the corrections in Eqs. (25) and (27). At
the same time, the high-frequency branch contributions
give rise to quantum corrections (which depend on
atomic masses) to kf over a broader temperature region,
T ! "ωr , than the low-frequency ones, because "ωr
reaches values of the order of 1000 K in perovskites, for
instance, for the high-frequency LO phonon branch that
exhibits weak dispersion. It is possibly these quasi-Bar-
rett contributions to kah(T) that account for the isotopic
effect observed in BaTiO3 [142], as well as for the influ-
ence of quantum effects on the temperature of the FE
phase transition in barium titanate reported in [143].

Now, we consider the temperature dependences
kf(T), ωf(T), and ε(T) in the paraelectric phase of a low-
temperature ferroelectric with TC ! θD ≅  "ωm. At the
Curie temperature defined by Eq. (9), the soft FE (polar
TO) mode becomes a gapless optical mode with an
acoustic dispersion law. As a result, from Eq. (41), we
obtain that in a low-temperature displacive ferroelectric
with TC ! θD ≅  "ωm [19, 91]

 (44)

Thus, taking into account Eqs. (6), (9), (44), and
(41), we find that in the paraelectric phase near the
Curie point

 (45)

Rechester [19] showed that, in the region of quantum
fluctuations, the inclusion of correlation effects leads to
logarithmic corrections to the results obtained by the
theory of self-consistent phonons, with Eq. (45)
replaced by

(46)

where g is a dimensionless anharmonic coupling con-
stant defined in [19].

With Eq. (4) for ε these results show that in the
region of quantum fluctuations, the correlation effects
do not affect the critical susceptibility exponent; in
other words, at a low-temperature FE phase transition
with θD @ TC > 0, the temperature dependence of the
permittivity in the paraelectric phase obeys the Curie–
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Weiss law [19, 91]. Quantum fluctuations become sig-
nificant in the borderline case with 

 

T

 

C

 

 = 0 K [as follows
from Eqs. (46) and (4), in this case, the critical suscep-
tibility exponent is 

 

γ

 

 = 2], as well as in incipient ferro-
electrics [19, 91]. Using Eq. (44), one can derive the
dependence of the low-temperature FE phase transition
point 
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 on 

 

X

 

, (the parameter characterizing the state of
the system) in the vicinity of the critical (threshold)
value 

 

X

 

c

 

, which is the solution to Eq. (12).
Recalling Eq. (14) and the notation introduced in

Eq. (13), we find that the theory under consideration
yields, for 
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 > 0 [19, 91, 128–130]
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Taking into account the definition of the critical point,

as well as Eqs. (46) and (4), we find that, for 
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The permittivity should follow such a dependence, in
particular, in the solid solutions considered in Sections 3
and 4 for the compositions corresponding to the critical
concentration 

 

x

 

c

 

 [144].

3. IMPURITY-INDUCED PHASE TRANSITION 
IN INCIPIENT FERROELECTRICS

Consider the important case of an FE phase transi-
tion induced in an incipient ferroelectric by isoelec-
tronic impurities. The most well-known examples of
such compounds are Pb
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Sn

 

x

 

Te [145], Sr
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TiO
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[71–74]. These compounds are charac-
terized by a critical (threshold) concentration 

 

x

 

c

 

, above
which they become ferroelectrics with a Curie temper-
ature dependent on concentration as 

 

T

 

C

 

(

 

x

 

) = 

 

A(x – xc)α.
For Sr1 – xAxTiO3 (A = Ca, Ba, Pb, Cd) and
KTa1 − xNbxO3, it was found that in the vicinity of xc,
i.e., for low TC, α ≅  1/2 [70, 71, 75–85]; this is in full
agreement with the theoretical predictions for low-tem-
perature displacive ferroelectrics in Eq. (47) [19, 91,
128–130].

However, the nature of the impurity-induced FE
phase transition in perovskites remains unclear. The
model of an off-center impurity ion moving in a multi-
well potential is very popular. Interaction between the
impurity-ion dipole moments via a soft polar TO mode
can give rise both to the formation of a dipole glass
phase and to the transition to the FE state [73]. This sit-

10The (Xc, 0 K) point is critical on the (X, T) plane, because it is
here that the second-order phase transition line TC(X) described
by Eq. (47) starts (or ends).
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uation occurs in K1 – xLixTaO3 [72, 73]. However, the
applicability of this approach to the other perovskites
with isoelectronic impurities considered here [146] and
to Pb1 – xSnxT remains questionable.

A cluster ab initio calculation of the potential acting
upon an impurity atom was made [147] using the Har-
tree–Fock–Roothaan nonempirical method [148] under
the assumption that the host matrix atoms are fixed in
their equilibrium positions in a cubic perovskite lat-
tice.11 For comparison, similar calculations were also
carried out for the host atom replaced by an impurity
atom, as well as for an impurity atom in a like com-
pound (for instance, for an impurity Ca in the A position
in SrTiO3, for a Sr atom in cubic SrTiO3, and for a Ca
atom in cubic CaTiO3). Calculations performed for the
compounds listed in Table 3 show that the impurity
atoms and the corresponding host atoms move in a sin-
gle-well, weakly anharmonic potential. The harmonic
part of the potential is described by the force constant
ksr, whose values are given in Table 3.12 One readily
sees that the shape of the potential for impurity atoms
is close to that for the corresponding host atoms and for
impurity atoms in the like compound. For instance,
while there is a certain softening of ksr for the Ca impu-
rity in SrTiO3 compared to the force constant for Ca in
CaTiO3, this softening is small. Note that the relaxation
in the nearest environment of an impurity atom only
reduces the difference between the values of ksr for the
impurity atom in the unlike and like compound. The sit-
uation with the Nb impurity in KTaO3 is particularly
interesting. In contrast to the widespread belief that Nb
in KTaO3 is an off-center impurity [74], calculations
reveal (Table 3) that an impurity Nb atom feels uncom-
fortably tight in the KTaO3 lattice. Note that the values
of ksr for the Nb atom in KNbO3 and KTa1 – xNbxO3 and
for the Ta atom in KTaO3 exceed the atomic force con-
stant for perovskites by more than an order of magni-

tude, kat = e2/  ≈ 2 eV/Å2, where r0 ≈ 2 eV is the small-
est interatomic distance in perovskites.

The neglection of quantum effects, which play an
important role at impurity concentrations close to xc, is
another serious drawback of present-day theoretical
approaches. The compounds under consideration can
be treated as solid solutions of two isomorphic com-
pounds [76–85]. For instance, Sr1 – x AxTiO3 can be rep-
resented in the form (1 – x)SrTiO3 + xATiO3. Viewed
from this standpoint, the approach based on describing
a solid solution in first approximation as an ideal crystal
with the mean values of the parameters determined by

11The clusters used were [A1A6B8O12(OH)24]n– for ABO3 (A1 = A)
and ABO3 : A' (A1 = A') and [B1B6K8O6(OH)30]+ for KBO3
(B1 = B) and KTaO3 : Nb (B1 = Nb, B = Ta).

12Similar calculations performed [147] for Li atoms in
K1 − xLixTaO3 and for Zn atoms in Sr1 – xZnxTiO3 showed these
impurities to be off-central, which agrees with the experimentally
established off-center position of the Li atom in K1 – xLixTaO3
[72, 73].

r0
3
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Vegard’s law appears more adequate. This approach
yielded [147] a simple expression for the critical con-
centration xc through the parameters of the host (sol-
vent) and the solute, which automatically takes into
account the effect of the quantum fluctuations (zero-
point atomic oscillations) on xc. The derivation of the
expression for xc used in [147] is based on condition
(12) for a solid solution:

 (49)

where k0, ss = kf, ss(T = 0 K) = kh, ss + kzp, ss is a generalized
force constant corresponding to the FE soft mode in the
paraelectric phase of the solid solution at 0 K. As follows
from Eqs. (6), (7), and (10), the condition  = 0 for
the Curie temperature of the solid solution  is met
simultaneously with condition (49).

Designating by km and ki the force constants of the
host matrix and the impurity (dissolved) component
and using Vegard’s law, one can write the following
expression for k0, ss:

 (50)

Equations (49) and (50) can be used to derive a non-
empirical relation for xc [147]:

 (51)

One can also write an expression for xc similar to

k0 ss, xc( ) 0,=

TC
ss xc( )

TC
ss

k0 ss, x( ) 1 x–( )k0 m, xk0 i, .+=

xc

k0 m,

k0 m, k0 i,–
-----------------------.=

Table 3.  Force constants ksr for atoms A and A' in ABO3 and
ABO3 : A' compounds with perovskite structure and for Ta
atoms in KTaO3 and Nb atoms in KTaO3 : Nb obtained from
nonempirical cluster calculations [147]

Compound Atom ksr, eV/Å2 a0, Å

CaTiO3 Ca 7.6a 3.8367c

SrTiO3 Sr 13.5a 3.9050c

Sr1 – xCaxTiO3 Ca 6.4a

Sr1 – xBaxTiO3 Ba 19.4a

Sr1 – xPbxTiO3 Pb 8.6a

Sr1 – xCdxTiO3 Cd 3.6a

BaTiO3 Ba 15.9a 3.996c

PbTiO3 Pb 6.8a 3.970c

KTaO3 K 7.0a 3.9845d

Ta 39.0

KTa1 – xNbxO3 Nb 35.3a

KNbO3 Nb 30.6b 4.0214c

Note: a  [147], b  [120]. a0 is the lattice constant of the cubic phase
from the data of c [1] and d [60].
1
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Eq. (51) in terms of frequencies rather than of the force
constants [147]:

 (52)

Expression (52) is more convenient than Eq. (51) for
calculations, because the frequencies ω0, m can be mea-
sured experimentally, unlike the corresponding force
constants. For SrTiO3 and KTaO3, this is an essential
factor, because one has to take into account the contri-
bution of zero-point vibrations in these compounds;
this has still not been calculated nonempirically (unlike
the contribution in the harmonic approximation).

The solid solutions under consideration are charac-
terized by low critical concentrations, xc ! 1 (Table 4).
This imposes certain constraints on the matrix and
impurity parameters:

 

It was shown [147] that these conditions are satisfied
for the solid solutions under consideration. Table 4 pre-
sents theoretical values of xc found in [147] by using
Eq. (52). The calculations made use of the experimen-
tal values of ω0, m for SrTiO3 and KTaO3 taken from
[20, 43]. To find the ω0, i frequencies for the impurity
component of the solid solution, the zero-point oscilla-
tion contribution to ωf was assumed to be of approxi-
mately the same order of magnitude in all perovskites.
To estimate ωzp, one can take the values for SrTiO3

(ωzp ≈ 35.4 cm–1) and KTaO3 (ωzp ≈ 20 cm–1) presented
in Section 2. Whence, taking into account the values of

ωh given in Table 2 and the equality  =  + ,
which corresponds to Eq. (7) for the force constant k0,
we obtain that, in the cubic phases of CaTiO3, BaTiO3,

PbTiO3, and KNbO3, the condition  ≈  is met.

xc

ω0 m,
2

ω0 m,
2 ω0 i,

2–
--------------------------.=

k0 i, 0, ω0 i,
2 0<<

and k0 m,  ! k0 i, , ω0 m,
2

 ! ω0 i,
2.

ω0
2 ωh

2 ωzp
2

ω0
2 ωh

2

Table 4.  Critical concentration xc for solid solutions
Sr1 – xAxTiO3 (A = Ca, Ba, Pb) and KTa1 – xNbxO3

Compound
xc

experiment theorye

Sr1 – xCaxTiO3 0.0018a 0.0026–0.0032

Sr1 – xBaxTiO3 0.035b 0.0013–0.012

Sr1 – xPbxTiO3 0.0015c 0.0029–0.0039

KTa1 – xNbxO3 0.008d 0.01–0.03

Note: a  [70], b  [76, 77, 83], c  [79, 83], d  [71], e  [147].
P

Thus, for the solid solutions under consideration, one
can recast Eq. (52) in the form

 (53)

and use the ab initio calculations of ωh, i given in Table 2.
The last column of Table 4 contains the bounds on the
theoretical estimates of xc obtained from Eq. (53),
which take into account the spread of the values of ωh
in Table 2.

Although this model is very crude, the theoretical
values of the critical concentration found in [147] suffi-
ciently approximate the experimental situation for all
solid solutions except Sr1 – xBaxTiO3, while somewhat
overestimating xc. This is possibly due to the neglect of
the effects associated with mutual relaxation of the host
and impurity lattices in the solid solution.

Consider the concentration dependence of the per-
mittivity in the paraelectric phase of a solid solution.
For concentrations near the critical value, one can write
k0, ss(x) = _(xc – x), where _ = –∂k0, ss/∂x  > 0. Recall-

ing Eq. (4), one can present the expression for ε(x, T)
near x = xc in the form

 (54)

where # = ]2(f )kv /_ and xC(T) = xc + ∆kf(T)/_ ≥ xc is
the solution to the equation TC(x) = T. The expression
on the right-hand side of Eq. (54) describes the concen-
tration dependence of the permittivity in the paraelec-
tric phase of a solid solution at constant temperature.

4. THE ISOTOPE EFFECT

The ferroelectricity induced by the oxygen isotope
exchange in SrTiO3 [86–88] is an interesting effect in

this compound. According to [87], 
with x ≥ xc = 0.36 undergoes an FE phase transition at
TC ≈ 23 K for x = 1.

To understand the nature of the ferroelectricity
induced by isotope exchange, one has to learn how a
change in atomic mass affects the force constant corre-
sponding to the FE soft mode. The corresponding the-
ory of the isotope effect in displacive ferroelectrics was
proposed in [114, 115]. For brevity, we will call this
effect the ferroelectric isotope effect in what follows. In
contrast to the vibrational frequencies, the harmonic
force constants do not depend on the atomic masses in
the adiabatic approximation [93]; the generalized force
constants in the region where classical statistics hold
are also not dependent on the atomic mass. Therefore,
even without recourse to a comprehensive microscopic
theory, one can maintain that the FE isotope effect is of
an anharmonic and quantum nature.

xc

ω0 m,
2

ωh i,
2

--------------≈

xc

ε x T,( ) εr–
]2

f( )kv

_ xc x–( ) ∆kf T( )+
----------------------------------------------

#
xC T( ) x–
----------------------,= =

SrTi O16
1 x– O18

x( )3
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According to the quantum-mechanical theory of lat-
tice vibrations, atoms continue to move at absolute zero
by performing so-called zero-point vibrations, which
provide an additional contribution to the ground-state
energy [93, 149]:

 (55)

where ωα(q) is the frequency of the normal lattice mode
(α, q). The zero-point vibration energy Ezp contributes,
accordingly, to the atomic force constants. This contribu-
tion stabilizes the FE soft TO mode and, hence, the
paraelectric phase in SrTiO3 and KTaO3 at 0 K. It is sig-
nificant that Ezp depends on the atomic masses as do the
phonon frequencies by which it is determined. Thus, in
accordance with the theorem of Rayleigh [149], an
increase in atomic mass (for instance, due to isotope sub-
stitution) results in suppression of the zero-point vibra-
tions, i.e., to a decrease in Ezp. Under certain conditions,
this can give rise to the onset of FE lattice instability in
the paraelectric phase at 0 K and, accordingly, to a low-
temperature FE phase transition. It is easy to see that this
can take place only in a quantum paraelectric (the neces-
sary condition for an isotope-exchange-induced FE
phase transition to occur) and that the upper boundary for
the Curie temperature of such an isotopic-impurity-
induced FE transition is the Curie temperature T0 of the
phase transition that would occur in this quantum
paraelectric in the absence of quantum effects in the clas-
sical limit of infinitely heavy atomic nuclei (≈40 K in
SrTiO3 and ≈0 K in KTaO3). These considerations sug-
gest the most probable mechanism of the isotope effect
in displacive ferroelectrics, which is of an essentially dif-
ferent nature than the isotopic shift of the Curie temper-
ature caused by tunneling in hydrogen-bonded ferro-
electrics of the order–disorder type, such as KDP,
ADP, and RDP [68, 150, 151]. However, some
aspects, which are beyond the scope of purely qualita-
tive reasoning, require comprehensive microscopic
analysis of this effect. This relates to the formulation
of a criterion of the isotopic-impurity-induced FE lat-
tice instability and to the description of the depen-
dence of the corresponding Curie temperature on the
change in atomic mass and on the concentration of the
heavy isotope. For instance, in view of the existence of
the small parameter [m(18O) – m(16O)]/m(16O) = 1/8, one
might expect the Curie temperature of the FE transition
in SrTiO3 caused by the 16O  18O isotope substitution
to be substantially lower than the limiting Curie temper-
ature, Tc ! T0 ≈ 40 K, whereas the one observed experi-
mentally in the strontium titanate is Tc = 23 K [87].

We will consider a crystal containing a mixture of
two isotopes with atomic masses m0 and m1 = m0 + δm
and concentrations 1 – x and x, respectively, distributed
randomly throughout the crystal volume. For most
pairs of isotopes, except those of hydrogen, the condi-
tion |δm| ! m0 holds. Such an isotopically disordered

Ezp
"

2N
------- ωα q( ),

α q,
∑=
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crystal lattice is close in vibrational properties to an
ordered material with an average atomic mass m = (1 –
x)m0 + xm1 [152]. We are going to consider m, subse-
quently, as the mass of the atom involved in the FE soft
TO lattice vibration.

4.1 The Criterion for Ferroelectric Instability
Induced by Isotopic Exchange

Following [114, 115], we shall discuss the conditions
under which an incipient ferroelectric can become a real
ferroelectric as a result of a change in atomic mass δm
caused by isotopic substitution. Using Eq. (10) for the
Curie temperature, we find that, in order for a phase tran-
sition to occur from the paraelectric state with a mass
m = m0 to the ferroelectric state with m = m0 + δm, the
following inequalities must be met:

 (56)

and

 (57)

Because kzp > 0, inequality (57) can be satisfied only for
kh < 0. Considered together with condition (56), this
means that an isotopic-impurity-induced FE phase tran-
sition is possible only in a quantum paraelectric (the
necessary condition for the transition). Inequalities (56)
and (57) also directly imply the sufficient condition

 (58)

In a general case, the dependence of kzp on atomic mass
is very complex. However, as pointed out in [114, 115],
in the framework of the single-ion model and accepting
certain assumptions in terms of the soft TO mode the-
ory, this dependence can be represented in the form
kzp ∝  m–1/2, whence it follows that condition (58) can be
recast as

 (59)

Furthermore, the right-hand side of inequality (59)
can be transformed in terms of quantities that can be
extracted from analyzing experimental data:

 (60)

where ω2 = k/m, ω0 = ωf (0 K), and  = |ωh |2 + .
The right-hand side of inequality (60) is positive, and
for most isotopes, except those of hydrogen, its left-
hand side is considerably less than unity. This implies
that the isotope effect under study can take place only
in quantum paraelectrics with a nearly complete com-
pensation of the harmonic and zero-point lattice vibra-
tion contributions to ωf (0 K), and only if the atoms are
replaced by their heavier isotopes.

k0 m0( ) kh kzp m0( ) 0>+=

k0 m0 δm+( ) kh kzp m0 δm+( ) 0.<+=

∂ kzpln
∂ mln
---------------–

m m0=

δm
m0
------- k0

kzp
------

m m0=

.>

δm
2m0
---------

k0

kzp
------>

m m0=
.

δm
2m0
---------

ω0
2

ωzp
2

------->
m m0=

,

ωzp
2 ω0

2
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4.2 Effect of Isotope Exchange 
on the Curie Temperature

Following [114], we consider a low-temperature
(TC ! θD) FE phase transition. In view of equalities (7),
(10), and (44), one can write the expression for the
Curie temperature in the form

 (61)

It was found [114] that

 (62)

whence one readily obtains an expression for the Curie
temperature with an explicit dependence on atomic
mass m [114]:

 (63)

In the case of an isotopic-impurity-induced transition,
the right-hand side of Eq. (63) is nonnegative only if m ≥
mc, where mc is defined by the equation TC(mc) = 0 K,
whence an expression for TC can be derived [114]:

 (64)

In [114], the isotope effect was considered within the
theory of the soft FE mode, using a simplified lattice
Hamiltonian with one soft polar TO phonon mode (f,
q), with self-interaction described by a fourth-order
anharmonic force constant V (4). In the notation intro-

duced in Eqs. (32)–(34), the equality ∆kah(T) = 

holds in this approximation. Assuming that  has

an isotropic quadratic dispersion law, i.e., that  =

 + , the expression for the coefficient Q in
Eq. (64) is considerably simplified to take on the form
[114]

 (65)

where qmax ≈ π/a0 and a0 is the lattice constant.
Using Eqs. (39) and (31), we also obtain an expres-

sion for TC(x) in the single-ion model [114]:

 (66)

Note that Eqs. (64) and (66) for TC(x) do not contain the
corresponding anharmonic constants. It can be added
that the experimental relation TC(x) is approximated
well by a square-root law, as in Eq. (64).

TC
2 kh

A
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kzp

A
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kzp
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--------, A mI2,= =
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mI2

-------------
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mI2
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P

 

We now consider the isotope shift of the Curie point
in a low-temperature displacive ferroelectric. Let the
initial state with 

 

m

 

 = 

 

m

 

0

 

 be a ferroelectric with a Curie
temperature 

 

T

 

C0

 

 

 

!

 

 

 

θ

 

D

 

. In this case, Eq. (63) leads to a
relation for the isotope shift of the Curie temperature
[114]:

 (67)

Unlike the isotopic-impurity-induced phase transition,
the isotope shift of 

 

T

 

C

 

 is positive, 
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4.3. Application to SrTi

 

O

 

3

 

 and KTaO

 

3

 

The oxygen atoms are the lightest in these com-
pounds. According to [104, 133, 139], the low-fre-
quency polar TO mode in SrTiO

 

3

 

 and KTaO

 

3

 

 is a Slater-
type mode in which the oxygen atoms have the largest
relative amplitude. This permits one to use condition
(60) in analyzing the possibility of an FE isotope effect
in these compounds, which is associated with 

 

18

 

O being
substituted for 

 

16

 

O [114, 115]. This condition imposes
the following constraint on the parameters of the ferro-
electric soft mode at 0 K in the case of complete isotope
substitution:

 (68)

At the same time, using the experimental data from
[20, 43], we obtain [114, 115]

 (69)

Comparison of Eqs. (69) and (68) supports the possibil-
ity of an FE isotope effect in SrTiO

 

3

 

 (this is in full
agreement with experimental data [86–88]) while
excluding a similar effect in KTaO

 

3

 

 [114, 115].
Using Eqs. (64) and (65), one can estimate the Curie

temperature of SrTi(

 

18

 

O)

 

3

 

 [114]. Taking the parameters
characterizing the dispersion law for the phonon branch
(

 

f

 

, 

 

q

 

) that are quoted in Vaks’ book [68], we find that

 

ω

 

f, m

 

 

 

≅

 

 448 K and, hence, TC(18O) ≅  34 K. This value is
of the same order of magnitude as the experimental
Curie temperature TC(18O) ≅  23 K [87] and, which is
essential, does not exceed the limiting value T0 ≈ 40 K.

In contrast to potassium tantalate, in the case of
SrTiO3, a question may arise as to the effect of the AFD
structural transition (Ta = 105 K) on the low-tempera-
ture behavior of the FE soft TO mode. In the tetragonal
AFD phase of SrTiO3, the soft TO mode of frequency
ωf splits at the Γ point into two modes with symmetries
A1u and Eu and frequencies ωf, c and ωf, a, respectively.
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As the temperature decreases, the splitting  – 
grows to reach 214.5 cm–2 at 7 K [20]; thus, only the Eu

mode satisfies inequality (60). In our case, it is essential
that the lattice distortion in the tetragonal phase result
in a positive shift of both ωf, c and ωf, a with respect to

ωf such that  =  + ∆AFD. According to [20],  =
60.84 cm–2 and ∆AFD ≅  180 cm–2 at 7 K, whence it fol-

lows that  ≅  –119 cm–2, i.e., that the FE soft TO mode
in the cubic phase is unstable near 0 K [20]. Recalling
that (0 K) =  +  and taking into account that

(T) =  + γT for T * θD/2, we obtain from the data

presented in [20, Fig. 4] that  ≅  –1386 cm–2. We finally
find that  ≅  1255 cm–2; it is this that yields the above

estimate for /  in SrTiO3. The same holds for the
force constants. Hence, one can write kf, a = kf + kAFD =
k0, a + ∆kah, where k0, a = k0 + kAFD = kh + kzp + kAFD.
Thus, in this case, one has to replace |kh | with |kh | – kAFD
in expressions (61) and (63) for TC. In principle, quan-
tum effects can also affect kAFD and, hence, kAFD can
produce an additional contribution to k0, a associated
with the isotopic substitution of oxygen atoms. How-
ever, this contribution is small compared to the direct
effect of the zero-point vibrations, because, in accor-
dance with [144], quantum fluctuations exert only an
insignificant effect on the phase transition occurring at
105 K in SrTiO3.

The isotope effect in strontium titanate and potas-
sium tantalate was considered theoretically in [153].
However, the nature of this effect and its criterion in
terms of physically reasonable quantities rather than of
fitting model parameters was not discussed qualita-
tively. At the same time, the quantitative results
reported in [153] were obtained by a fitting procedure
within an empirical nonlinear shell model which,
according to [154], is physically invalid.

5. BEHAVIOR IN AN ELECTRIC FIELD

Let us discuss the effect of an electric field on the
dielectric properties of an incipient ferroelectric and a
low-temperature ferroelectric in the paraelectric phase.
An electric field gives rise to the appearance of a max-
imum in the temperature dependence of the permittivity
[32, 45, 46, 51, 52] and, accordingly, of a minimum in
the temperature dependence of the inverse susceptibil-
ity [36, 37, 54]. The theory of this phenomenon is stated
in the paper of Hegenbarth [46] for the case of a low-
temperature ferroelectric (0 ≤ TC ≤ θD) within the model
of Barrett [18] and in the book of Lines and Glass [98]
for the case of a high-temperature ferroelectric (TC *

θD). According to [46, 98], the maxima in the ε(T)
curves and, hence, the minima in ωf(T) form in strong
electric fields. This statement is not correct. Thus, it
might be worthwhile to consider the theory of this phe-
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nomenon in a more general context, taking into account
the results reported in [19, 91, 128–130].

Choosing the electric polarization as an order
parameter, we write the free energy in the form of a
Ginzburg–Devonshire expansion [89, 97]:

 (70)

The a(T) and kf(T) coefficients in expansions (70) and
(2) are related through [68]

 (71)

The condition for the minimum free energy yields

 (72)

In the weak-field domain (the region of linear polar-
ization response), the following inequalities are met:

 (73)

For strong fields (the nonlinear polarization
response region), we have

 (74)

Let us discuss the minimum of the inverse susceptibil-
ity. Using Eq. (72), one can find an expression for
∂χ−1/∂T |E = const. Equating this expression to zero yields
the condition for a minimum to form in the χ–1(T)
curve:

 (75)

While the condition derived in [46] and [98] is similar,
it is valid only for some particular cases.

A comparison of Eq. (75) with the weak- and
strong-field conditions in Eqs. (73) and (74) shows that
the field E in which ε(T) reaches a maximum at a tem-
perature Tm and field Ei(Tm) are related through E =
0.77Ei(Tm). The intermediate field is strongly depen-

dent on temperature (Ei ∝  a3/2(T) ∝  ). For SrTiO3,
we have Ei(300 K) : Ei(77 K) : Ei(7 K) ≅  1600 : 100 : 1.
Thus, for T ! Tm, the field E is strong, and for T @ Tm,
it is weak.

Substituting Eq. (75) into the expression for E(P) in
Eq. (72) yields P2(Tm) = (E/4b)2/3, whence one obtains
the equation

 (76)

that describes the Tm(E) dependence in an implicit
form. For a high-temperature ferroelectric (TC * θD),
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we have a(T) = A1(T – TC), whence one derives the well-
known expression for Tm [98]

 (77)

For a low-temperature ferroelectric (0 ≤ TC ≤ θD),
taking into account Eqs. (71) and (45), we obtain

a(T) = A2(T2 – ), whence

 (78)

For an incipient ferroelectric, we use Eq. (71) and
expression (41) for kf(T) to obtain, for "ωf ! Tm ! θD,

 (79)

For Tm ! θmin, using Eq. (71) and expression (43) for
kf(T), we come to

 (80)
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APPENDIX

FREE ENERGY OF A DISPLACIVE 
FERROELECTRIC

The state of a displacive ferroelectric is unambigu-
ously determined at given external conditions by a set
of long-wavelength transverse optical displacements
(uniform lattice displacements) u(s). Dropping the
terms describing the interaction of optical degrees of
freedom with a homogeneous strain, the free energy of
a displacive ferroelectric can be represented in the form
[68]

 (A.1)

where N is the number of primitive cells in the crystal,
E is the electric field, and P is the electric polarization,
which, in the linear electron response approximation, is
related to u(s) and E through [68, 93]

 (A.2)

Here, v 0 is the primitive-cell volume, Zij(s) is the
Born effective-charge tensor for sublattice s, and χ∞ is
the high-frequency (electronic) susceptibility. Further,

Tm TC
3

4A1
--------- 2 bE( )2/3

.+=

TC
2

Tm TC
2 3

4A2
--------- 2 bE( )2/3

+ .=

Tm
3

4A2
--------- 2 bE( )2/3

T1
2– .=

Tm T2
4 3

4A3
--------- 2 bE( )2/3

–
1/4

.=

F
N
---- ^ u s( ); T[ ] v 0PE,–=

Pi
e

v 0
------ Zij s( )u j s( ) χ ij

∞E j.+
sj

∑=
P

we write the free energy ^[u(s); T] in the form of a
Landau expansion [68],

 (A.3)

by combining the terms quadratic in u(s) in the first
term and the higher (anharmonic) terms of the expan-
sion in ^ah. The matrix of the Φij(st; T) coefficients is a
generalized matrix of the optical force constants of the
crystal and can, in turn, be cast in the form

 (A.4)

where the first term Φh is the harmonic-approximation
contribution defined by

 (A.5)

Here, E is the adiabatic potential13 and Φah(T) is a fluc-
tuation term originating from the anharmonic interac-
tion between the zero-point and thermal lattice vibra-
tions of the crystal [68, 99, 100]. We expand the optical
displacements u(s) in an orthonormalized basis of
eigenvectors w(s; α) of matrix Φ:

 (A.6)

Using Eq. (A.6), we obtain from Eqs. (A.1)–(A.3)

 (A.7)

 (A.8)

where k(α) are the eigenvalues of the generalized force-
constant matrix Φ. We consider cubic crystals. In this
case, the limiting optical modes (the eigenmodes of the
force-constant matrix) are triply degenerate and are
characterized by the mode number n and three mutually
perpendicular polarizations, which can be chosen to lie
along the principal crystal axes; i.e., α = (n, k), where

13By the adiabatic potential is indicated the ground-state energy of
a system of atomic nuclei and electrons, which is considered a
function of the coordinates of atomic nuclei under the assumption
that the nuclei are classical particles (i.e., that their masses are
infinite) [68, 93–96].

^ u s( ); T[ ]

=  
1
2
--- Φij st; T( )ui s( )u j t( ) ^ah u s( )[ ] ,+

si tj,
∑

Φ T( ) Φh Φah T( ),+=

Φij
h st( ) ∂2E

∂ui s( )∂u j t( )
----------------------------=

u 0=

.

u s( ) x α( )w s; α( )
α
∑ .=

^ x{ } ; T[ ] 1
2
--- k α ; T( )x2 α( )

α
∑ ^ah

x{ }( ),+=

Pi E 0=
e

v 0
------ ]i α( )x α( ),

α
∑=

]i α( ) Zij s( )w j s; α( ),
sj

∑=
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k = x, y, z [68, 155]. In this case, ]i(nk) = δik](n) and
x(nk) = xk(n). We finally come to

 (A.9)

 (A.10)

If there is a soft FE mode with an anomalously small
force constant |kf (T)| ! kr(T), where r is an index label-
ing the other (high-frequency) optical modes, Eqs. (A.9)
and (A.10) can be recast to the form [68, 92]

 (A.11)

 (A.12)
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Abstract—The method of shifts of x-ray diffraction lines is used to study the electronic structure (the popula-
tions of 4f states in Yb, 5s states in Ag, and 4s states in Cu) in the heavy-fermion system YbCu5 – xAgx (0 ≤ x ≤
1, T = 300 K for Cu and Ag and 77, 300, and 1000 K for Yb). In the cubic phase (AuBe5-type structure), Yb is
shown to exist in the state with a noniteger valence whose magnitude is independent of the composition and is
equal to  = 2.91 ± 0.01. At x < 0.125, in the two-phase region (a mixture of cubic AuBe5-type and hexag-
onal CaCu5-type phases), the magnitude of m decreases with decreasing x. Based on the experimental values of
m in the cubic and hexagonal phases in the two-phase region, the valence of Yb in the hexagonal phase was
found to be  = 2.71 ± 0.04. With increasing temperature in the range of 77–1000 K, a linear decrease in m
for the samples from the cubic-phase field and a linear increase in m for the samples from the two-phase field
is observed. At T = 1000 K, the valence of Yb in the cubic and hexagonal phases is virtually the same:  =
2.83 ± 0.02 and mmix = 2.78 ± 0.02. The cubic phase exhibits a composition-independent increase in the popu-

lation of 5s states of Ag (in comparison with the metal) (Ag) = 0.69 ± 0.07 electron/atom and a simulta-
neous linear increase in ∆n4s(Cu) from about 0.1 electron/atom for x = 1 to about 0.3 electron/atom for x = 0.2.
The difference in the behavior of the effects of ∆ns for Cu and Ag is explained by the specific features of the
crystal structure of YbCu5 – xAgx. It follows from the analysis of microscopic and macroscopic properties that
YbCu5 – xAgx is a system with an intermediate valence and, correspondingly, the increase in the effective mass
of electrons in it is related to the shift of the 4f-electron level to the Fermi level (delocalization). The effect of
the increase in the population of s states in the partners of Yb is explained by the fact that, upon the transition
into the state with an intermediate valence, the 4f electron of Yb is hybridized with s electrons of neighboring
atoms of Ag and Cu rather than with the electrons of Yb itself. © 2001 MAIK “Nauka/Interperiodica”.
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1. INTRODUCTION

The population of the 4f shell of a rare-earth atom in
systems with heavy fermions is a fundamental charac-
teristic of this state when we consider the problem of its
formation. The mechanism of the appearance of a band
of “heavy” electrons at the Fermi level is still to be clar-
ified. It is not clear whether this is related to the shift of
the f level toward the Fermi level (in this case, the f elec-
trons become delocalized and the width of the band is
determined directly by the f–sd hybridization [1]) or
with collective processes, when the f level still lies rel-
atively deep and the electron properties near the Fermi
level can be determined by collective effects such as the
Kondo effect, i.e., the resonance scattering of conduc-
tion electrons by localized magnetic moments of the f
centers [2]. To a certain extent, the problem as to in
which state (localized or delocalized) an f electron is in
the crystal can be clarified by determining the elec-
tronic structure (the population of the f shell) of Yb. In
1063-7834/01/4308- $21.00 © 21420
the first case, the number of f electrons should be inte-
gral; in the second case, it should be fractional.

Among the heavy-fermion systems based on rare-
earth elements, cerium- and ytterbium-containing sys-
tems are most common. Previously, using the method of
displacements of x-ray lines (see, e.g., [3, 4]), we inves-
tigated the electronic structure of Ce in classical heavy-
fermion systems CeAl3, CeCu2Si2, and CeCu6, as well as
in CeCu4Al that had a record value of the coefficient of
electronic heat capacity γ = 2800 mJ/(mol K2) [5]. It was
shown that in all the compounds studied, the valence of
Ce has a nearly integer value  = 3.011 ± 0.002. On the
other hand, according to LIII spectroscopy data [6] for a
number of intermetallic compounds of Yb (which later
were identified as heavy-fermion systems, e.g.,
YbCu2Si2, YbPd2Si2, YbCuAl, etc.), noninteger values
such as m ≈ 2.8–2.9 have also been observed. A nonite-
ger value of m was also observed in YbIn1 – xAgxCu4 [7].
It followed from an analysis of macroscopic and micro-

mCe
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scopic properties that YbIn1 − xAgxCu4 is a system with
an intermediate (fluctuating) valence (  = 2.91 ± 0.01)
and the existence of heavy electrons was explained by
the hybridization of 4f electrons of Yb with s electrons
of its partners, mainly of In and Ag and to a lesser
extent of Cu. The observed difference in the valence
properties of Ce and Yb appears to be a consequence of
the dual nature of the 4f electrons (localized–delocal-
ized) in heavy-fermion systems.

In this work, we studied the electronic structure, i.e.,
the population of 4f states of Yb, 5s states of Ag, and 4s
states of Cu, in the YbCu5 – xAgx system (0 ≤ x ≤ 1, T =
300 K for Ag and Cu and 77, 300, and 1000 K for Yb)
using the method of displacements of x-ray lines. This
system is genetically linked to a related system
YbIn1 − xAgxCu4 investigated in our previous works; it
has the same crystal structure (AuBe5) in a wide compo-
sition range (x = 0.125–1), a moderate value of the coef-
ficient of electronic heat capacity (γ = 210 mJ/(mol K2)
for YbAgCu4 and 460 mJ/(mol K2) for YbCu4.875Ag0.125),
and belongs to the class of Yb-based heavy-fermion
systems. The macroscopic properties of YbCu5 – xAgx

(crystal structure, magnetic susceptibility, electrical
resistivity, heat capacity, etc.) have been investigated in
much detail [8]. At the same time, there are no direct
microscopic data on the electronic structure of both Yb
and its surroundings, although these are of importance
for determining the mechanism of the formation of the
heavy-fermion state. Along with the similarity, there is
observed a sufficiently interesting difference in the
structural properties between YbIn1 − xAgxCu4 and
YbCu5 – xAgx. In the first system, the cubic crystal struc-
ture (of the AuBe5 type) exists in the whole composi-
tion range (x = 0–1), whereas in the second system, this
structure is only retained to x0 = 0.125. In the range of
x ≤ 0.125, a hexagonal phase (with a structure of the
CaCu5 type) appears and coexists with the cubic phase
up to x = 0 (YbCu5). Based on magnetic data [8, 9], it is
assumed that Yb is divalent in the hexagonal phase and
is trivalent in the cubic phase; it is, therefore, of interest
to investigate the electron nature of the structural
(AuBe5  CaCu5) transition using a direct micro-
scopic method.

2. RESULTS AND DISCUSSION

The polycrystalline samples of YbCu5 – xAgx were
synthesized from stoichiometric mixtures of pure met-
als (Yb of double distillation; Ag and Cu of high
purity). The smelting was performed in tantalum cruci-
bles under vacuum with subsequent annealing at a tem-
perature of 700°C. The samples with x = 0.2–1.0 were
single-phase and had a cubic crystal structure (C15b or
AuBe5 type). The concentration dependence of the lat-
tice parameter a(x) at room temperature agrees well
with the data of [8] (Fig. 1). The composition (x) was
controlled by x-ray fluorescent analysis. Samples with

m

PHYSICS OF THE SOLID STATE      Vol. 43      No. 8      2001
x < 0.2 consisted of a mixture of cubic (AuBe5) and
hexagonal (CaCu5) phases whose concentrations (as
determined using a standard FULL PROF program)
proved to be equal to Ccub = 27 ± 4% and Chex = 73 ±
4% for x = 0, and Ccub = 33 ± 4% and Chex = 67 ± 4%
for x = 0.05. The lattice parameters of the hexagonal
phase were virtually the same for both samples (x = 0
and 0.05); their weighted mean values  = 4.995 Å and
c = 4.124 Å agree well with the values given in [8, 10].

The displacements of the Kα1 lines of Yb, Ag, and
Cu were measured on a special x-ray crystal-diffrac-
tion spectrometer by the Koshua method. The fluores-
cent radiation was excited in the sample using an
RAP-150/300 commercial x-ray tube (I = 10 mA, U =
150 kV). The samples for room-temperature experi-
ments were wafers pressed of a mixture of fine powders
of the substance to be investigated and a filler (polyeth-
ylene). In experiments at 77 K, low-temperature liquid-
nitrogen cryostats were used; for high-temperature
experiments, vacuum chambers made of quartz and
equipped with thin plane-parallel polished windows
and an external heater were employed. The experimen-
tal scheme and measurement procedure were described
in detail in previous works (see, e.g., [3, 11]).

2.1. Ytterbium

As is well-known, the valence of rare-earth ele-
ments is unambiguously related to the population of
the 4f shell: m = ZLn – ZXe – n4f, where ZLn and ZXe are
the atomic numbers of a lanthanide (Ln) and xenon,
respectively, and n4f is the population of the 4f shell.
Changes in n4f lead to anomalously large (in compari-
son with the effects of 6s(p) and 5d electrons) changes
in the energy (large displacements) of the emission K
lines of the rare-earth elements under consideration

a

7.10

1
2

7.08

7.04

7.00

6.96
0 0.2 0.4 0.6 0.8 1.0 x

a, Å

Fig. 1. Variation of the lattice parameter of YbCu5 – xAgx in
the cubic phase (AuBe5-type structure) as a function of the
composition: (1) our data and (2) data taken from [8].
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(  ≈ 500–600 meV,  ≈ 1500–1700 meV,

 ≈ 20–80 meV) [4]. This makes the method
of displacements of x-ray diffraction lines a sufficiently
sensitive technique suitable to the investigation of pro-
cesses related to a rearrangement of the 4f shell
(changes in the valence).

∆EKα1 2,

4 f ∆EKβ1 3,

4 f

∆EKα β,
6s p( ) 5d,

2.95

2.90

1
2x0 = 0.12

2.85

2.80

2.75

2.70
0 0.2 0.4 0.6 0.8 1.0 x

m

Fig. 2. Variation of the Yb valence in (1) YbCu5 – xAgx and
(2) YbIn1 – xAgxCu4 [7] as a function of the composition at
room temperature (hereafter, the errors that are indicated
are statistical). x0 is the boundary of transition from the sin-
gle-phase to the two-phase region in YbCu5 – xAgx.

Experimental displacements (∆E) of the Kα1 lines of Yb, Ag,
and Cu in YbCu5 – xAgx with metallic Yb, Ag, and Cu used as
the standards (T is the measurement temperature)

x T, K ∆E (Yb), 
meV

∆E (Ag), 
meV

∆E (Cu), 
meV

0 77 –387 ± 17 – –

300 –428 ± 5 – –19 ± 6

1000 –454 ± 14 – –

0.05 300 –471 ± 6 – –

0.2 300 –550 ± 6 –43 ± 7 –31 ± 6

0.4 77 –524 ± 18 – –

300 –520 ± 6 –35 ± 6 –18 ± 6

1000 –468 ± 18 – –

0.6 300 –542 ± 6 –53 ± 7 –21 ± 6

0.8 300 –526 ± 6 –38 ± 7 –22 ± 6

1.0 77 –543 ± 23 – –

300 –528 ± 6 –39 ± 7 –8 ± 2

1000 –495 ± 12 – –

Yb2O3 –583 ± 5 – –

AgCl – 122 ± 5 –

CuCl – – 164 ± 5

Note: In the bottom of the table, experimental shifts of the Kα1
lines for ionic compounds are given.
P

The experimental values of the displacements of
the Kα1 line of Yb in YbCu5 – xAgx with respect to a
divalent standard (metallic Yb) are given in the table.
The sign and the anomalously large magnitudes of the
effects unambiguously indicate a decrease in the num-
ber of 4f electrons (an increase in the valence) of Yb.
The difference between the numbers of 4f electrons in
the compound and in the standard was determined as
∆n4f (x, T) = ∆E(x, T)/∆E(Yb3+ – Yb2+), where ∆E(x, T)
is the experimental line shift and ∆E(Yb3+ – Yb2+) is the
calibration displacement corresponding to a shift of the
Kα1 line of Yb upon a decrease in the population of the
4f shell by unity. It is obvious that the valence of Yb in
the sample studied is m = mst + ∆n4f = 2 + ∆n4f. The cali-
bration displacement was measured for the pair Yb2O3–
Ybmet and is equal to ∆E(Yb3+ – Yb2+) = –583 ± 5 meV.
The dependence of the valence of Yb on the composition
at room temperature is given in Fig. 2. In the field of the
cubic phase (x = 0.2–1.0), the Yb valence is virtually con-
stant and has a noninteger value  = 2.91 ± 0.01 coin-

ciding with the Yb valence in YbIn1 − xAgxCu4 (  =
2.91 ± 0.01 [7]). In the region of x < 0.2, in which the
cubic and hexagonal phases coexist, the Yb valence
decreases. Based on the experimental values of m for the
cubic phase (x > 0.2) and for a mixture of phases (x = 0
and 0.05) and on the concentrations of the hexagonal
and cubic phases, the Yb valence in the hexagonal
phase was determined to be  = 2.71 ± 0.04. Note
that a linear extrapolation of m(x) for the compositions
from the two-phase region (x < 0.2) meets the straight
line  at the point x = 0.12 ± 0.02, which agrees well
with the value x0 = 0.125 that was obtained in macro-
scopic experiments [8] for the boundary of transition
from the single-phase to the two-phase region. 

The noninteger values of the valence of f atoms are
characteristic of a specific class of rare-earth and
actinide compounds with an intermediate (fluctuating)
valence. The noninteger value m = 2.91 in YbCu5 – xAgx
differs only a little from the value of 3 which is normal
for Yb. However, even this small difference leads to
fundamentally different conclusions in choosing the
mechanism responsible for the heavy-fermion state (f–sd
hybridization or collective processes of the Kondo-
effect type). The expected valence of Yb in the interme-
diate-valence state was quantitatively estimated on the
basis of the phenomenological model of interconfigu-
ration fluctuations [12, 13], in which the state of inter-
mediate valence is considered as a resonance (fluctu-
ations) between energetically close initial (4f n) and
final (4f n – 1 + e) states of the 4f electron. The probabil-
ity for an f atom to be found in the state f n – 1 is deter-
mined by the Boltzmann-type distribution

 (1)
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where Eex = En – 1 – En is the difference of the energies
of the 4f n and 4f n – 1 configurations, Mn and Mn – 1 are
the statistic weights of these states, and Γ is the energy
of Anderson hybridization of the 4f electron with an
electron of the conduction band (the width of the
4f level). The intermediate-valence state is realized if
|Eex| ≤ Γ. In the assumption that fluctuations of the 4f
electron of Yb in YbCu5 – xAgx from site to site occur
only between coinciding (degenerate) energy levels
(Eex ≈ 0) (Anderson-type transition [14]), the probabil-
ity of an Yb3+ state arising is determined only by the
statistic weights of the Yb2+ (J = 0, Mn = 1) and Yb3+

(J = 7/2, Mn – 1 = 8) states and is equal to P(Yb3+) =
Mn − 1/(Mn – 1 + Mn) = 8/9, which corresponds to the
value m = 2.89; this agrees satisfactorily (for such a
simple model) with our experimental value 2.91 ± 0.01.

The identification of the intermediate-valence state
by only the sign if m is integer or noninteger is insuffi-
cient. The noninteger valence also takes place in mixed-
valence compounds, when the ions of different
valences occupy inequivalent positions in the crystal
lattice (as, e.g., in Eu3O4).

As indirect evidence of the occurrence of an inter-
mediate-valence state in the cubic phase of
YbCu5 − xAgx, the results of high-temperature experi-
ments can be considered. Figure 3 displays the temper-
ature dependences of the valence of Yb in YbCu5 – xAgx
for samples with x = 0.4 and 1. It is seen that m
decreases with increasing temperature; the course of
the m(T) curve in YbCu5 – xAgx is virtually the same as
in the previously investigated system YbIn1 – xAgxCu4.
The decrease in m with increasing temperature in
YbIn1 − xAgxCu4 was explained in the assumption of the
dependence of Eex on T (theory admits such a possibil-
ity in principle [15]). Earlier, the effect of decreasing
the valence of a rare-earth element at a high tempera-
ture in classical systems with intermediate valence was
observed for a wide class of intermetallic compounds
of cerium [16, 17] and europium [18] using the method
of x-ray line displacements and Mössbauer spectros-
copy for Eu compounds [19, 20]. The temperature
dependences m(T) for coinciding objects (EuCu2Si2,
EuRh2, Eu(Ni1 – xCux)5) exhibit good agreement
between both methods.

Thus, the totality of the above-considered micro-
scopic and macroscopic properties of YbCu5 – xAgx in
the cubic phase (x = 0.2–1) and the fact that Yb atoms
occupy equivalent positions in the crystal lattice sug-
gest that this system is a system with an intermediate
(fluctuating) valence and, correspondingly, the appear-
ance of a heavy electron in it is a result of f–sd hybrid-
ization upon the transition of an 4f electron into the
intermediate-valence state.

The differences in the behavior of the Yb valence in
the cubic and mixed phases (Fig. 3) can be explained by
two probable mechanisms: (i) it follows from Eq. (1)
that the probability of occurrence of Yb in the trivalent
state P(3+) can either increase or decrease with increas-
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ing temperature depending on the sign of Eex; (ii) with
increasing temperature, a smooth structural phase tran-
sition from the hexagonal to cubic phase occurs, and at
1000 K, the YbCu5 – xAgx system becomes single-phase
over the whole region of x from 0 to 1. At T = 1000 K,
the Yb valence in the cubic phase YbCu5 – xAgx is virtu-
ally coincident with its valence in the mixed phase:
mcub = 2.83 ± 0.02, mmix = 2.78 ± 0.02. The choice of
one of the two variants given above can be made on the
basis of phase analysis in the high-temperature region.

2.2. Silver and Copper 

One of the key (and virtually uninvestigated) ques-
tions in the problem of intermediate valence (and, cor-
respondingly, heavy fermions) is the question of what
are the centers at which the f–sd hybridization occurs.
We supposed in [7] that upon the transition into the
intermediate-valence state, the 4f electron is mainly
hybridized with 5s electrons of In and Ag and, to a
lesser extent, with 4s electrons of Cu.

The question of what are the centers at which the f–sd
hybridization occurs was also studied in this work. To
this end, we determined the populations of the outer s
states of Ag and Cu from the displacements of their Kα1
lines. The shifts of the Kα1 lines of Ag and Cu are given
in the table. For all YbCu5 – xAgx compositions that
were studied in this work, negative displacements rela-
tive to the corresponding metals are observed. As was
shown in our previous work [21], a removal of valence
s (p) electrons from an atom in heavy elements leads to
positive displacements of the Kα1 lines (quantitatively,
the effects of s and p electrons are virtually identical).
The magnitudes of the effects  = Eion – Emet for
the ionic compounds of Yb, Ag, and Cu are illustrated

∆EKα1
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YbCu4.6Ag0.4
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YbIn0.7Ag0.3Cu4

Fig. 3. Temperature dependences of the Yb valence in
YbCu5 – xAgx for single-phase (YbCu4.6Ag0.4 and
YbCu4Ag) and two-phase (YbCu5) samples and the data for
YbIn0.7Ag0.3Cu4 taken from [7].
1
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in the table. The nonzero negative values of the dis-
placements of the Kα1 lines of Ag and Cu in YbCu5 –

 xAgx imply that the populations of the outer s (p) states
of Ag and Cu increase upon the transition from the
metallic state into the intermediate-valence state.

The populations of the 5s states of Ag and of the 4s
states of Cu were determined from the experimental
displacements of the Kα1 lines and Dirac–Fock atomic
calculations. For each sample of YbCu5 – xAgx, we
found the magnitude of ∆ns from the equation

 (2)

where M = Ag or Cu, ∆Ecalc(∆ns) are the calculated dis-
placements, ∆EM(x) are the experimental displace-
ments, and ∆ns is the difference between the numbers of
5s (4s) electrons of Ag (Cu) in YbCu5 – xAgx and in the
metallic standard (the electron configurations of Ag and
Cu are 4d105s1 and 3d104s1, respectively). The results
are shown in Fig. 4, from which it follows that the mag-
nitudes of ∆n(x) for Ag are virtually independent of the

composition, and their weighted mean value  =
0.69 ± 0.07 electron/atom agrees well with the value

 = 0.71 ± 0.09 electron/atom for YbIn1 – xAgxCu4.
An increase in the population of the 5s states of Ag

and 4s states of Cu in YbCu5 – xAgx can be explained (as
this was made for YbIn1 – xAgxCu4 in our previous work
[7]) by the hybridization of 4f electrons of Yb with con-
duction electrons of neighboring atoms of Ag and Cu.
The variant in which the 4f electron fluctuates between
the states of neighboring atoms of Yb should not, in
principle, lead to changes in the electronic structure of
silver and copper. In YbIn1 – xAgxCu4, the total increase

in the population (Ag, In, Cu) = 1.0 ± 0.1 elec-
tron/atom is nearly coincident with the decrease in the

∆Ecalc ∆ns( ) ∆EM x( ),=

∆n5s

∆n5s

∆nΣ
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Fig. 4. Variation of the change in the population of 5s states
of Ag and 4s states of Cu in YbCu5 – xAgx as a function of
the composition at room temperature and the data for ∆ns
for YbIn1 – xAgxCu4 taken from [7].
P

population of the 4f shell of Yb in the intermediate-

valence state  = 0.91 ± 0.01 electron/atom; the
balance ∆nf ≈ ∆nΣ ≈ 1 is independent of the composition
and is ensured mainly by Ag and In and, to a lesser
extent, by four atoms of copper.1 

The situation is different in YbCu5 – xAgx. Here, an
increase in the population of 5s states of Ag coincides
with ∆ns(Ag) in YbIn1 – xAgxCu4 and independent of
the composition (Fig. 4); however, the total number of
silver atoms decreases because of the copper substitu-
tion and, correspondingly, x∆ns(Ag) decreases from
~0.7 electron/atom at x = 1 to ~0.14 electron/atom at
x = 0.2. The valence of Yb is also independent of the

composition (  = 0.91 electron/atom), although it
should decrease if the hybridization of the 4f electron
occurs mainly at Ag atoms (as in YbIn1 – xAgxCu4). We
suppose that as the concentration of Ag decreases in
YbCu5 – xAgx, copper atoms (which ensure the con-
stancy of the Yb valence with decreasing x) begin to
play a significant role in the mechanism of f–s hybrid-
ization. It is seen from Fig. 3 that the population of 4s
states increases with decreasing Ag concentration and
the magnitude of ∆n4s(Cu) at x = 0.2 is greater by a fac-
tor of about 3 than that in YbIn1 – xAgxCu4.

The difference in the behavior of the effects of ∆n4s
for Cu in YbIn1 – xAgxCu4 and YbCu5 – xAgx can be
explained by the specific features of the crystal struc-
ture of these compounds. The unit cell of
Yb(In, Ag)Cu4 consists of two sublattices: a sublattice
of (Yb, In, Ag) atoms, as in the MgCu2-type Laves
phases of rare-earth elements, and a sublattice of Cu
atoms, which is formed by tetrahedra of four copper
atoms [22]. It is assumed that the atoms of the first sub-
lattice are strongly bound with one another and weakly
bound with the atoms of the second sublattice [23];
therefore, the exchange by electrons in the process of
hybridization is mainly determined by the atoms of the
first sublattice (Yb, Ag, In).

The unit cell of YbCu5 – xAgx in the cubic phase also
consists, as in the case of YB(In, Ag)Cu4, of two sublat-
tices: a sublattice formed by the rare-earth element (as in
MgCu2-type Laves phases) and a copper sublattice, with
the difference that in the first sublattice there is a fifth
copper atom (Cu*), which, like In in Yb(In, Ag)Cu4,
compensates the loss of Ag and ensures that ∆n4f is
independent of the composition upon f–s hybridization.

The change in the total population (Ag, In, Cu*)
increases from 1.2 ± 0.2 electron/atom for x = 1 to
1.6 ± 0.2 electron/atom for x = 0.2. The excess ∆nΣ > ∆n4f

can be due to an additional transfer of outer valence 6s
and 5d electrons of Yb onto the Cu* atoms in the first

1 In Yb(In, Ag)Cu4, the weighted mean (Ag) ≈ (In) ≈
0.7 electron/atom is independent of x [7] and the number of
copper atoms is constant; therefore, the relation ∆n4f ≈ ∆nΣ ≈ 1
electron/atom will always be fulfilled.

∆n4 f

∆ns ∆ns

∆n4 f

∆nΣ
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sublattice. We observed such an effect in the Laves
phases CeRu2, CeRh2, and CeOs2 [17].

An increase in the coefficient of electronic heat
capacity γ in YbCu5 – xAgx with decreasing x was
explained in [8] by an increase in the chemical contrac-
tion that arises as smaller Cu atoms substitute for Ag in
the crystal lattice.2 When describing the mechanism of
f–sd hybridization in intermediate-valence and heavy-
fermion systems, it is commonly accepted (see, e.g.,
[25]) that, along with the size factor (chemical contrac-
tion in this case), an important role belongs to the elec-
tronic structure of the components of the compound
(electronic factor). It follows from our data that the total
change in the population of 5s (4s) states ∆nΣ increases
with increasing concentration of Cu from ~1.2 elec-
tron/atom for x = 1 to ~1.6 electron/atom for x = 0.2 and
correlates with increasing the coefficient of heat capac-
ity from ~250 to ~460 mJ/(mol K2) [8]. An analysis of
the quantities ∆ns(Ag, Cu) reveals those atoms that lead
to an increase in ∆nΣ with increasing copper concentra-
tion and corresponds to an increase in γ. As is shown
above, the growth in ∆nΣ with increasing copper con-
centration is determined by the fifth copper atom (Cu*).
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Abstract—The effect of a dc electric field on the evolution of the electronic absorption spectra of poly(N-
epoxypropylcarbazole) (PEPC), poly(styrene) (PS), and poly(vinyl butyral) (PVB) films doped with methine
dyes is investigated. It is revealed that these spectra in the absorption range of the dye undergo transformations
depending on the dipole moment and the symmetry of the π-electron structure of dye molecules. The inference
is made that the electron density in the dye molecule is redistributed in an external electric field. This redistri-
bution gives rise to the electric field–induced anisotropy in the spatial distribution function of photogenerated
electron–hole pairs in amorphous molecular semiconductors. © 2001 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

Amorphous molecular semiconductors based on
photoconducting polymers doped with organic com-
pounds possess photoconducting properties in the visi-
ble and near-IR spectral ranges, because dopant mole-
cules can serve not only as optical absorption centers
but also as charge carrier photogeneration centers. At
present, amorphous molecular semiconductors based
on poly(N-vinylcarbazole) and poly(N-epoxypropyl-
carbazole) (PEPC) are the most well investigated and
find practical use. It is well known that, in these semi-
conductors, the photoconduction process in the absorp-
tion range of photogeneration centers involves two
stages [1, 2]. At the first stage, the absorption of a pho-
ton by a molecule of the photogeneration center leads
to the transfer of a positive charge (hole) from this mol-
ecule to a carbazole group of the polymer and to the for-
mation of a bound electron–hole pair. At the second
stage, the electron–hole pair either annihilates or disso-
ciates. The probability of dissociating the electron–hole
pair increases with an increase in the external electric
field strength E and the temperature T. The electron–
hole pair dissociation is theoretically described within
the Onsager model for the probability of separating two
charged particles in an isotropic medium [3]. In high
fields E, the probability of dissociating an electron–
hole pair in the Onsager model coincides with the prob-
ability calculated in the framework of the Pool–Frenkel
one-dimensional model [2]. Note that, in the range 1 ×
107 < E < 1 × 108 V/m, the theoretical relationship for
electron–hole pair dissociation is consistent with the
analytical expression that was empirically obtained
from experimental data on the photocurrent j in amor-
phous molecular semiconductors. Since the photocur-
1063-7834/01/4308- $21.00 © 1426
rent j is directly proportional to the quantum yield η of
charge carrier photogeneration, it is assumed that

 (1)

where η0 is the quantum yield of electron–hole pair
generation; W0ph is the activation energy of photogener-
ation, which is equal to the energy of Coulomb attrac-
tion between a hole and an electron in the photogener-
ated electron–hole pair; β is the Pool–Frenkel constant;
k is the Boltzmann constant; and T0 is the characteristic
temperature, which, for PEPC-based films, is equal to
490 ± 20 K. From relationship (1), it follows that the η
and j quantities increase with an increase in the field E
and, at E > (W0ph/β)2, they should be independent of E.
However, this is not necessarily observed in experi-
ments. An increase in the field E > (W0ph/β)2 to pre-
breakdown electric field strengths frequently leads to
an increase in j. The observed deviation of the experi-
mental dependences η(E) and j(E) from relationship (1)
at high fields can be explained by at least three factors.

First, an electron–hole pair is formed from a photo-
generation center molecule in excited states with differ-
ent lifetimes. The external electric field contributes the
probability of ionizing excited molecules [4, 5] owing
to the decrease in the potential barrier for the transfer of
a charge carrier from the photogeneration center to the
adjacent molecules. This mechanism of increase in the
quantum yield of electron–hole pair photogeneration in
an external electric field was studied earlier for PEPC-
based amorphous molecular semiconductor films
doped with intramolecular charge-transfer complexes
[6] and ionic dyes [7].

Second, amorphous molecular semiconductors con-
tain organic molecules with an inhomogeneous distri-
bution of charges over the molecular structure, which

j η η 0 W0ph βE1/2–( )–( ) T 1– T0
1––( )/k,exp∼ ∼
2001 MAIK “Nauka/Interperiodica”
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Fig. 1. Structural formulas of merocyanine 1 in (a) the ground and (b) excited states.
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produce electric inhomogeneities in the bulk of amor-
phous molecular semiconductors. These inhomogene-
ities can be responsible for trapping of nonequilibrium
carriers. The external electric field decreases the bind-
ing energy between charge carriers and electric inho-
mogeneity regions, which manifests itself in an
increase in the photoconductivity with an increase in E.
This mechanism of trapped carrier release under the
action of an electric field was previously investigated in
PEPC-based amorphous molecular semiconductor
films doped with intramolecular charge-transfer com-
plexes [8, 9] and ionic [10] and intraionic dyes [11].

Third, relationship (1) involves the quantum yield
η0 of electron–hole pair photogeneration as a multi-
plier. In the photogeneration models for isotropic amor-
phous molecular semiconductors, this quantity is
assumed to be independent of the strength and direction
of an external electric field. This implies that the direc-
tion of escape of a charge carrier from an excited pho-
togeneration center in the course of electron–hole pair
formation should be independent of external factors
and that the spatial distribution of photogenerated elec-
tron–hole pairs over the distances between charges in
electron–hole pairs can be described by a spherical
function. However, photogeneration center molecules
with large dipole moments should exhibit a strong
anisotropy of the probability of intramolecular and
intermolecular electron transitions. In an external elec-
tric field, the probability of intermolecular electron
transitions from these molecules should depend on the
molecular orientation with respect to the field. More-
over, in the case when dipole molecule moments can
rotate in an external electric field E and its strength
increases, the spatial distribution of electron–hole pairs
over the distances between charges cannot be consid-
ered a spherical function. We can expect an increase in
the probability of generating electron–hole pairs whose
dipole moment is oppositely aligned with the direction
of the electric field lines. These electron–hole pairs
have the highest dissociation probability. This circum-
stance should result in an increase in η0 with an
increase in E. The discussed mechanism of electron–
hole pair photogeneration under the influence of an
electric field in amorphous molecular semiconductors
is similar to the Freédericksz effect, which is well
understood for liquid crystals [12, 13]. However, the
experimental verification and investigation of this
 SOLID STATE      Vol. 43      No. 8      200
mechanism for amorphous molecular semiconductors
have received little attention in the literature.

The specific features of the influence of an external
electric field on the spatial distribution of photogenerated
electron–hole pairs in doped amorphous molecular semi-
conductors can be experimentally investigated using
spectroscopic techniques, specifically by analyzing the
effect of an electric field on photoabsorption and photo-
luminescence. The purpose of the present work was to
elucidate how the external electric field affects the opti-
cal absorption spectra of amorphous molecular semicon-
ductors doped by organic dyes with different charge dis-
tributions.

2. SAMPLES AND EXPERIMENTAL TECHNIQUE

For this purpose, PEPC-based amorphous molecular
semiconductors doped with polymethine dyes were
chosen as the objects of investigation. Polymethine
dyes can serve as efficient centers of charge carrier pho-
togeneration in PEPC [7]. Owing to the features of their
molecular structure, the distribution and magnitude of
the charge state in these dyes can be varied in a con-
trolled manner [14]. According to these characteristics,
dyes can be divided into three groups.

The first group contains intraionic dyes with a
strong localization of positive and negative charges at
terminal parts of the chromophore in the ground state
[15]. A representative example of these dyes is merocy-
anine 1. The structural formulas of its molecule are
depicted in Fig. 1. Merocyanine in the ground state has
a bipolar structure. The absorption of a photon brings
about the transfer of an excess electron density from the
oxygen atom to the positively charged benzothiazole
heterocycle. Hence, merocyanine 1 in the excited state
has a nearly neutral structure. To put it differently, the
electronic excitation is accompanied by a drastic
decrease in the dipole molecule moment.

The second group primarily involves intraionic dyes
in which, unlike compound 1, the ground and excited
states are characterized by neutral and bipolar struc-
tures, respectively [15]. An example of these dyes is
merocyanine 2 (Fig. 2).

Unlike merocyanine 1, the dipole moment of mero-
cyanine 2 considerably increases upon light absorption.
1
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Asymmetric ionic dyes, for example, dye 3 (Fig. 3),
also fall into the second group.

A dye molecule consists of two separate counteri-
ons. Light is absorbed by a chromophore of the organic
counterion. Unlike merocyanines 1 and 2, chro-
mophores of ionic dyes are charged in both the ground
and excited states (see structures in Figs. 3a, 3b). The
total charges of cationic (colored cation) and anionic
(colored anion) dyes are equal to +1 and –1, respec-
tively. These charges are retained in both the ground
and excited states. However, in the case of asymmetric
dyes, particular charges are nonuniformly distributed in
the ions. For example, as can be seen from the structural
formula of cationic asymmetric polymethine dye 3, the
positive charge in the ground state is predominantly
localized on a more electron-donating benzimidazole
heterocycle. By contrast, this charge in the excited state
is predominantly localized on the indole heterocycle.
PH
The boundary structures of asymmetric dye 3 (Figs. 3a,
3b) have a similar cationic form, whereas the structures
of merocyanines 1 and 2 in the ground and excited
states differ radically (one structure is bipolar and the
other structure is neutral). Therefore, the change in
dipole moment upon excitation of asymmetric dyes of
type 3 is less than that of merocyanines.

Symmetric ionic (cationic and anionic) dyes belong
to the third group. Unlike asymmetric polymethine
dyes, they are characterized by a symmetric distribu-
tion of charge among the terminal heterocycles of a col-
ored chromophore. This is explained by the fact that
symmetric dyes have identical terminal groups, as is the
case in dye 4 (Fig. 4). More rigorous quantum-chemical
calculations demonstrate that the structures of dyes of
type 4 in the ground and excited states (Figs. 4a, 4b) are
not equivalent, even though both states exhibit a sym-
metric charge distribution [14]. The difference between
YSICS OF THE SOLID STATE      Vol. 43      No. 8      2001
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the structures shown in Figs. 4a and 4b is caused by
changes in the numerical values of charges on particu-
lar atoms upon excitation. Similar tendencies in the
charge distribution are characteristic of symmetric
anionic dyes of type 5 (Fig. 5).

The third group of dyes also includes the symmetric
squaraine-type dyes. They are a variety of intraionic
dyes, which, unlike merocyanines, have bipolar struc-
tures in both the ground and excited states. A represen-
tative of this dye group is squaraine 6 (Fig. 6).

The samples were prepared in the form of structures
with a free surface: glass substrate–conducting layer
SnO2 : In2O3–polymer film. We used PEPC, poly(sty-
rene) (PS), and poly(vinyl butyral) (PVB) films with a
dye content of 1 wt %. The polymer films were
obtained by drying polymer solutions with a dye in 1,2-
dichloroethane, which were spread over the surfaces of
glass substrates with SnO2 : In2O3 layers. The thickness
of the dried films was 1.5–2 µm.

The absorption coefficient of the prepared polymer
films and its change in an external electric field were
measured on a KSVU-23 spectrometric computer sys-
tem. Initially, the absorption coefficient κ0 of the poly-
mer film without an external electric field was deter-
mined at the chosen wavelength λ. Then, the polymer
film was charged in a corona discharge, the variation in
the absorption coefficient with time was recorded to the
attainment of its new quasi-stationary value, and the
absorption coefficient κE in the external electric field E
was determined. These values were used to calculate
the change in the absorption coefficient in the external
electric field: δκ = κE – κ0. The polymer film was
charged in a corona discharge with a special electronic
device. The electric field strength E in the film was
S OF THE SOLID STATE      Vol. 43      No. 8      200
determined from the difference in potential between the
free surface and the SnO2 : In2O3 conducting layer. The
obtained E values varied in the range (6–10) × 107 V/m.
The absorption coefficients and δκ were measured in
the light wavelength range 400–1000 nm, in which the
optical absorption is observed in dyes and is absent in
PEPC, PS, and PVB. The measurements were per-
formed for unpolarized and linearly polarized light at
different polarization angles. In the latter case, ahead of
the entrance slit of the monochromator, an additional
polarizer (with a variable polarization direction) was
put in the light beam passed from the light source
through a polarizer and the studied sample. The exper-
iments were carried out at the temperature T = 293 K.

3. RESULTS

For all samples studied, the external electric field
affects the optical absorption spectra of the PEPC, PS,
and PVB films containing dyes (Figs. 7–9). After the
application of an electric field, this effect manifests
itself in the appearance of maxima and minima in the
δκ(λ) dependence in the light wavelength range that
corresponds to the absorption maximum of dyes. When
the electric field is switched off, the absorption spec-
trum completely regains its initial form. It is proved that
the replacement of the PEPC polymer matrix with the
PS and PVB matrices leads to a change in the wave-
length λ of the absorption maximum of the dye due to
the change in the refractive index and the permittivity
of the polymers [14]; however, this replacement does
not affect the sequence of maxima and minima in the
δκ(λ) dependence. The sequences of maxima and min-
ima are also identical in the δκ(λ) dependences mea-
1
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with dye 1. Dye content is 1 wt %, E = 8 × 107 V/m.

Fig. 8. Wavelength dependences of (1) the absorption coef-
ficient and (2) its change in the electric field for PEPC films
with dye 2. Dye content is 1 wt %, E = 8 × 107 V/m.
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Fig. 9. Wavelength dependences of (1) the absorption coef-
ficient and (2) its change in the electric field for PEPC films
with dye 4. Dye content is 1 wt %, E = 8 × 107 V/m.
P

sured for the samples with polymer films containing
dyes of the same group. The magnitudes of δκ increase
with an increase in strength of the external electric field
but remain independent of the polarization of incident
and passed (through the sample) light. After the appli-
cation of an external electric field, the absorption coef-
ficient changes with the rate of film surface charging for
a time of no longer than 0.2 s for polymer films with
dyes of the second (dyes 2, 3) and third (dyes 4–6)
groups and for a time of more than 20 s for polymer
films with dyes of the first group (dye 1).

The difference of the polymer films with dyes of the
first group (dye 1) from the films with dyes of the sec-
ond (dyes 2, 3) and third (dyes 4–6) groups also lies in
the fact that the κ coefficient for the former films in an
external electric field decreases over the entire wave-
length range corresponding to the long-wavelength
absorption maximum. Specifically, as follows from the
dependences κ(λ) and δκ(λ) for the PEPC films with
dye 1 (Fig. 7), the location of the minimum in the δκ(λ)
dependence coincides with that of the maximum in the
κ(λ) dependence.

In the case of polymer films with dyes 2 and 3 (sec-
ond group), as the light wavelength decreases (begin-
ning with the long-wavelength absorption edge), the
δκ(λ) dependence exhibits first a maximum and then a
minimum. This sequence of the extrema in the δκ(λ)
dependence for the PEPC films containing a dye of the
second group is displayed in Fig. 8. Note that the
dependence under consideration changes sign near the
light wavelengths that correspond to the absorption
maximum of the dye, and the difference in locations of
the maximum and the minimum in the δκ(λ) depen-
dence is approximately equal to 40 nm (~0.35 eV).

For the third group (dyes 4–6), with a decrease in the
light wavelength (beginning with the long-wavelength
absorption edge), the δκ(λ) dependence shows first a
minimum and then a maximum (Fig. 9). It should also
be noted that the δκ(λ) dependence changes sign near
the light wavelengths that correspond to the absorption
maximum of the dye, and the difference in locations of
the minimum and the maximum in this dependence is
about 110 nm (~0.49 eV).

4. DISCUSSION

For all three groups of dyes, the absorption spectra
completely regain their initial shape after switching off
the electric field. The spectra are regularly reproduced
after each application of the field. Consequently, the
spectral effects described are unrelated to the decompo-
sition of the dyes. It can be assumed that the changes
observed in the absorption spectra of the polymer films
with dyes in an external electric field are caused by sev-
eral factors.

A decrease in the absorption coefficient of the poly-
mer films with an increase in the electric field strength
can be explained by the increase in the concentration of
HYSICS OF THE SOLID STATE      Vol. 43      No. 8      2001
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charge carriers due to photogeneration of electron–hole
pairs and their separation in the electric field as a result
of the charge transfer between molecules. This should
bring about a change in the charge state of dye mole-
cules, a decrease in the intensity of the absorption band
of the dye, and the appearance of absorption bands
associated with radicals of the dye and molecules
involved in the charge carrier transfer. However, the
effect of electric field on the absorption spectra of the
dyes is observed not only in the PEPC films (character-
ized by photogeneration and a transfer of charge carri-
ers) but also in the PS and PVB films in which photo-
conductivity is absent. Moreover, the maxima in the
δκ(λ) dependences for the PEPC films with different
dyes are observed at different light wavelengths; hence,
these maxima cannot be identified with the absorption
maxima of carbazole cation radicals formed upon pho-
togeneration and a transfer of holes.

The second possible reason for the change in the
absorption spectra is the splitting of the electron transi-
tion energies in the electric field (Stark effect). How-
ever, the dependences δκ(λ) for the studied samples
with dyes of the first group exhibit only a minimum in
the range corresponding to the absorption band of the
dye. Any maxima that would be characteristic of the
Stark effect [16] are absent. In the case of samples with
dyes of the second and third groups, the location of the
minimum in the δκ(λ) dependence does not coincide
with the location of the maximum in the κ(λ) depen-
dence and the considerable energy separation between
the maxima and minima in the δκ(λ) dependences
(Figs. 8, 9, curves 2) is larger than that expected for the
Stark effect in the electric fields used [16]. Further-
more, the absorption spectra are unaffected by the
polarization of the incident light. Therefore, even
though the effects under consideration are associated
with the polarizabilities of dye molecules in an electric

1 2

Q2

Q1

λ

κ δκ

0

1

3 2

(a) (b)

Fig. 10. (a) Energy diagrams and electron transitions in a
molecule of dyes of the second group and (b) the depen-
dences κ(λ) and δκ(λ) for these transitions.
PHYSICS OF THE SOLID STATE      Vol. 43      No. 8      2001
field, this phenomenon calls for more detailed investi-
gation.

We assume that the change in the absorption spectra
of the polymer films with dyes in an electric field is pri-
marily determined by the polarization of electron shells
of dye molecules. However, in the case of dye mole-
cules with a large dipole moment, the observed effect
can also be caused by the change in the molecular ori-
entation.

The dyes of the first group in the ground state have
a pronounced bipolar structure and are most strongly
affected by the external electric field. The mechanism
of this effect can be explained by the increase in the dif-
ferences between the structures in the ground and
excited states, which is accompanied by a broadening
of the absorption band and a decrease in its intensity
[14]. Moreover, molecules of these dyes are prone to
reorientation in the electric field. For this reason, they
are characterized by a decrease in the absorption coef-
ficient over the entire spectral range of the long-wave-
length absorption maximum. Note also that the large
duration of change in κ after switching on the electric
field can be associated with the rotational mobility of
dye molecules in the polymer matrix. The mechanism
of this phenomenon is similar to the Freédericksz effect
[12, 13].

For dyes of the second and third groups, the time of
variations in the absorption spectra after switching on
the electric field is short and can be determined by the
polarization of electron shells of dye molecules. This
mechanism consists in redistributing the electron den-
sity among terminal parts of the π-conjugated system.
Therefore, the features in the δκ(λ) dependences are
brought about by the electronic structure and the sym-
metry of dye molecules. The latter circumstance can be
explained using energy diagrams for the ground and
excited states of a dye molecule.

1 2

Q1

Q2

λ

κ δκ

0

1

32

(a) (b)

Fig. 11. (a) Energy diagrams and electron transitions in a
molecule of dyes of the third group and (b) the dependences
κ(λ) and δκ(λ) for these transitions.
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For molecules of dyes of the second group, the elec-
tron transitions from the ground to the first excited state
prior to (transition 1) and after the application of an
electric field (transition 2) are depicted by vertical
arrows in Fig. 10a. In the electric field, the electron den-
sity is redistributed compared to the initial equilibrium
distribution over nuclei of the atoms forming the mole-
cule. As a result, the initial asymmetric distribution of
the electron density among terminal parts of the mole-
cule is averaged throughout the molecular structure,
which can be represented as the averaging of the elec-
tron density over regions near atomic nuclei. Conse-
quently, the potential energy minimum of the ground
state becomes closer to that of the excited state. The dif-
ferences between the locations of the potential energy
minima in the ground and excited states are desig-
nated by the generalized coordinates Q1 (without the
electric field) and Q2 (with the electric field) (Fig. 10a).
Figure 10b schematically shows the absorption lines 1
and 2 (in the absence and in the presence of the electric
field, respectively), which correspond to transitions 1
and 2 in Fig. 10a, and the expected change δκ(λ)
(curve 3) in the absorption spectrum of the asymmetric
polymethine dye in the electric field. Note that the
sequence of the maximum and minimum in the δκ(λ)
dependence in Fig. 10b agrees with that for polymer
films with dyes of the second group (Fig. 8).

The symmetric dyes of the third group are character-
ized by a uniform distribution of the electron density
among terminal parts of the π-conjugated system of the
molecule in the ground state. The application of an
external electric field results in the breaking of this
symmetry due to the redistribution of the electron den-
sity along the electric field lines. As a consequence, the
potential energy minimum of the ground state moves
away from that of the excited state. For this situation,
the electron transitions from the ground to the excited
state in the absence (transition 1) and in the presence
(transition 2) of the electric field are displayed in
Fig. 11a. The absorption lines 1 and 2 of electron tran-
sitions (without and with the electric field, respectively)
and the expected change δκ(λ) (curve 3) in the absorp-
tion spectrum of the symmetric polymethine dye in the
electric field are depicted in Fig. 11b. It should also be
noted that the sequence of the maximum and minimum
in the δκ(λ) dependence in Fig. 11b is in agreement
with that for the polymer films with symmetric dyes of
the third group (Fig. 9).

5. CONCLUSION

Thus, changes in the absorption spectra of the films
containing dyes of all three groups are observed in the
range of the long-wavelength absorption maximum of
the dye under the influence of an external electric field.
These changes can be explained by the spatial redistri-
P

bution of the electron density in the electric field. Con-
sequently, the external electric field induces the anisot-
ropy in the distribution of dipole moments of electron
transitions inside the dye molecules. Upon photogener-
ation, this can result in the predominant transfer of
charge carriers from dye molecules to the amorphous
molecular semiconductor along the electric field lines.
Therefore, it should be expected that, in doped amor-
phous molecular semiconductors, an increase in
strength of the external electric field can result in an
increase in the quantum yield of electron–hole pair
photogeneration due to the induced anisotropy of the
photogeneration centers themselves.
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Abstract—A kinetic scheme of transformations and annihilation decays of positron and positronium states is
considered in the bulk of a crystal in the crystal skeleton, and on the surface and in the bulk of pores of porous
silicon. Formulas relating the intensities of temporal components of annihilation decay to the rates of decays
and transformations of positron and positronium states in the pore volume are derived. The rate of interaction
with the pore surface, accompanied by the formation of the surface state of a positronium atom, is estimated at
107–108 s–1, while the estimated value for the pore radius is ≈2 nm. © 2001 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

Porous silicon, obtained by anodizing silicon single
crystals in acidic alcoholic solutions of HF, is widely
used in the manufacture of semiconducting devices,
light-emitting devices, and micromechanical instru-
ments and devices [1]. The structure and properties of
porous silicon (specific surface and specific monocrys-
talline structure) depend primarily on the conditions of
anodizing and thermal treatment. The properties of
porous silicon, including defects of the open volume
type, are often studied by using the positron annihila-
tion technique [1–6].

Earlier investigations proved [1] that porous silicon
contains a component with a lifetime varying between
400 and 600 ps. The intensity of this component
depends strongly on the anodizing conditions, anneal-
ing temperature, and the properties of porous silicon.
Itoh et al. [4] discovered a long-lived temporal compo-
nent with a lifetime of several tens of nanoseconds
whose intensity was determined by its pore size. The
presence of this component is usually attributed to the
formation of orthopositronium (ortho-Ps) in the porous
layer. The authors of [4] also measured the narrow peak
associated with the decay of parapositronium (para-Ps).
They calculated [5] the mean pore radius from the
measured lifetimes of ortho-Ps, which was found to be
~1 nm. Suzuki et al. [2] probed a porous silicon layer
10 µm thick with a monochromatic positron beam and
concluded that positronium is formed on the pore sur-
face. The intensity and lifetime of the positronium com-
ponent strongly depended on the sample temperature
and the annealing temperature. Shantarovich et al. [3]
used methods of angular and temporal spectrometry to
obtain information on the number and size of pores in
porous silicon on a polycrystalline substrate. It is
shown that the size distribution for pores has a peak of
1063-7834/01/4308- $21.00 © 1433
the order of 1019 cm–3 for a radius of approximately 7 Å.
The distribution is asymmetric and extends towards
larger radii. Knights et al. [6] studied porous silicon
using a monochromatic beam of slow positrons. They
observed large values of the shape parameter for the
Doppler broadening of the annihilation line (DBAL),
corresponding to positron annihilation in the porous
layer and to para-Ps decay. The thickness of the porous
layer calculated taking into account its density is in sat-
isfactory agreement with the results of ellipsometric
measurements. Experiments [6] proved that a SiO2
layer of considerable thickness exists on the pore sur-
face.

It should be noted that in the publications mentioned
above, a detailed analysis of positron and positronium
states in the bulk of pores is presented, but these states
were not investigated in the substrate crystal and in the
crystal skeleton. In the present paper, we will carry out
such an analysis in order to systematize the properties
and clarify the problem as a whole. In other words, we
will study the kinetics of transformations and annihila-
tion decays of positron and positronium states typical
of materials with a developed surface [7–14].

2. POSITRON AND POSITRONIUM STATES
IN POROUS SILICON

The theory of positron states in porous systems with
a developed surface [15–19] and in perfect silicon crys-
tals [20] has been considered by many authors. The
concepts developed in these publications (especially in
[14, 15, 20]) can also be applied to porous silicon
alongside the possible concepts of positron states in
defect-free silicon crystals [20]. We will consider
porous silicon as a system consisting of two sub-
systems: (1) the bulk of the monocrystalline substrate
2001 MAIK “Nauka/Interperiodica”
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and of the crystal skeleton of pore walls and (2) the sur-
face and bulk of a porous oxidized surface layer coated
with SiO2 [2, 4, 5], as well as the bulk of pores. Accord-
ing to the results of our earlier publications [19, 20],
quasi-free positrons and Ps atoms being converted into
Wheeler complexes Ps–(e–e+e–) at free charge carriers
can be observed in the general case [21] in the bulk of
monocrystalline silicon and the crystal skeleton of
porous silicon at the initial instant of time. According to
[1–7], positrons and positronium in the bulk of pores
and the surface states of Ps atoms were observed in a
porous layer. Let us consider the conditions for the for-
mation and properties of these states in degased n-type
semiconductors [14] in a consistent manner in order to
exclude the effects of interaction between ortho-Ps and
oxygen molecules from the atmosphere. We assume
that the pore surface is coated with a SiO2 layer, so that
normal positronium is formed on the surface of the
semiconducting oxide (in contrast to quasi-positronium
in the bulk of the crystal). In this case, a high Ps yield
is possible in porous silicon as follows from the condi-
tions for the formation of the Ps atom and for its
dynamic stability [19].

The properties of positron and positronium states in
the bulk of a silicon single crystal were considered in
[20]. Special attention was paid to Wheeler complexes
and quasi-free positrons, whose annihilation in semi-
conducting Si single crystals limits the lifetime to a
value of τb ≈ 2.24 × 10–10 s in the bulk, which satisfac-
torily agrees with the experimental value τ1 ≈ (2.22 ±
0.02) × 10–10 s. Positrons and positronium emitted from
the surface of the oxide layer of pores interact with the
pore surface. Proceeding from the experimental data
[1–7] and the concepts of positron and positronium
states in porous silicon described above, we assume
that the main types of states existing at a certain instant
t are free quasi-positrons in the bulk of the monocrys-
talline layer and in the crystal skeleton of porous silicon

e+ α(1 – Qb) e+(Ps)

α . Qbnbb(t)

gp
s, t kpb

n pb
s, t(t)

λbb λ pb
s, t

kwb

nwb(t)

λ wb

Fig. 1. Kinetic diagram of transformations and annihilation
decay of positron and positronium states in a silicon crystal
and in the crystal skeleton of porous silicon.
P

with a concentration nbb(t). The fraction of free quasi-
positrons is equal to α(1 – Qb), where α is the fraction
of positrons annihilated in the bulk of the crystal and Qb

is the positronium yield in the bulk of the crystal during
the slowing down of positrons. Free quasi-positrons
either annihilate in the two-quantum manner at a rate
λbb or undergo transitions to positronium states with a

concentration  at rates  {pb} (  are the
statistical weights of parapositronium (s) and orthop-

ositronium (t):  = 1/4 and  = 3/4) with decay rates

. In the bulk of the crystal, positronium can be con-
verted at free charge carriers into Wheeler complexes
nwb(t) at a rate kwb; they decay in a two-quantum manner
with the rate constant λwb. The diagram of annihilation
decays and transformations of positron and positron-
ium states is presented in Fig. 1.

Figure 2 shows the diagram of transformations and
annihilation decays of positron and positronium states
in the bulk of pores and on the surface of porous silicon.
The main types of positron and positronium states in
this case are positron states with concentration nbp(t)
[whose share is (1 – α)(1 – Qp)] and positronium states

with concentration  [whose share is (1 – α)Qp] in
the bulk of pores, where 1 – α is the relative number of
positrons annihilated in the bulk of pores and on the
surface of porous silicon and Qp is the positronium
yield in the bulk of pores and on the surface of porous
silicon during the slowing down of positrons. Free
positrons with concentration nbp(t) interact with the

pore surface at a rate  and form Ps atoms with

concentration  or are annihilated in the two-
quantum manner as a result of collisions at rates λbp. In

npb
s t, t( ) gp

s t, kpb gp
s t,

gp
s gp

t

λ pb
s t,

npp
s t, t( )

gp
s t, kbpp

npp
s t, t( )

(1 – Qp)(1 – α)
e+(Ps)

(1 – α)Qp

gp
s, t kbpp

npp
s, t(t)

λbp

λ pb
s, t

nbp(t)

e+

n pps
s, t(t)

2γ
2γ

2γ
λ pps

s, t

gp
s, t kpx = gp

s, tΣ
i
ki

px  = kx

Fig. 2. Kinetic diagram of transformations and annihilation
decay of positron and positronium states in porous silicon.
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turn, Ps atoms of concentration  interact with
the pore surface and either form surface states of Ps

atoms with concentration  at rates  =

 = kx (  is the rate of the i-type interaction)

or decay at rates  as a result of collisions with the
surface. The surface states of Ps atoms decay at rates

.

3. KINETICS OF TRANSFORMATIONS
AND ANNIHILATION DECAYS OF POSITRON 

AND POSITRONIUM STATES IN POROUS 
SILICON

Taking into account the positron and positronium
states considered above (Figs. 1, 2), we can write a sys-
tem of kinetic equations for their transformations and
annihilation decays as follows [22, 23].

For the processes in the bulk of the crystal and in the
crystal skeleton of pores, we have

 (1)

 (2)

 (3)

The system of equations (1)–(3) for the bulk of the crys-
tal and for the crystal skeleton of pores is supplemented
with the initial conditions for t = 0:

(4)

For the most probable processes in the bulk of pores
in porous silicon and on its surface, we have

(5)

(6)

(7)

npps
s t, t( )

npps
s t, t( ) gp

s t, kpx

gp
s t, kpx

i

i∑ kpx
i

λ pp
s t,

λ pps
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dnbb

dt
---------- λbb kbp+( )nbb– µbbnbb,–= =

dnpb
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dt
----------- gp
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=  gp
s t, kbpnbb µpbb

s t, npb
s t, ,–

dnwb

dt
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s t, kwbnpb
s t,= λwbnwb.–

nbb 0( ) α 1 Qb–( )n0, npb
s 0( ) npb

t 0( )+ αQbn0,= =

npb
s 0( ) 1

4
---αQbn0, npb

t 0( ) 3
4
---αQbn0,= =

nwb 0( ) 0.=

dnbp

dt
---------- λbp kbpp+( )nbp– µbpnbp,–= =

dnpp
s

dt
----------- gp

s kbppnbp= gp
s λ pp

s kpx+( )npp
s–

=  gp
s kbppnbp gp

s µppx
s npp
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t
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t k px+( )npp
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=  gp
t kbppnbp gp
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t npp

t
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(9)

The system of equations (5)–(9) is supplemented
with the initial conditions

(10)

According to the results of our early publications
[22, 23], the observed time spectrum for the system of
equations (1)–(3) is determined by four components,

(11)

where  are the intensities of the  components in the
time annihilation spectra; i.e.,

 

Solving the system of equations (1)–(3) with the initial
conditions (4), we obtain from Eq. (11) the following

values of , i.e., the decay constants  and  for var-

ious  components in the time annihilation spectra:

(12)

(13)

(14)
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(15)

In the case described by the system of equations (5)–
(9), the observed time spectrum in the bulk of porous
silicon and on the pore surface contains five compo-
nents:

(16)

Solving the system of equations (5)–(9) with the ini-
tial conditions (10), we determine from Eq. (16) the fol-

lowing values of , as well as the decay rates  and

 for various  components in the time annihilation
spectra:

(17)

(18)

(19)

(20)

(21)

Thus, in accordance with Eqs. (12)–(15) and (17)–(21),
the time annihilation spectrum for porous silicon is

determined by nine components with lifetimes . At
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P

the same time, most experiments on annihilation [1–7]
prove that the time spectrum can be resolved into three
components: τ1(I1), τ2(I2), and τ3(I3). According to Itoh
et al. [5], the values of these components for some
porous silicon samples are τ1 ≈ 230 ps (I1 = 47–91%),
τ2 ≈ 580–1030 ps (I2 = 3–7%), while the values of τ3(I3)
considerably depend on the method of sample prepara-
tion. For instance, τ3 = 25800–36300 ps (I3 = 6–18%) for
samples obtained for a current density of ~ 100 mA/cm2,
while for samples obtained for a current density of
~10 mA/cm2, these parameters are τ3 = 4500–5300 ps
(I3 = 1–2%). It is found that the curves describing the
angular distribution of annihilation photons contain a
narrow component IN and that the parameter S of the
Doppler broadening spectra is smaller than the value of
S for bulk silicon.

Consequently, proceeding from these experimental
data and in accordance with our earlier results [22, 23],
we can single out in Eqs. (12)–(15) and (17)–(21) three

groups of lifetimes: τM, τ3 =  = 1/ , and τ2 =

 = 1/ , which are given by

(22)

where τb is the bulk lifetime in perfect silicon crystals
and Ib is defined as

(23)

In accordance with what has been said above, the
long-lived components τ3(I3) and τ2(I2) in the bulk of
porous silicon are given by

(24)

(25)

(26)

where

(27)

Here,  = 0.714 × 107 s–1 is the 3γ annihilation rate
of ortho-Ps in the bulk of a pore, which is, in general, a
function of the pore size for small radii [9]; λp is the rate
of pick-off annihilation of ortho-Ps due to a collision

with a pore wall; and kx =  =  is the
rate of interaction of ortho-Ps with the pore surface,
which involves the rates of ortho–para Ps conversion at
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surface paramagnetic centers. The intensity I2 is given
by

(28)

Expressions (25) and (28) for kbpp  0 lead to

(29)

Substituting this expression into Eq. (25), we obtain

(30)

or

(31)

Thus, it becomes possible to determine the interaction
rates of ortho-Ps with the surface, accompanied by the
formation of the Ps surface state, directly from the
experimental data on τ3(I3) and τ2(I2). Proceeding from
Eqs. (24) and (27), the rate λ2 = 1/τ2 can be written in
the form

(32)

where λp and kx are the rate of annihilation and the rate
of formation of the Ps surface state, respectively. The
quantum-mechanical calculations of λ2 = 1/τ2 carried
out in [9] allowed us to establish the relation between
λ2 and the pore radius R0 with an approximate average
experimental value :

(33)

where

Here, RW is the effective size of the positronium annihi-
lation region in the pore walls.

This enabled us to use formulas (31) and (33) to esti-
mate, on the basis of the experimental data [2, 5], the
values kx ≈ 107–108 s–1 and  ≈ 2 nm, which are in
accordance with the results obtained by other authors
[2]. Thus, the value ≈2 nm of the pore radius following
from Eq. (33) corresponds to λ2 ≈ 109 s–1. Comparing
this value with kx ≈ 108 s–1, we may conclude that the
chemical interaction of orthopositronium in a pore
reduces the lifetime by approximately 10%.
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Abstract—The local partial and total densities of states in CuGa(SxSe1 – x)2 (x = 0, 0.17, 0.33, 0.50, 0.67, 0.83,
and 1.0) solid solutions are calculated by the local coherent potential method within the virtual crystal approx-
imation. The lattice parameters of the chalcopyrite solid solutions under investigation are determined in the
framework of the Jaffe–Zunger theory with the use of the Pauling tetrahedral radii. It is revealed that the band
gap Eg linearly depends on the sulfur concentration x in the anionic sublattice. This result is in agreement with
the experimental data, but the theoretical band gaps Eg are found to be approximately 0.5 eV less than the exper-
imental values. © 2001 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

Solid solutions in the CuGaS2–CuGaSe2 system
exhibit complete solubility; i.e., they can exist at any
sulfur concentration x in the anionic sublattice [1]. For
the most part, the properties of CuGa(SxSe1 – x)2 solid
solutions have been thoroughly investigated experi-
mentally. In particular, their photoluminescence and
reflectivity spectra were analyzed in [2, 3]. Bodnar et
al. [4] studied the microhardness of CuGa(SxSe1 – x)2
(and a number of other) solid solutions. Experimental
and theoretical investigations into the electronic band
structure of different chalcopyrites of the AIBIII  type
and their solid solutions were reported in [5–11].

In calculations, the electronic band structure of the

AIBIII -type compounds is traditionally compared
with that of isoelectronic and isostructural binary com-
pounds of the AIIBVI type. Under normal conditions, the
majority of the AIIBVI binary compounds crystallize in
a sphalerite (zinc blende) lattice, which can be repre-
sented as two face-centered cubic sublattices shifted
relative to each other by a quarter of the principal diag-
onal of the cube. In this structure, the nearest environ-
ment of each anion (cation) involves four cations
(anions) occupying the vertices of a regular tetrahe-
dron. In all the AIIBVI chalcogenides, the valence band
top is predominantly formed by the p electron states of
the anion and the conduction band bottom is deter-
mined by the s and p states of the cation and the p and
d states of the anion [12, 13].

The CuGa(SxSe1 – x)2 solid solutions, as well as
CuGaS2 and CuGaSe2 compounds, crystallize in a chal-
copyrite lattice, which, to a first approximation, can be
considered a sphalerite lattice doubled along the z axis
(the crystal lattice is specified by two unit-cell parame-

C2
VI

C2
VI
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ters, namely, the parameter a along the x and y axes and
the parameter c = 2a along the z axis). However, unlike
the sphalerite lattice, the face-centered cationic sublat-
tice contains metals of two types; i.e., this sublattice can
be separated into two sublattices, one of which contains
only Cu atoms and the other is composed of Ga atoms.
As a result, the perfect tetrahedral environment of CVI

atoms becomes disturbed. This distortion is usually spec-
ified by two parameters: the tetragonal contraction
parameter, which characterizes the deviation of the lat-
tice parameter c from 2a (the distortion along the z axis),
and the displacement of the CVI atom from the tetrahe-

dron center in the xy plane. In all the AIBIII  chalco-
genides, the valence band top is predominantly formed
by the p states of the CVI nonmetal and the d states of the
AI noble metal [12, 14], whereas the conduction band
bottom is determined by the s states of the BIII metal, the
p states of the BIII and CVI atoms, and the d states of the

CVI atom. A specific feature of AIBIII  ternary com-
pounds is that the d electron states of the noble metal are
localized near the valence band top, which leads to sym-
metry-allowed hybridization of the p states of the CVI

nonmetal and the d states of the AI noble metal (the d–s,
p resonance [15]). This feature brings about a substantial

decrease in the band gap of AIBIII  ternary semicon-
ductors as compared to the band gap of isoelectronic
binary analogs of the AIIBVI type.

The lattice parameters of AIBIII  solid solutions
change according to Vegard’s law [16, 17]. The available
experimental data also indicate that the band gap linearly
depends on the solid solution composition [1, 16] and
increases with an increase in the sulfur content, which is
consistent with the change in color of these crystals from
light green for CuGaS2 to black for CuGaSe2 [17].
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VI
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VI
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VI

C2
VI
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2. CALCULATION TECHNIQUE

The crystal muffin-tin potential was calculated
according to the scheme proposed by Vol’f et al. [18].
Within this approach, the crystal charge density is
determined from the overlapped atomic wave functions
of the components of the compound under investiga-
tion. Then, this density is used to construct both the
exchange and Coulomb components of the crystal
potential. The electrostatic potential of the sublattices
(the Madelung potential) should also be taken into
account. The exchange component of the potential is
calculated within the Xα-approximation.

The local coherent potential method was developed
by Gyorffy [19] for calculating the local partial densi-
ties of states in disordered substitutional solid solu-
tions. This approach was repeatedly used in our earlier
works in calculations for pure compounds and different
solid solutions [12–14, 20]. The basic equations of this
method were described, for example, in [12].

The solid solutions were simulated by effective scat-
terers in the virtual crystal approximation. The metal
sublattices were composed of real scatterers, and the
anionic sublattice consisted of effective scatterers with

 (1)

Here,  and  are the single-site t scattering matrices
for sulfur and selenium, respectively. In order to calcu-
late the local partial densities of states for sulfur, we
constructed a cluster centered at the sulfur atom. The
coordination spheres of the cluster were filled with
metal atoms and effective scatterers (instead of the sul-
fur and selenium atoms). For each type of atoms in the
compound, we constructed a particular cluster and cal-
culated the total density of states according to the for-
mula

 (2)

Jaffe and Zunger [21] proposed a theory for calculating
all lattice parameters of any chalcopyrite from the
atomic radii of its constituent elements. This approach
makes it possible to calculate the electronic band struc-
ture of a particular compound without invoking a need
for additional experimental information. This method is
indispensable in the case when experimental data on
the lattice parameters of chalcopyrite compounds are
unavailable. In the present work, the lattice parameters
of all the studied solid solutions (including CuGaS2 and
CuGaSe2 compounds) were calculated according to the
Jaffe–Zunger theory with the use of the Pauling tetrahe-

dral covalent radii . By designating the lengths of
bonds between the corresponding atoms in the
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AIBIII  compounds as RAC and RBC, we calculated the
parameters of chalcopyrite from the following relation-
ships [21]:

 

 (3)

 

where α =  –  and β =  + .

The calculated parameters are linearly dependent on
the sulfur concentration in the anionic sublattice and
exceed the experimental values by approximately 0.1 Å.

In all the calculations, the clusters contained
approximately 150 atoms.

3. RESULTS AND DISCUSSION

Figure 1 shows the calculated total densities of
states in the CuGa(SxSe1 – x)2 solid solutions at sulfur
concentrations x = 0, 0.17, 0.33, 0.50, 0.67, 0.83, and
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Fig. 1. Calculated total densities of states in CuGa(SxSe1 – x)2
solid solutions for clusters containing approximately
150 atoms.
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1.0 in the anionic sublattice. As follows from the calcu-
lations, the substitution of sulfur for selenium does not
lead to the formation of new levels in the band gap but
results in a gradual energy shift of the valence band top
and the conduction band bottom. In this case, the
valence band top shifts to the low-energy range,
whereas the conduction band bottom is displaced
toward the high-energy range. As a consequence, the
band gap increases with an increase in the sulfur con-
centration.

The dependence Eg(x) of the band gap on the solid
solution composition (see Fig. 2, table) was determined
from the total densities of states for solid solutions with
different concentrations x. This dependence exhibits a
linear behavior, which is in agreement with the experi-
mental data. At first glance, it would seem that this

2.6

CuGa(SxSe1 – x)2

Experiment

Calculation

Model

2.4

2.2

2.0

1.8

1.6

1.4

1.2

1.0
0 0.2 0.4 0.6 0.8 1.0

Concentration, x

E
g,

 e
V

Fig. 2. Dependences of the band gap Eg on the sulfur con-
centration in the anionic sublattice of CuGa(SxSe1 – x)2
solid solutions. The experimental data are taken from [22].

Calculated and experimental band gaps Eg (eV) in
CuGa(SxSe1 – x)2 solid solutions

Concentration x Calculation Experiment [22]

0.00 1.23 1.70

0.17 1.31 –

0.25 – 1.87

0.33 1.53 –

0.50 1.68 2.08

0.67 1.73 –

0.75 – 2.29

0.83 1.88 –

1.00 2.04 2.50
P

result is trivial, because the crystallographic parameters
change according to Vegard’s law and the linear combi-
nation of the single-site scattering matrices of sulfur
and selenium in the virtual crystal approximation is
used instead of the single-site scattering matrices them-
selves. However, this is not the case. In our recent work
[13], the electronic band structure of isostructural and
isoelectronic binary analogs of CuGa(SxSe1 – x)2 solid
solutions, namely, the ZnSxSe1 – x solid solutions, was
calculated by the local coherent potential method
within the virtual crystal approximation. It was proved
that there is a substantial quadratic contribution to the
dependence Eg(x) [13]. In the present work, we quali-
tatively determined how the change in the Cu–S (or
Cu–Se) distance affects the electronic band structure of
the compound (this is the main problem associated with
the virtual crystal approximation for which the differ-
ence between the Cu–S and Cu–Se bond lengths is
ignored). In addition, we carried out model calculations
of the electronic band structure of CuGaS2 with the use
of the lattice parameters characteristic of CuGaSe2
compounds. Figure 3 shows the calculated total densi-
ties of states in comparison with the total densities of
states in “true” CuGaS2 and CuGaSe2. It can be seen
that the change-over from the crystallographic parame-
ters of the CuGaS2 compound to those of CuGaSe2
leads to a shift of the valence band top and the conduc-
tion band bottom toward each other in such a way that
the band gap of model CuGaS2 coincides with the band
gap of CuGaSe2. Note that the shape of the total density
of states in the valence band is virtually identical for
both true and model CuGaS2 but essentially differs for
CuGaS2 and CuGaSe2.
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CuGaSe2
CuGaS2 

CuGaSe2
CuGaS2 

Energy, eV
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Fig. 3. Calculated total densities of states in CuGaSe2 and
CuGaS2. Dashed lines are the total densities of states in
CuGaS2 with the lattice parameters characteristic of
CuGaSe2.

(model)

(model)
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As can be seen from Fig. 2, the theoretical band gaps
Eg are less than the experimental values. According to the
results of model calculations, this discrepancy can be
explained by the difference between the used and exper-
imental lattice parameters of the studied chalcopyrites.
Indeed, the band gaps Eg, which were estimated from the
calculated total densities of states for CuGaS2 and
CuGaSe2, proved to be closer to the experimental values
of Eg. However, as follows from the data reported, for
example, in review [21], there is a considerable scatter in
the lattice parameters of CuGaSe2 and, especially,
CuGaS2. In this case, the choice of the lattice parameters
becomes ambiguous. We were primarily interested in the
trend of the Eg(x) curve. In this respect, the above scheme
for calculating the lattice parameters of the studied chal-
copyrites and their solid solutions should lead only to the
same systematic absolute error in determination of Eg,
which is clearly seen in Fig. 2.

The differences in the band gaps Eg are virtually
identical (0.8 eV) for the ZnSxSe1 – x [13] and
CuGa(SxSe1 – x)2 solid solutions at the sulfur concentra-
tions x = 0 and 1. However, the absolute value of Eg for
ZnS is equal to 3.8 eV, whereas Eg for CuGaS2 is
2.5 eV; i.e., the latter value is 1.3 eV lower. The abso-
lute value of Eg for ZnSe is approximately equal to
2.8 eV, whereas Eg for CuGaSe2 is 1.7 eV; i.e., the latter
value is 1.1 eV lower. The largest deviation in the Eg(x)
dependence for ZnSxSe1 – x from a straight line is
approximately equal to 0.1 eV, which is one order of
magnitude less than the change in Eg. Therefore, the
behavior of Eg in solid solutions of ternary chalco-
genides is primarily affected by the same factors that
lead to a decrease in Eg compared to that in their binary
analogs. This factor is the p–d repulsive interaction
(d−s, p resonance). The effect of the p–d repulsive
interaction on the Eg band gap is proportional to the
change in the densities of the S p and Se p states near
the valence band top, which vary linearly with a change
in the concentration. We believe that this factor is
responsible for the linear behavior of Eg in the
CuGa(SxSe1 – x)2 solid solutions.
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Abstract—The lithium-selective intercalation of bismuth selenide (Bi2Se3) samples is accomplished by treating
them in a solution of n-butyllithium (n-C4H9Li) in hexane. It is found that, upon incorporation of lithium atoms,
the interlayer spacing increases and the resistivity in the direction normal to the layers (ρ⊥ ) increases by a factor
of more than two. The dependence ρ⊥ (x) acquires the form of an oscillating function of the degree of guest “load”
(the intercalant content) and the frequency-independent portion of the ρ⊥ curve (100 mHz ≤ ω ≤ 1 MHz) substan-
tially decreases upon completion of the process. © 2001 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

At present, there is no doubt that intercalation is a
promising method of nanotechnology for materials
with a strongly anisotropic character of chemical bond-
ing. Among these materials are solid phases character-
ized by a wide variety of electronic structures. Semi-
conductor compounds have attracted the particular
attention of researchers owing to the high sensitivity of
their characteristics to different-type guest compo-
nents. For complete understanding of the nature of
guest–host systems, specifically intercalates, which are
essentially the compounds of a process, it is necessary
to reveal their characteristic properties upon prepara-
tion using different methods. In our earlier works [1–3],
we considered the problems of electrochemical lithium
intercalation of bismuth selenide Bi2Se3, which is one
of the most interesting (in fundamental and applied
aspects) semiconductor materials with a layered crystal
structure. The purpose of the present study was to elu-
cidate the main features of lithium-selective intercala-
tion of bismuth selenide.

2. EXPERIMENTAL TECHNIQUE

Crystals of bismuth selenide were prepared by the
Bridgman technique from the initial material with a sto-
ichiometric composition of components. The n-type
conductivity in these crystals is provided primarily by
background impurities and structural defects.

The intercalation was accomplished by treating the
Bi2Se3 samples with a 24 wt % solution of n-butyllith-
ium (n-C4H9Li) in hexane. All the procedures were car-
ried out in a dry inert atmosphere at 20°C.
1063-7834/01/4308- $21.00 © 21442
3. RESULTS AND DISCUSSION

Figure 1 shows variations in the dc resistivity in the
direction normal to the layers (along the crystallo-
graphic axis c), which was measured in the course of
intercalation. It is seen that incorporation of lithium
atoms leads to an increase in the resistivity in the direc-
tion normal to the layers by a factor of more than two.
In this case, the ρ⊥  curve has the form of an oscillating
function of the degree of guest load (the intercalant
content). This behavior of the measured resistivity can
be explained by the following.

The delocalization of the wave functions along the c
axis can be judged from the properties of transfer pro-
cesses in the initial matrix [4]. Note that a random field
of the introduced intercalant can be dominant in scatter-
ing processes and the variation in field fluctuations dur-
ing intercalation can determine the character of the
change in the electrical conductivity for a monotonic or
weak dependence of the free-carrier concentration on

3.0

2.5

2.0

1.5

1.0

0 5 10 15 20
t, days

pin
t /p

Fig. 1. Variation in the resistivity of Bi2Se3 in the direction
normal to the layers in the course of intercalation.
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Fig. 2. Frequency dependences of the resistivity in the direction normal to the layers of Bi2Se3 (a, b) before and (c, d) after inter-
calation at temperatures of (a, d) –40°C and (b, c) +60°C.
the degree of intercalation. Let us assume that this field
is a Gaussian smooth field. In this case, the scattering
probability is determined by the characteristics of a ran-
dom field that modifies the density of states. According
to [5], the electrical conductivity σ becomes propor-
tional to the square of the density of states at the Fermi
level:

 (1)

As was shown in [6], the magnitude of σ is inversely
proportional to the mean square of the random-field
fluctuations. Consequently, the strictly periodic minima
of the electrical conductivity can be attributed to the
processes of ordering in every fourth (the first mini-
mum), then in every second, and finally in all van der
Waals gaps (i.e., these minima correspond to the com-
pletion of the formation of four, two, and one echelons,
respectively, according to the echeloning mechanism).

σ ρ2 F( ),∼

300

200

100

–60 –40 –20 0 20 40 60
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m

Fig. 3. Temperature dependences of the resistivity in the
direction normal to the layers (1) before and (2) after lith-
ium intercalation from n-butyllithium.
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This interpretation stems from the fact that the random-
field fluctuations are minimum in magnitude in the
aforementioned instances and increase in intermediate
phases. The monotonic character of these local minima
indicates the compensating effect of guest particles.
Below the Fermi level, these particles give rise to a
larger number of electron states as compared to the
number of carried-in electrons, thus changing the
energy topology of the impurity centers.

After completion of the intercalation process, the
equilibrium (relative to lithium) electrode potential of
the samples, which were washed with a large amount of
hexane and dried under similar conditions, consider-
ably (by a factor of ~10) decreased compared to the ini-
tial values and the lattice parameter c increased by
0.032 Å, even though the symmetry remained virtually
the same. All these findings, together with the data of
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Fig. 4. Temperature dependence of the difference in poten-
tial between the surfaces of Bi2Se3 samples intercalated
with Li from n-butyllithium.
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flame photometry, allowed us to write the equation for
the intercalation reaction in the following form:

 

where x is the degree of guest load, which is propor-
tional to the treatment time.

In order to elucidate the kinetic features of current
carriers in the resultant intercalates, the frequency and
temperature dependences of the complex electrical con-
ductivity were investigated using a Shlumberger SI 1255
amplitude–frequency analyzer. The frequency ranged
from 100 mHz to 1 MHz, and the amplitude of the mea-
surement was chosen to be minimum in the linear por-
tion of the current–voltage characteristic. Figure 2
depicts the frequency dependences of the resistivity in
the direction normal to the layers of Bi2Se3 prior to and
after intercalation at two different temperatures. The
most important feature of these dependences is as fol-
lows: upon intercalation, the frequency-independent
portions of the ρ⊥  curves decrease and the descending
portions appear in the frequency range 103–4 × 105 Hz.
The observed changes can be explained by the activa-
tion of impurity centers (localized below the Fermi
level at this temperature) that are formed or undergo
redistribution due to intercalation. Note that, as the
temperature decreases, the frequency-independent
region should become narrower and a simultaneous
increase in the ρ resistivity should occur, which is
clearly seen in Fig. 2. The temperature dependence of
the electrical resistivity (Fig. 3) suggests that the cross-
over from metallic to pronounced semiconductor con-
ductivity of bismuth selenide occurs as the result of
intercalation. The latter circumstance also indicates that
the Fermi level decreases.

An interesting feature of the results obtained is the
appearance of a singularity in the thermal coefficient of
the electrical resistance at a temperature close to 30°C,
which, as a rule, is associated with the softening of the
phonon spectrum [7, 8]. This suggests that the material
under investigation can acquire pyroelectric properties
[8, 9]. Actually, when monitoring the equipotential sur-
faces of the samples normal to the c axis, we revealed a
difference in electric potential ∆ϕ in the closing stages.
This difference did not disappear even when the corre-
sponding contacts were short circuited for one month.
The results of measuring the dependence ∆ϕ(T) (Fig. 4)
showed that the maximum of this dependence coincides
with the minimum of the ρ⊥ (T) curve measured after
intercalation.

The polarized state arises from a distribution of
guest components over the regions of van der Waals
bonds which leads to the formation of a concentration
gradient of electron trapping centers along the c axis. It
is assumed that intercalation is accompanied by elec-
tron trapping in these centers and the formation of

Bi2Se3 x n-C4H9Li( )+ LixBi2Se3 x/2C8H18,+=
P

either actual-charge layers or quasi-dipoles attached to
the layers [10, 11]. The thermionic discharge of this
state brings about the formation of the gradient ∆ϕ.
Therefore, the pyroelectric states (nonlinear polariza-
tion) are induced by intercalation in the centrosymmet-
ric Bi2Se3 crystal. Phenomenologically, this process is
determined by the displacement of the generated quasi-
dipoles from the center and their localization in tetrahe-
dral sites of the van der Waals gap. On the microscopic
level, they can be attributed to the impurity Jahn–Teller
pseudoeffect [9, 12].

ACKNOWLEDGMENTS

This work was supported by the Science and Tech-
nology Center in Ukraine, project no. 591.

REFERENCES
1. I. I. Grigorchak, Z. D. Kovalyuk, I. D. Koz’mik, et al., in

Proceedings of the 7th All-Union Conference “Chemis-
try, Physics, and Technical Applications of Chalco-
genides,” Uzhgorod, 1988, Part 3, p. 144.

2. I. D. Koz’mik, É. G. Krigan, I. I. Grigorchak, et al., in
Proceedings of the 6th All-Union Conference on Physi-
cochemical Principles of Semiconductor Materials Dop-
ing (Nauka, Moscow, 1988), p. 147.

3. S. V. Gavrilyuk, I. I. Grigortchak, Z. D. Kovalyuk, and
B. P. Bakhmatyuk, in Proceedings of the International
School–Conference on Physical Problems in Material
Science of Semiconductors, Chernivtsi, Ukraine, 1995,
p. 109.

4. B. M. Gol’tsman, V. A. Kudinov, and I. A. Smirnov,
Semiconducting Thermoelectric Materials Based on
Bi2Te3 (Nauka, Moscow, 1972).

5. V. L. Bonch-Bruevich, I. P. Zvyagin, R. Kapper, A. G. Mi-
ronov, and R. Énderlaœn, The Electron Theory of Disor-
dered Semiconductors (Nauka, Moscow, 1981).

6. I. I. Grigorchak, B. A. Lukiyanets, and Z. D. Kovalyuk,
Ukr. Fiz. Zh. 26, 1165 (1981).

7. N. B. Brandt, V. V. Avdeev, S. G. Iskov, et al., Zh. Éksp.
Teor. Fiz. 91, 1121 (1986) [Sov. Phys. JETP 64, 663
(1986)].

8. V. M. Fridkin, Photoferroelectrics (Nauka, Moscow,
1976; Springer-Verlag, Berlin, 1979).

9. Electrets, Ed. by G. M. Sessler (Springer-Verlag, Berlin,
1980; Mir, Moscow, 1983).

10. I. V. Mintyanskiœ, I. I. Grigorchak, Z. D. Kovalyuk, and
S. V. Gavrilyuk, Fiz. Tverd. Tela (Leningrad) 28, 1263
(1986) [Sov. Phys. Solid State 28, 713 (1986)].

11. I. I. Grigorchak, Z. D. Kovalyuk, and I. V. Mintyanskiœ,
Fiz. Tverd. Tela (Leningrad) 31 (2), 222 (1989) [Sov.
Phys. Solid State 31, 302 (1989)].

12. B. A. Lykiyanets, K. D. Tovstyuk, V. V. Boichuk, and
K. K. Danilevich-Tovstyuk, Phys. Status Solidi B 124
(2), 693 (1984).

Translated by N. Korovin
HYSICS OF THE SOLID STATE      Vol. 43      No. 8      2001



  

Physics of the Solid State, Vol. 43, No. 8, 2001, pp. 1445–1448. Translated from Fizika Tverdogo Tela, Vol. 43, No. 8, 2001, pp. 1388–1391.
Original Russian Text Copyright © 2001 by Zhdanova, Ilyasov, Nikiforov.

                                                 

SEMICONDUCTORS
AND DIELECTRICS
Specific Features of the Electronic Band Structure 
and X-ray Spectra of Boron Nitride in Sphalerite 

and Wurtzite Modifications
T. P. Zhdanova, V. V. Ilyasov, and I. Ya. Nikiforov
Don State Technical University, Rostov-on-Don, 344010 Russia

e-mail: root@sintez.rnd.su
Received January 24, 2001

Abstract—The electronic band structure of boron nitride compounds with crystal lattices of the sphalerite
(c-BN) and wurtzite (w-BN) types is calculated by the local coherent potential method in the cluster muffin-tin
approximation within the framework of the multiple scattering theory. The local partial densities of 2p states
for boron and nitrogen in c-BN and w-BN modifications are compared with the experimental boron and nitro-
gen K x-ray emission spectra and band-structure calculations. A comparison of the total densities of states in c-
BN and w-BN with the x-ray photoelectron spectra and the band calculations has revealed both similarities and
differences in the electronic structures of these modifications. The fine structure in the vicinity of the valence
band top of boron nitride in different crystal modifications is theoretically calculated for the first time. The spe-
cific features of the electronic structure and the x-ray spectra of boron nitride in different modifications are dis-
cussed. © 2001 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

Progress in crystal growing technologies and
increased interest in wide-gap semiconductor crystal
materials (different polytypes of BN, SiC, GaN, etc.)
have been stimulated by their potential use in optoelec-
tronic high-temperature devices. It is known that boron
nitride can be synthesized in two modifications of the
sphalerite (c-BN) and wurtzite (w-BN) types. There is
experimental evidence [1] that, within the limits of
experimental error, the x-ray photoelectron spectra of
valence electrons, as well as the IR transmission spec-
tra, coincide for both crystal modifications, even
though their spectra for boron exhibit certain differ-
ences [2]. However, theoretical calculations of the den-
sities of electron states of the valence band top in the
crystal modifications under investigation gave different
(quantitative and qualitative) results. Nemoshkalenko
and Aleshin [3] analyzed the experimental boron and
nitrogen K x-ray emission spectra and interpreted the x-
ray spectra of cubic boron nitride (c-BN) crystals.
Moreover, they revealed that the x-ray emission spectra
exhibit van Hove singularities. Xu and Ching [4] calcu-
lated the electronic structure, the charge-density distri-
butions, and the total energies in cubic, hexagonal, and
wurtzite-type boron nitrides by using the method of
orthogonalized linear combination of atomic orbitals
(OLCAO) and discussed the problems concerning the
relative stability and possible occurrence of phase tran-
sitions between these states. The x-ray spectra of boron
nitride were also presented in [4], but without being
interpreted. The present work is a continuation of our
theoretical investigations into the electronic band struc-
1063-7834/01/4308- $21.00 © 21445
ture of c-BN and w-BN modifications within a unified
approach. The purpose of this work was to elucidate the
specific features of the fine structure of the valence
band top in c-BN and w-BN crystal modifications [5].

In the calculations presented in this paper, we used
the local coherent potential method in the cluster
approximation, which was proposed by Gyorffy [6, 7],
within the framework of the multiple scattering theory.
This method, as applied to cubic boron nitride, was
described in detail in our earlier work [8].

2. CALCULATION TECHNIQUE

The electronic band structure of the boron nitride
crystal modifications under investigation (see table)
was calculated within a unified approach using the local
coherent potential method. The crystal potential of
boron nitride was constructed in the muffin-tin approx-
imation as the sum of the Coulomb potential, the
exchange component, and the Madelung potential. The
contributions of neighboring atoms to the electron den-
sity and the Coulomb potential of fifteen coordination
spheres were also included in the calculation. The
wurtzite crystal structure was considered as consisting
of four built-in hexagonal unit cells. For simplicity, the
ratio between the lattice parameters was taken to be
equal to c/a = 1.633 instead of c/a = 1.67 [5]. In this
case, two nearest coordination spheres (containing
three and one atoms, respectively) are combined into a
single sphere, which drastically simplifies the calcula-
tion without a severe loss in accuracy. The Madelung
potential was calculated by the Ewald method and
001 MAIK “Nauka/Interperiodica”
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Crystal chemical characteristics and crystal potentials of the studied compounds

Characteristic

Lattice type

sphalerite wurtzite

B N B N

Unit cell parameter, nm 0.3615 a = 0.2550

c/a = 1.633

Coordination number 4 4

Number of atoms per unit cell 8 4

Radius of the muffin-tin sphere, au 1.449 1.449 1.279 1.279

Radius of the Wigner–Seitz sphere, au 2.12 2.12 1.898 1.279

Number of valence electrons in the muffin-tin sphere 2.97 5.19 2.71 4.72

Potential between the muffin-tin spheres 0.0098544 –0.12366

Charge density between the muffin-tin spheres 0.070609 0.1149
accounted for the electrostatic contribution made by
different sublattices to the crystal potential, that is,

ϕ11 = ϕ22 = –4.5849q/a, ϕ12 = ϕ21 = –0.80194q/a 

for boron nitride (sphalerite-type lattice) and

ϕ11 = ϕ22 = –3.242q/a, ϕ12 = ϕ21 = –0.91568q/a 

for boron nitride (wurtzite-type lattice), where ϕii is the
potential produced by the ith boron (i = 1) or nitrogen
(i = 2) atom at atoms of the ith sublattice and ϕij is the
potential produced by atoms of the ith sublattice at
atoms of the jth sublattice. The exchange component of
the potential was determined in the Slater approxima-
tion with the exchange correction α = 2/3. The crystal
muffin-tin potentials were used in solving the
Schrödinger radial equation at l = 0.1 (for light ele-
ments such as boron and nitrogen, the d electron states
were disregarded) in the energy range from 0.02 to
1.5 Ry. The local partial densities of states for boron
and nitrogen in boron nitride were calculated with a
cluster containing 35 atoms in four coordination
spheres for c-BN and 33 atoms in five coordination
spheres for w-BN according to the relationship [5]

 (1)

where l is the orbital quantum number, (r) stands for
the radial wave functions of the A-type atom in the clus-

ter, and  is the matrix element of the scattering
operator. The total density of states (TDOS) of valence
electrons per unit cell for one spin projection was deter-
mined as the sum of the local densities of states
(LDOS) according to the formula

 (2)
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3. RESULTS AND DISCUSSION

Figure 1 shows the total densities of states of
valence electrons in boron nitride polytypes, which
were calculated in the present work, in comparison with
the experimental x-ray photoelectron spectrum [2] and
the theoretical TDOS curves calculated using the
orthogonalized plane wave (OPW) [3] and OLCAO [4]
methods. Analysis of the data presented in Fig. 1
revealed the nature of the specific features in the spectra
under consideration. In particular, the origin of the B
peak is explained by the s–p-hybridized states of boron
and the peak itself contains a substantial contribution
from the p states of nitrogen. This peak (singularity) is
observed in the calculated TDOS curves (the B' and B''
peaks). The C peak at an energy of 0.25 Ry is associ-
ated with the B p and N p states and coincides in energy
with the X5 state of the van Hove singularity. The high-
energy peak D (0.5 Ry) is attributed only to the nitrogen
electron states with the p symmetry and corresponds to
the L3 state. According to our calculation, the valence
band top of cubic boron nitride c-BN contains a set of
localized electron states; in other words, the valence
band top in c-BN has a fine structure. For the w-BN
modification, the fine structure of the valence band top
is less pronounced and the densities of electron states of
the valence band top are less than those in c-BN. The
latter statement is in agreement with the band-structure
calculations performed by Xu and Ching [4].

The calculated local partial densities of boron p
states for cubic and wurtzite-type boron nitrides in
comparison with the experimental boron K x-ray emis-
sion spectra [2] are displayed in Fig. 2. Comparison of
the experimental and theoretical energy spectra was
performed with respect to the principal maximum. This
allowed us to reveal the specific features of the fine
structure and to elucidate their nature in the high-
energy and low-energy ranges of the boron x-ray emis-
sion spectra of boron nitride. The low-energy peak A,
which is observed in the experimental x-ray emission
HYSICS OF THE SOLID STATE      Vol. 43      No. 8      2001
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spectra, can be attributed to the quasi-core 2s electrons
of boron. The B peak in the theoretical curves of the
local partial density of boron 2p states corresponds to
both the B'' peak in the LDOS curves calculated using
the OLCAO method and the B' shoulder in the experi-
mental spectra. This peak can be considered a manifes-
tation of the hybridization of the boron 2p and nitrogen
2p states at energies of 0.10 and 0.05 Ry for boron
nitride crystal modifications of the wurtzite (w-BN) and
sphalerite (c-BN) types, respectively. Compared to the
experimental spectra, the principal maximum C in the
theoretical LDOS curves exhibits a finer structure,
which is also seen in the LDOS curves calculated using
the OLCAO method. According to the assumption
made by Fomichev [9], the high-energy shoulders D'
and D'' (which correspond to the D peak at energies of
0.42 and 0.4 Ry for c-BN and w-BN, respectively) can
be associated with the emission of boron in which
impurities occur in the boron nitride samples under
investigation. However, our calculations demonstrate
that this peak can be due to the transfer of boron p elec-
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Fig. 1. Experimental x-ray photoelectron spectrum (XPS)
[2] and the total densities of states (TDOS) of valence elec-
trons according to OPW [3], OLCAO [4], and our calcula-
tions for cubic (c-BN) and wurtzite-type (w-BN) boron
nitrides, respectively.
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trons into the high-energy region. It should be noted
that the height of the D peak is smaller than that of the
principal maximum by a factor of three for cubic boron
nitride and only by a factor of 1.3 for wurtzite-type
boron nitride. The difference between the energies of
the C and D peaks for w-BN is one-half the difference
in their locations in the spectra of c-BN. It is quite pos-
sible that this feature of boron in w-BN is associated
with the increase in the band gap [5].

The calculated local partial densities of nitrogen 2p
states for c-BN and w-BN modifications in comparison
with the experimental nitrogen K x-ray emission spec-
trum [3] for cubic boron nitride are shown in Fig. 3.
Comparison of the experimental and theoretical energy
spectra was performed with respect to the high-energy
peak D. Analysis of the data presented in Fig. 3 revealed
the nature of some features in the nitrogen K x-ray emis-
sion band. Specifically, the difference between the ener-
gies of the C and D peaks in the experimental and theo-
retical spectra is equal to 0.24 Ry (3.26 eV). The energy
locations of these peaks in the experimental nitrogen K
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Fig. 2. Experimental boron K x-ray emission spectra (B K
XES) [2] and the local partial densities of boron 2p states
according to OLCAO [4] and our calculations for cubic (c-
BN) and wurtzite-type (w-BN) boron nitrides, respectively.
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x-ray emission spectrum and the calculated LDOS
curves coincide to within 0.5 eV. The C' shoulder in the
experimental K emission band and the C'' peak in the
LDOS curves calculated with the OLCAO method are
attributed to the nitrogen localized electron states at

N K XES
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Fig. 3. Experimental nitrogen K x-ray emission spectrum
(N K XES) [3] for cubic boron nitride and the local partial
densities of nitrogen 2p states according to OLCAO [4] and
our calculations for cubic (c-BN) and wurtzite-type (w-BN)
boron nitrides, respectively.

c-BN

w-BN
P

energies of 0.24 and 0.25 Ry for c-BN and w-BN,
respectively. The height of the C peak is smaller than
that of the D peak by a factor of 1.3 for cubic boron
nitride and almost by a factor of three for wurtzite-type
boron nitride.

Comparison of our results and the data obtained by
the OLCAO method [4] shows that the calculations we
performed using the local coherent potential method in
the cluster approximation reveal the fine structure of the
boron K spectrum in the vicinity of the valence band top
in greater detail. It follows from this comparison that
the results of our calculations are in better qualitative
agreement with the experimental boron K emission
spectra [2]. In conclusion, it should be noted that the
local coherent potential method (in the cluster approxi-
mation), as applied to the class of wurtzite-like com-
pounds, allowed us to elucidate the nature of the fine
structure of the boron and nitrogen K emission spectra
in the high-energy region of the valence band.
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Abstract—A new type of weak localization of electrons emerging during electron emission is considered. It is
manifested in singularities of the angular spectra of particles reflected inelastically from a solid and causing
Auger ionization of the atoms. The orientational dependences in this case appear as a result of interference of
two types of processes. In one case, an electron from the primary beam penetrates the solid, undergoes inelastic
scattering, ionizes an atom, and is then scattered elastically through a large angle, after which it leaves the solid.
In the other case, elastic scattering of an electron precedes its inelastic scattering due to the Auger ionization of
an atom. The azimuthal angular dependences of currents created by inelastically reflected electrons contain
information on new processes of weak localization of particles. © 2001 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

In this work, we analyze the coherence effects
emerging during the emission of Auger electrons from
a solid. Such an emission takes place when crystalline
samples, both ordered (single crystals) and disordered,
are bombarded by electrons with intermediate energies
(ranging from a few hundred electronvolts to several
kiloelectronvolts).

A new type of weak localization emerges as a result
of the interference of electronic waves undergoing both
elastic and inelastic scattering. In contrast to traditional
weak localization of the Anderson type, such localization
takes place when localized electrons undergo elastic
scattering in combination with inelastic scattering. In the
traditional Anderson-type localization, the role of inelas-
tic processes is subordinate and negative since inelastic
scattering usually violates coherent processes. However,
a new type of weak localization of electrons emerges in
inelastic scattering of particles.

The new type of weak localization leads to the emer-
gence of a certain type of angular dependences for the
recorded intensities of particles which experience,
along with elastic scattering, inelastic scattering in a
disordered medium. These angular dependences are not
connected with the angular dependences of elementary
scattering processes (e.g., with the angular dependence
of the scattering cross section of atoms). The possibility
of this localization was established earlier by Libenson
et al. [1] using a model in which elastic collisions were
reduced to multiple small-angle scattering and single
Born elastic scattering through a large angle.
1063-7834/01/4308- $21.00 © 21449
Subsequently, it was proved [2] that multiple elastic
electron collisions resulting in scattering through arbi-
trary angles do not affect weak localization of the new
type, although such collisions are incoherent and gen-
erally lead to complete or partial smoothing of orienta-
tional coherent effects. The effect of the surface on the
angular dependences of the scattering probability of
electrons reflected from a disordered semi-infinite
medium was also investigated under quantum-transport
conditions, when the ratio of the angle of incidence of
electrons on the surface and the angle of their emission
from the surface is arbitrary.

The theoretical results obtained made it possible to
detect processes of a new type of weak localization in
experiments on the interaction between electrons and
disordered solids.

Such experiments include the observation of the
angular spectra of electrons in the case of Auger emis-
sion [3, 4]. The experimental technique associated with
the recording of the azimuthal dependences alone [4, 5]
in angular spectra is the most convenient for studying
the new type of weak localization [1, 2].

Weak localization of the new type can be observed
for electrons belonging to various groups scattered both
elastically and inelastically in a solid. These can be
Auger electrons emitted by a solid or electrons from the
primary beam that have experienced both elastic scat-
tering from atoms of the solid (including large-angle
scattering) and inelastic scattering, for example, at the
initial stage of generation of Auger electrons. In this
work, we will mainly consider the electrons participat-
ing in the latter type of processes accompanying Auger
emission.
001 MAIK “Nauka/Interperiodica”
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2. THE WAVE FUNCTION 
OF AN ELECTRON SCATTERED 

INELASTICALLY IN A DISORDERED SOLID

The system under investigation consists of a semi-
infinite disordered solid occupying the half-space z > 0
(the z axis is normal to the surface of the solid) and an
external intermediate-energy electron interacting with
the solid.

In experiments on Auger emission, variations of the
intensity of the emitted Auger electrons are usually
studied as a function of various parameters, such as the
energy and the angle of incidence of primary electrons
on the sample and the angle of emission of Auger elec-
trons.

We will concentrate our studies on the electrons
from the primary beam that penetrate into the crystal
and experience both elastic scattering in it (including
large-angle scattering) and inelastic scattering due to
primary Auger ionization of an atom; after this, they
leave the solid.

Previous investigations [1, 2] of the new type of
weak localization of electrons proved that angular azi-
muthal dependences of the intensities of scattered elec-
trons are essential in detecting the effects associated
with such localization. It is these azimuthal depen-
dences (applied to the Auger electrons emitted from the
solid) that are recorded in experiments on Auger emis-
sion devoted to analyzing the anisotropy of the yield
[4, 5]. We will prove here that the new type of weak
localization of electrons scattered in disordered media
can be manifested in the azimuthal dependences of the
intensities of electrons undergoing inelastic reflection.
We denote by ψ(r, R) the wave function of the system
comprising a solid and an electron from the primary
beam scattered from it. Here, r is the coordinate of the
external electron and R is the set of coordinates of par-
ticles in the medium. The wave function ψ(r, R) satis-
fies the equation

 (1)

Here, the Laplace operator ∆ contains second deriva-
tives with respect to all components of the radius vec-
tors of the projectile particle r and of the particles of the
medium R. The quantity U(r) is the total potential of
randomly arranged scattering centers from which the
external particle is scattered elastically. Potential U(R)
describes the interaction of particles of the medium.
The quantity U(r, R) is the potential energy of interac-
tion between the external particle and the particles of
the medium.

The wave function ψ(r, R) of the given system can
be expanded into a complete orthonormal set of the

∆ψ r R,( )

+
2m

"
2

------- E U r( )– U r R,( )– U R( )–[ ]ψ r R,( ) 0.=
P

wave functions Φn(R) of the particles of the medium:

 (2)

The wave functions Φn(R) describing the state of parti-
cles of the scattering medium satisfy the equation

 (3)

where εn is the energy of the medium.
The solution to these equations in the zeroth approx-

imation in the interaction of the external particle with
the particles of the disordered solid has the form

 (4)

Function Φ0(R) is the wave function of particles of the
solid in the ground (unexcited) state.

Function ψ0(r) is the unperturbed wave function of
the external electron. If we disregard the interaction of
the external electron with the particles of the medium,
this function has the form of a plane wave with wave

vector k0, where |k0 | = . However, it is con-
venient to write this function, which describes the
motion of an electron from the external primary beam
in a medium with randomly arranged scattering centers,
while taking averaged electron–electron interactions
into account. First of all, we will take into account the
decrease in energy (and wave vector) of the particle due
to its interaction with the average crystalline potential
U0 of the disordered medium (surface potential barrier)
in the wave function component describing the motion
of the external electron within the solid (i.e., for z > 0).
Consequently, the wave function ψ0(r) in the medium
should have the form of a plane wave with wave vector

k, where |k | = .
In addition, we will take into account the decay of

the wave function ψ0(r) caused by inelastic interaction
of the external electron with the solid during the motion
of the particle in the half-space z > 0. The inelastic scat-
tering with an extended potential in the region z < 0 in
the vicinity of the crystal surface (i.e., outside the solid)
can be neglected [6].

The inclusion of the effect of inelastic processes on
the motion of the external electron in a solid within the
model of optical potential Uopt [7] leads to the emer-
gence of a exponentially decaying multiplicative factor
of the form exp(–κz/cosθ) in the wave function ψ0(r) of
the external particle in the region z > 0 (κ is the decay
coefficient defined, as usual, through the imaginary part
Ui of the optical potential Uopt and θ is the angle of inci-
dence of the primary beam on the surface of the solid).

After presenting the solution of equations in the
zeroth approximation in this way, we consider, to the
first order of perturbation theory, the scattering of the
external electron by particles of the medium in the case
of generation of an Auger emission.

ψ r R,( ) Σnψn r( )Φn R( ).=

∆RΦn R( ) 2m

"
2

------- εn U R( )–[ ]Φ n R( )+ 0,=

ψ r R,( ) ψ0 r( )Φ0 R( ).=

2mE/"2

2mE/"2
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We will write the first-order correction ψ(1)(r, R) to
the unperturbed wave function ψ0(r, R) in the form of
an expansion similar to expansion (2):

 (5)

where the orthogonal functions Φn(R) describe excited
states of the medium.

The first-order equation of perturbation theory for
the crystalline region z > 0 has the form

 (6)

Multiplying this equation by (R) and integrating
over the coordinates of all particles of the medium, we
obtain the following equation for the first-order correc-

tion (r) of perturbation theory to the required wave
function of the primary particle:

 (7)

The solution to this equation can be written in terms of
its Green’s function G(r, r'). Using the notation intro-
duced earlier [2] to characterize the amplitude of
inelastic interaction of an external electron with parti-
cles of a disordered polycrystal,

 (8)

we can write the solution to Eq. (7) in the form

(9)

Here, G(r, r') is the Green’s function for Eq. (7), which
satisfies the following equation in the half-space z > 0
occupied by the medium:

(10)

The next correction (r) to the wave function of the
external electron undergoing inelastic scattering can be

ψ 1( ) r R,( ) Σnψn
1( ) r( )Φn R( ),=

∆Σnψn
1( ) r( )Φn R( )

+
2m

"
2

------- E U R( )– Uopt–[ ]Σ nψn
1( ) r( )Φn R( )

=  
2m

"
2

------- U r( ) U r R,( )+[ ]ψ 0 r( )Φ0 R( ).

Φn*

ψn
1( )

∆ψn
1( ) r( ) 2m

"
2

------- E εn– Uopt–[ ]ψ n
1( ) r( )+

=  
2m

"
2

------- U r( )δon RΦn* R( )U r R,( )Φi r( )d∫+[ ] .

T r i n,( ) RΦn* R( )U r R,( )Φ0 R( ),d∫=

ψn
1( ) r( )

=  
2m

"
2

------- r'G r r',( ) U r( )δon T r' i n,( )+[ ]ψ 0 r( ).d∫

∆G r r',( )
2m

"
2

------- E εn– Uopt–[ ] G r r',( )+ δ r r'–( ).=

ψn
2( )
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written by analogy with the first-order correction (9)
and has the following form in the crystalline region:

(11)

In subsequent (including computer) calculations,
the wave function of an electron experiencing elastic
and inelastic scattering in a solid will be determined to
the first or second approximation using formulas (9)
and (11). In turn, the wave function of the electron
makes it possible to write expressions for the intensity
of electrons scattered by the solid. This intensity is a
quantity measured in the experiments.

Higher (than second-order) corrections do not intro-
duce any basically new (at least orientational) effects.
At the same time, the corrections calculated above
made it possible to reveal the new type of weak local-
ization effects for inelastically scattered electrons.

The intensity of inelastically scattered electrons is
determined by the density matrix

(12)

The angle brackets on the right-hand side of Eq. (12)
signify averaging over the distribution of scattering
centers.

The calculations are simplified when the factor TT*
can be taken out of the angle brackets. This is the case
in the approximation used by us here. The effect of the
inelastic channel on itself should be (if necessary) taken
into account in higher orders of perturbation theory. In
the problem under investigation, there are no sound rea-
sons for the inclusion of higher-order corrections.

The current created by inelastically reflected elec-
trons also contains the products U(r)U*(r). Since we
have singled out the optical component Uopt among the
potentials, the potential U(r) is a superposition of ran-
domly arranged atomic cores from which an electron is
scattered elastically through large angles.

The current of electrons scattered inelastically from
the solid is determined by the asymptotic forms of
expressions (9) and (11). It was proved earlier [1, 2]
that the new type of weak localization effect is mani-
fested in the intensities of electrons experiencing
inelastic scattering and elastic incoherent scattering
simultaneously. The group of such electrons can be sin-
gled out experimentally. In the derived formulas, we are
interested in the intensity of this group of electrons.

The angular spectra of reflected particles are deter-
mined by the integral with respect to the coordinates
along the axes perpendicular to the z axis:

(13)

ψn
2( ) r( ) 2m

"
2

------- r'G r r',( ) U r( )ψ f
1( ) r( )[d∫=

+ ΣnT r' n f,( )ψn
1( ) r( ) ] .

ρn r r',( ) ψn r( )ψn* r'( )〈 〉 .=

rd r'r r r',( )e
ik|| r r'–( )–

d∫ .
1
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The asymptotic form of the Green’s function, which
determines the asymptotic form of the wave functions
(9) and (11), is given by

(14)

and depends on the wave vector k' of a reflected elec-
tron.

The wave function (11) determining the required
current created by electrons inelastically reflected from
a disordered solid contains a sum that can be written in
the operator representation as follows:

(15)

The group of electrons whose current includes the
new-type weak localization effects we are interested in
is described by terms of the form

(16)

which will be considered below.
The intensity of electrons reflected inelastically

from the solid is determined by the squared modulus of
the sum in Eq. (16). Equations (8), (9), (11), and (13)
and the asymptotic form in Eq. (14) make it possible to
calculate the required intensity.

Proceeding from the assumptions made by us ear-
lier, we single out two components in the total current J
of reflected electrons, JL and JC. The former current JL
is determined by the sum of the squared moduli of the
first and second terms in Eq. (16). Current JC contains
cross terms of the squared modulus of expression (16).
The ratio of the currents JC and JL is usually referred to
as the degree of coherence.

The angular dependences of the two components (JL
and JC) of the total current J can be different. According
to the results of computer calculations, this situation is
observed in our case. Consequently, the degree of
coherence depends on the azimuthal angle of emission
of electrons. The origin of this dependence is associ-
ated, among other things, with the new type of weak
localization of electrons observed during their motion
in the disordered solid.

G r r',( ) eik'r

4πr
--------- ψ0* r'( )〈 〉–=

Ĝ ÛĜ Û T̂+[ ] Σ nT̂ Ĝ Û T̂+[ ]+{ } .

Ĝ ÛĜT̂ ΣnT̂ ĜÛ+{ } ,
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0 90 180
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1

2

Fig. 1. Angular dependence of the degree of coherence
JC/JL on the difference ∆ϕ between the azimuthal angles for
E/∆E = 10, E/Ui = 120, and θ = θ' = (1) 45° and (2) 60°.
PH
The above theoretical analysis and computer calcu-
lations make it possible to study the orientational
effects that emerge in the case of inelastic reflection of
electrons from disordered solids under Auger emission
conditions. An analysis shows that the quantity JC/JL
depends on the angles. We consider the situation when
the polar angles of incidence of the primary electron
beam on the solid and of the emission of an inelastically
scattered electron to vacuum are fixed.

We analyzed the dependence of the degree of
coherence JC/JL on the difference between the azi-
muthal angles of incidence and emission of particles.
This azimuthal dependence turns out to be nonmono-
tonic; the curves usually display a peak at an angle dif-
ference ∆φ close to 2π/3 followed by a dip for values
of ∆φ close to π.

The angular dependences turn out to be very sensi-
tive to the parameters of the problem under investiga-
tion. These parameters include, above all, the crystal
parameters, as well as the parameters of the wave func-
tion of an electron penetrating the solid and the value of
energy ∆E transferred by an external particle to the
medium.

Figures 1 and 2 show the calculated dependences of
the degree of coherence JC/JL on the difference ∆φ of
the azimuthal angles for various values of parameters.
The sensitivity of the angular spectra to the values of
parameters U0 and Ui of the optical potential and to the
energy loss ∆E is worth noting. The dependences
JC/JL(∆φ) are presented for various values of the above-
mentioned parameters and for two fixed values of the
polar angles θ and θ' of the wave vectors k and k', equal
to π/4 and π/3.

Figure 1 shows that as the ratio E/Ui increases for
preset values of parameter E/∆E, the effect is mani-
fested more and more clearly on the angular depen-
dences of JC/JL. The effect under investigation is also
manifested more clearly for large values of the polar
angles θ and θ' (Fig. 2).

The above analysis leads to the conclusion that the
new type of weak electron localization effect can be
detected in the case of inelastic reflection of particles
under Auger emission conditions. The characteristics of

0.2

0.1

90 1800
∆ϕ, deg

JC/JL, arb.units

1

2

Fig. 2. Angular dependence of the degree of coherence
JC/JL on the difference ∆ϕ between the azimuthal angles for
E/∆E = 10, E/Ui = 120, and θ = θ' = (1) 45° and (2) 60°.
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the recorded spectra can be used for determining the
parameters of the solid, as well as for studying the ele-
mentary acts of interaction of particles in the solid.
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Abstract—The dynamics of electron excitations and luminescence of LiB3O5 (LBO) single crystals was stud-
ied using low-temperature luminescence vacuum ultraviolet spectroscopy with a subnanosecond time resolu-
tion under photoexcitation with synchrotron radiation. The kinetics of the photoluminescence (PL) decay, the
time-resolved PL emission spectra, and the time-resolved PL excitation spectra of LBO were measured at 7 and
290 K, respectively. The PL emission bands peaking at 2.7 eV and 3.3 eV were attributed to the radiative tran-
sitions of electronic excitations connected with lattice defects of LBO. The intrinsic PL emission bands at 3.6
and 4.2 eV were associated with the radiative annihilation of two kinds of self-trapped electron excitations in
LBO. The processes responsible for the formation of localized electron excitations in LBO were discussed and
compared with those taking place in wide-gap oxides. © 2001 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

In cubic alkali-halide crystals with substantially
ionic bonds, self-trapped excitons (STEs) of several
types are known to exist [1, 2]. The process of self-trap-
ping of excitons in low-symmetry crystals with com-
plex crystallographic structures differs substantially
from that in alkali-halide crystals. It is well known [2,
3] that the luminescence of STEs in alkali-halide crys-
tals is excited both upon optical production of excitons
and in the range of band-to-band transitions upon
recombination of an electron with an immobile self-
trapped hole. The energy spectrum of exciton states in
complex oxides can completely or partly overlap with
states of the electron–hole continuum. This means that
direct excitons in such systems are metastable with
respect to the temperature-independent self-ionization,
which actively manifests itself even at low tempera-
tures. Indeed, it was experimentally established for
Y3Al5O12(YAG) and YAlO3 crystals [4] that a signifi-
cant part of electron excitations is due to mixed exciton
and electron–hole levels, which form the initial state for
the subsequent branching between the various channels
of STE formation.

In a number of oxide crystals, bands of intrinsic
luminescence with properties characteristic of STE
luminescence were revealed (Table 1). The large half-
width and the Stokes shift of the bands indicate their
relation to the annihilation of localized electron excita-
tions formed after an equilibrium distribution of the
luminescence centers over vibronic states is reached.
1063-7834/01/4308- $21.00 © 1454
Two types of luminescence bands are distinguished.
Band I (Table 1) does not manifest itself in recombina-
tion processes such as thermostimulated luminescence
(TSL) even at low temperatures. In contrast to alkali-
halide crystals, this type of exciton self-trapping in
complex oxides is not accompanied by the self-trapping
of the corresponding hole component [4]. The rela-
tively large oscillator strength (about 0.1 per electron),
the high quantum efficiency of photoluminescence
(PL), the absence of structure in the excitation spectrum
of PL in the region of the optical transparency of the
crystal, and a number of other properties exclude the
relation of these luminescence modes to any impurity
or lattice defects [4, 9]. This PL does not become frozen
upon cooling; its excitation spectrum is completely
located in the fundamental absorption band of the crys-
tal and correlates with the region of exciton-related fea-
tures in the reflectance spectrum.

Along with the above luminescence mode, a band
of intrinsic luminescence of another type (band II in
Table 1) was identified in complex oxides; the excitation
of this band is substantially determined by recombina-
tion processes. Band II is observed in the spectra of TSL,
PL, x-ray luminescence, and cathodoluminescence in a
wide range of temperatures, including relatively low
temperatures (5–10 K). In various crystals, the lumines-
cence processes of this type not only have similar excita-
tion spectra located in the fundamental absorption range
but also exhibit similar temperature dependences. This
indicates the identical mechanism of excitation of the PL
of this type related to the formation of the same primary
2001 MAIK “Nauka/Interperiodica”
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Table 1.  Parameters of the intrinsic-luminescence bands in some oxides

Crystal
Band I Band II

Reference
Em, eV µ Em, eV µ Tm, K

BeO 6.7 0.360 4.9 0.540 290 [5]

Al2O3 7.5 0.162 3.8 0.587 250 [6]

YAlO3 5.9 0.263 4.2 0.447 245 [4]

Y3Al5O12 4.9 0.300 4.2 0.373 220 [4]

KTiOPO4 2.1 0.475 2.85 0.337 – [7]

LiB3O5 3.6 0.550 4.2 0.533 240 [8]

Note: Em is the position of the maximum of luminescence and µ = (Eex – Em)/Eex is the relative Stokes shift, where Eex is the position of
the maximum of the photoexcitation band and Tm is the temperature of the maximum quantum efficiency of luminescence in band II.
electron excitations. The main channel of energy trans-
formation in this case is due to the recombination of
charge carriers [10]. Upon excitation in the range of exci-
ton absorption, energy transfer is observed along with
the accumulation of charge carriers at traps responsible
for the TSL, even at 5 K. In other words, the region of
exciton absorption overlaps with the region of excitation
of other states responsible for luminescence of the
recombination type. Using two-photon optical spectros-
copy, these states were identified as the states of elec-
tron–hole continuum [11]. Note that the excitation of
such luminescence can hardly be distinguished from
recombination processes involving intrinsic or impurity
lattice defects that cause luminescence bands of similar
spectral composition [9, 10]. Convincing experimental
evidence for the existence of the recombination channel
in the excitation of intrinsic luminescence of Al2O3 was
obtained only recently [12].

Though important from the practical viewpoint,
the borates of alkali and alkaline-earth metals have
been studied insufficiently in this respect. Thus, in
LiB3O5 (LBO), Li2B4O7, and CsLiB6O10 crystals, we
identified luminescence bands of STEs that were sim-
ilar in their properties, located in the same energy range
(3.4–3.7 eV), did not manifest themselves in the TSL
spectra, and were excited at the long-wavelength edge
of the fundamental absorption band in the tentative
region of photoproduction of unrelaxed excitons
[8, 13]. This agrees well with the above-considered
properties of the luminescence of STE (band I) in com-
plex oxides. In addition, in the unactivated LiB3O5
crystals, other luminescence bands were revealed,
which partly overlapped with the spectrum of lumines-
cence of STEs and can manifest themselves both in the
TSL and upon excitation in the fundamental absorption
range. Some of these bands are characterized by a set of
properties that permit one to also regard them as related
to the intrinsic luminescence of the crystal.

This work is a continuation of the investigation that
was started in [8, 13] and is devoted to studying the
dynamics of electron excitations and luminescence in
LiB3O5 crystals by low-temperature time-resolved opti-
cal vacuum-ultraviolet spectroscopy.
PHYSICS OF THE SOLID STATE      Vol. 43      No. 8      200
2. EXPERIMENTAL TECHNIQUE

We used unactivated crystals of lithium triborate
LiB3O5; the technology of growing such crystals was
described in [8, 14]. Samples with dimensions of 8 × 8 ×
1 mm had polished plane-parallel laser finished sur-
faces. The major planes of the samples were perpendic-
ular to the crystallographic axis Z.

Measurements were performed on a SUPERLUMI
experimental station of the laboratory Hamburger Syn-
chrotronstrahlungslabor (HASYLAB) at DESY, Ham-
burg [15], at 7 and 290 K. A detailed description of the
technique, experimental procedure, and experimental
conditions were given in our previous works [8, 13]. In
this work, the repetition period of exciting pulses of
the synchrotron radiation of a DORIS storage ring was
480 ns. The time-resolved photoexcitation spectra of
PL were recorded simultaneously in two independent
time windows; the parameters of each window (the
window width ∆t and the delay with respect to the exci-
tation pulse δt) were optimized in concrete measure-
ments with allowance for the decay kinetics. The pri-
mary monochromator with a diffraction lattice covered
with platinum had a spectral resolution of 0.32 nm. The
luminescence in the visible and ultraviolet ranges was
recorded using a 0.5-m monochromator (Czerny–
Turner scheme) and an XP2020Q photomultiplier. The
luminescence excitation spectra were normalized using
sodium salicylate. The kinetics of the luminescence
decay was analyzed using the convolution method with
allowance for the instrumental profile of the excitation
pulse (FWHM ≈ 350 ps).

3. EXPERIMENTAL RESULTS

The excitation of LBO in the region of the optical
transparency of the crystal using photons with an
energy Eex = 6.3 eV at low temperatures yields a wide-
band PL in the range of 2.3–4.0 eV (Figs. 1–3).

The kinetics of the PL of LBO under these condi-
tions is represented by an exponential component with
a time constant τ = 8.3 ns, which can be reliably
recorded at 7 K in a dynamic range of intensities of
1
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Fig. 1. Kinetics of PL decay in LBO at 7 K in the band Em = 3.33 eV for the energy of exciting photons Eex = 6.3 eV. Positions of
the time windows ∆t1 and ∆t2 are indicated.
about three decades (Fig. 1). Note that at 290 K this PL
has not been recorded. No other components of the
decay kinetics of the low-temperature PL of LBO in the
range of decay times below 500 ns upon excitation in
the region of the optical transparency were revealed.

To investigate time-resolved PL emission spectra
and time-resolved PL excitation spectra, time windows
∆t1 (δt1 = 2.1 ns, ∆t1 = 5.9 ns) and ∆t2 (δt2 = 62 ns, ∆t2 =
332 ns) were chosen, as is shown in Fig. 1. Into the first
time window, the fast component with τ = 8.3 ns falls
predominantly (the contribution from the pedestal, i.e.,
from the decay component with τ > 500 ns, is less than
0.3%), whereas the contribution to the second window
∆t2 is mainly caused by the pedestal.

Figure 2 displays PL excitation spectra measured in
these time windows. As follows from Fig. 2, no excita-
tion bands were revealed at 290 K in the region of optical

Table 2.  Parameters of the defect-related photolumines-
cence bands of LBO measured at T = 7 K and Eex = 6.3 eV

Parameter ∆t1 ∆t2 Total

Em, eV 2.72 3.45 3.36 2.71 3.35

FWHM, eV 0.87 1.78 1.23 0.88 1.24

S, % 60 40 100 11 89

Note: Em and FWHM are the position of the maxima and the full
widths at half-maximum of bands in the luminescence spec-
tra measured in time windows ∆t1 and ∆t2 (the positions of
the windows are shown in Figs. 1, 2) or in the PL spectra
measured without time resolution (Total); S is the percent-
age contribution of elementary bands to the PL spectrum.
P

transparency of LBO (Eex < 7.5 eV). At the same time, at
7 K, the excitation spectrum of the fast component (win-
dow ∆t1) exhibits a wide band (FWHM = 0.53 eV) with
a maximum at 6.25 eV (Fig. 2c). In its intensity, this
band competes with the main PL excitation band of
LBO in the exciton region at 7.9–8.0 eV. However, the
efficiency of excitation of the slow component (window
∆t2) in the region of this band is insignificant (Fig. 2).

Figure 3 shows the PL spectra of an LBO crystal at
7 K excited by photons with an energy of 6.3 eV. The
PL spectrum of the slow component (pedestal) is rep-
resented by a wide Gaussian band with a maximum at
3.3 eV (Table 2). The PL spectrum measured in the
time window ∆t1 contains two bands at 2.7 and 3.4 eV.
In the band located at 3.4 eV, about 40% of the light
sum of PL is emitted (Table 2), whereas the contribu-
tion of the pedestal to the time window ∆t1 does not
exceed 0.3%. The total PL spectrum (without time res-
olution) consists of two bands at 2.7 and 3.3 eV, but the
contribution of the short-wavelength band to this spec-
trum reaches 89% (Table 2). These estimates show that
at 7 K, the spectrum of the fast component of PL with
τ = 8.3 ns contains both bands (at 2.7 and 3.4 eV),
whereas the spectrum of the pedestal (slow compo-
nents) exhibits only one band at 3.3 eV.

When the LBO crystals are excited at 7 K by pho-
tons with energies above the fundamental absorption
edge, the kinetics of the PL decay is represented by two
fast components with time constants τ1 < 1 ns and τ2 =
8.8 ns. However, the major part of the light sum (85–
98%) is accumulated in the pedestal. A comparison of
the time-resolved PL emission spectra (Fig. 4) and
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Fig. 2. Normalized PL excitation spectra of the LBO crystal at (a) 290 and (b, c) 7 K in the luminescence bands located at (a, c) 3.5
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2.1 ns, ∆t1 = 5.9 ns and (2) δt2 = 62 ns, ∆t2 = 332 ns; (3) PL spectra measured without time resolution.
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time-resolved PL excitation spectra (Fig. 2) shows that
each of them contains no less than two overlapping
bands caused by the fast decay components. To clarify
the contribution of fast components to these bands, we
studied the kinetics of PL in various spectral points at
various energies of the exciting photons. When measur-
ing each curve, the number of photons striking the crys-
tal was always the same. Based on an analysis of these
curves, we constructed spectral dependences of the
parameters of the PL kinetics (Figs. 4, 5). As follows
from Fig. 4, at Eex = 8.8 eV, the spectral dependence of
the light yield of slow components (pedestal) has a dis-
tinct maximum at 3.7 eV and a shoulder at 4.2 eV. The
spectrum of the light yield of the fast component with
τ1 < 1 ns has a similar character, whereas in the spec-
trum of the light yield of the second fast component
(with τ2 = 8.8 ns), the amplitudes of both bands (at 3.7
and 4.2 eV) are almost identical. This means that the
observed monotonic decrease in the contribution of the
pedestal (slow components) to the total light yield
under the curve of the PL decay (Fig. 4) is caused by the
corresponding increase in the contribution of the sec-
ond fast component with τ2 = 8.8 ns.
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Fig. 4. (a) Photoluminescence emission spectra of LBO at
T = 7 K and Eex = 8.8 eV, measured in time windows
(1) δt2 = 21.3 ns, ∆t2 = 111 ns and (2) δt1 = 1.2 ns, ∆t1 = 5.6 ns.
(b) Spectral dependences of the kinetic parameters of PL:
(3) percentage contribution of the pedestal to the total light
yield, (4) total light yield under the PL decay curve, (5) spe-
cific light yield of the component with τ = 8.8 ns, and (6)
specific light yield of the component with τ < 1 ns.
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In the region of the fundamental band of LBO, the
PL excitation spectrum at 7 K is represented by two
main overlapping bands at 7.9–8.5 and 8.5–9.2 eV
peaking at 7.9 and 8.75 eV, respectively (Figs. 2, 5). An
analysis of the contributions of various decay compo-
nents to these bands (Fig. 5) shows that in the spectrum
of PL excitation at Em = 4.2 eV, the fast component τ1 <
1 ns and the pedestal mainly contribute to the first exci-
tation band at 7.9 eV. The second excitation band at
8.75–9.2 eV is mainly due to the second fast component
τ2 = 8.8 ns. As follows from the time-resolved excita-
tion spectra (Fig. 5), the second fast component is
excited inefficiently at the edge of the fundamental
band but dominates in the energy range Eex > 8.5 eV
and yields a maximum contribution to the light sum at
9.0 eV. As the energy Eex increases further, the intensity
of this maximum decreases (Figs. 2, 5). In the energy
range of 7.9–9.5 eV, the contribution from the pedestal
decreases, which is due to the corresponding increase
in the contribution from the second fast component τ2 =
8.8 ns.
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Fig. 5. (a) Photoluminescence excitation spectra of LBO
at T = 7 K and Eex = 4.2 eV, measured in time windows (1)
δt2 = 21.3 ns, ∆t2 = 111 ns and (2) δt1 = 1.2 ns, ∆t1 = 5.6 ns.
(b) Spectral dependences of the kinetic parameters of PL:
(3) percentage contribution of the pedestal to the total light
yield, (4) total light yield under the PL decay curve,
(5) specific light yield of the component with τ = 8.8 ns,
and (6) specific light yield of the component with τ < 1 ns.
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4. DISCUSSION

The photoluminescence of the LBO crystal begins
at photon energies above 7.5 eV [14, 16]. In this con-
nection, the PL bands at 2.7 and 3.3 eV that are effi-
ciently excited in the region of the optical transparency
of the crystal by photons with an energy of about 6.3 eV
should be regarded as being caused by the lumines-
cence of intrinsic or impurity lattice defects of LBO.
The exponential law of decay of the main component of
the PL kinetics indicates the intracenter character of the
luminescence process. Previously, we found a wide
band of optical absorption of LBO at 6.2 eV, which
manifests itself at 80 K after irradiation of the LBO
crystal with a 200-keV electron beam [17, 18]. The
stimulation of the optical absorption into this band by
irradiating the crystal with an ArF laser at room temper-
ature leads to the excitation of PL at 3.3 eV [19].

The determination of the nature of these defects in
LBO requires special experimental investigations. At
present, we can only suggest general considerations
about it. It was established in [20] using high-resolution
infrared spectroscopy that during heat treatment of
LBO crystals, some changes occur in the nearest neigh-
borhood of Li–O bonds because of the migration of
vacancies and interstitial atoms. In [21], we computa-
tionally analyzed the possibility of capturing electrons
in LBO at free (broken) orbitals of boron atoms that are
directed toward an oxygen vacancy. The calculated data
predict the possibility of forming local levels of the
ground and excited states of defects in the forbidden
energy band of LBO. The tentative characteristics of
these defects are qualitatively similar to those of F+

color centers in some oxide crystals [22]. In this con-
nection, we may assume that the PL of the LBO crystals
at 3.3 eV is due to color centers that are characterized
by the optical absorption band at 6.2 eV. On the other
hand, we cannot exclude the possibility of forming
defects based on some uncontrolled cation impurities.
For example, for the paramagnetic O– center in LBO,
the problem of the mechanism of stabilization of the
hole at a regular oxygen ion still remains unsolved to
date [23]. A similar center in Al2O3:Sc represents a hole
at an oxygen ion stabilized by an impurity atom of
scandium [12, 24]. However, in any case, the estab-
lished spectral–kinetic and luminescence–optical char-
acteristics of this color center in LBO permit its use as
a luminescence probe for studying the dynamics of
electron excitations.

The excitation of an LBO crystal at 7 K by photons
with energies above the fundamental absorption edge
leads to the appearance of intrinsic luminescence in a
band located at 3.6–3.7 eV, which significantly overlaps
with the band of PL of defects. This may be one more
cause for the apparent efficient excitation of PL at 3.3 eV
in the region of the fundamental absorption edge of
LBO at low temperatures (Fig. 2). In reality, an analysis
of the spectra (Fig. 2) and kinetics of PL indicates that
the contribution of color centers to the PL of LBO upon
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its excitation in the region of the fundamental absorp-
tion edge is insignificant, which implies a low effi-
ciency of the exciton mechanism of energy transport to
color centers. This situation is typical of crystals of
complex oxides (e.g., YAG [25]), in which the contribu-
tion of the exciton mechanism to the energy transfer
becomes actual only at high concentrations of activa-
tors, when the probability of the formation of excitons
in the immediate vicinity of these centers increases.
Otherwise, a competitive channel of energy transfor-
mation (related to exciton self-trapping) dominates.
With a further increase in the energy of exciting pho-
tons, the excitation of color centers by hot photoelec-
trons can occur in the region of band-to-band transi-
tions. Indeed, in the spectrum of the fast component of
PL near 3.3 eV, a hump is observed, whose intensity
increases with increasing energy of the exciting pho-
tons [8].

Now, we discuss the results that concern the bands of
intrinsic luminescence of LBO excited only in the funda-
mental absorption band of the crystal. An analysis of the
time-resolved excitation spectra of luminescence of
LBO revealed the existence of a fine structure in these
spectra near the fundamental absorption edge (Figs. 4,
5). It is obvious that the different PL excitation bands
have different natures. The band at 7.9 eV was ascribed
to the optical production of molecular excitons (ME) in
LBO [8]. The self-trapping of MEs and the subsequent
radiative annihilation of STEs lead to the PL at 3.6–3.8
eV. The efficiency of excitation of this PL is highest just
in the long-wavelength portion of the expected region of
production of free excitons in LBO (7.9–8.5 eV), where
the optical absorption coefficient is 10–104 cm–1. In con-
trast to alkali-halide crystals, no luminescence band of
the given STEs was revealed in the TSL spectra (15–300
K) of LBO. The efficiency of excitation of this band in
the region of band-to-band transitions in LBO is smaller
by a factor of about 40 than in the exciton region. The
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Fig. 6. Adiabatic curves of potential energy of STE in LBO
crystals.
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difference in the properties of this luminescence and the
luminescence of STEs in alkali-halide crystals reflects
the fundamental difference in the processes of self-trap-
ping in these two types of crystals.

In the short-wavelength part of the tentative region
of production of free excitons in LBO (8.5–9.2 eV), an
efficient excitation of PL at 4.2 eV occurs at 7 K. This
PL is not excited in the region of the crystal transpar-
ency; its excitation band partly overlaps with the main
excitation band of PL in LBO at 8.0 eV and is shifted
with respect to it toward the short-wavelength region by
about 1 eV (Fig. 5). In the region of production of elec-
tron–hole pairs, the efficiency of excitation of this PL at
7 K is much smaller. By the totality of its properties, the
PL band at 4.2 eV can be referred to the intrinsic emis-
sion of LBO caused by the annihilation of localized
electron excitations. However, their nature, as well as
the nature of primary electron excitations formed by
photons with energies of 8.5–9.2 eV, differ from those
characteristic of the preceding case.

In complex oxides, two alternative mechanisms of
the formation of STEs are distinguished. The first is
related to the optical production of excitons (exciton
mechanism) and its subsequent relaxation into a self-
trapped state. The second mechanism is connected with
the formation of STEs through the relaxation of elec-
tron excitations from the lower states of the electron–
hole continuum (recombination mechanism) [4, 9]. In
many cases, these mechanisms can lead to substantially
different final stages of relaxation (different configura-
tions of STEs), thereby causing the appearance of dif-
ferent luminescence bands (bands I and II in Table 1).
The causes for the formation of different configurations
of STEs in complex oxides are connected with the sig-
nificant nonuniformity of the electron structure of the
valence band (VB). It is well known that in low-sym-
metry crystal fields, there occurs a complete splitting of
the 2p states of oxygen that form the upper states of the
VB in oxides [26]. The nonbonding orbitals (π orbitals)
occupy the uppermost position, form the top of the VB,
and determine the dynamics of relaxed holes. In the
upper, rather narrow subband of the VB (UVB) with a
weak dispersion, the holes are characterized by a rela-
tively large translational mass [9, 27]. As a result of
covalent effects, the lower subband of the valence band
(LVB) has a large width and large dispersion and is
responsible for the significant covalent contribution to
the oxygen–metal chemical bond. It was shown by two-
photon spectroscopy [25] that in YAG crystals, the situ-
ation with two types of electron excitations resembles
to a certain extent the case of the overlap of the energy
states of direct excitons with the edge of band-to-band
transitions (the lower state of the electron–hole contin-
uum), as is the case, e.g., in crystals of silver halides
[2]. Such an overlap of states is responsible, in particu-
lar, for the instability of excitons with respect to self-
ionization. Comparing these data with experimental
results (Figs. 2–5), we can assume that, at 7 K, photons
with energies of 8.5–9.2 eV form in LBO electron exci-
tations which are closely related to the lower states of
P

the electron–hole continuum. In our opinion, the self-
trapping of these electron excitations at 7 K leads to the
formation in LBO of STEs of another configuration.
The radiative annihilation of such STEs causes the
luminescence of LBO at 4.2 eV.

Figure 6 displays a simplified scheme of the pro-
cesses of excitation and relaxation of electron excita-
tions in LBO. The different configurational coordinates
(Q1 and Q2) in this figure correspond to the different
ways of lattice relaxation upon the formation of two
types of electron excitations. As follows from the
model under consideration, the molecular exciton e0

produced by photoexcitation in the immediate vicinity
of the fundamental absorption edge or as a result of
relaxation from highly excited states then relaxes into a
self-trapped state (configurational coordinate Q1). It
was shown in [8] that the molecular exciton e0 in LBO
is formed with the participation of states of the LVB.
The self-trapping of the hole component of the molec-
ular exciton is improbable because of the small transla-
tional mass of holes in the LVB. However, the Sumi’s
theory [28] predicts that although an electron or a hole
cannot be self-trapped separately, such self-trapping is
probable for an exciton as a whole if the deformations
produced by an electron and a hole are added. Such an
STE should have a small radius and a large translational
mass and is called a “self-shrunk exciton” (SSE). Since
the formation of an SSE requires a synchronous defor-
mation of the lattice by the electron and the hole, no
SSEs are usually formed in recombination processes.
It was shown only recently that the formation of SCEs
upon recombination of an electron and a hole is possi-
ble in Al2O3 at high densities of excitations (above
1018 cm–3) [12]. It was supposed [12] that the majority
of the observed bands of intrinsic luminescence in com-
plex oxides (band I in Table 1) belong to SSEs. In this
connection, it is reasonable to suppose that the molecu-
lar excitons e0 in LBO (Fig. 6) become self-trapped via
this mechanism into the SSE state whose radiative anni-
hilation causes luminescence at 3.6–3.8 eV.

The lowest-energy band-to-band transitions should
occur from the states of nonbonding oxygen orbitals of
the upper valence subband that form the top of the
valence band. As is shown in Fig. 6, it is these transi-
tions that cause the manifestation of recombination
processes in the energy region of photoproduction of
molecular excitons. The hole of the upper valence sub-
band has a relatively large translational mass and can
pass into the state of a polaron of small radius, which
suits the role of the hole core of the STE well. The
vibrational relaxation from the lower states of the elec-
tron–hole continuum that contains the holes of the
upper valence subband can lead to the formation of an
self-trapped electron excitation (configurational coor-
dinate Q2) whose radiative annihilation causes the
luminescence of LBO at 4.2 eV. It is assumed that a
similar mechanism is realized in some other complex
oxides (band II in Table 1). At low temperatures, the
intensity of this band is relatively small; however, it
does not become frozen even at 4 K. Using one-photon
HYSICS OF THE SOLID STATE      Vol. 43      No. 8      2001
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and two-photon optical spectroscopy, it was shown for
some complex oxides [11] that the interaction between
exciton states and the lowest states of the electron–hole
continuum is very weak; therefore, either type of elec-
tron excitation can arise independently. The possibility
of the simultaneous observation of both branches of
relaxation is due to the competition of the processes of
fast self-trapping and relatively slow self-ionization. It
was shown in [29] that for a relatively large region of
the Sumi diagram, two types of self-trapping can coex-
ist: SSE and STE, whose core is a self-trapped hole
belonging to the upper subband of the valence band.
The physical processes that lead to the formation of
these types of STEs are substantially different, which is
reflected in the complex character of the temperature
dependences of the luminescence intensity and in the
differences in the excitation spectra and decay kinetics.

In contrast to alkali-halide crystals and SiO2, long
searches for the existence of a self-trapped hole in com-
plex oxides (such as Al2O3, BeO) were unsuccessful. In
the close-packed oxygen sublattice of such compounds,
the holes in the polaron state can migrate even at 4 K,
since the related lattice polarization appears to be insuf-
ficient to provide for self-trapping. Moreover, in Al2O3
crystals with a defect concentration of about 10 ppm,
the holes are localized just near various impurity atoms
and weak lattice distortions [12]. It can be assumed that
in complex oxides, the self-trapping of a hole occurs
only if the hole is part of an electron–hole pair formed
upon recombination of an electron and a relaxed hole of
the upper valence subband. In contrast to the situation
with the formation of an SSE, the hole in the upper
valence band has a large translational mass and can
serve as the core of an STE. We assume that it is the
radiative annihilation of such an STE that is responsible
for the luminescence band at 4.2 K in LBO. As was
established in [12], the cross section for the recombina-
tion of mobile electron and hole is small, but in a local
region where small inhomogeneities exist (weak lattice
distortions or point defects that do not produce electron
or hole traps), the recombination cross section can
increase by several orders of magnitude. Thus in Al2O3,
the recombination cross section near a defect (Sc3+) that
does not form a trap is higher by three orders of magni-
tude than the corresponding cross section for the
defect-free region [12]. It is obvious that if charge car-
riers of only one sign are localized at defects (as, e.g.,
in the case of TSL), the probability for recombination
increases even greater. If in this case the defects have no
activator luminescence bands, localized electron exci-
tations can be formed whose parameters are close to
those for the STEs of the recombination type and quite
weakly depend on the parameters of the defect. Indeed,
the spectrum of the main peaks of TSL in LBO (130
and 240 K) is concentrated in the 4.2-eV band [30]. A
similar phenomenon was observed previously in BeO,
where the thermostimulated electron and hole recombi-
nation with the participation of various defects that
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have no activator PL bands leads to luminescence at
4.9 eV (band II in Table 2) [5,31,32].

The kinetic energy of the components of an elec-
tron–hole pair produced at 7 K by photons with an
energy close to Eg is small. This implies a large proba-
bility of recombination in geminate (genetically
related) pairs with subsequent formation of STEs
according to the above-described mechanism. With
increasing exciting-photon energy, the components of
the electron–hole pair acquire a kinetic energy suffi-
cient for them to leave their “birthplace” (to “fly
away”). The band electron and the band hole that are
formed as a result of such flying away at 7 K immedi-
ately become localized at traps. Therefore, it is only the
lowest-energy band-to-band transitions from the levels
of the upper valence subband (at the top of the valence
band) that can lead in LBO to the formation of electron
excitations whose self-trapping yields STEs of the
recombination type. It is this mechanism that, in our
opinion, is responsible for the excitation band at 9.0 eV
(Fig. 5).

As the temperature of the LBO crystal increases to
above 240 K, thermostimulated delocalization of
charge carriers from traps occurs; these charge carriers
give an additional contribution to the recombination
process. The natural consequences are an increase in
the intensity of the PL band at 4.2 eV and an increase in
the efficiency of excitation of this band by photons with
energies exceeding Eg (Fig. 2). The kinetics of PL decay
under these conditions is determined by the processes
of thermostimulated delocalization of charge carriers
and is characterized by a time constant in the microsec-
ond or millisecond range [33, 34].

An analysis of spectral dependences of the parame-
ters of the PL kinetics (Fig. 4) shows that the decay
component with τ = 8.8 ns manifests itself in both
bands of intrinsic PL of LBO, although its relative con-
tribution to these bands changes. Since the interference
of the STE and SSE states is improbable [29], this com-
ponent can be related to the process of branching
between the states of primary electron excitations that
are responsible for the corresponding STE and SSE. It
is well known [11] that the interaction between the
exciton state of the molecular exciton and the lowest
states of the electron–hole continuum is very weak, but
with increasing excitation energy, their interaction
increases sharply. In our case, the energy of photon
excitation Eex = 8.8 eV lies in the region of the maxi-
mum of the short-wavelength excitation band (Fig. 5).
According to the model under consideration, this max-
imum should lie much higher than the onset of band-to-
band transitions into the states of the electron–hole con-
tinuum that includes holes of the upper valence sub-
band. In this connection, it is reasonable to relate the
τ = 8.8-ns PL decay component located at 4.2 eV to the
process of interaction (scattering) between the molecu-
lar exciton states and electron–hole continuum of the
upper subband of the valence band.
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CONCLUSION

Thus, an analysis of the results of vacuum ultravio-
let luminescence low-temperature time-resolved spec-
troscopy permitted us to distinguish photolumines-
cence (PL) bands of LiB3O5 (LBO) that are related to
defects (2.7 and 3.3 eV) and the bands of intrinsic lumi-
nescence of the LBO crystal caused by radiative anni-
hilation of two types of self-trapped excitons (STEs).
The luminescence band at 3.6 eV (band I) is related to
the annihilation of self-shrunk excitons (SSEs), which
is a result of the self-trapping of a molecular exciton
(ME) with a hole component in the lower subband of
the valence band (LVB). A self-trapped exciton of
another type is formed upon the self-trapping of pri-
mary electron excitations produced by the recombina-
tion of a mobile electron and a heavy hole in the upper
valence subband (UVB). The probability of such a pro-
cess is extremely low, but under certain circumstances
it can increase by several orders of magnitude: (a) in the
case of geminate (genetically related) electron–hole
pairs produced by photons near the onset of band-to-
band transitions, (b) in the presence of small inhomoge-
neities (weak lattice distortions and defects that do not
produce traps), and (c) in thermostimulated recombina-
tion processes involving defects that have no activator
photoluminescence bands. The radiative annihilation of
self-trapped excitons of recombination type in LBO
results in a photoluminescence at 4.2 eV (band II). The
decay component of this photoluminescence with τ =
8.8 ns is ascribed to the process of interaction (scatter-
ing) between the molecular exciton states and the states
of the electron–hole continuum involving holes of the
upper subband of the valence band.
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Abstract—Temperature dependences of pyroelectric coefficients γT and γS corresponding to the mechanically
free (T) and clamped (S) states of a lithium triborate (LBO) sample are studied and found to be nonmonotonic.
It is proposed that the anomalies are associated with an increase in anharmonism of the lithium sublattice of
LBO long before its transition to the superionic state. The spontaneous polarization at T = 200 K is estimated
to be 0.25 C/m2. In the structural motif, the mesotetrahedra responsible for the emergence of spontaneous polar-
ization of LBO are singled out. © 2001 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

The interest in lithium triborate (LiB3O5) is due to
the peculiar combination of its physical properties. In
view of its high nonlinear (quadratic) susceptibility and
broad transparency region (from 4.6 to 7.9 eV) [1, 2],
this substance belongs to the class of pyroelectrics and
can go over to the superionic state [3] at high tempera-
tures.

Lithium triborate (which will be henceforth referred
to as LBO) crystals belong to the orthorhombic system
(space group Pna21). Traditionally, its structure is
formed by plane BO3 triangles and BO4 tetrahedra
combined into a 3D skeleton through common oxygen
ions [4]. Lithium ions are localized in the voids of the
skeleton and lie along the 21 symmetry axis, which cor-
responds to the orientation of the spontaneous polariza-
tion. It was found [3] that the so-called through chan-
nels in the structure are also oriented along this direc-
tion. An analysis of the features of the LBO structure
and the experimentally established ionic-type conduc-
tion at T > 400 K indicate the possibility of ionic trans-
port of Li along the direction of the spontaneous polar-
ization. A natural question arising in this connection
concerns the possibility of experimental estimation of
the temperature from which the instability of the lith-
ium sublattice starts manifesting itself. The answer to
this question obviously stems from analyzing the man-
ifestations of the pyroelectric effect, since the enhance-
ment of the anharmonism in the lithium sublattice (long
before its transition to the superionic state) must affect
the total dipole moment of the LBO structure in the
〈 001 〉  direction. This is of practical importance since it
could provide preliminary information on the possible
temperature dependence of the nonlinear (quadratic)
susceptibility of a pyroelectric possessing some coeffi-
cients directly connected with spontaneous polarization
1063-7834/01/4308- $21.00 © 1464
[5]. The spontaneous polarization of a pyroelectric can
be estimated from the results of optical and pyroelectric
measurements.

This work is devoted to analysis of the pyroelectric
properties of mechanically free and clamped lithium
triborate crystals and to determining the features of the
LBO structure responsible for the pyroelectric effect
and, hence, for the spontaneous polarization of the
crystal.

2. EXPERIMENTAL TECHNIQUE

LBO crystals grown from solution in melt belong
to the linear pyroelectric class (point group mm2).1

A square billet cut from an initial boule was oriented
and polished to fit the size 8.0 × 8.06 × 1.53 mm. The
deviation in the orientation relative to the 21 axis did
not exceed 30′. The electrode material deposited on
the (001) faces was of silver paste, thus providing a
good ohmic contact with the sample. The sample
intended for temperature measurements was mounted
in a helium cryostat in a special crystal holder. The
sample temperature was monitored using a Cemox-
1050-SD thermometer. A quasi-continuous tempera-
ture regime was set using a Keithly-220 programmed
power supply, which made it possible to select (taking
into account the time constant of the measuring sys-
tem) the required rate of continuous variation of the
temperature. The charge generated by the sample was
measured as a function of T using a Keithly-617 pro-
grammed electrometer. The resistance of the sample with
current leads was of the order of 1012 Ω at ~300 K. In our
experiments, two versions of sample connection were
realized: (a) mechanically free (the sample was hang-

1 The results of dilatometric measurements [6] and the results pre-
sented below also confirm this fact.
2001 MAIK “Nauka/Interperiodica”
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Fig. 1. Temperature dependence of the change in the spontaneous polarization of a mechanically free LBO crystal; S = 65mm2.

Fig. 2. Temperature dependence of the pyroelectric effect for a mechanically free (γT) and clamped (γS) LBO crystal; S = 65mm2.
ing on current leads) and (b) mechanically clamped
(the sample was pressed between bulk electrodes).
The results of measurements of the spontaneous
polarization ∆PS presented in Fig. 1 indicate the high
quality of the samples (no anomalies are observed in
the liquid-helium temperature region) and good repro-
ducibility of the experimental data (the experimental
points for sample heating and cooling coincide).
PHYSICS OF THE SOLID STATE      Vol. 43      No. 8      2001
3. RESULTS AND DISCUSSION

The results of measurements of the pyroelectric
coefficients γT and γS for the above states of the sample
are presented in Fig. 2.2 The temperature dependences
of γT and γS coincide to within the measurement error in

2 The choice of the sign of the pyroelectric coefficients is dictated
by the obvious condition ∂PS/∂T < 0.
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the low-temperature range and diverge starting from
200 K. According to Cady [7], their difference is deter-
mined by the contribution from the secondary pyroelec-
tric effect,

 

and is expressed in terms of the piezoelectric moduli
eijk and the linear expansion coefficients gii of LBO.
The ∆γ(T) dependence obtained by us is presented in
Fig. 3. The lack of information on the piezoelectric
effect in LBO does not allow us to compare the experi-
mental data with the phenomenological theory. Taking
into account the linear-expansion anisotropy data [6],
we can state that the eijl(T) dependences are monotonic
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Fig. 3. Temperature dependence of the contribution from
the secondary pyroelectric effect ∆γ to the pyroelectric
coefficient γT for an LBO crystal.

Fig. 4. Atomic structure of pyroelectric LBO presented as a
combination of mesotetrahedra of A and B types: (a) projec-
tion of the LBO structure on the (x, y) plane; hatched and
light circles are lithium atoms with coordinates z = 0.9545
and 0.4545, respectively; (b) a mesotetrahedron and its
resultant dipole moment DA; and (c) projection of a layer in
the structure on the (y, z) plane.
P

for LBO crystals in this temperature range. The temper-
ature dependence of the secondary pyroelectric effect
in lithium triborate is rather peculiar: the sign of ∆γ
coincides with the sign of the primary pyroelectric
effect up to 245 K and is then reversed in the interval
from 245 to 295 K; then, the contribution of the second-
ary effect exhibits a strong tendency toward growth,
which can indicate a decrease in the primary pyroelec-
tric effect in LBO. The reliability of the obtained results
indirectly confirms the data on the temperature depen-
dence of the LBO lattice parameters in the temperature
range from 0 to 800°C [6]: ∂c/∂T < 0, where c is the lat-
tice constant along the 21 axis.

The data on the pyroelectric effect in LBO at tem-
peratures above 200 K are of special interest. In spite of
the fact that the resistivity of LBO in this temperature
interval exceeds 1022 Ω cm, the temperature depen-
dences of γT and γS deviate from the standard behavior
typical of the pyroelectric effect in high-resistivity
pyroelectrics. We interpret this result as a manifestation
of strong anharmonism of lithium atoms relative to the
entire skeleton of lithium triborate. Consequently, we
can state that the emergence of ionic transport at T >
400 K is preceded by an enhancement of anharmonism
of the lithium sublattice in the crystallographic direc-
tion 〈 001 〉 . In order to explain the phenomenon
observed, we should analyze the structure of LBO in
more detail. For this purpose, we use the crystallo-
graphic approach [8], which makes it possible to single
out a set of noncentrosymmetric invariants describing
the deviation of the crystal from central symmetry.

In our opinion, the LBO structure can be presented
as a combination of A- and B-type mesotetrahedra
formed by the PO4 group and Li atoms, whose probable
position is displaced towards an apex of the mesotetra-
hedra (Fig. 4a). Such an asymmetric position of lithium
atoms is determined by local crystal fields, whose effect
decreases upon heating, and mesotetrahedra gradually
become equivalent.

According to the results of structural studies [4], the
tetrahedra in question are strongly deformed and their
local symmetry corresponds to the I group. In the pack-
ing in the LBO structure, mesotetrahedra (for example,
of type A) must possess a dipole moment DA in the
direction coinciding with the symmetry axis (Fig. 4b).
It can easily be verified that the dipole moment of the
next mesotetrahedron has the opposite orientation and
DA ≠ DB in accordance with the symmetry conditions.
Thus, infinitely long chains extended along the polar
direction are formed and each of them has translational
symmetry along the axis. The mesotetrahedra form two
sublattices, each of which possesses a spontaneous
dipole moment. These moments only determine the
spontaneous polarization PS(A) and PS(B) of the sublat-
tices. It can easily be proved that their invariance is pre-
served only if they are oriented along the 21 axis and
differ not only in magnitude but also in sign. In this
case, their difference is equal to the spontaneous polar-
HYSICS OF THE SOLID STATE      Vol. 43      No. 8      2001
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ization PS, which can be estimated experimentally in
the case of ferroelectrics.

It is well known [9] that direct measurements of the
spontaneous polarization in linear pyroelectrics are
very difficult and that experiments provide information
only on the temperature variation of PS. If, however,
information on the pyroelectric coefficient, birefrin-
gence ∆n [8], and the temperature variation of ∆n (i.e.,
∂∆n/∂T) is available, we can estimate PS as [8]

PS ≅  (2∆nγ)/(∂∆n/∂T). 

All the initial data and the results of calculations are
compiled in the table. It is beyond doubt that the spon-
taneous polarization of this type of lithium compounds
is much higher than in other compounds, including fer-
roelectrics. In our opinion, this fact should be attributed
to the high anharmonicity of the Li–BO4, Li–IO3, and
Li–TaO3 groups constituting the mesotetrahedra of
these compounds (see, for example, [12]). In turn, the
purely crystallographic packing sequences of mesotet-
rahedra in general and in lithium compounds in partic-
ular can differ considerably. For example, the apexes of
the mesotetrahedra in LiO3 and LiTaO3 single crystals,
whose local symmetry corresponds to point group 3m,
are aligned along the highest symmetry axis of the point
symmetry group of the crystal. It follows from Fig. 4c
that a different situation is observed for LBO: the
apexes of mesotetrahedra are oriented along irrational
directions. This packing is not exceptional and is

Spontaneous polarizations for some Li-based compounds

Compound PS, C/m2

LiB3O5 0.27

LiTaO3 [10] 0.50

LiIO3 [11] 1.5
PHYSICS OF THE SOLID STATE      Vol. 43      No. 8      2001
observed, for example, in crystals of the KH2PO4 type.
Thus, it is clear why the spontaneous polarization and,
hence, the pyroelectric coefficient are largest in trigonal
crystals (see table).
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Abstract—Acoustic investigations of layered crystals KY(MoO4)2 and glassy alloys Si20Te80 (with inclusions
of nanocrystallites) are performed with the purpose of elucidating the character of binding forces in layered
materials. The absorption and velocity of sound, as well as the spatial evolution of the spectrum of acoustic
fluxes in various directions in wide ranges of temperatures (90–300 K), frequencies (14–1800 MHz), and inten-
sities (0.04–100 W/cm2) of sound, are measured. Acoustooptical and pulse-echo methods were used for the
measurements. A theoretical analysis of the data obtained has revealed anomalously large values of the nonlin-
ear elastic coefficients and anharmonicity constants of longitudinal phonon modes that are determined by the
anharmonicity of binding forces across the layers and at boundaries with nanocrystallites. It is shown that the
anisotropy of the mechanical strength of layered crystals is to a large extent determined by the anharmonicity
of binding forces. © 2001 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

The investigation of physical properties of layered
materials is of as a great importance now as ever. Most
suitable natural objects for such investigations are lay-
ered crystals possessing a strongly pronounced anisot-
ropy of mechanical strength. The presence of anisot-
ropy manifests itself in thermal, optical, and other prop-
erties of these crystals [1] so vividly that one is
permitted to speak of a two-dimensional character of
physical phenomena in these crystals.

When studying the influence of mechanical anisot-
ropy on the photoelastic effect in layered crystals of
GaSe [2] and KY(MoO4)2, a high anisotropy of photo-
elasticity was revealed [3]: the corresponding photo-
elastic moduli differed by about an order of magnitude.
On the other hand, the authors of [2] showed that the
layered structure of GaSe crystals led to a two-dimen-
sionalization of the exciton wave function.

The problem of the character of binding forces that
determine the specific properties of layered crystals has
not yet been completely solved. The previous investiga-
tions of elastic properties of such crystals [4, 5] showed
that the significant anisotropy of mechanical strength
does not lead to equally strong anisotropy of linear
binding forces. Thus, the ratios of second-order elastic
moduli [6] (that are determined by the binding forces)
along and perpendicular to layers in layered crystals
differ only slightly from the ratio of the corresponding
moduli in crystals that do not possess mechanical
strength anisotropy. For example, C11/C33 ≈ 3 for
clearly pronounced layered GaSe crystals [4] and
C33/C11 ≈ 2.3 for Te crystals. This suggests that a
decrease in the binding forces is not the main cause of
the significant decrease in mechanical strength in the
corresponding directions of layered crystals.
1063-7834/01/4308- $21.00 © 21468
Naturally, a question arises as to how the ways in
which the nonlinear elastic properties, which are deter-
mined by the anharmonicity of binding forces and, in
turn, determine the magnitudes of the third-order elas-
tic moduli [6], change in layered crystals. In view of the
experimental difficulties related to the difficulty of
growing crystals of high quality and sufficiently large
dimensions, as well as to some difficulties of methodi-
cal character, only a restricted number of works are
available at present that are devoted to investigation of
the anharmonicity of binding forces in layered crystals
[5, 7, 8]. To calculate the Grüneisen constant γ [9] that
characterizes the anharmonicity of binding forces,
changes in the ultrasound velocity or shifts of Raman
scattering lines under the effect of hydrostatic pressure
were used in the above works. The calculations based
on such measurements yield values of an order of 1 to
10 for γ of longitudinal phonon modes propagating
across the layers. However, in view of the existence of
surface inhomogeneities characteristic of layered crys-
tals due to the splitting of layers in the course of the
preparation of crystals, the method with the use of
hydrostatic pressure can give noticeable errors. As to
the investigations of elastic nonlinearities in layered
crystals by the direct measurements of the spatial gen-
eration of higher harmonics of a corresponding ultra-
sonic wave, no such works have been performed as yet.

This work is devoted to the investigation of the
anharmonicity of binding forces in layered materials by
the acoustooptical method, which permits one to follow
in detail the spatial evolution of the spectrum of an
ultrasonic wave introduced from outside and, conse-
quently, to measure (to a sufficient accuracy) nonlinear
elastic coefficients and to obtain the anharmonicity
constants of the corresponding phonon modes. As the
object of investigation, we used not only layered crys-
001 MAIK “Nauka/Interperiodica”
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tals but also an isotropic alloy containing nanocrystal-
lites as inclusions. The investigation performed showed
that the nonlinear elastic properties at the boundaries of
such crystallites exhibit some features that are charac-
teristic of layered crystals.

2. EXPERIMENTAL TECHNIQUE

For the investigations, we used layered crystals of
KY(MoO4)2. They possess high optical transparency,
uniform optical properties, and acoustooptical effi-
ciency [3] in the visible range and are excellent objects
for studying nonlinear acoustic properties by the acous-
tooptical method. The crystals have a rhombohedral
symmetry (D2h) and exhibit perfect cleavage on planes
XZ and less perfect cleavage on planes XY [10].

We used single crystals prepared in the Institute of
Inorganic Chemistry, Siberian Division, Russian
Academy of Sciences. Optically uniform crystals
4 × 4 × 10 mm in dimensions were oriented along crys-
tallographic axes. The faces perpendicular to the layers
were subjected to fine polishing; those parallel to the
layers were prepared by cleaving in such a way as to
remove the damaged surface layer.

The glassy isotropic alloy Si20Te80 with inclusions
of tellurium nanocrystallites turned out to be an inter-
esting model object, in which the role of layers was
played by crystallite boundaries. The Si20Te80 glasses
were obtained by B.T. Melekh in the Ioffe Physicotech-
nical Institute, Russian Academy of Sciences. The
alloys were quenched in icy water or in air. The x-ray
diffraction analysis [11] showed that these quenching
modes yielded an amorphous alloy and an alloy con-
taining nanocrystallites of Te (about 100 Å in size),
respectively. Samples 4 × 4 × 6 mm in size were pre-
pared by cutting (with cooling) and subsequent fine
grinding and optical polishing.

In acoustooptical measurements, the method of
Bragg diffraction of light on an acoustic wave was used.
The light source was an He–Ne laser (λ = 0.63 µm for
KY(MoO4)2 and λ = 3.39 µm for Si20Te80).

As photodetectors, a FÉU-62 photomultiplier (λ =
0.63 µm) and an InSb-based photodiode cooled with
liquid nitrogen (λ = 3.39 µm) were used.

The ultrasound was excited by resonance piezoelec-
tric transducers made of lithium niobate and a piezo-
electric ceramic; they were glued to a corresponding face
of a sample using a Nonaq Stopcock. Both fundamental
frequencies of the transducers (f = 30 and 14 MHz) and
higher harmonics were used.

Data on the sound velocity were obtained using the
ultrasonic pulse-echo-overlap technique [12]. The
accuracy of relative measurements was about 0.01% in
this case.
PHYSICS OF THE SOLID STATE      Vol. 43      No. 8      200
RESULTS AND DISCUSSION

It was revealed upon investigation of the acoustic
properties of KY(MoO4)2 crystals [3] that, as in GaSe
crystals, the anisotropy of the binding forces
(C11/C22 ≈ 10/3) in them differs only a little from that
of conventional crystals. Note also the relatively small
magnitude of absorption for all types of waves (Fig. 1).
This is especially surprising for both longitudinal and
shear waves propagating along the Y axis (perpendicu-
lar to the plane of basic layers). Because of the low
interlayer mechanical strength, one could expect a
greater viscosity and, consequently, absorption of elas-
tic waves in these crystals. However, the absorption of
sound waves exhibits no anomalies; both qualitatively
and quantitatively it corresponds to the Akhiezer’s

absorption [13] αanh ~ f 2 , which is determined by the
interaction of sound with thermal phonons.

Let us dwell in more detail on the results of the inves-
tigation of absorption of the longitudinal sound propa-
gating perpendicular to the layers. Data on the absorption
for this wave (Fig. 1) were obtained under conditions of
very small sound intensity (P < 0.1 W/cm2). With
increasing intensity, the absorption begins to grow; a
sharp dependence of the absorption coefficient on the
sound intensity is seen to occur (Fig. 2) and higher har-
monics appear and grow in the spectrum of the acoustic
flow (Fig. 3). The picture of the spatial evolution of the
spectrum of the acoustic flux is given for a lower fre-
quency (f1 = 390 MHz), since with decreasing fre-
quency, a greater number of harmonics can be observed
due to the recording of a greater number of diffraction
orders. It is obvious that, with increasing sound inten-
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Fig. 1. Frequency dependences of linear absorption coeffi-
cients: (1), (2) longitudinal waves in the X and Y directions,
respectively; (3) transverse wave propagating along the Y
direction and polarized along the X axis.
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sity, the absorption coefficient to be measured is deter-
mined not only by the lattice absorption of sound at the
frequency of the introduced signal but also by the
energy transfer into higher harmonics. All this indicates
the substantially nonlinear regime of propagating this
type of wave. At the same time, upon the propagation of
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Fig. 2. Variation of the absorption coefficient as a function of
the sound intensity for a longitudinal wave propagating per-
pendicular to the layers (along the Y axis). f = 800 MHz.

Fig. 3. Spatial evolution of the spectrum of an acoustic flux
propagating perpendicular to the layers (along the Y axis):
(1)–(5) corresponding harmonics. f1 = 390 MHz.
P

longitudinal waves along the Z and X axes (Fig. 4) at
higher intensities of the fundamental wave, only a sec-
ond-harmonic generation can be observed. The sharp
anisotropy of the anharmonicity of binding forces is
shown most vividly in Fig. 5, where the intensities Pk of
the fundamental components of longitudinal waves
propagating along the crystallographic axes at which
the generation of only second harmonic is observed
(regime of weak nonlinearity) are compared. The Pk

values were obtained from the acoustooptical data on
the intensities of diffracted light Ik using the known

relationship Ik = 1/2I0M2Pk(πd/( ))2 (where I0 is
the intensity of light transmitted directly through the

sample, d is the width of the acoustic beam,  is the
optimum Bragg angle of incidence for the correspond-
ing kth component, and M2 is the acoustooptical Q-fac-
tor) and values of M2 (see table). It is seen from Fig. 5
that the second harmonic grows to a noticeable level in
the direction of the Y axis (perpendicular to the basic

layers) already at a sound intensity  ≈ 4 W/cm2,
whereas along the layer, the growth of the second har-
monic is only revealed when the intensity increases by

more than an order of magnitude (  ≈ 100 W/cm2).

The data shown in Fig. 5, which were obtained
under conditions of weak nonlinearity (when the dis-
placement amplitude u1 of the component of the funda-
mental frequency still does not change because of the
energy transfer into higher harmonics) were used to

λ θi
kcos

θi
k
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P1
X
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10–4
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I k
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Fig. 4. Spatial evolution of the spectrum of acoustic flows
propagating along the basic layers: (1), (2) along the X axis;
(3), (4) along the Z axis; (1), (3) the fundamental compo-
nents; and (2), (4) second harmonics. f1 = 390 MHz.
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Elastic parameters of layered crystals KY(MoO4)2, alloy Si20Te80, and some other crystals

Material i
M2,

10–18 s3 g–1
v i,

105 cm s–1 Γi
Cii,

1012 dyn cm–2
Ciii,

1012 dyn cm–2

KY(MoO4)2 1 0.5 [3] 5.08 4 2 1.006 –7

2 21 [3] 2.87 40 20 1.3 0.321 –13.8

3 1.93 [3] 3.6 9 4.5 0.505 –5.5

Si20Te80,
amorphous

1 2800 2.03 3 1.5 1.4 0.027 –1.4

Si20Te80,
with crystallites

1 2800 2.03 30 15 1.4 0.207 –6.8

LiNbO3 [14] 1 6.57 8.1 4.05 2.002 –22

PbMoO4 [14] 3 3.7 13 6.5 0.8 –13

γl
i γ
calculate the nonlinear elastic coefficient Γ for all three
crystallographic directions. In this case, with allowance
for sound attenuation determined by the linear acoustic
absorption of the material, the displacement amplitude
of the second harmonic u2 is described by the following
expression [15]:

 (1)

where x is the distance along the sample in which the
growth of the second harmonic is measured; k1 = 2πf1/v ;
v  is the sound velocity; and α1 and α2 are the amplitude
coefficients of sound absorption at the frequency of the
fundamental component and second harmonic, respec-
tively. Taking into account the smallness of absorption in
KY(MoO4)2 crystals, we obtain from Eq. (1)

 (2)

When processing the data shown in Fig. 5, we used for
calculating Γ the change ∆u2 = u2(x) – u2(x0) in a dis-
tance ∆x = x – x0 (where x0 is the point nearest to the
edge of the sample, which is taken as the origin for
counting along x) rather than the value of u2 itself. This
was done to eliminate possible nonlinear contributions
that can arise because of some anharmonicity of the
input signal. This procedure is correct if these contribu-
tions are sufficiently small, such that they cannot influ-
ence the fundamental component.

The calculation based on Eq. (2) using data of Fig. 5
(with f1 = 390 MHz and values of ν given in the table)
yields an anomalously large value ΓY = 40 for the direc-
tion perpendicular to the basic layers. Such a value of
the nonlinear coefficient was not observed, according to
[14], in any of the known materials. For comparison,
the table also lists the values of Γ for crystals that pos-
sess the greatest elastic nonlinearity [14]. A value that
is smaller by an order of magnitude was obtained for
the nonlinear coefficient (ΓX ≈ 4) for the direction of the
perfect cleavage; in the Z direction, an intermediate
value was determined (ΓZ ≈ 9).

It is known [9, p. 313; 16] that, for longitudinal
waves that propagate along the crystallographic axes,

u2 Γk1
2u1

2 2α1x–( ) α2– x( )exp–exp[ ] /8 α2 2α1–( )= ,

u2 Γk1
2u1

2x/8.=
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we have Γi = –(3 + Ciii/Cii),  = Γi/2. Using these rela-
tionships in combination with the values of Γi obtained
above and the second-order elastic moduli Cii given in
the table, we can calculate the third-order elastic mod-
uli Ciii and the Grüneisen constants  of the corre-
sponding longitudinal phonon modes. As follows from
the results of these calculations (see table), the anhar-
monicity constants  of the longitudinal phonon
modes propagating across the layer are one order of
magnitude larger than the  constants responsible for
the anharmonicity of the intralayer longitudinal modes.

As was indicated above, the linear absorption of
sound waves both qualitatively and quantitatively cor-
responds to the Akhiezer’s absorption, which is deter-
mined by the interaction of sound with thermal

γl
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Fig. 5. Second-harmonic generation along the crystallo-
graphic axes under the condition of weak nonlinearity: (1),
(2) along the X axis; (3), (4) along the Y axis; (5), (6) along
the Z axis; (1), (3), (5) fundamental components; and (2),
(4), (6) second harmonics.
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1472 KULAKOVA
phonons. On the other hand, it exhibits no anomalously
large anharmonicity of interlayer binding forces that
was revealed in our work; the absorption coefficients of
the corresponding longitudinal and transverse waves
have values that are characteristic of crystals with small
lattice absorption.

In order to clarify the possible influence of the
anharmonicity of interlayer binding forces on the sound
velocity v, we measured temperature dependences of
∆v /v  = (v (T) – v(T0))/v T0, where T0 = 292 K (Fig. 6).
Both for the transverse and longitudinal waves, these
dependences in the crystals studied have a rather tradi-
tional appearance. Note, however, a somewhat steeper
(than in the case of transverse waves) dependence for
longitudinal waves that propagate perpendicular to the
layers.

Usually, the contribution of linear expansion of
crystals to the change (to be measured) in time for
which sound propagates through the sample due to the
change in its length with temperature is negligible in
comparison with the change in the sound velocity
caused by the temperature dependence of second-order
elastic moduli. In our case, this rule can be violated
because of the anomalously large anharmonicity of the
interlayer binding forces. Indeed, the above-measured
∆v (T)/v  dependences (Fig. 7) for transverse waves
with identical deformation (S12 = S21) but different
directions of propagation, i.e., along the layers (X direc-
tion, S12) and perpendicular to the layers (Y direction,
S21), distinctly reveal an additional contribution to

0
100 150 200 250 300

1
2
3
4

T, K

0.005

0.010

0.015

0.020
∆ν

/ν
0

Fig. 6. Temperature dependence of the sound velocity: (1),
(2) transverse waves propagating along the X axis and polar-
ized along the Y and Z axes, respectively; (3) longitudinal
wave propagating along the Y axis; (4) change in the velocity
of longitudinal sound in the direction perpendicular to the
layers due to the temperature dependence of the second-order
elastic moduli. The solid line is the calculation according to
Eq. (3).
PH
∆v (T)/v  for S21, which can be reasonably ascribed to
the difference in the linear expansion in the directions
perpendicular and parallel to the layers.

Let us estimate the magnitude of this contribution.
Because of the linear expansion, the quantity
(∆v(T)/v)L is numerically equal to the relative change
in length of the sample ∆L(T)/L0 upon cooling; taking
into account that the linear thermal expansion coeffi-
cient αL changes with temperature in the same manner
as the heat capacity Cp [9], we can write (∆v(T)/v)L =
αL∆T = αL(T0)(T/T0)n(T0 – T). Summing this contribu-
tion with the quantity ∆v(T)/v  for S12 and performing a
necessary fitting, we obtain good agreement (solid
curve in Fig. 7) with experimental data for ∆v (T)/v  for
S21 at n = 0.7 and αL(T0) = 3 × 10–5 (I0 = 292 K). If we

make the natural assumption that  ! , then it fol-

lows from the above estimates that, first,  = 3 × 10–5

at room temperature and, second, that Cp ~ T0.7 in the
crystals studied. It is obvious that the contribution
(∆v(T)/v)L is the same for longitudinal and transverse
waves propagating in the same direction. Therefore,
subtracting the thus-calculated quantity (∆v (T)/v)L

from the ∆v(T)/v  for longitudinal waves (curve 3 in
Fig. 6), we obtain the temperature change in the veloc-
ity of the longitudinal sound caused by the temperature
dependence of the second-order elastic moduli due to
the anharmonicity of the phonon modes (curve 4 in

α L
X α L

Y

α L
Y

0.020

0.015

0.010
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0
100 150 200 250 300

1
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∆ν
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0
Fig. 7. Temperature dependences of the velocity of trans-
verse waves (with identical deformations): (1), (2) propa-
gating along the X and Y axes and polarized along the Y and
X axes, respectively. The solid line is the result of summa-
tion of ∆v /v0 for S12 and of the contribution of the thermal
linear expansion in the direction perpendicular to the layers.
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Fig. 6). Since this change is determined by the known
relationship [17]

 (3)

we can estimate the averaged Grüneisen constant  of the
phonon modes that interact with the sound wave. Using
Eq. (3) for fitting with Cp ~ T0.7 (as follows from our esti-
mates of thermal expansion), Cp(T0) = 0.177 cal/(g K), as
in GaSe crystals, and, under the assumption that  is
temperature independent, we obtain a sufficiently tradi-
tional value (typical of majority of materials)  ≈ 1.3.
Thus, the large anharmonicity of the binding forces in
the directions transverse to the layers exerts no substan-
tial effect on the averaged anharmonicity constant; this
explains the small magnitude of sound absorption,
which is determined [17] by the same parameter .

The investigations of the acoustic properties of
Si20Te80 alloys with various degrees of structural per-
fection showed that the appearance of crystallites in the
glass network does not change the absorption (Fig. 8),
sound velocity, or acoustooptical Q-factor (which has a
record value among the materials for IR engineering)
within the measurement error (see table). Regarding the
nonlinear properties, the situation is quite different.

In order to study the influence of structural changes
that occur in Si20Te80 glasses on the anharmonicity of
binding forces, we performed measurements of the spa-
tial evolution (along the direction of propagation of the
longitudinal sound wave) of the spectrum of acoustic
flux in amorphous samples and in samples containing
nanocrystalline inclusions. It is seen from the results of
these measurements (Fig. 9) that in the samples with
nanocrystallites, there occurs a significant spatial
growth of the second harmonic (curves 4, 6), which
indicates the existence of a significant elastic nonlinear-
ity. Nothing similar is observed in amorphous samples
(Fig. 9): as the intensity of sound of the fundamental
frequency increases at the input (curve 1), the intensity
of the second harmonic (curve 2) first remains almost
unaltered, then a weak falloff is observed. Such a
behavior is explained by a very insignificant growth of
the second harmonic, which is compensated by the lin-
ear absorption of sound at the frequency of the second
harmonic. Using these data, we can calculate the non-
linear elastic coefficient Γ. Taking into account that the
acoustic absorption linearly changes with frequency
(Fig. 8), to estimate Γ with a sufficient accuracy, we can
use the following approximation that results from
Eq. (1) under the condition (α1x)2 ! 1:

 (4)

When processing the data shown in Fig. 9 for calculating
Γ, we used the above-given relationships between Pk and
uk and, as before, the change in u2 (∆u2 = u2(x) – u2(x0))

∆v( )anh

v T0( )
------------------

γ2

3v 2 T0( )
-------------------- T0Cp T0( ) TCp T( )–[ ] ,=

γ

γ

γ

γ

u2 Γk1
2u1

2x 1 2α1x– 2α1
2x2+( )/8.=
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within a distance ∆x = x – x0 rather than the quantity u2
itself.

The calculation performed on the basis of Eq. (4)
using the data of Fig. 9 with f1 = 90 MHz, d = 2 mm,
α1 = 10 dB/cm, and (M2)12 = 2800 × 10–18 s3 g–1 (our
data for the light polarization perpendicular to the
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Fig. 8. Frequency dependences of the absorption coeffi-
cients of (1), (2) longitudinal and (3), (4) transverse sound:
(1), (3) amorphous samples and (2), (4) samples with
nanocrystallites.

Fig. 9. Changes in the intensities of the components of (1),
(3), (5) the fundamental frequency P1 and (2), (4), (6) of the
second harmonic P2 depending on the distance from the
input transducer: (1), (2) amorphous samples and (3)–(6)
sample with nanocrystallites.
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sound wave vector) yields a traditional value of Γ ≈ 3
for the amorphous samples and an anomalously large
value Γ ≈ 30 for the glasses with nanocrystallites. This

yields  ≈ 15 for nanocrystalline samples and  = 1.4
for amorphous samples.

The investigation of the temperature dependences of
the sound velocity in Si20Te80 glasses showed that
∆v (T)/v  (Fig. 10) both qualitatively and on the order of
magnitude resembles the dependence characteristic of
crystals, which is determined by the anharmonicity of
thermal phonon modes. The appearance of crystallites
does not change either the magnitude or shape of this
dependence. Let us estimate  from these data. Since,
according to estimates based on our data on the linear
thermal expansion coefficient for the alloy under con-
sideration (αL = 29 × 10–6 K–1), the contribution to the
measured change in the sound velocity that is caused by
the thermal expansion effect upon cooling is smaller by
an order of magnitude than ∆v /v, we neglect this con-
tribution. A calculation according to Eq. (3) using the
data on the temperature dependence of heat capacity
Cp(T) taken from [11] and under the assumption that 
is temperature-independent is displayed in the solid
curve in Fig. 10. The averaged value of the Grüneisen
constant obtained from this calculation is  = 1.45,
which is characteristic of most crystals and glasses.
Comparing these values of  with the values given

above for γl, we can state that  ≈  ≈ 1.4 is indeed a
characteristic of anharmonicity of the phonon system
and does not depend to a significant extent on the sys-
tem of nanocrystallites under consideration. The large
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Fig. 10. Temperature dependence of the velocity of longitu-
dinal sound (f = 14 MHz) in the Si20Te80 alloy: (1) amor-
phous samples; (2) samples with nanocrystallites. The solid
line is the calculated dependence of the contribution of
phonon modes.
P

value of  ≈ 15 that was obtained in nanocrystalline
samples is caused, in our opinion, by the anharmonicity
of binding forces at the boundaries of nanocrystallites,
which leads to the generation of the second harmonic of
the sound wave but yields only an insignificant contri-
bution to the averaged Grüneisen parameter. This result
speaks in favor of the analogous character of binding
forces at the boundaries of nanocrystallites in amor-
phous alloys and between layers in layered crystals.

4. CONCLUSION

Thus, the results of investigations performed in this
work show that the sharp anisotropy of mechanical
strength of layered crystals is a consequence of the
anomalously high anharmonicity of binding forces act-
ing between layers, which determines the anomalously
large magnitude of the nonlinear elastic coefficient and
the anharmonicity constant (Grüneisen constant) of the
longitudinal phonon mode that propagates perpendicu-
lar to the layers.

Another consequence of the large anharmonicity of
binding forces is a noticeable growth of the linear ther-
mal expansion coefficient in the direction perpendicu-
lar to the layers.

Changes in the nonlinear elastic properties analo-
gous to those occurring in layered crystals are also
observed in the amorphous Si20Te80 alloy in the pres-
ence of fine crystallites in the glass network. The char-
acter of binding forces at glass–crystallite boundaries
changes; the anharmonicity of the binding forces
increases, which is reflect in the active generation of the
second acoustic harmonic. This effect can be used for
the diagnostics of the presence of crystallites in amor-
phous alloys.

The large value of the anharmonicity constant of the
longitudinal phonon mode that propagates perpendicu-
lar to the layers does not substantially change the anhar-
monicity constant averaged over the ensemble of ther-
mal phonons in either layered crystals or in the alloy
with crystallites.
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Abstract—Bismuth crystals are studied under the joint action of a pulse electric current and a constant mag-
netic field. It is shown that the combined effect of a constant magnetic field and pulse current leads to a sub-
stantial decrease in the mean linear density of twinning dislocations piled up at the boundaries of wedge twins.
The decrease in the mean linear density of twinning dislocations is accompanied by a decrease in the micro-
hardness of the samples. © 2001 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

The effect of external electric and magnetic fields on
the plasticity and the strength of metals has been exten-
sively studied over the last few decades. However, the
physical mechanisms of these processes call for further
investigations [1]. According to the concept proposed
by Roshchupkin and Bataronov [2], electric current
pulses and other external energy effects can play the
role of an initiator of “discharging” dislocation pileups.
In this case, a strain jump occurs at the expense of the
energy of internal stresses accumulated in the course of
the preliminary plastic deformation.

For experimental verification of this theory, it is nec-
essary to consider the behavior of single dislocation
pileups in the studied metal during its plastic deforma-
tion. This is dictated by the space–time inhomogeneity
of plastic deformation [3]. Since twinning dislocations
are piled up at the matrix–twin interfaces [4], the wedge
twins that are formed upon pressing a diamond indenter
into the (111) cleavage surface of bismuth crystals are
convenient model objects.

In essence, the experiment is as follows. The authors
revealed that, in the absence of external fields, the mean
linear density of twinning dislocations ρ remains con-
stant (within the limits of experimental error) with an
increase in the indenter loading that brings about the
twin growth. In the case when the joint effect of current
pulses and constant magnetic field leads to a consider-
able jump in the strain and manifests itself as an initia-
tor of discharging twinning dislocation pileups, the ρ
value should decrease.
1063-7834/01/4308- $21.00 © 21476
2. SAMPLE PREPARATION
AND EXPERIMENTAL TECHNIQUE

We studied bismuth single crystals grown by the
Bridgman technique from a chemically pure starting
material. A smooth surface suitable to our investiga-
tions without being further treated was obtained by
cleaving the bismuth single crystal along the (111)
cleavage plane. The samples were prepared in the form
of rectangular prisms 10 × 5 × 5 mm in size. The micro-
hardness measurements were carried out with a PMT-3
tester. For magnetic measurements, the studied sample
was placed in a specially devised setup, which made it
possible to exclude instrumental effects arising in
response to a constant magnetic field applied to the
sample. Particular attention was given to the rigidity of
the elements used to mount the sample to the experi-
mental setup and the rigidity of the setup itself.

The diamond indenter was pressed into the (111)
cleavage surface of bismuth single crystals in a constant
magnetic field. We examined the wedge twins belong-
ing to the {110}〈001〉  system. The vectors of load P,
current density j, and magnetic induction B were ori-
ented along the three mutually normal directions. The
vectors j and B lay in the (111) cleavage plane. An elec-
tric current pulse with the duration timp = 4 × 10–4 s was
passed through the sample after pressing (for 20 s) the
diamond indenter into the (111) plane. The current pulse
density was varied in the range jimp = 0–70 A/mm2. The
induction B of the constant magnetic field in the sample
was equal to 0.2 T. The load P on the indenter rod was
constant (P = 0.14 N). The experimental error was no
more than 3%.

The mean linear density of twinning dislocations at
the twin–matrix interfaces was calculated by the for-
001 MAIK “Nauka/Interperiodica”
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mula ρ = h/La, where a is the lattice parameter in the
direction normal to the motion of twinning disloca-
tions, h is the width of the wedge twin at the mouth, and
L is the twin length. The experimental setup and the
measurement technique were described in more detail
in [5].

3. EXPERIMENTAL RESULTS
First, it should be noted that the strain jump and the

change in ρ occur only under the joint action of the
indenter load, constant magnetic field, and current
pulses. The effect observed does not manifest itself in
the absence of any one of these three factors. In this
case, the strain jump implies an increase in the length
and the width of wedge twins at their mouth [6–8].

Figure 1 shows the dependences of the mean linear
density of twinning dislocations ρ on the pulse current
density jimp. It is seen from Fig. 1 that the ρ density sub-
stantially decreases (approximately by a factor of two)
in response to external fields. Since the ratio L/h is the
distance between twinning dislocations (in terms of
interatomic distances) [4], it can be concluded from
Fig. 1 that the mean distance between dislocations sig-
nificantly increases and the repulsive forces between
twinning dislocations of the same sign decrease. Within
the energy approach, this experimental result implies
that the growth of a twin lamella, i.e., the elongation of
the wedge twin, occurs as a result of the decrease in
energy of local elastic stress accumulated during pre-
liminary plastic deformation.

A comparison of Figs. 1 and 2 demonstrates that the
density ρ and the microhardness H are the mutually
related parameters. A decrease in ρ is accompanied by
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Fig. 1. Dependences of the mean linear density of twinning
dislocations ρ on the pulse current density jimp at B = 0.2 T
and P = 0.14 N: (1) the positive charge induced by the Hall
polarization of the sample on the (111) cleavage plane and
(2) the negative charge on the same plane.
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an enhancement of twinning, which, in turn, can be one
of the reasons for the decrease in H.

The electroplastic effect in bismuth crystals mani-
fests itself when the pulse current density reaches the
threshold value jimp = 50 A/mm2 [9]. This effect occurs
with an increase in ρ and H. The physical mechanism
of this phenomenon remains unclear.
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Abstract—The variation of step deformation kinetics in solids is studied as a function of morphological fac-
tors. Oscillations of creep rate at micrometer increments of the amount of deformation, which reflect the step
nature of the process, are investigated from an interferogram. It is shown that the plasticization of polymethyl
methacrylate by dibutyl phthalate blurs the steps, while their height varies insignificantly. The results are
explained using the concept of the netlike structure of amorphous polymers. The data obtained confirm the uni-
versal nature of jumps as a mode of evolution of deformation in various solids. The jumps reflect the cooperative
nature of motion of kinetic units, and the regular variation of the characteristics of the jumps lends support to
the definition of creep as a process of structural self-organization. © 2001 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

Step or jumplike deformation was discovered long
ago, but it was initially regarded as a peculiar phenom-
enon or even as a methodological error. Subsequently,
the formation of sharp localized shear bands in crystals
and metals deformed at liquid-helium temperatures was
studied in detail [1, 2]. Abrupt constrictions of samples
subjected to extension (or swelling under compres-
sion), which are referred to as necks [3, 4], should also
be attributed to jumplike processes. The above-men-
tioned localized deformations correspond to incre-
ments of millimeters or tenths of a millimeter in sample
length and are observed in the form of stress drops on a
stress–strain curve under active loading at a constant
rate.

The concepts of structure and deformation levels
and of structural levels of deformation [5], which are
common for different bodies, are generally accepted in
the literature. The main features of the structure and
deformation of real bodies include heterogeneity, inho-
mogeneity, and localization. The localization of defor-
mation reflects its jumplike evolution at various levels:
generation and motion of dislocations (slip lines and
bands) in crystals. Polymers (especially in the case of
film extension) display silver cracks (shear lines and
bands at an angle of 45° to the sample axis). In the the-
ories describing the deformation of solids (including
polymers), images of local defects in the form of dislo-
cations and disclinations are also used [6]. In accor-
dance with the prevailing ideas, creep in solids induced
by a constant load is a process of structural self-organi-
zation, while macrodeformation is ensured by microde-
formation of deeper levels. However, traditional meth-
ods that record creep level out the structural heteroge-
neity and the localization of deformation revealed by
other methods and support the idea of a monotonic pro-
cess with a smoothly varying rate studied as an average
1063-7834/01/4308- $21.00 © 21478
quantity characterizing random regions of the mac-
rolevel deformation. This contradiction can be removed
by improving the resolution of the method of rate mea-
surement. The application of an interferometer in the
material-creep recording circuit has made it possible to
study the kinetics (rate) of the process on a scale of
deformation increments as small as fractions of a
micrometer (i.e., on a deeper, mesoscopic level of
deformation and structure) and to reveal the nonmono-
tonic variation of rate (deformation jumps) as a com-
mon typical feature of the process [7–13].

The assumptions that jumplike deformation
emerges due to strong and weak interactions between
polymer molecules, which are overcome in deforma-
tion, and that the scale of jumps is determined by the
size of ordered inhomogeneities typical of the given
level were made in our first publication [8]. Correla-
tions [8–10] and experiments on model polyethylene
fibers and films [11–13] of the fibril structure confirm
these assumptions. Since creep jumps are also typical
of amorphous polymers, the presence of ordered struc-
tural inhomogeneities on the order of micrometers
should be presumed for these materials. It is well
known that information on the morphology of amor-
phous media is contradictory, but the concept of the net-
like structure of amorphous polymers, which is formed
by the physical nodes between segments of neighboring
chains, can be regarded as generally accepted. The term
physical nodes is applied at present not only to strong
solitary (hydrogen or polar) interactions but also to reg-
ular stacking of parts of adjacent molecules that can be
of fluctuation origin [14]. The overcoming of the resis-
tance offered by nodes corresponds to a low velocity in
a step, while the slip of molecules between the nodes
corresponds to a higher velocity. In other words, we
assume that the deformation step height is approxi-
mately equal to the separation between strong nodes.
001 MAIK “Nauka/Interperiodica”
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The investigation of the relation between the character-
istics of creep jumps and morphological parameters is
at the initial stage, and the complexity of the problem is
seen especially clearly as applied to amorphous poly-
mers. For this reason, an analysis of the kinetics of
small deformations in polymer materials with various
chemical and supermolecular structures, as well as with
various compositions, is essential to understanding the
nature of cooperative jumplike deformation. One of the
most effective methods of changing the deformation
properties of polymers is plasticization, i.e., the intro-
duction of molecules of low-molecular substances into
a polymer. Plasticizer molecules normally increase the
molecular mobility in a polymer, lower its glass-forma-
tion temperature, and improve the plasticity of the
material.

In this work, we consider the effect of plasticization
on the step deformation of polymethyl methacrylate.

2. SAMPLES AND EXPERIMENTAL TECHNIQUE

We studied creep during the compression of samples
2 mm in diameter and 6 mm in height made of both ini-
tial polymethyl methacrylate (PMMA) and that plasti-
cized by dibutyl phthalate (DBP). The DBP content
was approximately 30 wt %. Compression is preferable
for the study of deformations because extension leads
to the formation of classical cracks, thus complicating
analysis of the step deformation.

During creep, deformation was recorded with the
help of a laser interferometer [7], one mirror of which
was rigidly fixed to a movable clamp and traced the
sample deformation. The interferometric recording of
the process in the form of beats (Fig. 1) makes it possi-
ble to carry out a more detailed analysis of the creep
rate from the signal frequency. Each beat in Fig. 1 cor-
responds to a deformation increment of 0.3 µm. The
relative strain rate is defined by the formula  = λν/2l0,
where λ = 0.63 µm is the lasing wavelength, ν is the fre-
quency of beats on the interferogram, and l0 is the sam-
ple length.

The smallest strain increment that can be used for
determining the strain rate with a fairly high accuracy
(~1%) is equal to half the increment for a beat
(0.15 µm), which amounts to 0.0025% for a sample
length of 6 mm. Figure 1 shows an example of a peri-
odic variation of the beat frequency, i.e., of the creep
rate for PMMA. Since the periodicity of the strain rate
is not always manifested as clearly, the strain-rate non-
monotonicity was usually investigated by measuring it
on sequential increments of deformation of 0.3 µm
within arbitrary intervals at various temporal stages of
creep. The dependence of the strain rate for sequential
increments of 0.3 µm was then plotted as a function of
their number. This dependence demonstrated that the
strain-rate spread is not accidental [8]. Oscillations of
the strain rate near a mean value correspond to defor-
mation jumps: the period L of oscillations is the height

ε̇
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of a deformation step, and the ratio of the maximum to
the minimum strain rate over the same oscillation
period characterizes the sharpness of the deformation
step h = /  [8–13]. The values of L and h are
usually averaged over several strain-rate oscillations.

3. DISCUSSION OF RESULTS

Under the action of a constant stress, the strain ε first
increases with a decreasing rate  and, after assuming
a certain value εy (yield point), the strain rate passes
through a minimum and starts increasing (Fig. 2).
Below εy, plastic shear occurs in local microscopic vol-
umes which do not interact with one another and the
macroscopic deformation is reversible in time. In the
vicinity of εy, shear lines forming an angle of 45° with
the sample axis appear and are responsible for strong
macroscopic localization of the deformation in the
form of a constriction in the case of extension and bulg-

ε̇max ε̇min

ε̇

L

15 s

9
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5

3

1

0 20 40 60 80 100 120
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ε, %; ε̇ , 10–5 s–1

1

2
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Fig. 1. Interferogram of jumplike creep in PMMA. One beat
corresponds to a deformation increment of 0.3 µm; the
strain rate is proportional to the beat frequency. The period
of strain-rate variation corresponds to the height of a defor-
mation jump (here, L = 1.5 µm), and the ratio of the maxi-
mum to the minimum strain rate within a period corre-
sponds to the sharpness of the jump h.

Fig. 2. Dependences of (1) the strain on time and (2) the
average creep rate on strain for PMMA + DBP under a
stress σ = 13.3 MPa. The minimum strain rate corresponds
to a strain of 2.6%.
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Fig. 4. Periods of strain-rate oscillations (L) at the initial creep
stage for (1) PMMA + DBP and (2) PMMA; σ = (1) 13.3 and
(2) 70 MPa.
P

ing or bending (macroscopic shear) of the sample dur-
ing compression. Irreversible deformation and the rear-
rangement of the initial structure begin, and the bound-
aries of the localized deformation move along the
sample length. The irreversible change in the sample
shape corresponds to an increase in the strain rate and
to the orientation of the polymer structure on various
levels.

Micrometer-size deformation steps in amorphous
polymers appear even at the first stage (below εy), and
then sharper and larger jumps are formed, which some-
times have a more complex structure [8–13]. It is
assumed that the parameters of jumps at the initial stage
more clearly reflect the heterogeneity in the initial
stacking of molecular chains. For this reason, the corre-
lation between the structural and jump parameters was
usually considered at the characteristic point εy of
unstable equilibrium of the initial structure.

Let us analyze the change in the jump parameters
near εy for PMMA with DBP and then compare the
obtained results with the data for PMMA in a similar
deformation region. Figure 2 shows an ε(t) creep curve;
its point of inflection can be determined most accu-
rately from the (ε) dependence. It follows from Fig. 2
that the yield point of plasticized polymethyl methacry-
late is approximately 2.6%, while pure polymethyl
methacrylate at 20°C becomes plastic when the strain
exceeds 10% [15]. It should be noted that the yield
point εy depends on the creep rate (on stress) but weakly
varies in the strain limits ∆ε = 0.5% at a given temper-
ature.

Figure 3 shows strain-rate oscillations as a function
of strain for PMMA + DBP, which are manifested most
clearly near the point (2.6%) corresponding to the min-
imum of the strain rate (Fig. 2). Constructions similar
to those in Fig. 3 were used earlier to calculate the mean
values of L and h for PMMA. A comparison of the val-
ues of L and h for two materials (Figs. 4, 5) proved that
the heights of steps L for plasticized and nonplasticized
PMMA are virtually identical at the initial stage of
deformation and that the sharpness of jumps h at the
yield points εy, which are different for these polymers,
passes through peaks whose heights differ by a factor of
three.

Earlier, it was assumed (and confirmed in model
polymers [11–13]) that there exists a correlation
between the scale of jumps and the sizes of ordered
inhomogeneities (fibrils) in the direction of the applied
stress. The observed correlations have much in com-
mon with the wave theory of plasticity, in which the
length of plastic waves is related to the grain size in
metals [16]. It is more difficult to explain the presence
and scale of jumps in amorphous solids in which no
clearly manifested structural inhomogeneities are
observed, and the ideas concerning their nature are con-
tradictory and ambiguous. However, from experiments,
it is well known that micrometer-scale jumps in defor-
mation correspond to a displacement of the boundary of

ε̇
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a macroscopic shear band with a highly oriented struc-
ture. Consequently, we can assume that, under direc-
tional stresses and strains, the segments of polymer
chains in amorphous polymers are oriented along the
planes in which the shear stresses are maximum (at 45°
to the sample axis). The degree of local orientation of
molecules in this case can be many times higher than
that of the average orientation detected by instruments.
Deformation can lead to the formation of ordered fibril-
type structures in which molecules are oriented in shear
planes. Electron micrographs of deformed amorphous
polymers indicate the emergence of an inhomogeneous
oriented structure [3]. Thus, the assumption that defor-
mation itself organizes the structure that determines the
jump scale is well founded. The lengths of ordered
inhomogeneities in amorphous polymers can be deter-
mined from the lengths of molecules oriented under
deformation (the molecular lengths are of the order of
fractions of a micrometer and micrometers). It is appro-
priate here to mention the dislocation models of defor-
mation that were initially applied to structures with a
long-range order. Later [17, 18], hypotheses on the
emergence of instability in the form of a slip dislocation
loop propagating over the sample cross section under
shear stresses were developed and dislocations models
were also applied to amorphous polymers [19]. Taking
into account the universal nature of jumplike displace-
ments in inhomogeneous media, one can assume a jump-
like nature of motion of individual dislocations and
their ensembles.

The results depicted in Fig. 4 correspond to the
above considerations. Indeed, if the micrometer level of
jumps observed on the initial creep stage is associated
with the lengths of the extended molecules, the magni-
tude of the jumps should not be changed by plasticiza-
tion, because it does not affect the size of polymer mol-
ecules; this has been confirmed experimentally.

The effect of plasticization on the strain-rate inho-
mogeneity in jumps characterized by h is completely
different. It can be seen from Fig. 5 that the value of h
at the yield point εy for plasticized PMMA is much
lower than that for the initial polymer. This result also
agrees with the model of jumplike motion associated
with nonuniformity of molecular interactions discussed
in the Introduction. It is well known that the introduc-
tion of a plasticizer increases the molecular mobility in
a polymer (this increase is due, among other things, to
the suppression of interaction between groups of atoms
in adjacent molecules). It was proved earlier [13] that
the values of h for different polymers are proportional
to the nonuniformity of intermolecular interaction
potentials (this nonuniformity is typical of these poly-
mers). The introduction of a plasticizer increases the
distance between polymer molecules and can heavily
suppress the strongest cohesive bonds playing the role
of stoppers in the case of shear deformation. A decrease
in the nonuniformity of potential barriers to shear
reduces the difference in the strain rates within the
jumps; i.e., the sharpness h of the jumps decreases
PHYSICS OF THE SOLID STATE      Vol. 43      No. 8      200
(Fig. 5). Thus, the change in the jumplike creep as a
result of modification of the polymer can be explained
on the basis of traditional concepts concerning the
structure and kinetics of deformation of amorphous
polymers.

On the other hand, step creep exhibits all features of
self-organization of the structure [20]: spontaneous
regular behavior in a complex system as a result of the
evolution of instability; ordering of the disordered sys-
tem is associated with the collective motion of the sub-
systems in the form of deformation jumps. Haken, one
of the founders of synergetics, defined the structure as
the coherent behavior of a large number of particles.
Deformation jumps reflect, by definition, the coopera-
tive (coherent) behavior of molecules; consequently,
we must admit their organization during the deforma-
tion of ordered inhomogeneities that naturally develop
under a constant stress. It would be more appropriate to
speak of the kinetic structure of amorphous polymers
manifested in the form of jumps during creep. It should
be noted that collective displacements confirm the
assumption [21] on the existence of stacks in amor-
phous polymers, as well as modern ideas concerning
nanostructures [22]. Nanostructures can serve as nuclei
in the formation of coarser kinetic structures, including
micrometer-scale jumps of deformation.

REFERENCES

1. V. I. Startsev, V. Ya. Il’ichev, and V. V. Pustovalov, Plas-
ticity and Metal and Alloy Strength under Low Tempera-
tures (Metallurgiya, Moscow, 1975).

2. V. V. Shpeœzman, V. I. Nikolaev, B. I. Smirnov, et al., Fiz.
Tverd. Tela (St. Petersburg) 42 (6), 1034 (2000) [Phys.
Solid State 42, 1066 (2000)].

5

4

3

2

1

0 4 8 12 16
ε, %

h

εy1

1
2

Fig. 5. Strain dependence of jump sharpness h in the vicinity
of the yield points for (1) PMMA + DBP and (2) PMMA;
σ = (1) 13.3 and (2) 70 MPa.

εy2
1



1482 PESCHANSKAYA
3. A. A. Askadskiœ, Deformation of Polymers (Khimiya,
Moscow, 1973).

4. V. I. Bekichev, Vysokomol. Soedin., Ser. A 16 (8), 1745
(1974).

5. V. A. Likhachev and V. G. Malinin, Izv. Vyssh. Uchebn.
Zaved., Fiz., No. 2, 121 (1990).

6. N. A. Pertsev, Prog. Colloid Polym. Sci. 92, 52 (1992).
7. N. N. Peschanskaya, G. S. Pugachev, and P. N. Yakushev,

Mekh. Polim., No. 2, 357 (1977).
8. N. N. Peschanskaya and P. N. Yakushev, Fiz. Tverd. Tela

(Leningrad) 30 (7), 2196 (1988) [Sov. Phys. Solid State
30, 1264 (1988)].

9. N. N. Peschanskaya, Vysokomol. Soedin., Ser. A 31 (6),
1182 (1989).

10. N. N. Peschanskaya, Fiz. Tverd. Tela (St. Petersburg) 35
(11), 3019 (1993) [Phys. Solid State 35, 1484 (1993)].

11. N. N. Peschanskaya, L. P. Myasnikova, and A. B. Sinani,
Fiz. Tverd. Tela (Leningrad) 33 (10), 2948 (1991) [Sov.
Phys. Solid State 33, 1665 (1991)].

12. N. N. Peschanskaya, P. N. Yakushev, L. P. Myasnikova,
et al., Fiz. Tverd. Tela (St. Petersburg) 38 (8), 2582
(1996) [Phys. Solid State 38, 1416 (1996)].

13. N. N. Peschanskaya, Doctoral Dissertation (Fiz.-Tekh.
Inst. im. A. F. Ioffe Ross. Akad. Nauk, St. Petersburg,
1999).
P

14. G. M. Bartenev and A. G. Barteneva, Relaxation Proper-
ties of Polymers (Khimiya, Moscow, 1992).

15. N. N. Peschanskaya, V. Yu. Surovova, and P. N. Yaku-
shev, Fiz. Tverd. Tela (St. Petersburg) 34 (7), 2111
(1992) [Sov. Phys. Solid State 34, 1127 (1992)].

16. V. E. Panin, L. B. Zuev, V. I. Danilov, and N. M. Mnikh,
Dokl. Akad. Nauk SSSR 308 (6), 1375 (1989) [Sov.
Phys. Dokl. 34, 940 (1989)].

17. A. S. Argon, Philos. Mag. 26 (5), 1121 (1972).

18. P. B. Bowden and S. Raha, Philos. Mag. 29 (1), 149
(1974).

19. A. B. Sinani, N. N. Peschanskaya, and V. A. Stepanov,
Fiz. Tverd. Tela (Leningrad) 24 (5), 1368 (1982) [Sov.
Phys. Solid State 24, 775 (1982)].

20. G. Nicolis and I. Prigogine, Self-Organization in Non-
Equilibrium Systems (Wiley, New York, 1977; Mir, Mos-
cow, 1979).

21. V. A. Kargin and G. M. Slonimskiœ, Brief Outlines on
Physicochemistry of Polymers (Khimiya, Moscow,
1967).

22. V. A. Berstein, P. N. Yakushev, L. Karabanova, et al.,
J. Polym. Sci., Part B: Polym. Phys. 37, 429 (1999). 

Translated by N. Wadhwa
HYSICS OF THE SOLID STATE      Vol. 43      No. 8      2001



  

Physics of the Solid State, Vol. 43, No. 8, 2001, pp. 1483–1487. Translated from Fizika Tverdogo Tela, Vol. 43, No. 8, 2001, pp. 1423–1427.
Original Russian Text Copyright © 2001 by Zuev, Barannikova, Zarikovskaya, Zykov.

                                                               

DEFECTS, DISLOCATIONS, 
AND PHYSICS OF STRENGTH

             
Phenomenology of Wave Processes in a Localized Plastic Flow
L. B. Zuev, S. A. Barannikova, N. V. Zarikovskaya, and I. Yu. Zykov

Institute of Strength Physics and Materials Science, Siberian Division, Russian Academy of Sciences, Tomsk, 634021 Russia
e-mail: lev@zuevs.tomsk.ru

Received January 12, 2001; in final form, February 6, 2001

Abstract—The motion of localized deformation sites in mono- and polycrystallites of metals and alloys is
investigated experimentally at the stages of easy slip and linear strain hardening. The wave nature of localiza-
tion of deformation at these stages of plastic flow is established, and the velocity of waves and their dispersion
relation are determined. The scale effect and the dependence of the localized deformation wavelength on the
grain size are investigated. A qualitative interpretation of the results obtained is proposed. © 2001 MAIK
“Nauka/Interperiodica”.
1. INTRODUCTION

In our earlier publications [1–3], we established that
the common feature of plastic flow in solids is its local-
ization at all deformation stages, the type of localiza-
tion site distribution being determined by the strain
hardening regularity for a given stage of plastic flow.
The emerging localization regions are ordered in the
sample being stretched, and their pattern is determined
by the form of the θ(ε) dependence, where θ = G–1dτ/dε
is the strain hardening coefficient; τ and ε are the tan-
gential stress and the shear strain in the flow, respec-
tively; and G is the shear modulus. Of particular interest
is the evolution of the deformation localization pattern
at the stages of easy slip and linear strain hardening
(θ = const [4]); the uniform motion of solitary (easy
slip) or equidistant sites of localized plasticity (linear
hardening) creates a typical wave pattern [2, 3] for
which the wavelength λ and the velocity of its propaga-
tion Vw can be measured. Knowledge of their depen-
dence on the deforming conditions and the structure of
the material (e.g., grain size) is essential for establish-
ing the nature of the phenomenon.

2. MATERIALS AND EXPERIMENTAL 
CONDITIONS

In this work, we present and discuss the results
obtained from an analysis of the propagation of local-
ized deformation sites at various stages of plastic flow.
The velocity of propagation and the wavelength were
determined for a wide class of materials. From the
table, it can be seen that we analyzed the deformation
of fcc, bcc, and hcp materials with different doping lev-
els in mono- and polycrystalline states which exhibited
different mechanisms of deformation (dislocation slip,
twinning, and martensite transformation). The mechan-
ical properties and the type of plastic-flow diagram
were varied by changing the orientation of the tensile
strain axes of monocrystalline samples. Stretching was
1063-7834/01/4308- $21.00 © 21483
carried out on a tension testing machine Instron-1185 at
a velocity 3.35 × 10–6 m/s of its movable clamp (the rel-
ative strain rate was 6.7 × 10–5 s–1). The speckle-inter-
ferometry technique used by us [3] makes it possible to
calculate the component of the plastic distortion tensor,
to determine the position X* of plastic strain localiza-
tion zones in a sample, and to trace the displacement of
these zones during stretching (Fig. 1). As shown in the
figure, the X*(t) curves can be used to estimate the
wavelength λ and the period T of the wave process.

3. DYNAMICS OF MOTION 
OF LOCALIZED DEFORMATION SITES

The velocity Vw of plastic-deformation sites at the
linear hardening stage is determined from the slope of
the X*(t) curves. For all samples under investigation
that have this stage, this velocity is determined prima-
rily by the strain hardening coefficient; the dependence

0.03

0.02

0.01

0
200 300 400 500 600 700

T t, s

X*, m

λ

Fig. 1. Kinetics of the space–time evolution of localized
plasticity sites during extension of a Cu single crystal: X* is
the coordinate of a localization site on the tensile strain axis
of the sample.
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Composition, structure, and deformation mechanisms of the materials under investigation

Metal or alloy (composition, wt %) Crystal lattice Single crystal or polycrystal Mechanisms of plastic
deformation

Cu (99.8%) fcc Single crystal D

Cu + 10% Ni + 6% Sn fcc " D

Fe + 16% Cr + 12% Ni(FeI) fcc " D

Fe + 13% Mn + 1% C(FeII) fcc " D

Fe + 13% Mn + 1% C(FeIII) fcc " Tw

Ti–Ni (equiatomic composition) bcc " DT

Al (99.85%) fcc Polycrystal D

Zr + 2.3% Nb hcp " D

Note: D denotes the deformation mechanism; Tw, twinning; and DT, deformation-induced transformation.
of the velocity on θ is linear and has the form (curve 2
in Fig. 2)

 (1)

Here, V0 and Ω are constants and the correlation coeffi-
cient ρ is equal to 0.92.1 Since the data obtained for all
samples are described by the same equation, the result
obtained is a proof of the universal nature of the wave
processes observed at the linear hardening stage.

Let us consider the possible reason for the emer-
gence of a dependence of the type Vw ~ θ–1. It can be
naturally assumed that dVw ~ l (l is the length of the slip
trace at the linear hardening stage). It is well known [4]
that at this stage, l = Λ/(ε – ε*), where Λ = const and
depends only on the type of the material under investi-
gation, while the strain ε* corresponds to the onset of
the linear stage of strain hardening [4]. The strain hard-
ening coefficient at this stage is given by [4]

 (2)

where n is the number of dislocations with the Burgers
vector b in a plane cluster [4]. Accordingly, dVw ~ l ~
Λ ~ θ–2 and dθ ≠ 0 if the value of θ varies due to changes
in the material; i.e.,

 (3)

If the difference ε – ε* changes insignificantly upon a
transition from one material to another [4], we can put
ε – ε* ≈ const for estimating Λ. It then follows from
Eq. (3) that Vw ~ θ–1.

The velocity Vw of a localized deformation site at the
easy slip stage displays a linear dependence of Vw on
the strain hardening coefficient as in Eq. (1); it follows
from Fig. 2, however, that the results obtained can be
divided into two groups. The main reason for this divi-
sion is the different value of V0 for each of these groups:
V0 ≈ 0 for Cu single crystals and Cu–Ni–Sn and Ti–Ni

1 According to the estimate obtained in [5], this correlation level is
statistically significant with a probability higher than 0.99.

Vw V0= Ω/θ.+

θ nb/3Λ( )≈ 1/2,

dVw nb ε ε*–( )θ2[ ] 1–
dθ.∼
P

alloys (straight line 1), while V0 < 0 for γ-Fe single crys-
tals (straight line 1').

The wave processes in the plastic deformation of
solids were discovered long ago (see, for example, [6,
7]). However, the dependence of the wave propagation
velocity on the strain hardening coefficient, according
to Eq. (1), differs radically from that for plastic waves
(Vp ~ θ–1/2 [6, 7]). This difference leads to the conclu-
sion that we observe a new type of wave process asso-
ciated with plastic deformation [8], namely, plastic-
flow localization waves.

4. DISPERSION RELATION FOR PLASTIC-FLOW 
LOCALIZATION WAVES

Experimental methods of obtaining information on
the velocity of plastic-flow sites make it possible to
determine the spatial (wavelength λ) and temporal (T)
periods of observed wave processes (Fig. 1). It is natu-
ral to try to find the relation between these periods
under the conditions when one of these quantities var-
ies due to changes in the deformation conditions. This
can be done by varying the orientation of tensile strain
axes for monocrystalline samples or by varying the
chemical composition of alloys. It was established
(Fig. 3) that there are two groups of materials for which
the relation between the wave number k = 2π/λ and the
frequency ω = 2π/T is linear (the correlation coeffi-
cients for these groups are ρ1 = 0.98 and ρ2 = 0.88,
respectively, for the statistical significance level of rela-
tion [5] ~0.99) and has the form

 (4)

The constants are k0 = 512 m–1 and V* = 2.15 × 10–4 m/s
for the first group and k0 = 333 m–1 and V* = 4.8 × 10–5 m/s
for the second group.

The relation obtained can be formally regarded as the
dispersion relation for the wave processes of a localized
plastic flow observed at the linear hardening stage.
Unfortunately, the information on the two groups of

ω V* k k0–( ).=
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materials presented in Fig. 3 is insufficient for discussion
of the reason behind the difference in the results.

The velocity of wave propagation is small and lies
in the interval 10–5 m/s ≤ Vw ≤ 10–4 m/s for all materi-
als studied. This circumstance emphasizes once again
that the origin of the waves under investigation differs
from that of plastic waves [6, 7]. For plastic waves [6],
Vp ≈ (θ/ρm)1/2; therefore, since the characteristic value of
the strain hardening coefficient at the linear hardening
stage is θII ≈ 3 × 10–3 [4], we have Vp ≈ 5.5 × 10−2Vt ≈
102 m/s (Vt ≈ (G/ρm)1/2 is the velocity of transverse elastic
waves and ρm is the density of the medium), which is 6–
7 orders of magnitude higher than the velocity of the
waves considered here.

The nature of the wave processes observed during
the plastic flow of solids is yet unclear. Some authors
(see, for example, the review by Malygin [8]) put forth
the hypothesis (on the basis of the evolution of disloca-
tion ensembles in the course of plastic deformation) on
the relation of these wave processes with the self-orga-
nization in the deformed medium. It was proved in our
earlier publication [9] that the mechanisms of deforma-
tion localization can be regarded as self-oscillatory pro-
cesses in an active medium. The necessary condition
for the realization of such processes is the existence of
an energy flux through the system, which must be
reflected in the expression for the velocity of the waves
under investigation. Indeed, it was proved by us earlier
[10] that for measurements on the same material (single
crystals of doped γ-Fe), a dependence of the Eq. (1)
type on the dimensional strain hardening coefficient
θτ = dτ/dε is observed. In this case, the magnitude and

dimensions (W/m2) of the coefficient of  correspond
to the energy flux through the sample being deformed,
which justifies such an interpretation.

θτ
1–

1.4
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Fig. 2. Generalized dependence of the velocity of waves on
the strain hardening coefficient: 1 and 1' correspond to the
easy-slip stage and 2 corresponds to the linear strain hard-
ening stage. Large values of the strain hardening coefficient
are due to growth imperfections in the crystals under inves-
tigation.
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5. SCALE EFFECT OF DEFORMATION 
LOCALIZATION

Analysis of the possible effect of the size of a sys-
tem undergoing deformation on the parameters of plas-
tic-deformation localization (scale effect) is important
for understanding the nature of this phenomenon. The
dependence between the sample length L and the local-
ization length λ makes it possible to obtain additional
information on the nature of such localization zones
and the kinetics of their formation. We studied the λ(L)
dependence for samples 25, 50, 75, 100, and 125 mm in
length and 5 mm in width (all samples) cut from a
homogeneous 1.6 mm thick sheet of a Zr–1 wt % Nb
alloy. The grain size was 5 µm in all cases. The use of a
sheet material allowed us to maintain uniformity of the
properties required in the experiments. The localized-
deformation wavelength was determined for the tensile
strain εtot ≈ 2.5%, which was the same for all samples.

Under these conditions, we observed a clearly man-
ifested size effect, which obeyed the equation

 (5)

where λ* = –21.4 mm, α = 7.8 mm, and the correlation
coefficient ρ = 0.99 (Fig. 4). The obtained dependence
can be interpreted as follows. We introduce the derivative
dλ/dL > 0 characterizing the increment of the wave-
length upon an increase in the sample length and assume
that it is inversely proportional to the probability w of the
emergence of a localization site, which is, in turn, pro-
portional to the sample length; i.e., dλ/dT ~ w–1 ~ L–1.
Thus, dλ = αdL/L, which leads to Eq. (5). The propor-
tionality factor α in this case characterizes the scale of
spatial nonuniformity of plastic deformation in the
sample.

It follows from Eq. (5) that λ = 0 for L0 ≈ 2α ≈ 16 mm
(Fig. 4); this is the value of L0 that corresponds to the
minimum size of the sample in which periodic patterns

λ L( ) λ*= α L,ln+
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Fig. 3. Dependence ω(k) (dispersion relation) for the mate-
rials under investigation. The numbers on the curves indi-
cate the groups of materials.
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of plastic-flow localization can still emerge. In samples
whose length L ≤ L0, we can expect that the strain dis-
tribution during extension will be uniform.2 Among
other things, this probably explains why the emergence
of periodic patterns of plastic-flow localization is virtu-
ally not mentioned in the literature devoted to problems
of deformation localization. The possibility of defor-
mation localization in large samples is apparently the
reason for the scale effect (the dependence of strength
on size [11], which plays an important role in engineer-
ing).

6. LOCALIZED DEFORMATION WAVELENGTH

In order to explain the nature of wave processes of
deformation localization, the form of the possible
dependence of wavelength on grain size in alloys is of
considerable importance. It is known that nearly all
mechanical properties of metals and alloys are deter-
mined to a considerable extent by this natural and
important parameter of the material. We studied
99.86 wt % pure aluminum samples. The grain size D
was varied from 10–2 to 22 mm through recrystalliza-
tion annealing following preliminary plastic extension.
The samples had a working part of size 50 × 5 mm and
were punched from an aluminum sheet 1 mm thick.

The experimentally established dependence of the
localized deformation wavelength on the grain size is
shown in Fig. 5. From these data, it follows that λ ~ eD

for a small grain size (D ≤ 50 µm), while in the range
of large sizes (D ≥ 2.5 mm), the value of λ tends to the
limit λ0 ≈ 20 mm and then remains virtually unchanged.

Let us consider the possible meaning of this type of
λ(D) dependence. It is natural to assume that the wave-
length of localized deformation increases with the grain
size because of the corresponding increase in the width
of the shear band during an elementary deformation
act. However, for a grain size comparable to the sample
cross section (5 mm), the rate of this increase must
decrease. Taking into account both these circum-
stances, we can write the differential equation connect-
ing λ and D in the form

 (6)

Here, a and b are positive dimensional constants and
the quadratic term bλ2 on the right-hand side of Eq. (6)
takes into account the slowing down of the increase in
λ in the range of large D, which is associated with the
limited size of the sample. Integrating Eq. (6), we arrive
at the well-known equation of the logistic curve (see,
for example, [12])

 (7)

where λ0 = a/b and C is the dimensionless integration

constant. Plotting the λ(D) dependence in the ln(  – 1)

2 Indeed, no deformation localization was observed in a special
experiment on a sample in which L < L0.

dλ /dD aλ bλ2 .–=

λ λ 0/ 1 C aD–( )exp+[ ] ,=

λ0

λ
-----
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vs. D coordinates, in which its graph should be linear-
ized (Fig. 6), we can see that Eq. (7) satisfactorily
describes the experimental data obtained for the λ(D) in
a wide range of values of D.

For small grain sizes (10–2 mm ≤ D ≤ 10–1 mm), we
have aλ @ bλ2 and the term bλ2 in Eq. (6) can be
neglected. Then, the solution to Eq. (6) leads to the
dependence λ ~ exp(aD) observed in this range. Con-
trarily, in the macroscopic size region (D ≥ 1 mm) in
which the increase in the wavelength slows down, we
can assume that the relative increase in λ is propor-
tional to the number of grains over the working length
L of the sample; i.e., dλ/dD ~ L/D, which obviously
leads to the relation λ ~ lnD typical of this region (for
L = const). This was established earlier in experiments
on plastic-flow localization in macrocrystalline Al [3].

A comparison of this result with the dependence of
the wavelength λ on the macroscopic parameter (sample
length L) (scale effect) leads to the conclusion that the
logarithmic type of the dependence of λ on variable D or
L in the range of their macroscopic values is fairly uni-
versal.

7. ON THE NATURE OF LARGE-SCALE 
NONUNIFORMITY OF PLASTIC FLOW

It was proved by us earlier [1–3] that the localized
deformation sites emerging at different stages of plastic
flow have a macroscopic correlation length λ ≈ 10 mm,
while the correlation radius corresponding to the micro-
scopic processes responsible for plasticity is of the order
of the dislocation ensemble size (≤10–2 mm) [14].
Explaining this difference and the matching of these
scales is one of the most difficult tasks in the problem
under investigation. We will solve this problem by using
a model based on the following concepts. We consider
the propagation of acoustic pulses emitted in each ele-
mentary act of plastic flow (see, for example, [15]). In a
nonuniformly deformed medium, ultrasonic waves can
be focused at a certain distance from the plasticity site
acting at a given stage. To this end, the nonuniformities
of dislocation structure emerging during plastic defor-
mation should play the role of acoustic lenses. This is
quite possible since the sound velocity in the medium
depends on its plastic deformation [16] and the changes
in this velocity are associated with local processes of
plastic flow [17]. If the characteristic size (radius of cur-
vature) of a nonuniformity is R, the focal length f of such
an acoustic lens is, according to Bergman [18],

 (8)

where n = V0/V is the refractive index for acoustic
waves (V0 and V are the velocities of ultrasound in
undeformed and deformed media, respectively).
According to estimates obtained on the basis of our ear-
lier results [16], n ≈ 1.002. Following Ball [19], we put
R ≈ 0.01 mm for the deformation of Al. In this case, it
follows from Eq. (8) that f ≈ 5 mm ≈ λ. In other words,
a new stress concentrator is generated at a distance λ

f 1 n–( ) 1– R,≈
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from the previous concentrator in the region in which
the elastic energy emitted in an elementary act of plas-
ticity is focused. It is at this distance that the probability
of the emergence of the next shear increases and a new
site of localized plastic flow is formed. The values of n
and R depend on the initial structure of the material and
determine the corresponding rearrangements in the
wave pattern of deformation localization in view of
their evolution with the flow.
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Abstract—For a plate of a low-temperature antiferromagnet (TN < TD, where TN and TD are the Néel tempera-
ture and the Debye temperature, respectively), it is shown that the effect of the lattice on the magnetic-dipole
and exchange spin dynamics in magnetically ordered crystals can lead to anomalies in the spectrum of propa-
gating bulk magnons. These anomalies are absent in the cases of an infinite magnet and of a plate of a high-
temperature antiferromagnet (TN > TD). © 2001 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

When theoretically describing spin waves in finite
ferromagnets and antiferromagnets (a 2d thick plate),
one usually takes into account only magnetic-dipole
and inhomogeneous exchange interactions [1]. If one of
these two interactions dominates in a finite ferromag-
net, magnetostatic or exchange spin waves arise. In
both cases, the spin-wave modes form a denumerable
set (with mode index ν = 1, 2, …). However, the disper-
sion relations ω = Ωmν(k⊥ ) of magnetostatic and
exchange spin waves (k⊥  is the wave number and ω is
the frequency of a spin wave) are essentially different:
the frequency depends not only on the spin-wave polar-
ization and wave number k⊥  but also on the relative ori-
entation of the vectors n, l, m, and k⊥ , where n is a nor-
mal to the surface of the plate and l and m are the (equi-
librium) antiferromagnetism and ferromagnetism
vectors, respectively. For large enough values of ν/d,
dispersion of a bulk spin wave is determined fundamen-
tally by inhomogeneous exchange interaction. For this
reason, the following inequality takes place for any
k⊥  ≠ 0 (k⊥ a ! 1, a is the lattice parameter) and for any
magnon polarization (in the case where the exchange
interaction is treated in the nearest neighbor approxi-
mation):

 (1)

As ν/d is decreased, the effect of hybridization of the
two types of spin–spin interaction on the structure of
the bulk-magnon spectrum becomes progressively
stronger and a number of anomalies appear in the dis-
persion relation ν(Ωmν(k⊥ )) of mode ν of bulk dipole–
exchange spin waves for k⊥  ≠ 0. Among the anomalies
in the bulk-magnon spectrum associated with dipole–
exchange interaction are inflection points

[∂2Ωmν(k⊥ )/  = 0], crossover points at which
Ωmν(k⊥ ) = Ωmρ(k⊥ ) (ν ≠ ρ), and extreme points

∂Ωmν k ⊥( )/∂k ⊥ 0, ∂2Ωmν k ⊥( )/∂k ⊥
2 0.> >

∂k ⊥
2

1063-7834/01/4308- $21.00 © 21488
[∂Ωmν(k⊥ )/∂k⊥  = 0, ∂2Ωmν(k⊥ )/  > 0]. At given values
of ω, k⊥ , ν, and d, the character of these features
depends on the relative orientation of n, k⊥ , m, and l.
For arbitrary boundary conditions, the degeneracy
Ωmν(k⊥ ) = Ωmρ(k⊥ ) is lifted and the corresponding dis-
persion curves (without dissipation) repel each other.
This situation corresponds to nonuniform spin–spin
resonance. A necessary condition for a bulk dipole–
exchange magnon mode (with mode index ν, frequency
ω, and wave number k⊥ ) to show the aforementioned
anomalies is the fulfillment of the magnetostatic crite-
ria (for a magnetic 2d thick plate) ω ! cπν/d for ν ≠ 0
and ω ! ck⊥  for ν = 0, where c is the speed of light.
Since magnetic dipole interaction is relativistic in
nature, the optimum conditions for these anomalies to
occur are realized in those magnetic crystals in which
the spectrum of normal spin-wave oscillations has
branches with a sufficiently low activation energy. This
is the case, in particular, in magnets with weak (e.g.,
cubic or easy-plane type) anisotropy and near magnetic
phase transitions of the soft-mode type. In all these
cases, as is well known, the dimensionless parameter of
linear magnon–phonon coupling ξ is of order unity [2]
and, therefore, the low-frequency magnon spectrum
can be adequately described only with allowance for
the interaction with the elastic subsystem even in an
infinite crystal away from magnetoacoustic resonance.
Thus, in order for a theoretical description of low-fre-
quency spin dynamics of a real magnetic crystal to be
consistent, one should simultaneously take into
account, at the least, (i) the finite size of the real mag-
net, (ii) nonlocal spin–spin (magnetic dipole, inhomo-
geneous exchange, etc.) interactions, and (iii) interac-
tion between the spin and elastic subsystems.

The effect of the lattice on the bulk spin dynamics
of a magnetic plate has been analyzed in many papers
[2–5]. However, additional magnetoacoustic reso-
nances (fast magnetoelastic waves [4]) have been the

∂k ⊥
2

001 MAIK “Nauka/Interperiodica”
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primary object of investigation to data. These reso-
nances occur in a magnetic film near the points at which
the frequencies of bulk dipole–exchange magnons
Ωmν(k⊥ ) and traveling (in the same direction) normal
bulk elastic waves Ωph,ρ(k⊥ ) are equal:

 (2)

As for the effect of magnetoelastic interaction on the
spectrum of bulk dipole–exchange magnons away from
magnetoacoustic resonance, the long-wavelength spec-
tral region of magnetoelastic waves has been the pri-
mary object of investigation to date. It is believed that
the effect of the lattice on the magnon spectrum reduces
to the formation of a magnetoelastic gap in the spin-
wave spectrum and to a renormalization of the mag-
netic anisotropy constant via spontaneous striction [2,
3] and is independent of the relationship between the
Debye temperature TD and the Néel temperature TN. At
the same time, it was shown [6] that the spectra of bulk
magnetoelastic waves in the short-wavelength region in
high-temperature (TN > TD) and low-temperature (TN <
TD) antiferromagnets (AFMs) are qualitatively different
even in the infinite-crystal model. In particular, in a
low-temperature AFM at k @ km,ph (km,ph is the wave
vector at which magnetoacoustic resonance takes
place), the effect of the lattice on the spin dynamics can
be described by elastostatics equations (∂σik/∂xk = 0,
where σik is the elastic stress tensor). This effect corre-
sponds to the case of a free lattice (this approximation
is invalid in high-temperature AFMs). In [7–10], it was
shown that the linear magnon–phonon interaction in a
plate of a low-temperature AFM leads to indirect spin–
spin interaction of magnetic moments via the long-
range field of quasi-static magnetoelastic deformations,
which results in the formation of a new type of propa-
gating exchangeless spin-wave excitations, elastostatic
spin waves. Due to hybridization of the elastostatic and
inhomogeneous exchange mechanisms of spin–spin
interaction, traveling elastic exchange spin waves are
formed in a magnetic plate. As in the case of dipole–
exchange spin waves, the spectrum of bulk elastic
exchange magnons depends on the relative orientation
of vectors k⊥ , n, and l, as well as on the mode index ν
and polarization of the spin waves; however, the
phonon anomalies in the spectrum of bulk exchange
magnons can qualitatively differ in character from the
well-known features of the spectrum of dipole–
exchange spin waves. A necessary condition for the
operation of the elastic exchange mechanism of disper-
sion of a bulk spin wave of mode index ν, frequency ω,
and wave number k⊥  in a magnetic plate of thickness 2d
is the fulfillment of the elastostatic criterion

 (3)

Here, st is the minimum phase velocity of transverse
elastic vibrations propagating in the specified plane of
an infinite crystal (calculated without regard for magne-

Ωmν k ⊥( ) Ωph, ρ k ⊥( ) ν ρ≠( ).=

ω ! stπν/d for ν 0,≠
ω ! stk ⊥ for ν 0.=
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toelastic interaction). Since st/c ≈ 10–5 (c is the speed of
light), the condition in Eq. (3) for bulk magnons with
mode index ν and minimum phase velocity cm should
be supplemented by the condition st @ cm, which is the
case, e.g., in low-temperature AFMs (TN < TD). In this
case, a traveling bulk spin wave will be accompanied
not only by a long-range magnetic dipole field but also
by a long-range field of quasi-static magnetoelastic
deformations. However, in the calculations performed
in [7–10], it was taken into account that the effect of
magnetic dipole interaction on the magnon spectrum is
decreased and, at the same time, the effect of magne-
toelastic interaction is enhanced by an exchange in the
exchange-collinear AFM in a magnetic field much
lower than the sublattice exchange field. This makes it
possible, as a first approximation, to neglect the effect
of magnetic dipole interaction in comparison with the
effect of magnetoelastic interaction when considering
the magnon spectrum of a finite AFM in which the fer-
romagnetism vector m and the antiferromagnetism vec-
tor l in the ground state satisfy the inequality

 (4)

In the general case, in addition to elastostatic and inho-
mogeneous exchange interactions, there is magnetic
dipole interaction in a real magnet. However, an analy-
sis of the influence of the lattice on the bulk dipole–
exchange spin dynamics of a low-temperature AFM has
not yet been made in the case of 0 ≤ ξ2 ≤ 1 and the ful-
fillment of the elastostatic criterion in Eq. (3). The
objective of this paper is to investigate the additional
anomalies that are produced by the lattice under condi-
tions (3) in the spectrum of traveling bulk dipole–
exchange spin waves in a plate of an AFM with TN < TD.

2. BASIC RELATIONS

Following [8], we consider a two-sublattice AFM
(the sublattice magnetizations are denoted by M1, 2 with
|M1| = |M2| = M0) with orthorhombic magnetic [11] and
elastic anisotropy. We use a phenomenological
approach in which the Lagrangian of the AFM includes
the interaction between the spin and elastic subsystems
and is expressed in terms of the ferromagnetism vector
m and the antiferromagnetism vector l in the form [6, 8]

 (5)

where uik is the elastic strain tensor; m = M1 + M2; l =
M1 – M2; δ and α are the homogeneous and inhomoge-
neous exchange constants, respectively; B and c are the
magnetostriction and elastic constant tensors, respec-

m  ! l .

L M0
2 α

2cm
2

-------- ∂l
∂t
----- 

 
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2
--- ∇ l( )2–= 0.5βxlx

2–

-----– 0.5βzlz
2 Biklmlilkuik– cklmuikulm– 0.5ρ ∂u
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tively; βx and βz are the magnetic anisotropy constants;
ρ is the density; and g is the gyromagnetic ratio.

Throughout this paper, the inequality ω ! ωE is
assumed to be satisfied, with ωE being the exchange fre-
quency. Following [6], it can be shown that, when ine-
quality (4) takes place, both the linear and nonlinear
spin dynamics of the AFM under study with magne-
toelastic and magnetic dipole interactions can be
described by a closed set of dynamic equations relating
the antiferromagnetism vector l, the elastic lattice dis-
placements u, and the magnetostatic potential φ. This
reduced set is valid for any amount of deviation of the
antiferromagnetism vector l from its equilibrium orien-
tation. In what follows, we assume that

 (6)

This condition is characteristic of AFMs of the easy-
plane type. Under this assumption, when analyzing the
magnetoacoustic effects in the case of 0 ≤ ξ2 ≤ 1, it is
sufficient [2, 3, 6] to study only the low-frequency spin-
wave dynamics of the crystal at hand (l || x) and to
ignore the indirect coupling [via the magnetic dipole
and magnetoelastic fields] between the high-frequency

(  ≠ 0,  ≠ 0) and low-frequency (ly ≠ 0,  ≠ 0)
branches of the magnon spectrum of an infinite AFM
described by Eqs. (5) and (6).1

The dispersion relation that describes the spectrum

of normal magnetoelastic vibrations (  ≠ 0,  ≠ 0) of
an infinite AFM described by Eqs. (5) and (6) with
magnetic dipole, magnetoelastic, and exchange interac-
tions for an arbitrary direction of k⊥  is found to be

 (7)

where G ≡ det |Γik|, Γik ≡ Λik – ρω2δik with i, k = 13; Gik

is the algebraic adjunct of the element (i, k) of the deter-

minant G;  is the Christoffel tensor [12];  ≡

βx/α; k2 ≡  +  + ; and  ≡  +  +

k2. If the plane of wave propagation coincides with
one of the coordinate planes, then, as follows from
Eq. (7), the dispersion relations of magnetoelastic
waves involving only low-frequency magnon modes

(  ≠ 0,  ≠ 0) for k ∈  xz (ky = 0) and k ∈  yz (kx = 0) coin-
cide, except for the substitution kx  ky (c44  c55).
For example, in the case of k ∈  xz (ky = 0), we have

(8)

1 The amplitude of small oscillations of a quantity A about its equi-

librium value is designated as .

βz  @ βx 0 βz 0.<>

l̃ z m̃y m̃z

Ã

l̃ y m̃z

ωm
2 ω2–( )G

– ωme
2 c66ky

2G11 kx
2G22 2kxkyG12–+( ) 0,=

Λ̂ ω0
2

cm
2 kx

2 ky
2 kz

2 ωm
2 ω0

2 ωme
2

cm
2

l̃ y m̃z

ωm
2 ω2–( ) c66kx

2 c44kz
2 ω2ρ–+( ) ξ2c66kx

2ωm
2– 0,=

ξ2 ωme
2 /ωm

2 .≡
PH
It should be noted that a magnetoelastic wave propagat-
ing in this plane is accompanied by a quasi-static mag-
netic dipole field; that is, it is a magnetic-dipole active
wave. In the case of k ∈  xy (kz = 0), as follows from
Eq. (7), the corresponding normal magnetoelastic wave
is not magnetic-dipole active:

 (9)

In what follows, we restrict our consideration to the
case of k ∈  xy, because in this geometry, as follows
from Eq. (9), the influence of the lattice on the magnon
spectrum is the most significant. We note that, for an
AFM described by Eq. (5), the result that a magne-
toelastic wave with k ∈  xy (l || x) is not magnetic-dipole
active is not associated with approximation (6). A mag-

netoelastic wave with k ∈  xy,  ≠ 0, and  ≠ 0 (l || x)
can become magnetic-dipole active in the presence of a
Dzyaloshinski interaction of the type D(mxly – mylx)
even in the case of H = 0. The corresponding dispersion
relation for normal magnetoelastic waves has the same
form as in Eqs. (7) and (9), but now we have

 (10)

Our interest is in the spin dynamics of a finite AFM in
which the magnetoelastic, magnetostatic, and inhomo-
geneous exchange interactions are all present. For an
antiferromagnetic 2d thick plate, the dynamic equa-
tions must be supplemented by the corresponding
boundary conditions. We assume that the normal n to
the surface of the plate is directed along one of the coor-
dinate axes in the xy plane. If the magnetic moments at
the surface of the plate are rigidly fixed, the exchange
boundary conditions have the form [13] (ζ is the coor-
dinate along the normal n and 2d is the thickness of the
plate)

 (11)

For the sake of simplicity, in both cases of n || x and
n || y (k ∈  xy), the boundary conditions for the elastic
variables at both surfaces of the plate are taken to cor-
respond to a boundary with tangential slipping [14]:

 (12)

Physically, these conditions correspond to a fully inco-
herent boundary [15] between two media, one of which
(medium 2) is absolutely rigid. If the plate separates
two superconducting half-spaces (ζ > d and ζ < –d) for
which the London penetration depth is λ, then the cor-
responding electrodynamic boundary condition for the
magnetostatic potential φ can be written in the form

 (13)

c11kx
2 c66ky

2 ω2ρ–+( ) c66kx
2 c22ky

2 ω2ρ–+( )

– c12 c66+( )2kx
2ky

2 0,=

c66 c66 ωm
2 ω2– ωme

2–( ) ωm
2 ω2–( ) 1–

.≡

l̃ y m̃x

ωm
2 ω*m

2 ω0
2≡ ωD

2 kx
2k 2– ωme

2 cm
2 k2.+ + +

l̃ y 0, ζ d .±= =

ũn( ) 0, ns[ ] 0, si σiknk, ζ d .±= = = =

∂φ/∂ξ bφ+ 0, b k ⊥ k ⊥ λ( ), ζtanh d .±= = =
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3. THE SPECTRUM OF MAGNETOELASTIC 
WAVES IN AN ANTIFERROMAGNETIC PLATE

In order to solve the boundary-value problem formu-
lated above, we use a method developed in [16, 17] when
studying the effect of magnetic dipole interaction on the
exchange magnon spectrum in a thin ferromagnetic film.
For the magnetostatic equations (ω/c  0) with bound-
ary conditions (13) in the case of k ∈  xy (n || y), the rela-
tion between the amplitude of the magnetostatic poten-
tial φ and the amplitude of oscillations of the y compo-
nent of the antiferromagnetism vector l is determined
by the Green’s function:

 (14)

(the spatial magnetization distribution in the plate is
assumed to be given). Using Eq. (14), one can eliminate
the variables related to the magnetostatic potential φ.
Therefore, it remains to solve the magnetoelastic
boundary-value problem with only exchange [Eq. (11)]
and elastic [Eq. (12)] boundary conditions for a set of
three equations, one of which is an integro-differential
equation. For both cases of n || y and n || x (k ∈  xy), we
will seek a solution to the magnetoelastic boundary-
value problem in the form of an expansion in terms of the
eigenfunctions of the exchange boundary-value problem
in Eq. (11) (η is the coordinate along the propagation
direction of a spin wave, κν ≡ πν/d, ν = 1, 2, …):

 (15)

As a result, a dispersion relation describing the spec-
trum of bulk magnetostatic magnetoelastic vibrations

of an antiferromagnetic plate with k ∈  xy ( ,  ≠ 0)
and boundary conditions (11) and (12) is found in the
form of an infinite set of linear algebraic equations for
the unknown amplitudes Aν. In particular, for n || y, this
set of equations has the form

 (16)

 

 (17)
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≡
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l̃ y Aν κνζ( ) iωt ik ⊥ η–( ).expsin
ν
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2= ωme
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2 κν
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Here,  ≡ Gik; G* ≡ G if kx = k⊥ , ky = κν, and kz = 0.
The set of equations (16) and (17) for Aν has a nontriv-
ial solution if its determinant is equal to zero. An anal-
ysis shows that, for b = 0 (a perfect superconductor or
superdiamagnet [18]) and arbitrary ν, ρ, and k⊥ , we
have Wνρ = 0 if D = 0 (for both cases of n || x and n || y).
If D ≠ 0, we also have Wνρ = 0 for any value of ν, ρ, and
k⊥ , but now only for n || y (b = 0, k ∈  xy). In all these
cases, the spectrum of bulk magnetoelastic waves trav-
eling along the antiferromagnetic plate is found from
Eqs. (16) and (17) to be given by the relations

 (18)

If the dimensionless magnetoelastic coupling parame-
ter is small (ξ2 ! 1), then, to the zeroth order in ξ2 and
for any values of ν and k⊥ , Eqs. (17) and (18) determine
two sets of dispersion relations:

 (19)

 (20)

In Eqs. (19) and (20), kx = κν and ky = k⊥  for n || x and
kx = k⊥  and ky = κν for n || y (k ∈  xy).

Equation (19) describes the spectrum of bulk

dipole–exchange modes with ,  ≠ 0 traveling
along the magnetic plate (k ∈  xy). The spectrum of nor-
mal traveling elastic waves polarized in the sagittal
plane of the plate (of an orthorhombic crystal) is given
by Eq. (20) in the case of boundary conditions (12) at
both surfaces of the plate.

Analysis of Eq. (19) shows that the spectrum of
dipole–exchange waves with k⊥  ≠ 0 (k ∈  xy) has the fol-
lowing features depending on the relative orientation of
the vectors n and l in the xy plane: (i) one (for l || n) or
two (for l ⊥  n) inflection points on the dispersion curve

[ (k⊥ )/  = 0], (ii) a maximum at a point k⊥  ≠ 0
[∂Ωmν(k⊥ )/∂k⊥  = 0] for n || l, and (iii) a crossover
(degeneracy) point for bulk dipole–exchange waves
with mode indices ν and ρ (ν ≠ ρ): Ωmν(k⊥ ) = Ωmρ(k⊥ )
for b = 0 and l ⊥  n. In addition, from Eqs. (16)–(20), it
follows that, in the approximation in question (ε2 = 0)
for both cases of n || y and n || x, the spectrum of bulk
magnetoelastic vibrations in Eqs. (16) and (17) has
degeneracy points of the type Ωmν(k⊥ ) = Ωph,ρ(k⊥ ) at
some k⊥  ≠ 0.
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Thus, using the coupled-mode method, we arrived at
the spectrum of bulk magnetoelastic vibrations in
Eqs. (16) and (17), from which it follows that, in the
general case, the off-diagonal elements Wνρ ≠ 0 in
Eqs. (16) and (17) can be considered a perturbation on
the zeroth approximation (Wνρ ≠ 0) given by Eqs. (18)–
(20). The presence of Wνρ ≠ 0 leads to interaction
between bulk magnetoelastic waves with mode indices
ν and ρ. Therefore, if the modes with given indices ν
and ρ are degenerate in Eq. (18), then for Wνρ ≠ 0, the
crossover points will be absent and, in the vicinity of
the specific crossover points determined at Wνρ = 0
from Eq. (18) by the relations Ωmν(k⊥ ) = Ωmρ(k⊥ ) or
Ωmν(k⊥ ) = Ωph,ρ(k⊥ ), the spectrum of bulk magnetoelas-
tic vibrations can be represented [using Eq. (17)] in the
form

 (21)

From Eqs. (19)–(21), it follows that, for a given mode
ν of bulk magnetoelastic vibrations, spectra (19) and
(20) will have no degenerate point at any value of k⊥  if
one of the following conditions is fulfilled:

 (22)

 (23)

From the point of view of the influence of the lattice on
the dynamics of mode ν in the antiferromagnetic plate
at hand, Eq. (22) corresponds to the frozen-lattice
approximation [2] and is valid not only for high-tem-
perature AFMs (TN > TD) for any value of d and ν but
also for a low-temperature AFM (TN < TD) for those
modes ν for which the ratio ω0d/ν is sufficiently large.

In this case, the inequality (k⊥ ) @ (k⊥ ) takes
place for the spectra in Eqs. (19) and (20). As for the
condition in Eq. (23), it can be fulfilled only for mag-
nons in a low-temperature AFM, and the ratio ω0d/ν in
Eq. (23) must be sufficiently small in this limiting case.
This corresponds to the free-lattice case [2], and for the

spectra in Eqs. (19) and (20), we have (k⊥ ) !

(k⊥ ) in this case. It should be noted that, in order
for different limiting cases of the magnetoelastic
dynamics of a plate for ν ≠ 0 to be realized, it is not nec-
essary, in contrast to the case of an infinite magnet, to
choose the appropriate values of the wavelength; the
limiting cases can also be achieved by varying the plate
thickness in both cases of cm < st and cm > st.

2

Thus, relations (22) and (23) can be used to analyze
the effect of the lattice on the spectrum of traveling bulk
spin waves with k ∈  xy (n || x or n || y) away from mag-
netoacoustic resonance (k⊥ ) = (k⊥ ) in plates
of a high-temperature and a low-temperature AFM

2 In what follows, when discussing the spin dynamics of a plate of
a high-temperature or a low-temperature AFM, conditions (22)
and (23) are assumed to be fulfilled, respectively.
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2

Ωmν Ωph, ρ
PH
characterized by Eqs. (11)–(13). In this case, the mag-
non spectrum of an antiferromagnetic plate described
by Eq. (5) is determined with satisfactory accuracy by
the following relation, which is derived from Eqs. (16)
and (17) in both cases of n || x and n || y:

 (24)

We note that, for dipole–exchange spin waves in a plate
of a low-temperature AFM, neglect of the degeneracy

points of the type (k⊥ ) = Ωph,ρ(k⊥ ) is well founded
for any values of k⊥  for those lowest modes in Eq. (19)
for which the excitation frequency ω satisfies the ine-
quality

 (25)

In this case, only the zeroth mode of bulk longitudinal
elastic waves (dilatation wave) can propagate along the
magnetic plate at hand because of the elastic boundary
conditions (12), and this mode, as is well known [2, 3],
virtually does not interact with bulk spin waves in an
antiferromagnetic crystal described by Eq. (5). Thus, if
condition (22) or (23) is fulfilled, then from Eqs. (16)
and (17) it follows that, for n || x or n || y (k ∈  xy) and
for any value of the wave number k⊥ , the bulk magnon
spectrum calculated with allowance for magnetoelastic,
magnetic-dipole, and inhomogeneous exchange inter-
actions in an antiferromagnetic plate with boundary
conditions (11)–(13) is described by the expression

 (26)

in the case of condition (22) and by

 

 (27)

 

in the case of condition (23). In Eqs. (26) and (27), as
before, kx = κν and ky = k⊥  for n || x and kx = k⊥  and ky =
κν for n || y (k ∈  xy).

In order to investigate in more detail the contribu-
tions from the non-Heisenberg spin–spin interactions to
the formation of the spectrum of traveling bulk spin
waves in a plate of an AFM, we will analyze Eqs. (26)
and (27) in the limit of α  0. This corresponds to the
exchangeless approximation, i.e., to the case where the
effects of inhomogeneous exchange interaction are
ignored [13].

4. SPIN DYNAMICS 
OF AN ANTIFERROMAGNETIC FILM 

IN THE EXCHANGELESS APPROXIMATION

First we consider a crystal which is elastically iso-
tropic in the sagittal plane (k⊥ , n ∈  xy). In this case, as
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is well known, c11 = c22 and c11 – c12 = 2c66 and from
Eqs. (26) and (27) it follows that in the limit of α  0
the spectrum of exchangeless bulk magnons with k ∈  xy
(kz = 0) in a thin antiferromagnetic film in which D ≠ 0,
and the magnetic-dipole and elastostatic mechanisms
of spin–spin interaction operate is described by the fol-
lowing expressions (for both cases of n || y and n || x)
depending on the relationship between the Néel tem-
perature TN and Debye temperature TD:

(28)

(29)

In Eqs. (28) and (29), kx = κν and ky = k⊥  for n || x, kx = k⊥

and ky = κν for n || y (k ∈  xy); and  ≡ (1 – c66/c11).

From Eqs. (28) and (29), it follows that the spectrum of
exchangeless spin waves in a film of a low-temperature
AFM [Eq. (29)] has additional anomalies in compari-
son with the spectrum in Eq. (28). These extra anoma-
lies occur because, in this case, the magnon dispersion
is caused not only by magnetic-dipole interaction but
also by indirect spin–spin interaction via the long-range
field of quasi-static magnetoelastic deformations.
Therefore, in the exchangeless approximation, disper-

sion of spin waves of the type under discussion (  ≠ 0;
k⊥ , n ∈  xy) in a thin film of an orthorhombic AFM
described by Eq. (5) can arise even in the case of D = 0
(where the mode is not magnetic-dipole-active). An
analysis of Eqs. (28) and (29) in the case of D = 0 shows
that, in the geometry chosen, for TN < TD and under con-
dition (23), the elastostatic spin–spin interaction leads
to anomalies in the dispersion law of a traveling spin
wave which are absent in the case of a high-temperature
AFM, as well as in other geometries of the easy-plane-
type AFM under study with TN < TD. In particular, for a
given mode index ν, for both cases of n || x and n || y, an
exchangeless spin wave characterized by the spectrum
in Eq. (29) is of the direct-wave type [∂Ωmν(k⊥ )/∂k⊥  > 0]
for k⊥  < k∗ ν and it is of the back-wave type
[∂Ωmν(k⊥ )/∂k⊥  < 0] for k⊥  > k∗ ν; at k⊥  = k∗ ν ≠ 0, we have
∂Ωmν(k⊥ )/∂k⊥  = 0, which corresponds to a maximum on
the dispersion curve of this mode of spin waves. If ν < ρ,
we have Ωmν(k⊥ ) > Ωmρ(k⊥ ) for k⊥  < k∗ ν and Ωmν(k⊥ ) <
Ωmρ(k⊥ ) for k⊥  > k∗ ν. In addition, in contrast to the case
of the spectrum in Eq. (28), even in a thin film of a low-
temperature AFM, dispersion curves described by
Eq. (29) for modes ν and ρ can intersect at k⊥  = kνρ,
Ωmν(kνρ) = Ωmρ(kνρ), because of the elastostatic mecha-
nism of dispersion of exchangeless magnons. If ν < ρ,
we have k∗ ν < kνρ < k∗ ρ. In this case, near the crossover
point k⊥  ≈ kνρ, mode ν is of the direct-wave type, while
mode ρ is of the back-wave type. The accumulation
points of the spectrum in Eq. (29) for D = 0 are ω0 in

Ωmν
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both limits of k⊥   0 and k⊥   ∞; that is, in both
these limits, |Ωmν(k⊥ ) – Ωmρ(k⊥ )|  0. From Eq. (29), it

follows that, if for n || x or n || y the condition  >

 is fulfilled, then in the case where the elastostatic
and magnetic-dipole mechanisms of indirect spin–spin
interaction operate simultaneously in the crystal, the
spectrum of exchangeless bulk magnons remains quali-
tatively the same as the spectrum in a plate of a low-tem-
perature AFM in Eq. (29) for D = 0 (l || x); this was dis-
cussed above. The only difference is that for D ≠ 0, the
accumulation points at k⊥   0 and k⊥   ∞ in the
magnon spectrum in Eq. (29) do not coincide:
Ωmν(k⊥   0) < Ωmν(k⊥   ∞) for l ⊥ n and
Ωmν(k⊥   0) > Ωmν(k⊥   ∞) for l || n. In the case of

 < , the spectrum of exchangeless bulk mag-
nons in question is independent of the relationship
between the Néel temperature and the Debye tempera-
ture of the antiferromagnetic crystal.

If we take into account the anisotropy of the elastic
moduli in the sagittal plane xy (D ≠ 0), the spectrum of
exchangeless bulk magnons in a plate of an orthorhom-
bic AFM will have the following form instead of
Eq. (29) [as in Eqs. (28) and (29), we have kx = κν and
ky = k⊥  for n || x and kx = k⊥  and ky = κν for n || y (k ∈  xy)]:

 (30)

An analysis of Eq. (30) shows that in the case where the
elastostatic and magnetic-dipole mechanisms of the
formation of the spectrum of exchangeless bulk mag-

nons with k ∈  xy ( ,  ≠ 0) operate simultaneously,
then for n || y or n || x, the dispersion curve of mode ν
can have not only a maximum (as for D = 0) but also a
minimum at some values of k⊥  ≠ 0. The corresponding
wavenumbers kν± are real positive roots of the equation
∂Ωmν(k⊥ )/∂k⊥  = 0, where Ωmν(k⊥ ) is given by Eq. (30).
In particular, a dispersion curve of bulk magnon mode
ν of Eq. (30) will have such a shape if the following
conditions are fulfilled:

 (31)

An analysis of expressions for  shows that, as D  0,
we have kν+  ∞ and kν–  k*ν for n || y and kν– 
0 and kν+  k*ν for n || x.

In addition, from Eq. (30) at α  0, it follows that,
in the case where the magnetic-dipole and elastostatic
mechanisms of exchangeless magnon dispersion oper-
ate simultaneously in a thin film of a low-temperature
AFM, two crossover points can exist at some values of
k⊥  ≠ 0 for given modes ν and ρ of exchangeless bulk
spin waves described by Eq. (29). The corresponding
wavenumber values k± can be found from the equation
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Ωmν(kνρ) = Ωmρ(kνρ) and Eq. (30). In the formal limit of
D  0 (neglecting the Dzyaloshinski interaction), we
have k–  kνρ and k+  ∞ for n || y and k+  kνρ
and k–  0 for n || x.

If the relationship between the elastic constants of a
magnet is opposite to that in Eq. (30), then for both
cases of n || y and n || x, the dispersion curve of any
mode ν of exchangeless magnons described by Eq. (30)
will have only one extremum (maximum) at k⊥  ≠ and
given modes ν and ρ will have only one crossover
point.

For sufficiently large values of D, the dispersion
curves of the same magnon mode ν in a high-tempera-
ture AFM [Eq. (28)] and a low-temperature AFM
[Eq. (30)] will be similar in character for a given rela-
tive orientation of the vectors n and l.

5. EFFECTS OF INHOMOGENEOUS EXCHANGE 
INTERACTION

To date, when analyzing the dispersion relations
(26) and (27), we ignored the effects of inhomogeneous
exchange interaction (α  0). From Eq. (26), it fol-
lows that, if α ≠ 0 (cm ≠ 0), then in a high-temperature
AFM of the easy-plane type, the spectrum Ωmν(k⊥ ) of
traveling bulk spin waves with k ∈  xy (D ≠ 0) will have
a contribution from the Heisenberg nonlocal spin–spin
interaction in addition to the magnetic-dipole contribu-
tion. For this reason, in the case of n || y, the dispersion
curves of the two given modes ν and ρ can have two
crossover points at k⊥  ≠ 0, Ωmν(kνρ) = Ωmρ(kνρ). These
points arise in the spectrum of bulk spin waves Ωmν(k⊥ )
only when the magnetic-dipole and inhomogeneous
exchange spin–spin interactions are both present in the
antiferromagnetic plate with n || y (i.e., when D ≠ 0 and
α ≠ 0). In this case, we have ∂Ωmν(k⊥ )/∂k⊥  > 0 for any
values of k⊥  and ν. In the case of n || x, as follows from
Eq. (26), if the magnetic-dipole and Heisenberg spin–
spin interactions are both taken into account, the disper-
sion curve of mode ν of dipole–exchange spin waves
can have a minimum at k⊥  ≠ 0. In addition, the disper-
sion curve can have one and two inflection points at
k⊥  ≠ 0 in the cases of n || x and n || y, respectively. These
points can be found from Eq. (26) and the condition

∂2Ωmν(k⊥ )/∂  = 0.

In the case of a film of a low-temperature AFM,
analysis of Eq. (27) shows that even without magnetic
dipole interaction [i.e., at D = 0 in Eq. (27)], a combi-
nation of elastostatic and Heisenberg spin–spin interac-
tions leads to significant changes in the spectrum of bulk
magnons relative to its exchangeless limit (α  0) in
Eqs. (29) and (30), namely, (i) to the appearance of two
crossover points of the dispersion curves of elastic–
exchange spin-wave modes ν and ρ and (ii) to the
appearance of two extreme points at k⊥  ≠ 0, one of
which corresponds to a maximum and the other to a
minimum on the Ωmν(k⊥ ) dispersion curve described by

k ⊥
2

PH
Eq. (27). If D ≠ 0 in Eq. (27), then the magnetic-dipole
mechanism of nonlocal spin–spin interaction, together
with elastostatic and Heisenberg mechanisms, pro-
duces additional anomalies in the spectrum of the spin
waves with k ∈  xy (kz = 0) relative to the spectrum of
pure elastic–exchange magnons investigated above
(i.e., for D = 0). Analysis shows that even in the pres-
ence of a weak inhomogeneous exchange interaction,
the accumulation points at k⊥   0 and k⊥   ∞ in the
spectrum of exchangeless bulk spin waves [Eqs. (28)–
(30)] disappear and an additional crossover point arises
in their stead for modes ν and ρ. For this to be the case,
the condition Ωmν(k⊥ ) > Ωmρ(k⊥ ) must be fulfilled at this
point for ν < ρ in the case of α = 0. If in the no-
exchange limit [Eqs. (28)–(30)] the mode of bulk spin
waves is of the back-wave type in the vicinity of the
short-wavelength point of accumulation, i.e.,
∂Ωmν(k⊥ )/∂k⊥  < 0, then a minimum can appear on the
corresponding dispersion curve due to inhomogeneous
exchange interaction. But if in the limit of α  0 the
mode of bulk spin waves in the vicinity of the short-
wavelength point of accumulation is of the direct-wave
type, i.e., ∂Ωmν(k⊥ )/∂k⊥  > 0, then an additional inflec-

tion point [∂2Ωmν(k⊥ )/∂  = 0] can appear on the corre-
sponding dispersion curve when inhomogeneous
exchange interaction is taken into account.

An analysis of Eqs. (26) and (27) shows that, in the
case of α ≠ 0, if the mode index ν is sufficiently large
or the thickness of the magnetic film 2d is small, then
the Ωmν(k⊥ ) dispersion curve described by Eqs. (26)
and (27) will correspond to a mode of the direct-wave
type [∂Ωmν(k⊥ )/∂k⊥  > 0] for any value of the wavenum-
ber k⊥ ; this dispersion curve has no inflection points

[∂2Ωmν(k⊥ )/∂  = 0] and no crossover points [Ωmν(k⊥ ) =
Ωmρ(k⊥ )]. In particular, for a plate of a crystal which is
elastically isotropic in the sagittal plane, the condition
for simultaneous existence of a maximum and a mini-
mum (k⊥  ≠ 0) on the Ωmν(k⊥ ) dispersion curve of mode
ν of bulk magnons for the antiferromagnetic plate at
hand in the case where elastostatic, magnetic-dipole,
and inhomogeneous exchange interactions are all taken

into account has the form  < (  +

)
3
/27 for n || x and  < (  –

)
3
/27 for n || y.

As is well known from crystal optics [19], when
analyzing the reflection and refraction of a bulk normal
wave at the interface of two media, the shape of the
refraction (slowness) surface of the normal wave is of
primary importance. Clearly, the local geometry of the
wave-vector surface of the normal bulk waves under
study also significantly affects the spectrum of normal
vibrations of a finite crystal, because the spatial distri-
bution of the amplitude of normal bulk vibrations is
determined by the interference of bulk waves incident
on and reflected from the boundaries of the crystal. In

k ⊥
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the next section, we analyze the influence of magnetic-
dipole, elastostatic, and inhomogeneous exchange
interactions on the shape of the refraction surface of
normal spin waves in an infinite magnet and the rela-
tionship between the local geometry of this surface and
the anomalies of the bulk magnon spectrum investi-
gated above in a thin film of a high-temperature or a
low-temperature AFM.

6. THE SHAPE OF THE REFRACTION SURFACE

Since the wave vector of a spin wave described by
Eqs. (26) and (27) lies in the xy plane, we will investi-
gate the shape of the cross section of an isofrequency
surface of the spin waves under discussion (ω = const;

,  ≠ 0) in k space in the kxky sagittal plane. Using
Eqs. (9) and (10) and the condition ω/st|k|  0, we
find that the cross section is described by the equations

( /k2 ≡ cos2θ, k2 ≡  + , l || x, D ≠ 0)

 (32)

 

 (33)

 

Here,  ≡ Λik(kx ≡ kcosθ, ky ≡ ksinθ).

An analysis of the extreme points of curves
described by Eqs. (32) and (33) and a comparison with
the results obtained above by analyzing the shape of

l̃ y m̃z

kx
2 kx

2 ky
2

cm
2 k2 ω2= ω0

2 ωD
2–– θcos

2 ωme
2– , T N TD,>

cm
2 k2 ω2= ω0

2 ωD
2 θcos

2
––

– ωme
2 1 R θ( )–( ), T N TD,<

R θ( ) c66 θsin
2 Λ11 θcos

2 Λ22 2Λ12 2θsin–+( )≡

× Λ11Λ22 Λ12
2

–( )
1–
.

Λ ik

ω2

k⊥0

ν = 5

ν = 4 ν = 3

ν = 2

ν = 1

ν = 0

Fig. 1. Dispersion curves of dipole–exchange bulk spin
waves in a plate of an elastically isotropic antiferromagnet
of the easy-plane type (TN > TD), described by Eqs. (5), (6),
and (11)–(13), with n || l.
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dispersion curves described by Eqs. (26) and (27)
shows that the appearance of crossover points or of a
local extremum on the dispersion curve of mode ν of
the guided magnons under study is associated with the
presence of regions of ∂ω/∂k⊥  = 0 or ∂ω/∂kn = 0 [kn ≡
(kn)] in the cross section [described by Eqs. (32), (33)]
of the refraction surface of a normal spin wave of the
same polarization (in an infinite crystal) in the plane
containing the vectors n and k⊥  [see Figs. 1, 2 for a
high-temperature AFM described by Eqs. (5), (6) and
Figs. 3, 4 for a low-temperature AFM described by
Eqs. (5), (6)].3 

As before, the directions of the vectors n and k⊥  are
assumed to coincide with the coordinate axes (the x or
y axis in the case at hand). In this case, the points of
intersection of straight lines ky = const or kx = const and
the refraction surface described by Eqs. (32) and (33)
give information on the spectrum of the corresponding
guided magnons with given wavenumber k⊥ , frequency
ω, and mode index ν [the spectrum described by
Eq. (26) or (27) in the case at hand] of a plate of an
easy-plane-type AFM with TN > TD or TN < TD. In par-
ticular, if the direction of the normal to the film surface
n lying in the kx, ky plane coincides with the ordinate
axis (n || y), the presence of points common to the kx =
k⊥  straight line and the curve described by Eq. (32) or
(33) is a necessary condition for the existence of a
crossover point for dispersion curves described by
Eqs. (26) and (27). The number of intersection points of
the kx = k⊥  straight line and the curve of Eq. (32) or (33)
determines the maximum number of spin-wave modes
in Eq. (26) or (27) that can propagate along the x axis in

3 In Figs. 1–4, it is assumed that k ∈  xy, Wνρ  0 (ν ≠ ρ); for
modes Ωmν(k⊥ ) with ν ≥ 3, condition (1) is assumed to be ful-
filled.

ω2

k⊥0

ν = 5

ν = 4 ν = 3

ν = 2 ν = 1

ν = 0

Fig. 2. Dispersion curves of dipole–exchange bulk spin
waves in a plate of an elastically isotropic AFM of the easy-
plane type (TN > TD), described by Eqs. (5), (6), and (11)–
(13), with n ⊥  l.
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a 2d thick plate of the AFM under study and have the
same wavenumber k⊥  and frequency ω. In the same
geometry, the points common to the curve of Eq. (32)
or (33) and the ky = κν straight line determine the wave-
numbers k⊥  with which the guided magnon mode ν of
the type in question and of frequency ω can propagate
along a thin 2d thick film of the AFM under study.

ω2

k⊥0

ν = 5

ν = 4 ν = 3

ν = 2

ν = 1

ν = 0

Fig. 3. Dispersion curves of dipole–exchange spin waves in
a plate of an elastically isotropic AFM of the easy-plane
type (TN < TD), described by Eqs. (5), (6), and (11)–(13),
with n || l.
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0

Fig. 5. Cross sections of isofrequency surfaces of a normal
spin wave described by Eq. (26) by the xy plane for an infi-
nite elastically isotropic AFM of the easy-plane type (TN >

TD), described by Eqs. (5) and (6), with l || x: (1)  < ω2 –

 <  + , (2)  +  < ω2 –  <  + ,

and (3)  +  +  < ω2.
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PH
Since the outward normal to the refraction surface is
aligned with the group velocity of the wave [14, 19], an
investigation of the local geometry of the cross section
of the isofrequency surface described by Eqs. (32) and
(33), together with the results of analysis of Eqs. (26)
and (27), allows one to determine the type (direct wave
or back wave) of guided magnons corresponding to a

ω2

k⊥0

ν = 5

ν = 4

ν = 3

ν = 2

ν = 1

ν = 0

Fig. 4. Dispersion curves of dipole–exchange spin waves in
a plate of an elastically isotropic AFM of the easy-plane
type (TN < TD), described by Eqs. (5), (6), and (11)–(13),
with n ⊥  l.
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Fig. 6. Cross sections of isofrequency surfaces of a normal
spin wave described by Eq. (27) by the xy plane for an infi-
nite elastically isotropic AFM of the easy-plane type (TN <

TD), described by Eqs. (5) and (6), with l || x: (1)  < ω2 <

 + , (2)  +  < ω2 <  + , and

(3)  +  < ω2.
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given region (characterized by given ω, κν, and k⊥ ) of
the dispersion curve described by Eqs. (26) and (27). In
particular, in the case of k ∈  xy considered in this paper,
a bulk spin wave described by Eqs. (26) and (27) and
propagating along a film with n || y will be of the back-
wave type if the projection of the outward normal to the
refraction surface onto the x axis at the intersection
point of this surface and the ky = κν straight line is neg-
ative; when this projection is positive, the correspond-
ing wave with given k⊥ , ω, and κν will be of the direct-
wave type.

If this projection onto the x axis is equal to zero at
some k⊥  ≠ 0, then the dispersion curve of mode ν of
bulk waves traveling along the 2d thick film has an
extremum at the corresponding values of frequency ω
and wavenumber k⊥ . The character of this extremum
(maximum or minimum) is determined by the sign of
the local curvature of the dispersion curve, described by
Eqs. (32) and (33), at this point (Figs. 5, 6). In particu-
lar, the extremum is a maximum if the local curvature
is negative.

In this paper, Eqs. (16) and (17) are basically inves-
tigated to the zeroth order in Wνρ. However, it should be
noted that if two dispersion curves intersect at the

degeneracy point Ωmν(k⊥ ) = Ωmρ(k⊥ ) or (k⊥ ) =

(k⊥ ), one of them being of the direct-wave type
and the other being of the back-wave type, then, as can
be seen from Eq. (21), this degeneracy is lifted, with the
consequence that two additional extreme points appear,
one of which is a local maximum and the other is a local
minimum of the dispersion curve.

As follows from Eqs. (23) and (27), a necessary
condition for the manifestation of lattice-induced
anomalies of the dispersion curve of mode ν of dipole–
exchange bulk magnons in a plate of a low-temperature
AFM is the fulfillment of the condition

 (34)

If ωme ≈ 109 Hz and cm ≈ 105 cm/s [2, 3], then for ω0 !
ωme (near the boundary of stability of this magnon
state) the anomalies investigated above will occur in a
plate with d @ 10–3ν cm. It should be noted that condi-
tion (34) is fulfilled the better, the lower the Néel tem-
perature (TN < TD).

7. CONCLUSIONS

Thus, in this paper, we determined the necessary
conditions for the occurrence of earlier unknown anom-
alies produced by the crystal lattice in the spectrum of
traveling bulk spin waves in a thin antiferromagnetic
film. The existence of these anomalies depends criti-
cally not only on the finite dimensions of the crystal but
also on the relationship between the Néel temperature
and the Debye temperature. In this paper, the following
anomalies are found to occur in the spectrum of dipole–

Ωmν
2

Ωph, ρ
2

ωme
2 , ω0

2
 @ cm

2 π2ν2/d2.
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exchange bulk magnons in the presence of magne-
toelastic interaction:

(1) Even in the exchangeless approximation, the
Ωmν(k⊥ ) dispersion curve of mode ν has several points
k⊥  ≠ 0 at which ∂Ωmν(k⊥ )/∂k⊥  = 0. These points can cor-
respond to both a local maximum and a local minimum
of the dispersion curve.

(2) Crossover points at k⊥  ≠ 0 can exist for disper-
sion curves of modes ν and ρ in the spectrum Ωmν(k⊥ )
of a thin antiferromagnetic film not only in the presence
of inhomogeneous exchange interaction but also in the
exchangeless approximation (because of hybridization
of elastostatic and magnetostatic spin–spin interac-
tions).

(3) There is a one-to-one correspondence between
the local geometry of the refraction surface of normal
spin waves in an infinite magnetic crystal and the struc-
ture of the spectrum of this type of waveguide waves in
a thin film of the same material. There is no question
that the correlation found between the shape of the
refraction surface of a normal wave, the structure of the
spectrum of guided waves, and their type (direct wave
or back wave) also takes place for other types of normal
waves in an infinite crystal (phonons, excitons, etc.).

In this paper, we considered only the case of H = 0.
It can easily be shown that in the case of H || y and D =
0, all results obtained above for l || x, (k⊥ , n) ∈  xy, and

( , ) ≠ 0 remain valid, except for the substitutions

ωD  ωH and    + . The consequences
of rotational invariance will be considered elsewhere.
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Abstract—The equation of motion of magnetization of a garnet ferrite (111) film is solved numerically. It is
shown that different regimes of the resonance precession of magnetization are realized depending on the bias
and microwave fields; the regimes differ in amplitude and in the shape of their magnetization precession trajec-
tories. In addition, bifurcations occur which lead to an abrupt change in amplitude, to bistability, and to preces-
sion with a period that is a multiple of the microwave-field period. © 2001 MAIK “Nauka/Interperiodica”.
1. The nonlinear dynamics of magnetization in mag-
netically ordered crystals is of interest because of the
variety of dynamic regimes of precession of the magne-
tization vector and the possibility of attaining large
angles of uniform precession [1–4]. The latter property
is of importance because magnetization precession can
be useful for modulating laser radiation, the efficiency
of which is determined by the precession angle [5, 6].
In [7], the features of nonlinear precession of a mag-
netic moment associated with its nutation in an effec-
tive field and with the frequency-doubling effect were
investigated in a (111) film of a cubic crystal. The
investigation was carried out in a geometry where bias
fields were applied perpendicular to the film surface
and for frequencies corresponding to resonance preces-
sion, i.e., to ferromagnetic resonance (FMR). It was
found that, for a given microwave (MW) field charac-
terized by its amplitude and polarization, the angle of
resonance precession is large only at certain values of
the bias static field and is induced by crystalline anisot-
ropy fields. Under conditions for nonlinear FMR, the
precession of the magnetic moment is accompanied by
its nutation, which is dominated by the contribution
from the third harmonic of the fundamental precession.
Away from FMR, in the case of a linearly polarized
MW field, the frequency-doubling effect is significant
and the second harmonic becomes dominant. In this
paper, we present the results of a numerical solution to
the equations of motion of magnetization, which indi-
cate that there are several regimes of precession: bifur-
cation, bistable dynamic states, and precession with a
period that is a multiple of the MW field period.

2. Let the crystallographic [111] axis of a single-
crystal garnet ferrite film be aligned with the x axis
(which is taken to be normal to the film surface). The y

and z axes are taken to be parallel to the  and

 directions, respectively. The polar angle θ and

112[ ]
110[ ]
1063-7834/01/4308- $21.00 © 21499
azimuthal angle ψ of the magnetization M are reckoned
from the x and y axes, respectively. The dynamic behav-
ior of the magnetization in an external static magnetic
field H and an MW field h is described by the equations
of motion [8]

 (1)

where γ is the gyromagnetic ratio, λ is the damping
constant, and F is the free-energy density. From the
conditions ∂F/∂θ = 0 and ∂F/∂ψ = 0, we find the equi-
librium angles θ0 and ψ0. Using the basic parameters
determining the film magnetization, we solve Eq. (1)
using numerical methods for those values of the static
field H for which the equilibrium orientation of the vec-
tor M is along the normal (θ0 = 0) to the film (for given
values of the growth-induced and crystalline anisotropy
constants, Ku and K1, respectively). The resonance fre-
quency equals ωr = γHeff(0), where the effective field is

 (2)

The MW field is linearly polarized and lies in the yz
plane (i.e., h ⊥  H).

3. The numerical solution of Eq. (1) shows the pro-
jections of the stationary trajectories of the precessing
magnetic moment onto the yz plane for different values
of the static and MW fields. The stationary magnetiza-
tion precession is independent of the orientation of the
MW field in the film plane and the initial phase of this
field in the cases under study. In our calculations, we
used the following parameters of a real garnet ferrite
film Y2.9La0.1Fe3.9Ga1.1O12: 4πM = 214.6 G, γ = 1.755 ×
107 (Oe s)–1, λ = 3 × 106 s–1, and Ku = K1 = –103 erg/cm3

[4]. For the bias field values in the range H0 < H < Hc,
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Fig. 1. Projections of stationary trajectories of precession of the magnetic moment onto the yz plane for various values of the bias
field H = (a) (1) 260 and (2, 3) 283.5; (b) (1) 280 and (2) 285; and (c) (1) 290, (2) 350, (3) 400, and (4) 600; and for various values
of the MW field amplitude h = (a) (1) 0.04, (b) (1) 2, and, in the other cases [(a) (2, 3), (b) (2), (c) (1–4)], 1.5 Oe. mα = Mα/M, with
α = y, z.
where H0 ≅  254 Oe is the minimum value corresponding
to the resonance frequency ωr = 0 and Hc ≅  275 Oe, the
axis of precession is normal to the film plane only for
MW fields of amplitude h ≤ 5 × 10–2 Oe (curve 1 in Fig.
1a). As the MW field is increased, the magnetization tilts
to one of the three directions that are determined by the
value of the bias field and the film anisotropy precesses
about this direction with an average amplitude of 〈φ〉 ≤
3°. An increase in the bias field causes the magnetization
to precess again about the normal to the film with the
maximum amplitude; for example, for h = 1.5 Oe, the
amplitude of precession is as large as 〈φ〉 ≅  30° (curve 2
in Fig. 1a). Further, a fairly narrow range of bias fields
(∆H ~ 1 Oe) follows in which dynamic bistability takes
place; namely, in addition to the orbit with the maximum
amplitude of precession of the magnetic moment,
another stationary orbit arises with 〈φ〉 ≅  10° (curve 3 in
Fig. 1a). Which of these two dynamic states is realized
depends on the parameters of the fields and magnetiza-
tion (and on their fluctuations), as well as on the initial
phase of the MW field. In this FMR geometry, as can be
seen from the M trajectories presented, the dominant

Contributions from harmonics of fundamental oscillations
with frequency ωr to nutation of the magnetization M

H, Oe φ0, deg φω/φ0 φ2ω/φ0 φ3ω/φ0

283 30.108 2.50 × 10–2 1.38 × 10–2 3.62 × 10–1

300 11.463 3.20 × 10–2 4.42 × 10–2 1.13 × 10–1

400 16.904 1.98 × 10–3 1.25 × 10–2 5.03 × 10–2

500 15.721 1.09 × 10–3 6.29 × 10–3 2.89 × 10–2

600 12.228 7.24 × 10–4 4.94 × 10–3 1.65 × 10–2

700 9.629 4.13 × 10–4 4.94 × 10–3 1.02 × 10–2
P

contribution to nutation of the magnetic moment comes
from the third harmonic of fundamental oscillations with
resonance frequency ωr. This contribution is maximum
in the regime where the precession angle 〈φ〉 is maxi-
mum. Over very narrow ranges of bias fields (∆H ~ 10–2

Oe), regimes occur in which the trajectories are complex
and the period of precession is a multiple of the MW field
period; i.e., T = 2πl/ωr, where l is an integer. The curves
presented in Fig. 1b correspond to stationary periodic
motions of magnetization with l = 3 (curve 1) and 4
(curve 2); for H ≅  284 Oe and h = 1.5 Oe, a regime with
l = 8 can occur. With a further increase in H and the MW
field amplitude h ≤ 1.7 Oe kept fixed, the precession
amplitude first increases and then decreases (curves 1–4
in Fig. 1c). The trajectories more and more closely
resemble circles; that is, the contribution from the higher
harmonics of fundamental oscillations with the reso-
nance frequency to magnetization nutation decreases.

Figure 2 shows the time dependence of the normal
component of the magnetic moment in the process of
transition to a stationary orbit for the MW field ampli-
tude h = 1.5 Oe and the bias field H equal to (a) 260 and
(b) 283.5 Oe. Figure 2a corresponds to a transition to
stationary precession with a small amplitude about an
axis making an angle θ = 40.7° with the normal to the
film. Figure 2b corresponds to a regime of dynamic
bistability in which the magnetic moment precesses
about the normal to the film; precession with a large
amplitude (curve 1) occurs when the initial phase of the
MW field is equal to 10°, while the small stationary
orbit of precession with a much smaller amplitude of
nutation (curve 2) corresponds to the zero initial phase.

In order to calculate the contributions to magnetiza-
tion nutation from different harmonics of fundamental
oscillations with the resonance frequency, we expand
HYSICS OF THE SOLID STATE      Vol. 43      No. 8      2001
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the time-dependent precession angle φ(t) into a Fourier
series:

 (3)

The contributions from the first three harmonics are
listed in the table for several values of the bias field H.
It can be seen that, in a (111) film under FMR condi-
tions, the contribution from the third harmonic is the
largest of the contributions from the higher harmonics
(n > 0) [7]. For sufficiently large values of the bias field,
H @ H0, and small amplitudes of precession, the angle
φ(t) is determined by the constant component φ0 = 〈φ〉
with a high degree of accuracy and the higher harmon-
ics can be ignored when describing the motion of the
magnetization.

In this case, the average angle of precession φ0 is
approximated as

 (4)

where the complex diagonal (χ = χ' – iχ'') and off-diag-
onal ( ) components of the high-fre-
quency susceptibility tensor, which determines the lin-
ear relation between the MW field and the correspond-
ing response of the magnetization, are equal to (at
resonance, ω = ωr) χ' = γM(λ2 – γ2M2)/ω∆, χ'' =

γ2M2(3λ2 + 2γ2M2)/ωλ∆,  and

 where ∆ = λ2 + 4γ2M2 [8]. For
example, for H = 500, 600, and 700 Oe, Eq. (4) gives
φ0 = 17.510°, 12.431°, and 9.639°, respectively. Com-
parison of this with the data in the table shows that
Eq. (4) is a close approximation in the case of high bias
fields.

For MW field amplitudes in the range 1.7 ≤ h ≤ 2 Oe,
as numerical analysis shows, bifurcation occurs and
precession with a sharply increased amplitude is
observed; this precession is stable in the range of bias
fields H1(h) < H < H2(h), the width of which increases
with h. For h ≥ 2 Oe, the upper limit H2 is absent; only
a sharp increase in the precession amplitude is
observed, and then the amplitude decreases rather
smoothly. Figure 3 shows the time dependence of the
normal component of the magnetic moment that moves
from the initial position θ = 0 and goes into a stationary
orbit under the action of an MW field with an amplitude
of h = 2 Oe. The bias field is taken to be near its bifur-
cation value H1 (curve 1 corresponds to H = 334.44 Oe;
curve 2, to H = 334.45 Oe). As H approaches H1, range
A in Fig. 3 increases in length, which means that pre-
cession with an intermediate amplitude 〈φ〉 becomes
stable at H = H1. Therefore, in the case of the bifurca-
tion in question, precession of the vector M changes
over from one stable stationary orbit to the other via a
third stable state.

φ t( ) φnω iωnt( )exp∑= .

φ0cos 1
h

2

4M2
---------- χ 2 χa

2
+( )–= ,

χa χa' iχa''–=

χa' γ3
M

3
/ω∆,=

χa'' 2γ4
M

4
/ωλ∆,=
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The dependence of the average polar angle 〈θ〉  of the
magnetic moment on the bias field H is shown in Fig. 4
for different values of the MW field amplitude. In the
range 260 ≤ H ≤ 275 Oe, the average amplitude of sta-
tionary precession is 〈φ〉 ≤ 3° and its axis is not normal
to the film plane. As the bias field is increased, the mag-
netization begins to precess about the normal to the film
with a maximum amplitude (〈θ〉  ≡ 〈φ〉) and then a
bistable state arises. For H > 284.5 Oe, only the orbit
with a small precession amplitude remains stable; if h <
1.7 Oe, the precession amplitude first increases with
increasing bias field, then passes through a feebly
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Fig. 2. Time dependence of the normal component of the
magnetization M (mx = Mx/M) which moves from its initial
position θ = 0 and goes (a) into a stationary precession orbit
about an axis tilted with respect to the normal to the film and
(b) into one of the two stationary orbits in the dynamic-
bistability regime.
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Fig. 3. Time dependence of the normal component of the
magnetic moment which moves from its initial position θ =
0 and goes into a stationary precession orbit for two values
of the bias field close to the bifurcation field H1 (see text).
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Fig. 4. Dependence of the average polar angle 〈θ〉  of the
magnetization M on the bias field H for different values of
the MW field amplitude h = (1) 1.5, (2) 1.6, (3) 1.702, (4)
1.75, and (5) 2.0 Oe; 〈θ〉 ≡ 〈φ〉 for H * 275 Oe.
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marked maximum and decreases. In the case of suffi-
ciently large MW field amplitudes, the small orbit
becomes unstable at H = H1(h) and the precession
amplitude increases sharply; however, at H > H2(h) (for
h < 2 Oe), the orbit with a small precession amplitude
again becomes the only stable orbit.

The investigation performed in this paper shows
that, under FMR conditions, various regimes of magne-
tization precession can occur in a garnet ferrite (111)
film; these precession regimes differ greatly in ampli-
tude and in the shape of their trajectories. In addition,
bifurcation can arise, which leads to a sharp change in
the precession amplitude, to bistable states, and to pre-
cession with a period that is a multiple of the resonant
MW field period.
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Abstract—This paper reports the results of a complex investigation into the properties of nanocrystalline iron
prepared through mechanical dispersion in a hydrogen atmosphere. Magnetic measurements reveal changes in
the magnetic characteristics of iron samples obtained for different times of milling (i.e., samples with different
grain sizes). The structural transformations responsible for these changes are studied by x-ray diffraction,
Mössbauer spectroscopy, and thermogravimetry. It is found that incorporation of hydrogen into the boundary
region between single-domain particles of consolidated nanocrystalline iron leads to an increase in the coercive
force. Magnetic anisotropy induced by strains is observed. It is established that the strain-induced magnetic
anisotropy affects the field dependence of the saturation magnetization of nanocrystalline iron. © 2001 MAIK
“Nauka/Interperiodica”.
1. INTRODUCTION

Research on the nanocrystalline state of matter is a
topical direction of solid-state physics. This state sub-
stantially differs in atomic ordering from the polycrys-
talline and amorphous states [1]. Numerous experimen-
tal studies have demonstrated that a decrease in the par-
ticle size to ~10 nm results in a drastic change in the
heat capacity and the magnetic, electrical, and mechan-
ical characteristics of the material [2]. This effect is
more pronounced in experiments with isolated parti-
cles. For example, ferromagnetic nanocrystalline parti-
cles are characterized by changes in their magnetic
properties, such as the magnetic moment, the Curie
temperature, and the coercive force.

A different situation occurs in consolidated nanoc-
rystalline ferromagnets. Their unusual physical proper-
ties can be associated with the small sizes of their crys-
tallites (grains) and also with the fact that the interface
regions (grain boundaries) can involve from 10 to 50%
of the total number of atoms. As the grain size
decreases, the misorientation of nanocrystallites leads
not only to a decrease in the atom density in interface
regions but also to the formation of stress fields that
extend from the boundaries deep into the grains. The
stress fields induce displacements of atoms from their
regular lattice sites and, thus, change the configuration
of the nearest neighbor atoms. All these factors can
bring about a change in the energy of magnetic
exchange interaction because of the limiting ferromag-
netic exchange length (according to different estimates,
the exchange length for α-Fe is equal to 25–30 nm).
Moreover, depending on the preparation conditions of
the nanocrystalline samples, the chemical composition
of interface regions can differ from that of crystallites.
1063-7834/01/4308- $21.00 © 21503
In this respect, the separation of the contributions from
atoms located in grains and atoms within the interface
regions to the physical effects under investigation is a
central problem in the study of the consolidated nanoc-
rystalline state. In order to solve this problem, it is nec-
essary to obtain experimental data on the interrelation
between the structural and physical properties of nano-
materials with correctly evaluated grain sizes.

In the present work, we carried out a complex inves-
tigation into the structural and magnetic characteristics
of nanocrystalline iron. The iron samples were pre-
pared using a currently efficient and widely used
method—mechanical dispersion in a high-power ball
mill. However, unlike the standard inert atmosphere
which is commonly used for producing nanocrystalline
materials, we used a hydrogen atmosphere in the mill.
In our earlier work [3], we showed that the presence of
hydrogen in the atmosphere during milling of the mate-
rial changes the dispersion kinetics and provides the
conditions for mechanical synthesis; i.e., hydrogen
affects the mechanism of the phase formation in the
interface regions of contacting particles.

It is known that hydrogen does not dissolve in the
solid phase of iron at room temperature. Ponyatovskiœ
and his collaborates [4, 5] proved that the formation of
iron hydride FeH requires a hydrogen pressure up to
7 GPa and a temperature of approximately 250°C. Iron
hydride is unstable: it transforms into α-Fe with an
increase in the temperature above 150 K and very easily
releases hydrogen under mechanical treatment. How-
ever, the solubility of hydrogen depends not only on the
gas phase pressure and temperature but also on the
purity of the metal, defectiveness of its structure, and
the dislocation distribution. As was shown in [6–11],
hydrogen readily interacts with structural defects such
001 MAIK “Nauka/Interperiodica”
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as microcracks, dislocations, defects clusters, and grain
boundaries.

The mechanical dispersion of iron brings about the
formation of numerous boundaries with a high defect
content, which, in our opinion, provides favorable con-
ditions for the incorporation of hydrogen (forming the
atmosphere in the course of milling) into interface
regions of nanocrystalline iron.

In this work, we examined changes in the magnetic
characteristics of nanocrystalline iron samples pre-
pared in a hydrogen atmosphere for different milling
times (i.e., samples with different grain sizes) and
revealed the structural transformations responsible for
the observed effects.

2. EXPERIMENTAL TECHNIQUE

The nanocrystalline iron samples were prepared by
mechanical dispersion of highly pure carbonyl iron (the
total content of oxygen and carbon impurities was less
than 0.01%) in a high-power planetary ball mill with a
ball-to-iron powder mass ratio of 20 : 1. The milling
was performed in a hydrogen atmosphere for 2 and 8 h.
For comparison, the nanocrystalline iron samples were
prepared in an inert (argon) atmosphere for the same
times of milling.

X-ray structure analysis of the samples (lattice
parameters, sizes of coherent-scattering regions, and
lattice strains) was carried out on a Rigaku-D/MAX
x-ray diffractometer (CuKα radiation) with a mono-
chromator.

The Mössbauer spectra were recorded in an absorp-
tion geometry on a “Mössbauer Laboratory” spectro-
meter (Hungary) using a 57Co(Rh) gamma-ray source
with an activity of 50 mCi. The spectrometer was cali-
brated against an α-Fe standard absorber. The spectra
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Fig. 1. Dependences of the saturation magnetization on the
external field for (1) the initial polycrystalline iron and
nanocrystalline iron milled in hydrogen for (2) 2 and (3) 8 h.
P

obtained were mathematically processed according to
the UNIVEM software package.

The thermoanalytical determination of the amount
of adsorbed hydrogen was carried out with a
NEZTSCH STA-409 thermoanalyzer, which made it
possible to perform a thermogravimetric analysis of the
samples. The measurements were carried out in the
temperature range 20–800°C at a heating rate of
20 K/min in a dried helium atmosphere.

The coercive force and the saturation magnetization of
the samples were measured using a vibrating-sample
magnetic anisotropy meter, which, in the magnetometer
operating mode, had a sensitivity as high as 5 × 10–8 G cm3

in the field range ±10 kOe.

3. RESULTS AND DISCUSSION

Figure 1 shows the dependences of the saturation
magnetization on the external field for the studied sam-
ples. The main magnetic parameters calculated from
these dependences are given in Table 1.

It can be seen from Fig. 1 that, compared to the ini-
tial polycrystalline iron, the saturation magnetization of
both nanocrystalline iron samples milled in hydrogen
reaches a maximum in weaker fields. At the same time,
with an increase in the milling time, the saturation mag-
netization σ of nanocrystalline iron milled in hydrogen
(Table 1), to within the error of determination, remains
identical to that of polycrystalline iron.

The coercive force Hc (characterizing the remanent
magnetization of iron) is equal to 1.8 Oe for the initial
carbonyl iron and increases with an increase in the mill-
ing time. After milling for 8 h, the coercive force dras-
tically increases (by a factor of more than seven) to
Hc = 13.2 Oe (Table 1). It should be noted that the coer-
cive force for the nanocrystalline iron sample milled in
an argon atmosphere for 8 h increases only by a factor
of 1.5.

With the aim of interpreting the observed changes in
the magnetic characteristics of the nanocrystalline iron
samples prepared through mechanical dispersion in a
hydrogen atmosphere, we carried out structural investi-
gations. The x-ray diffraction patterns of all the sam-
ples studied are shown in Fig. 2. The diffraction lines of
milled iron are broader and less intense compared to the
lines in the diffraction pattern of the initial carbonyl
iron.

The x-ray diffraction data were used to calculate the
structural characteristics of nanocrystalline iron,
namely, the size of coherent-scattering regions and the
degree of lattice strain (Table 2). A comparison of the
data presented in Table 2 shows that the size of coher-
ent-scattering regions (in actual fact, the crystallite
size) decreases to 20 and 13 nm after milling for 2 and
8 h, respectively. The mechanical dispersion of iron in
a hydrogen atmosphere is accompanied by an increase
in the degree of lattice strain: the strain increased by a
factor of 1.5 after the 2-h milling and by a factor of 6 [to
HYSICS OF THE SOLID STATE      Vol. 43      No. 8      2001
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a value of (4.3 ± 0.2) × 10–3] after the 8-h milling. All
these results indicate that the degree of structure imper-
fection increases.

Unfortunately, x-ray diffraction analysis has failed
to separate the boundary and size effects in nanostruc-
tured materials. For this purpose, the structural compo-
nents of nanocrystalline iron were studied by Möss-
bauer spectroscopy.

The Mössbauer spectra of iron in the initial state and
after milling in hydrogen for 2 and 8 h are displayed in
Fig. 3. The spectrum of iron in the initial state is repre-
sented by one sextet with the hyperfine magnetic split-
ting Heff = 330 kOe, isomer shift δ = 0 mm/s, and line-
width Γ = 0.26 mm/s. These values agree with the
hyperfine parameters of polycrystalline α-Fe (Fig. 3a).
The spectrum of nanocrystalline iron milled in hydro-
gen for 2 h can be described by the sum of two sextets.
One sextet (hyperfine magnetic splitting Heff =
330 kOe, isomer shift δ = 0 mm/s, linewidth Γ = 0.27
mm/s, and resonance area S = 88%) corresponds to the
bulk of a grain. The other sextet (Heff = 320 kOe, δ =
0.11 mm/s, Γ = 0.4 mm/s, and S = 12%) is attributed to
the grain boundary. As the milling time increases to 8 h,
the contribution from the partial spectrum of the grain
boundary increases to 16%. An increase in the area of
the partial spectrum of the grain boundary is attended
by changes in its parameters: the hyperfine magnetic
splitting and the isomer shift decrease to 314 kOe and
0 mm/s, respectively, and the linewidth increases to
0.55 mm/s. The hyperfine Mössbauer parameters for
iron prior to and after milling in a hydrogen atmosphere
for different milling stages are listed in Table 3.

It is seen from Table 3 that the linewidth in the par-
tial spectrum of the grain boundary increases to a value
of 2Γexp with an increase in the milling time. This
increase can be explained by the fact that Fe atoms in
the interface region are separated by different distances,
each characterized by its own effective magnetic field.
It is this distribution of effective magnetic fields that is
responsible for the broadening of the spectral lines cor-
responding to the grain boundary. The mean effective
magnetic fields decrease to 320 and 314 kOe after mill-
ing for 2 and 8 h, respectively. This can be interpreted
as follows. In the course of milling, the nearest dis-
tances between iron atoms in the interface region
become larger than those in metallic iron, which is in
reasonable agreement with the concept of the decrease
in density of the interface region [12].

The isomer shift is another important spectral
parameter that characterizes the structural state of the
grain boundary. It is well known that the isomer shift in
the Mössbauer spectrum is determined by the relation-
ship

where  and  are the s electron densities
at the nucleus for a source and an absorber, respec-

δ ∂R/R Ψ 0( ) a
2 Ψ 0( ) s

2–{ } ,≈

Ψ 0( ) s
2 Ψ 0( ) a

2

PHYSICS OF THE SOLID STATE      Vol. 43      No. 8      200
tively, and ∂R/R determines the difference between
radii of the nucleus in the excited and ground states. For
the 57Fe nucleus, we have ∂R/R = –1.8 × 10–3. Hence, an
increase in the electron density at the nucleus in the
sample under investigation leads to a decrease in the
isomer shift δ.

As follows from Table 3, the isomer shift in the par-
tial spectrum of the grain boundary in iron milled in
hydrogen for 2 h increases to 0.11 mm/s (for polycrys-
talline iron, δ = 0 mm/s). This agrees with the data
obtained by Herr et al. [12], who observed an increase
in the isomer shift for the grain boundary of iron nano-
particles with a decrease in the grain size. This increase
can be associated with a decrease in the density of the
interface region. However, in the Mössbauer spectrum
of the nanocrystalline iron milled for 8 h, the isomer
shift of the partial spectrum of the grain boundary unex-
pectedly decreases to 0 mm/s. This behavior of the iso-
mer shift corresponds to an increase in the s electron
density in the interface region and is inconsistent with

Table 1.  Saturation magnetizations σ and coercive forces Hc
for polycrystalline carbonyl iron and nanocrystalline iron
obtained in a hydrogen atmosphere

Sample σ, G cm3/g Hc , Oe

Initial carbonyl Fe 240 ± 50 1.8 ± 0.2

Fe milled in H2 for 2 h 270 ± 55 1.9 ± 0.2

Fe milled in H2 for 8 h 270 ± 55 13.2 ± 0.2

Table 2.  Structural characteristics of iron prior to and after
milling in a hydrogen atmosphere (calculations from x-ray
diffraction data obtained with CuKα radiation)

Sample D, nm η × 10–3 a, nm

Prior to milling 42 ± 2 0.7 ± 0.2 2.867 ± 0.002

After milling in H2 for 2 h 20 ± 2 1.2 ± 0.2 2.863 ± 0.002

After milling in H2 for 8 h 13 ± 2 4.3 ± 0.2 2.863 ± 0.002

Note: D is the size of coherent-scattering regions, and η is the
degree of lattice strain.
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Fig. 2. X-ray diffraction patterns (CuKα radiation) of (1) the
initial carbonyl iron and iron prepared through mechanical
dispersion in hydrogen for (2) 2 and (3) 8 h.
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Table 3.  Parameters of the Mössbauer spectra of carbonyl iron prior to and after milling in a hydrogen atmosphere

Sample Partial spectrum δ, mm/s H, kOe ∆, mm/s Γ, mm/s S, %

Prior to milling Grain 0 330 ± 2 – 0.26 ± 0.02 100

Boundary – – – – –

After milling in H2 for 2 h Grain 0 330 ± 2 – 0.27 ± 0.02 88

Boundary 0.11 ± 0.02 320 ± 2 – 0.40 ± 0.02 12

After milling in H2 for 8 h Grain 0 331 ± 2 – 0.27 ± 0.02 84

Boundary 0 314 ± 2 – 0.55 ± 0.02 16
the concept of the decrease in density of the interface
region. At the same time, this effect can be explained by
the incorporation of hydrogen into the interface region.

A decrease in the crystallite size brings about an
increase in the size of the interface region and the num-
ber of interface defects. Hence, it is clear that a further
increase in the milling time provides more favorable
conditions for hydrogen absorption. For iron samples
with a grain size of 13 nm, the width of a boundary
layer with a high defect content was estimated (accord-
ing to the data obtained for similar materials from high-
P

resolution electron microscopy [1]) to be as large as
1 nm. This is favorable for the capture of hydrogen by
dislocation loops and three-dimensional defects in
grain boundary junctions. Furthermore, the incorpora-
tion of hydrogen into the interface region during
mechanical dispersion is facilitated by local pressure
and temperature jumps up to 15 × 108 Pa and 103 K,
respectively [13]. Hydrogen atoms penetrate between
iron atoms located in the interface region and lose elec-
trons to the common conduction band. This should
bring about an increase in the s electron density at iron
125

120

115

110

105

310

300

290

280

100

95

90

85

–10 –5 0 5 10

–10 –5 0 5 10

α-Fe

(a)

α-Fe

α-Fe

(b)

(c)

V, mm/s

In
te

ns
ity

, r
el

. u
ni

ts

~

~~

~~

~

~

~

Fig. 3. Mössbauer spectra of (a) the initial carbonyl iron and carbonyl iron after milling in hydrogen for (b) 2 and (c) 8 h.

Grain boundary

Grain boundary
HYSICS OF THE SOLID STATE      Vol. 43      No. 8      2001



P

EFFECT OF HYDROGEN ON THE MAGNETIC CHARACTERISTICS 1507
3
(a)

(b)
0.15%

0.77%

–0.14%

~~
–1

2

0

–2

0 200 300100 400 500 600 700 800
T°, C

∆
m

, %

Fig. 4. Thermogravimetric curves for iron samples prepared through mechanical dispersion in hydrogen for (a) 2 and (b) 8 h.
nuclei and, correspondingly, a decrease in the isomer
shift. Thus, the decrease in the isomer shift of the partial
spectrum of the grain boundary in our sample is indirect
evidence that, during the milling of iron in a hydrogen
atmosphere for 8 h, hydrogen is incorporated into the
interface region. It should be noted that, in the Möss-
bauer spectra of nanocrystalline iron milled in an argon
atmosphere for 8 h, the isomer shift of the partial spec-
trum of the grain boundary does not decrease, which
also corroborates our assumption.

In order to directly confirm the incorporation of
hydrogen into the structure of grain boundaries in
nanocrystalline iron, we carried out a thermogravimet-
ric analysis of our samples. The temperature depen-
dences of the weight change for the nanocrystalline
iron samples are plotted in Fig. 4. For the iron sample
prepared by milling for 8 h (unlike the sample after
milling for 2h), the weight loss in the temperature range
100–200°C is equal to 0.14 wt %. A decrease in the
weight in this temperature range is characteristic of
hydrogen release (removal). The possible amount of
hydrogen incorporated into the structure of grain
boundaries can be theoretically estimated from our
structural data: the grain size in this sample is equal to
13 nm, the grain boundary width is as large as 1 nm, and
the fraction of iron atoms in the grain boundary region
is ~16% of the total number of iron atoms (see the cal-
culated Mössbauer parameters in Table 3). With due
regard for the atomic weight coefficients, the calculated
weight fraction of hydrogen incorporated into the grain
boundaries is equal to ~0.15%, which is in good agree-
ment with the thermogravimetric data. Thus, the ther-
mogravimetric measurements experimentally con-
firmed the incorporation of hydrogen into grain bound-
aries in the sample for which we observed indirect
indications of this incorporation, namely, a sharp
increase in the degree of lattice strain and an unex-
HYSICS OF THE SOLID STATE      Vol. 43      No. 8      200
pected decrease in the isomer shift in the Mössbauer
spectrum of the grain boundary.

The above investigation of the nanocrystalline iron
samples prepared through mechanical dispersion in a
hydrogen atmosphere demonstrated that an increase in
the milling time to 8 h leads to the incorporation of
hydrogen into defect-rich interface regions in nanoc-
rystalline iron samples. It is worth noting that a drastic
increase in the coercive force is also observed for this
sample. According to the structural data, this increase
can be explained as follows. The mean grain size in this
sample (13 nm) indicates that the nanocrystalline iron
grains are in the single-domain state. The incorporation
of hydrogen into interface regions increases their den-
sity and, thus, hinders the domain wall motion, which
results in an increase in the coercive force.

Analysis of the intensity ratio of the hyperfine mag-
netic structure components in the Mössbauer spectra of
the iron samples milled in hydrogen revealed its devia-
tion from the ratio I1.6 : I2.5 : I3.4 = 3 : 2 : 1 (characteristic
of polycrystalline iron), at which the angle θ between
the directions of the mean magnetic moment and the
incident gamma-ray beam is equal to 54°. Thus, the
samples milled for 2 and 8 h in hydrogen are character-
ized by a preferential direction of the magnetic
moments with respect to the direction of the gamma-
ray beam (θ = 66° and 59°, respectively); i.e., these
samples exhibit a magnetic texture. A comparison of
these data and the microtopograms obtained by scan-
ning electron microscopy for the samples under inves-
tigation [14] allowed us to conclude that these samples
possess strain-induced magnetic anisotropy. As follows
from the calculated dependence of the integrated inten-
sity of x-ray reflections on the tangent of the diffraction
angle, the direction of anisotropy coincides with the
(011) direction, which is the easy magnetization axis in
iron. Therefore, it is this anisotropy that leads to a
change in the field dependence of the saturation magne-
1
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tization for nanocrystalline iron (milled in a hydrogen
atmosphere) as compared to that for isotropic polycrys-
talline iron.
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Abstract—A numerical solution to the Landau–Lifshitz and magnetostatics equations is used to study the
residual magnetic configurations as functions of magnetic and geometrical parameters in the region of a mag-
netic nanocontact between oppositely magnetized ferromagnetic electrodes in the form of bulk bars. The con-
ditions for the emergence of antiparallel orientations of adjacent spins and the domain wall in the conducting
channel are determined. © 2001 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

Interest in magnetic nanocontacts has been growing
steadily owing to their possible use in controllable
strong variations in conductivity induced by an external
magnetic field. This was recently demonstrated in
experiments with longitudinally magnetized nickel
bars [1]. Peculiarities in the conduction of magnetic
nanocontacts in the region of its quantization are con-
sidered in publications [2, 3], which demonstrate the
significant role played by the spin distribution inside
the conduction channel in the spin transport. Micro-
magnetic configurations of the magnetization of a
cobalt nanocontact between two flattened ferromag-
netic electrodes formed during magnetization reversal
were simulated numerically in [4]. The work by Bobo
et al. [5], who studied the effect of ferromagnetic
microbridges in antiferromagnetically coupled layers
on the hysteresis properties of a multilayered structure,
is also worth mentioning. Longitudinally magnetized
bars that are in contact have not been subjected to miro-
magnetic analysis to date. We will study the effect of
the competition between the long-range magnetostatic
interaction, local exchange interaction, and the energy
of anisotropy on the formation of rest configurations in
the contact region between two oppositely magnetized
bulk bars depending on the form factor of the channel.

2. BASIC EQUATIONS

Stationary configurations of magnetization were
studied by numerically solving the Cauchy problem for
the Landau–Lifshitz equation:

(1)∂M
∂t

-------- γ* M Heff
α
M
----- M Heff×( )+× 

  ,–=
1063-7834/01/4308- $21.00 © 21509
where M is the magnetization vector; γ* = γ/(1 + α2),
with γ and α being the gyromagnetic ratio and the
Gilbert damping parameter, respectively; the effective
magnetic field Heff = H + Hm + Han + Hex includes the
external field H; the demagnetization field

(r is the radius vector of the point, V and S are the vol-
ume and the surface area of the magnetic structure, and
ns is the normal to its boundary); the uniaxial-anisot-
ropy field Han = (2Ku/M2)(M, nu)nu (Ku is the anisot-
ropy constant and nu is the unit vector along the easy
magnetization axis); and the nonuniform-exchange
field Hex = (2A/M2)∆M (A is the exchange constant and
∆ is the two-dimensional Laplace operator).

The boundary condition at the lateral surfaces of the
structure has the form

(2)

that is, it corresponds to the free boundary conditions
[6].

An important feature of the physical system under
consideration is that the spins in the magnetic bars at
large distances from the contact are oriented strictly
along the z axis and are antiparallel; i.e.,  = (0,
0, ±M). In the experiments made by Garcia et al. [1],
this was attained, for example, using coils localized at
the outer ends of the bars. For this reason, it is natural
to assume that the left and right rods are magnitized vir-
tually uniformly along their entire length except along
the region in the vicinity of the nanocontact. It is also

Hm ∇ dr'
∇ M r'( )

r r'–
------------------

V

∫– drs

Mns( )s

r rs–
-----------------

S

∫+
 
 
 

–=

∂M
∂ns

--------
S

0;=

M z ∞+−=
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natural to assume that the characteristic length scale of
the region where the magnetization is distributed non-
uniformly is proportional to the cross section of the bars
(this is confirmed by the results of numerical experi-
ments). The same conclusion can be made from an
analysis of numerical experiments on the magnetiza-
tion reversal of long isolated bars [7]. Consequently, the
entire region |z | < L under investigation (where L is the
length of the bar in contact) can be divided for numeri-
cal simulation into three parts: –L < z < –z0, –z0 < z <
+z0, and z0 < z < L. The magnetization in the first and
last regions is assumed to be homogeneous and equal to
M = (0, 0, ±M), where the upper sign corresponds to the
first region and the lower sign to the last. In the calcu-
lation region |z | < z0 (z0 @ W, where W is the transverse
size of the bar), the magnetization is calculated by solv-

y = –1170 Å y = –30 Å y = 1170 Å

z = –90 Å z = 90 Å z = 2430 Å
(b)

(a)

Fig. 1. Spin distribution in oppositely magnetized contact-
ing ferromagnetic bars with a broad 24 × 24 × 12-nm rect-
angular constriction located at the center of the contacting
end faces of the ferromagnetic bars with a 240 × 240-nm
square cross section in the case of weak anisotropy: (a) in
longitudinal cross sections parallel to the xz plane and (b) in
cross sections parallel to the xy plane.
P

ing the Landau–Lifshitz equations with allowance for
the magnetic dipole interaction and the boundary con-
ditions  = (0, 0, ±M). On the remaining surfaces

in which a magnetization jump takes place, the above-
mentioned free boundary conditions corresponding to
unpinned spins are used.

The methods of numerical integration of the Lan-
dau–Lifshitz equations are described in detail in the lit-
erature and have been extensively tested (see, for exam-
ple, [8–11]).

3. CONTACT BETWEEN TWO OPPOSITELY 
MAGNETIZED BARS

Let us consider two contacting oppositely magne-
tized semi-infinite bars having a square cross section of
their side W = 240 nm, arranged along the z axis, and
connected through a rectangular junction of size w ×
w × l. We assume that the nanocontact is formed either
at the center between contacting ends, as in Figs. 1 and
2, or displaced from the center to the edge of the bars
by ∆x = 60 nm, as shown in Fig. 3. The size of the cal-
culation region along the z axis is chosen such that it
has the maximum possible value, 2z0 = 960 nm. The
magnetic material parameters are assumed to be close
to the permalloy parameters; i.e., M = 800 G, Ku =
1000 erg/cm3, and A = 10–6 erg/cm. The initial distribu-
tion is chosen in the form of two oppositely magnetized
regions along the z axis separated by a line passing
through the center of the contact. In order to break the
symmetry of the initial distribution in the numerical
integration, a small transverse magnetic field ~1 Oe is
introduced. In the mesh partition, we use a 6 × 6 × 6-nm
cubic mesh whose characteristic size is approximately
equal to the exchange length lex = (A/2πM2)1/2. Numer-
ical calculations lead to the final steady-state configu-
rations of the spatial spin distribution presented in
Figs. 1–8.

According to the results of calculations, the volume
distribution of magnetization over the electrodes of the
contact is affected only slightly by introducing a mag-
netic constriction (except in the immediate vicinity of
the nanocontact). The principal configuration mode of
the spin state of the electrodes is a vortex magnetization
distribution in the vicinity of the contacting ends of bars
with opposite rotations of their spin (Fig. 1). This state
agrees with the theory of magnetization reversal of a
long bar. Indeed, it is well known [12] that the homoge-
neous state in an infinitely long cylinder under a mag-
netization reversing field becomes unstable with
respect to the formation of the Brown vortex mode
when the magnetization reversing field has the critical
value

(3)

where R is the cylinder radius. Obviously, the demag-
netizing field in the vicinity of the contacting ends of

M z0+−

H 2K /M 1.08 2πM( ) A/M2( )/R2,+=
HYSICS OF THE SOLID STATE      Vol. 43      No. 8      2001
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z

x

y
x

(a)x = –90 Å

z = –90 Å z = 90 Å
(b)

z = 30 Åz = –30 Å

x = 90 Å

Fig. 2. Magnified fragments of the spin distribution in oppositely magnetized contacting ferromagnetic bars with a broad 24 × 24 ×
12-nm rectangular constriction located at the center of the contacting end faces of the ferromagnetic bars in the case of weak anisot-
ropy in the vicinity of the nanocontact: (a) in longitudinal cross sections parallel to the yz plane and (b) in cross sections parallel to
the xy plane.

z
x

y
x

(b)x = 0

z = –90 Å z = 90 Å
(c)

z = 30 Åz = –30 Å

y = 0(a)

Fig. 3. Fragments of spin distributions in the yz, xz, and xy cross sections in the vicinity of the nanocontact between oppositely mag-
netized ferromagnetic bars with a broad 24 × 24 × 12-nm constriction displaced by 60 nm to the edge of the cross section of the
contacting bars along the x axis in the case of weak anisotropy. The projections of the structure under investigation on the xz and xy
planes are shown on the right.
bars magnetized to saturation in opposite directions is
H = 4πM. For this reason, the critical value of the
anisotropy field for the formation of a vortex mode in
the contacting bars is given by

(4)

In the case of an isolated long bar of finite length, the
demagnetizing field near the end at saturation is H =
2πM. Therefore, the critical anisotropy field for the for-
mation of a vortex mode is considerably lower in this
bar:

(5)

2K /M( )cr 4πM 1 0.54 A/M2( )/R2–( ).=

2K /M( )cr 2πM 1 1.08 A/M2( )/R2–( ).=
PHYSICS OF THE SOLID STATE      Vol. 43      No. 8      200
Results of micromagnetic simulation [7] have proved
that vortex magnetization distributions rotated in the
same or opposite directions are formed near the ends of
an isolated finite-length bar with an anisotropy lower
than the critical value. In our case, vortex states with
opposite rotations are preferred in the vicinity of the
contact of oppositely magnetized bars because of their
magnetostatic interaction.

The presence of a magnetic bridge (nanoconstric-
tion) between the bars does not affect the distribution of
most of the spins in them but changes the micromag-
netic configuration in the immediate vicinity of the
nanocontact. If there is a short, wide constriction at the
1
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(b)x = 0

z = –150 Å z = 150 Å
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z = 90 Åz = –90 Å

y = 0(a)

(b)x = 0

z = –150 Å z = 150 Å
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z = 90 Åz = –90 Å

y = 0(a)

Fig. 4. Magnified fragments of the spin distribution in cross sections in the vicinity of the nanocontact between two oppositely mag-
netized bars with a narrow 12 × 12 × 24-nm constriction located at the center.

Fig. 5. Fragments of spin distributions in oppositely magnetized bars with a displaced narrow 12 × 12 × 24-nm constriction in cross
sections parallel to the xy plane.
center of the contacting end faces of the bars, the cen-
ters of the vortices are pushed apart and a blurred tran-
sition region is formed near the contact with a trans-
verse magnetization in the contact (Fig. 2). The spin
distribution along the central axis in fact resembles the
spin distribution across the Néel domain wall. The
asymmetry of the spin distribution along the z axis
increases in the vicinity of the edges of the nanocon-
striction. In the case of a long nanocontact located at the
center of the bar cross section, an essentially asymmet-
ric spin distribution is formed: the center of one of the
vortices is drawn into the nanoconstriction so that the
magnetization in the long contact is parallel to its axis
up to the entrance to the other bar (Fig. 4). In this case,
the center of the second vortex is displaced due to mag-
netostatic repulsion, so that a transition region similar
P

to a Néel domain wall is formed in the vicinity of the
entrance to the nanoconstriction.

If the nanoconstriction is located away from the cen-
ter of the bar, the vortex and the antivortex in the con-
tacting bars create transverse-magnetization zones with
opposite directions of the magnetization at the entrance
and exit of the nanoconstriction. This is shown in Fig. 3
for a short constriction and in Fig. 5 for a long constric-
tion. Depending on the form factor of the constriction,
the transition region has either the form of a Bloch
boundary (for a broad constriction) or the form of a
Néel boundary (for a narrow constriction). In both
cases, the transition region is blurred at least over the
length of the constriction. This is due to the low anisot-
ropy and strong effect of long-range magnetostatic
interaction. In the presence of a strong anisotropy
HYSICS OF THE SOLID STATE      Vol. 43      No. 8      2001
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Fig. 6. Domain wall in the long nanocontact between ferromagnetic bars with a strong longitudinal anisotropy Ku = 3 × 106 erg/cm3.

Fig. 7. Micromagnetic distributions in the vicinity of a nanocontact for the displaced broad constriction presented in Fig. 3, but with
a discontinuity in the exchange interaction in the middle of the channel.

z
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(a)x = –90 Å

z = –90 Å z = 90 Å
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z = 30 Åz = –30 Å

y = 90 Å

Fig. 8. Vortex states of spins in the long nanocontact presented in Fig. 2 with a discontinuity of the exchange interaction in the mid-
dle of the constriction.
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(Ku = 3 × 106 erg/cm3) with the easy axis directed along
the bar axis, the vortex mode of demagnetization of the
bars disappears and a head-to-head Néel type domain
wall is formed in the long constriction (Fig. 6).

Let us now discuss the effect of discontinuity of the
exchange interaction in the contact. Such a discontinu-
ity appears natural in the presence of a nonmagnetic
interlayer and in the case when the contact is formed
mechanically. It leads to the antiferromagnetic orienta-
tion of adjacent spins in weakly anisotropic materials in
short and long contacts displaced relative to the center
of the bars (Fig. 7) and to the emergence of a peculiar
vortex–antivortex spin structure with a discontinuity on
the zero-exchange line in the contact when it is located
at the center (Fig. 8).

4. CONCLUSION

Thus, the numerical analysis carried out by us shows
that in a weakly anisotropic magnetic contact formed
by a nanoconstriction between two oppositely magne-
tized rectangular bars, vortex states appear in the region
of their contacting ends and a blurred transition region
occurs over the entire length of the contact. Depending
on the form factor of the constriction, spins are rotated
along the constriction axis either across the channel
analogously to a Bloch domain wall (in a short broad
channel) or, as in a Néel wall, with a spin distribution in
the channel parallel to its axis. The presence of a dis-
continuity in the exchange interaction in the constric-
tion channel leads to the emergence of an antiferromag-
netic jump of spins on the discontinuity line, and a
peculiar state of the junction of oppositely rotated mag-
netic vortices is formed at the center of the nanocontact
of the symmetric 3D structures.

The presence of strong anisotropy along the channel
axis leads to the formation of a domain wall of the
head-to-head type in the constriction. A transition from
the asymmetric state with a domain wall displaced to
the edge of the constriction to the symmetric state has
the form of a first- or second-order phase transition
depending on the form factor of the constriction and on
the ratio of the magnetostatic energy to the uniaxial-
anisotropy energy.
P

These peculiarities of micromagnetic states in the
vicinity of a nanocontact must be taken into account in
analyzing the spin transport in such structures in the
conductivity quantization region.
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Abstract—A method for estimating nanoparticle size by determining the distribution function p(Hn) of hyper-
fine magnetic fields from data on the Mössbauer spectrum of 57Fe nuclei is described. The idea of the method
stems from the fact that, owing to the breaking of exchange bonds for surface atoms, their contribution to the
total area bounded by the p(Hn) curve can be singled out. The potentialities of the method are illustrated using
the data obtained in experiments with nanoparticles of magnetite. © 2001 MAIK “Nauka/Interperiodica”.
The analysis of the properties of surface layers of
nanoparticles is an important but complicated problem
in solid-state physics. Methods of investigation into
such problems should make it possible to observe the
surface and bulk layers of atoms constituting nanopar-
ticles. In this communication, we demonstrate that
Mössbauer spectroscopy provides quantitative infor-
mation not only on the properties of surface layers but
also on the nanoparticle size.

The method proposed by us involves determining
the distribution function p of a parameter of the Möss-
bauer spectrum of a system of ultrasmall particles.
From this point of view, the most interesting object is
the 57Fe isotope, for which the variations of the spectral
parameters associated with a change in the closest sur-
rounding of a nucleus can be recorded reliably. In view
of the high sensitivity of the hyperfine field Hn to the
closest surrounding of a 57Fe nucleus, the distribution
function p(Hn) of these fields is especially convenient
for this purpose. The size of the particles can be esti-
mated by calculating the total area S = Se + Si that is
bounded by the p(Hn) curve and by separating the part
Se that corresponds to surface atoms (Si is the contribu-
tion to S from the internal iron atoms). Indeed, assum-
ing that the volumes of the external and internal regions
are Ve = 4πr2∆r and Vi = 4/3πr3, respectively (r is the
particle radius and ∆r is the thickness of the surface
region), we can approximate that

since Se/Si = Ve/Vi.

The object of our investigation was ultradisperse
powder of magnetite obtained through the standard
chemical condensation technique. According to elec-
tron microscopy data, the average size of magnetite

Se/Si 3∆r/r,=
1063-7834/01/4308- $21.00 © 21515
particles was d(=2r) ≈ 7.5 ± 0.5 nm. The Mössbauer
spectra were recorded in terms of absorption geometry.
The sample thickness was ~0.15 mg57Fe/cm2, which
corresponds to a thin sample [1]. The radiation source
was a 57Co isotope in a Cr matrix. In order to obtain the
magnetic-field distribution function p(Hn) at the sites of
57Fe nuclei in the nanoparticle system under investiga-
tion, we used the formalism of “restoring and improv-
ing the image quality” [2] (see also [1] on this subject).

The choice of magnetite was dictated by the fact that
its crystalline and magnetic structures have been stud-
ied comprehensively. In addition, the features of the
Mössbauer spectrum of 57Fe nuclei in bulk particles of
this ferrimagnetic oxide are well known. In particular,
we took into account the fact that, as the magnetite par-
ticle size d decreases, the Verwey transition tempera-
ture for them increases noticeably. For nanoparticles, it
exceeds room temperature [3, 4], whereas it amounts to
119 K for bulk particles.

From Fig. 1, it can be seen that the Mössbauer spec-
trum of magnetite nanoparticles at room temperature
has the same appearance as the spectrum for bulk mag-
netite particles below the Verwey point [5]. This might
be a confirmation of the fact that, in accordance with
[3], the Verwey transition temperature for the particles
under investigation is indeed higher than room temper-
ature. Consequently, for the internal, as well as for the
external nuclei, the spectrum can be treated as a super-
position of three partial spectra: two sextets which are
close in their parameters and correspond to trivalent
iron ions Fe3+(A) and Fe3+(B) at A and B sites and a sex-
tet with a slightly weaker splitting from bivalent iron
ions Fe2+(B) at B sites.

Figure 2 shows the distribution function p(Hn) of the
effective magnetic fields corresponding to this spec-
001 MAIK “Nauka/Interperiodica”
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Fig. 1. Mössbauer spectrum of magnetite nanoparticles at room temperature.
trum. Four peaks can be clearly seen on the picture;
they correspond to the following values of magnetic
fields: Hn1 = 407 kOe, Hn2 = 431 kOe, Hn3 = 456 kOe,
and Hn4 = 482 kOe. The last two fields obviously corre-
spond to the fields for Fe2+(B) ions, as well as for
Fe3+(A) and Fe3+(B) ions, in the internal regions.

As regards the fields Hn1 and Hn2, it is natural to
assume that they are analogs of Hn3 and Hn4 but corre-
spond to iron ions in the surface region of a particle.
Taking into account the crystalline structure of magne-
tite, we can attribute to the surface region two outer lay-
ers of iron ions whose surrounding differs from that of
inner iron ions. The decrease in the effective magnetic
fields at the sites of 57Fe nuclei for surface ions Fe3+(A),

0.12

0.08

0.04

0
400 440 480

Hn, kOe

p(
H

n)

Hn1
Hn2

Hn3

Hn4

Fig. 2. Hyperfine-field distribution function p(Hn) corre-
sponding to the spectrum depicted in Fig. 1.
P

Fe3+(B), and Fe2+(B) amounts to ~50 kOe. This
decrease is associated with the different numbers of
indirect exchange bonds for inner and surface iron ions,
because the latter ions are deprived of a considerable
part of these bonds.

The contributions to the effective magnetic field
from each of the indirect exchange bonds for a Fe3+ ion
in the spinel structure were estimated in [6, 7] using the
method of molecular orbitals in the approximation of a
linear combination of atomic orbitals. These contribu-
tions, for the A and B sites, amounted to 8 and 12 kOe,
respectively. Since twelve iron ions at the B sites form
the closest cationic surrounding of a Fe3+(A) ion and six
ions at the A sites form the nearest neighborhood for an
iron ion in the B position, the lack of half the bonds
should lead to a decrease in the effective magnetic
fields by several tens of kilooersteds, which agrees with
our experimental data.

The data obtained on the function p(Hn) can be used
to estimate the area under each peak and, hence, the
ratio of the volumes Ve and Vi of the external and inter-
nal regions, respectively. According to our estimates
obtained for the magnetite particles under investiga-
tion, Ve/Vi ≈ 0.3. If we take for ∆r the thickness of the
surface layer as being equal to the length of the Fe–O–Fe
exchange bond (∆r ≈ 0.4 nm), we obtain r ≈ 4 nm in
accordance with the above equality for the Se/Si ratio.
The agreement between the obtained results and the
electron microscopy data can be regarded as quite sat-
isfactory (taking into account the approximating nature
of the calculations).

Thus, the results of our investigations show that
Mössbauer spectroscopy can be used for obtaining
HYSICS OF THE SOLID STATE      Vol. 43      No. 8      2001
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important information on size effects in ultrasmall
magnetic particles.
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Abstract—The coexistence of two domain phases, namely, a spiral domain and a bubble-domain lattice, is
investigated experimentally in thin garnet ferrite films with uniaxial anisotropy. The condition for this coexist-
ence is shown to be the equality of the magnetostatic pressures of the two phases. It is also shown that the pos-
sible formation of a spiral domain structure is determined by the magnetostatic pressure. © 2001 MAIK
“Nauka/Interperiodica”.
A wide variety of domain structures are formed in
epitaxial garnet ferrite films. These structures are deter-
mined by the physical properties of the material of the
film and by the magnetic fields and temperature. Con-
siderable recent attention has been focused on a new
type of domain structure, namely, spiral domains (SDs)
which arise in the presence of alternating and constant
magnetic fields. These domains have different proper-
ties depending on the conditions under which they are
formed. Spiral domain structures with a single arm and
two arms were first observed in bulk samples of an
MnAlGe alloy [1]. More recently, SDs were observed
in garnet ferrite films with the easy axis normal to the
film surface in alternating and constant magnetic fields
[2–6]. In [2–4], spiral domains were produced from a
labyrinth domain structure by applying a pulsed or an
alternating magnetic field at a frequency of 100Hz–
6 kHz in combination with a bias field. The spiral struc-
ture thus obtained existed only in certain ranges of fre-
quencies and magnetic fields; it moved easily across the
film and had a finite lifetime; that is, it was a dynamic
domain structure. After the field was removed, the lab-
yrinth domain structure became dominant in the film.
In [5, 6], spiral domains were also formed from a laby-
rinth domain structure under the action of a constant
magnetic field normal to the film surface. In this case,
the SDs formed a stable static pattern if the external
field had a certain magnitude. When the field was
removed, the SDs were transformed into fields with a
smaller number of turns and surrounded by a labyrinth
domain structure. In [7], the SDs were stabilized by the
bubble lattice (BL) surrounding them; this structure
existed even in a zero magnetic field. The SDs sur-
rounded by a BL were produced by magnetic field
pulses (of the same polarity) with a repetition fre-
quency of 200–600 Hz and an amplitude of ~60 Oe in
the absence of a constant magnetic field; the pulse field
was then removed. An SD thus produced in a film and
surrounded by a BL could have as many turns as 10 to
30. The sense of the spin could be both clockwise and
1063-7834/01/4308- $21.00 © 21518
counterclockwise, and the SD diameter was 100 to
1200 µm. When an SD was destroyed through the
application of a magnetic field or through an increase in
temperature, a new SD, surrounded by a BL, could be
produced with the same characteristics.

In this paper, we investigated the coexistence of two
domain phases, a spiral domain and a BL. Faraday rota-
tion was used to observe the domain structure. Mea-
surements were performed on a magnetooptic setup
which allowed one to apply a unipolar pulsed field and
a constant field at right angles to the film at hand. Spiral
domain structures were produced using the method
indicated above. We investigated garnet ferrite films of
different compositions and thicknesses in which a BL
could be produced by a pulsed magnetic field. The films
were grown through liquid-phase epitaxy on a gadolin-
ium gallium garnet (111) substrate. The easy axis was
normal to the film plane. The quality factor was Q =
1.5–2.5, and the saturation magnetization was 4πMs =
140–280 G at room temperature.

The two domain phases are in equilibrium if the
magnetostatic pressures of the BL and the SD are equal.
The concept of magnetostatic pressure was introduced
in [8]; this thermodynamic quantity was defined for a
BL as the pressure force per unit length of the contour
enclosing some area of the BL. Therefore, the magne-
tostatic pressure is the derivative (with the minus sign)
of the BL energy with respect to the BL area. In [8], it
was shown that, for a BL,

(1)

where a is the BL parameter, d is the bubble diameter,
h is the film thickness, Ms is the saturation magnetiza-
tion, and C is a constant. For an equilibrium BL, we
have d/a ≈ 0.74 [9]; that is, this ratio is a constant [9]
and, therefore, the BL pressure decreases with increas-
ing a/h.

P 6 2πMs( )2C
d
a
--- 

 
4h
a
---,=
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The magnetostatic pressure of an SD was calculated
in [10]. It was shown that the pressure increases as the
number of SD turns (or the SD radius) is increased.
Therefore, an SD surrounded by a BL can be in equilib-
rium only where a certain relationship between the SD
radius and the relative BL parameter a/h holds true.

Our investigation showed that, in the case of coex-
istence of two domain phases, the BL parameter a and
the bubble diameter d are increased with distance from
the SD (Fig. 1). The reason for this is the following.
When an SD is produced by a pulsed magnetic field, the
initial magnetostatic pressure of the SD is lower than
the BL pressure because the SD radius is small. In the
process of SD formation, its radius and the number of
turns are increased; therefore, the magnetostatic pres-
sure of the SD is also increased. The SD ceases to grow
when its pressure and that of the BL become equal. The
final radius and the number of turns of the SD are deter-
mined by the equilibrium characteristics of the BL.
Therefore, the BL parameter and the bubble diameter
are changed with distance from the SD (the number of
bubbles cannot be changed). Thus, the BL which sur-
rounds an SD is in a quasi-equilibrium state; the equi-
librium BL is that produced without an SD, that is, far
from the SD.

We investigated the influence of a bias magnetic
field on the characteristics of an SD and the BL around

(h)

50 µm

(d)

(c) (g)

(f)

(e)(a)

(b)

Fig. 1. Influence of a magnetic bias field on the spiral
domain. H = (a) 0, (b) 60, (c) 75, (d) 90, (e) 105, (f) 112,
(g) 115, and (h) 117 Oe.
PHYSICS OF THE SOLID STATE      Vol. 43      No. 8      200
it (Fig. 1). The field dependence of the BL characteris-
tics varies with distance from the SD (Fig. 2), but the
tendency for the bubble diameter d to decrease with
increasing field strength persists in the region in which
a remains unchanged. However, in the region in which
the BL parameter a increases, the diameter d of the bub-
bles situated near the SD also increases. The reason for
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Fig. 2. Influence of a magnetic bias field on the bubble lat-
tice parameter and on the bubble diameter measured at dif-
ferent distances from the spiral domain: (1, 6) 30, (2, 5) 90,
and (3, 4) 180 µm.
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Fig. 3. Magnetostatic pressure of the bubble lattice (in rela-
tive units) as a function of bias field. The characteristics of
the bubble lattice are measured at different distances from
the spiral domain: (1) 180 and (2) 30 µm.
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he increase in the BL parameter is the expansion of the
L (rather than a decrease in the number of bubbles)
ith a decrease in the SD diameter in the process of

qualization of the pressures of the two domain phases
nd the establishment of equilibrium between them. It
hould be noted that, although the parameters a and d
ncrease in this range of magnetic fields, the ratio d/a
emains equal to 0.74 to within the experimental error
f measurement (~10%). Figure 3 shows the magneto-
tatic pressure of the BL calculated from the theoretical
ormula (1) as a function of the bias field determined
rom the experimental data. It can be seen that, in a cer-
ain field range, the BL pressure varies only slightly
nd, therefore, the SD and BL are in a quasi-equilib-
ium state. At a certain, critical field, the outer end of
he spiral begins to move, thereby decreasing the SD

45 µm

Fig. 4. Bifilar spiral domain (schematic).
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Fig. 5. Magnetostatic pressure of the bubble lattice (in rela-
tive units) as a function of the BL parameter a/h in (1) films
in which a spiral domain is formed, (2) films in which a bifi-
lar spiral domain is formed, and (3) a film in which no spiral
domain structure is formed.
PH
pressure and disturbing the pressure balance, which is
accompanied by a rearrangement of the BL. As a result,
the SD disappears and only the BL remains in the film.

Examination of films of different compositions and
thicknesses showed that the magnetostatic pressure of
the BL not only stabilizes the SD but also determines
the form of the SD structure. The SD surrounded by a
BL is formed in films for which 2.0 ≤ a/h ≤ 2.7. In the
case of a/h ≤ 2.0, another type of spiral-domain struc-
ture—a bifilar spiral domain—is formed. Similar to an
ordinary SD, the bifilar SD is surrounded by a BL and
is in an equilibrium state in a zero magnetic field. In
contrast to an SD, which has an inner and an outer end,
the bifilar SD has two outer ends (Fig. 4). When a bias
field is applied to the film, the bifilar SD always unrolls
from its inside.

Using the experimentally measured BL characteris-
tics for different films, we calculated the magnetostatic
pressure of BLs from Eq. (1) (Fig. 5). Figure 6 shows
the energy and pressure of the SD (in relative units) as
a function of p/h, calculated from the formulas derived
in [10], for N = 20 and l/h = 0.1 for films of different
thicknesses and compositions. Here, p is the SD period,
N is the number of turns in the SD, and l is the charac-
teristic length of the film.

From Figs. 5 and 6, it is clear why different types of
SD are formed depending on the ratio, a/h, that charac-
terizes the BL. In films for which 2.0 ≤ a/h ≤ 2.7, SDs
are formed with 1.5 < p/h < 2.5; the energy is minimum.
If a/h > 2.7, the BL pressure is low and the pressure bal-
ance of the magnetic phases can take place only in the
case of p/h > 3.0, where, as seen from Fig. 6, the SD
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π
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Fig. 6. Energy and the magnetostatic pressure of a spiral
domain (in relative units) as a function of the spiral period
p/h for (1) films in which a spiral domain is formed,
(2) films in which a bifilar spiral domain is formed, and
(3) a film in which a spiral domain structure is not stable.
YSICS OF THE SOLID STATE      Vol. 43      No. 8      2001
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does not correspond to a minimum energy and, in addi-
tion, the SD radius is too large (R = Np/h) for this
domain structure to occur; therefore, only a BL is
formed in the film.

When a/h ≤ 2.0, the pressure of the BL produced in
the film is high, such that the SD radius is fixed after its
first turn is formed. In this case, the number of turns
increases (up to the value at which the domain energy
becomes a minimum) through the motion of the inner
end of the spiral. For this reason, a bifilar SD with two
outer ends is formed.

Thus, our investigations revealed that the stability of
coexisting phases is determined by their magnetostatic
pressure. It was also shown that the formation of a spi-
ral domain structure and its form depend on the magne-
tostatic pressure of the bubble lattice.
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Abstract—The standing spin wave spectra of Ni0.8Fe0.2(1000–3000 Å)/(Dy1 – xCox(700 Å) bilayer exchange-
biased films with two different (precompensation Dy0.2Co0.8 and postcompensation Dy0.3Co0.7) compositions
of the hard magnetic layer are analyzed. Measurements are performed at room temperature. It is found that the
effective magnetic layer thickness (deff = d0 ± ∆d), which determines the wave vectors of the first modes in the
spectrum, differs from the d0 value specified in film technology. The sign of |∆d | ~ 500 Å is governed by the
composition of the DyCo hard magnetic layer. © 2001 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

Intensive studies of exchange-biased films of the
soft magnetic ferromagnet–hard magnetic ferrimagnet
(antiferromagnet) type are stimulated by the modern
demand for microelectronics [1]. In the present work,
we examined the dynamic magnetic characteristics in
order to determine the parameters of ferromagnetic res-
onance (FMR) and spin-wave resonance (SWR) in
bilayer films of the compositions Ni0.8Fe0.2/Dy0.2Co0.8
and Ni0.8Fe0.2/Dy0.3Co0.7. The choice of these composi-
tions of the rare-earth metal–transition metal amor-
phous ferrimagnetic alloy was made for the following
reasons. It is known that DyCo amorphous alloys pre-
pared in the form of solid solutions over a wide range
of concentrations are characterized by a point of mag-
netic compensation. For example, the Dy0.23Co0.77
amorphous alloy is compensated at room temperature.
The rare-earth metal–transition metal alloy composi-
tions chosen for our investigations lie on different sides
of the compensation point on the composition axis and,
at the same time, are characterized by close magnitudes
of magnetic characteristics, such as the saturation mag-
netization Ms= 80 G, the coercive force Hc ~ 4 kOe, and
the perpendicular magnetic anisotropy K = 3 ×
105 erg/cm3 [2].

Analysis of the spin wave spectra of these bilayer
films revealed a very interesting effect associated with
the exchange interaction between the ferromagnet–fer-
rimagnet layers. It was found that resonance fields of
the first modes of the standing spin waves excited by
microwave fields in a permalloy layer substantially
depend on the chemical composition of the hard mag-
netic layer. The present paper reports the results of
detailed investigation into this phenomenon.
1063-7834/01/4308- $21.00 © 21522
2. SAMPLE PREPARATION
AND EXPERIMENTAL TECHNIQUE

The NiFe/DyCo bilayer exchange-biased films were
prepared by thermal evaporation under vacuum (3 ×
10–6 mmHg). Cover glasses were used as substrates.
The layers were deposited from three independent
evaporators with a ring cathode. The permalloy layer
was deposited in a constant magnetic field (20 Oe)
applied along the sample plane. The thickness of the
Ni0.8Fe0.2 layer was varied from 1000 to 3000 Å. The
thickness of the DyCo hard magnetic layer was equal to
700 Å. Sufficiently low substrate temperatures
(≤50°C), which were observed during film deposition,
and the amorphous state of the hard magnetic layer (as
is known, the diffusion coefficient for amorphous
alloys is considerably less than that for their crystal
analogues) allowed us to conclude that the studied films
had a clearly defined interface between the ferromag-
net–ferrimagnet layers. The magnetooptical Kerr effect
in fields up to 15 kOe was used as a test technique for
determining the precompensation or postcompensation
composition of the hard magnetic layer. Figure 1 shows
the typical magnetooptical hysteresis loops measured
for the Dy0.2Co0.8 and Dy0.3Co0.7 alloy films. In order to
prevent oxidation of the hard magnetic layer, a protec-
tive GeO layer was deposited onto the DyCo layer or
the reversed sequence of layers DyCo/NiFe was used.

The dynamic magnetic properties of the
Ni0.8Fe0.2/Dy0.2Co0.8 and Ni0.8Fe0.2/Dy0.3Co0.7 bilayer
films were measured on a standard spectrometer oper-
ating in the X band (9.2 GHz). The FMR fields were
measured at room temperature over the entire range of
angles between the external field and the film plane
with the aim of determining the effective magnetization
001 MAIK “Nauka/Interperiodica”
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Meff. The Meff magnetization is defined by the relation-
ship

(1)

where  and  are the FMR fields at the appropriate
geometry of the experiment.

The spin-wave resonance spectra were recorded
perpendicular to the external magnetic field with
respect to the plane of the studied films. For this geom-
etry of the measurements, the resonance field Hn and
the wave vector kn of a standing spin wave are related
by the following expression:

(2)

where ω/γ is the internal field of a ferromagnet, η =
(2A/Meff) is the spin-wave stiffness, and A is the
exchange coupling constant. As follows from the spin-
wave resonance spectra (Fig. 2), the exchange bound-
ary conditions for alternating magnetization are real-
ized in the studied films. It is known that, in this case,
the mode number n in the spin wave spectrum and the
wave vector kn of the standing spin wave are related by
the formula kn = πn/d (where n = 1, 2, 3, … and d is the
film thickness). By using expression (2), the numerical
values of the spin-wave stiffness η were calculated
from the relationship

(3)

The linewidth ∆Hn of the spin-wave mode was deter-
mined from the difference between the coordinates of
extrema in the curve of the absorption spectrum deriv-
ative.

3. RESULTS

Before proceeding to the experimental results
obtained for the Ni0.8Fe0.2/Dy1 – xCox bilayer films, we
recall that the Ni0.8Fe0.2 monolayer films 3000 Å thick
were also prepared according to the above procedure.
In the subsequent discussion, the magnetic characteris-
tics and the spin-wave resonance spectra of the mono-
layer films will be used as reference data. The number
of peaks observed in the spin-wave resonance spectra
of these samples was greater than 10. The numerical
values of the resonance fields Hn are approximated by a
linear dependence in the Hn(n2) coordinates. The slope
of this curve is determined by the spin-wave stiffness
[see relationship (3)]. For Ni81Fe19 monolayer films, the
calculated spin-wave stiffness η is equal to 20 ×
10−10 Oe cm2. The numerical values of the effective
magnetization Meff and the exchange coupling constant
A are equal to 800 G and 0.8 × 10–6 erg/cm, respec-
tively. The main magnetic characteristics, which were
calculated for the Ni0.8Fe0.2 alloy, agree with those
obtained by Rusov [3].
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Figure 2 shows the spin-wave resonance absorption
spectra of NiFe/DyCo bilayer films, namely, the
Ni0.8Fe0.2/Dy0.2Co0.8 film with a hard magnetic layer of
the precompensation composition (Fig. 2a) and the
Ni0.8Fe0.2/Dy0.3Co0.7 film with a hard magnetic layer of
the postcompensation composition (Fig. 2b). Analysis
of these spectra revealed the following features. (1)
The spin-wave modes with odd and even numbers

M Co

(a) (b)

Dy

M

Co

Dy

Fig. 1. A schematic representation of hypothetical local
noncollinear magnetic structures of DyCo amorphous films
and their typical magnetooptical hysteresis loops for (a)
precompensation and (b) postcompensation alloy composi-
tions.

9 7 5 3 1
(a)

(b)

10 11 12 13 14
H, kOe

9 7 5 3 12

Fig. 2. Spin-wave resonance spectra of NiFe/DyCo bilayer
films with (a) precompensation and (b) postcompensation
hard magnetic layers.
1
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Fig. 3. Experimental dispersion dependences in the Hn(n2) coordinates for NiFe/DyCo bilayer films with (a) precompensation and
(b) postcompensation hard magnetic layers.
(n = 1, 2, 3, …) are excited in the samples. (2) The
intensities of even peaks are appreciably less than those
of the neighboring odd peaks. (3) The intensities of
even peaks in the spin-wave resonance spectra of
bilayer films with a hard magnetic layer of the postcom-
pensation composition (Fig. 2b) are considerably
higher than those of the precompensation composition
(Fig. 2a). The numerical values of the linewidth ∆H1 in
the spin wave spectra of these bilayer films also differ
substantially. The linewidths ∆H1 of the spin-wave res-
onance spectra of the studied films at different thick-
nesses of the permalloy layer and the effective magne-
tizations Meff are listed in the table. From these data, it
is seen that the magnetization Meff of the bilayer films
only slightly depends on the chemical composition of
the hard magnetic layer. The deviations of the magneti-
zation from the reference value of Meff for the Ni0.8Fe0.2

alloy do not exceed 10%. At the same time, the line-
widths ∆H1 of the first mode in the spin-wave reso-
nance spectra for the bilayer films with precompensa-
tion hard magnetic layers are twice (and more) as large
as those for the films with postcompensation DyCo
hard magnetic layers.

Linewidths ∆H1 of the first mode in the spin-wave resonance
spectra and effective magnetizations Meff for NiFe/DyCo
bilayer films

Precompensation composition of the DyCo alloy

Parameter
NiFe (1000 Å)
DyCo (700 Å)

NiFe (2000 Å)
DyCo (700 Å)

NiFe (3000 Å)
DyCo (700 Å)

∆H1, Oe 150 230 150

Meff, G 724 727 800

Postcompensation composition of the DyCo alloy

Parameter
NiFe (1500 Å)
DyCo (700 Å)

NiFe (3000 Å)
DyCo (700 Å)

NiFe (3000 Å)
DyCo (700 Å)

∆H1, Oe 84 96 75

Meff, G 727 810 850
P

Figure 3 depicts the experimental dispersion curves
in the Hn(n2) coordinates for NiFe (3000 Å)/DyCo
(700 Å) bilayer films with the same layer thicknesses
but different (precompensation (Fig. 3a) or postcom-
pensation (Fig. 3b)) compositions of the hard magnetic
layer. The dashed line in Fig. 3 corresponds to the spin-
wave stiffness η ≈ 20 × 10–10 Oe cm2, which was deter-
mined from the last modes in the spin-wave resonance
spectra of these samples according to relationship (3).
It should be noted that the exchange stiffness of bilayer
films, which was calculated from the short-wavelength
part of the spin wave spectra for both the precompensa-
tion and postcompensation alloy compositions of the
hard magnetic layer, coincides with the reference value
of η for the Ni0.8Fe0.2 monolayer film. However, as can
be seen from Fig. 3, the resonance fields Hn of the first
modes in the spin-wave resonance spectra are charac-
terized by a systematic deviation from the reference
dependence Hn(n2). In the case of bilayer films with
precompensation hard magnetic layers, the measured
fields Hn of the first modes in the spectrum exceed the
reference values by δHn (Fig. 3a). The opposite situa-
tion is observed in the films with postcompensation
hard magnetic layers: the fields H1, H2, and H3 are less
than the reference values (Fig. 3b). It is also seen that
an increase in the mode number n leads to a decrease in
the magnitude of δHn and, at n = 5, δHn  0.

As is known, the dispersion curves Hn(n2), which are
calculated from the spin-wave resonance spectra of fer-
romagnetic films of disordered (amorphous, nanocrys-
talline, etc.) alloys, can exhibit specific features due to
fluctuations of the magnetic parameters, the exchange
interaction α [4], and the saturation magnetization Ms

[5]. However, in our case, the feature observed in the
Hn(n2) curve is caused by other factors. (This is evident,
in particular, from a comparison of the Hn(n2) curves
for the studied bilayer films and the Hn(n2) curve of the
Ni0.8Fe0.2 reference film.) In our opinion, these are the
interlayer exchange interaction and the orientation of
HYSICS OF THE SOLID STATE      Vol. 43      No. 8      2001
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Fig. 4. Configurations of the magnetization vectors and thicknesses deff of effective magnetic layers in NiFe/DyCo bilayer films
with (a) precompensation and (b) postcompensation hard magnetic layers.

Fig. 5. Dependences of the effective magnetic thickness deff on the spin-wave mode number for NiFe/DyCo bilayer films with
(a) precompensation and (b) postcompensation hard magnetic layers.
the Co sublattice magnetization in DyCo with respect
to the external magnetic field H.

4. DISCUSSION

Let us consider the configuration of the magnetiza-
tion vectors in the NiFe/DyCo bilayer films. For a
bilayer film with the precompensation hard magnetic
layer, the saturation magnetization vectors of the NiFe
ferromagnetic alloy and the Co sublattice of the DyCo
ferrimagnetic alloy are parallel to each other (Fig. 4).
Owing to the exchange interaction between the local
magnetic moments of the NiFe alloy and the local mag-
netic moments of Co atoms located near the interlayer
boundary, the latter moments are involved in the pre-
cession of the net magnetization of the ferromagnetic
layer under the effect of microwave fields. Hence, the
exchange boundary condition for the alternating mag-
netization m (the Kittel condition m|s = 0), which spec-
ifies the node of a standing spin wave, should be met in
a certain effective plane within the hard magnetic layer
rather than at the interface. This is equivalent to the dis-
PHYSICS OF THE SOLID STATE      Vol. 43      No. 8      200
placement of the standing spin wave node from the
interface inside the Dy0.2Co0.8 hard magnetic alloy
layer. (This situation is schematically shown in Fig. 4a).
Therefore, in relationship (2), the wave vector of the
first modes in the spin wave spectrum should be deter-
mined not from the formula k1 = π/d0 (where d0 is the
thickness of the permalloy film) but from the expres-
sion k1 = π/deff at deff > d0 (where deff is the thickness of
the effective magnetic layer for a spin wave).

The configuration of the magnetization vectors in a
bilayer film with the postcompensation hard magnetic
layer is depicted in Fig. 4b (see also Fig. 1b). In this
case, the saturation magnetization vectors of the Co
sublattice and the NiFe ferromagnetic alloy are antipar-
allel. The minimization of the energy (in the case of the
exchange interaction Co  NiFe and the uniaxial
anisotropy of the DyCo hard magnetic layer) results in
the formation of a transition layer between NiFe and
DyCo in which spins of 3d metals gradually turn
through an angle of π. Then, the Kittel exchange
boundary condition in the interface region is replaced

                                                    
1
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by the Amenta–Rado boundary conditions  = 0,

where n is the normal to the ferromagnet surface. This
is confirmed by the increase in intensity of even peaks
in the spin-wave resonance spectrum. Note that this
configuration of free surface spins is realized in a cer-
tain effective plane inside the NiFe soft magnetic layer.
This means that the thickness of the effective magnetic
layer deff, which determines the wave vectors of the first
spin-wave modes k1 = π/deff), must satisfy the condition
deff < d0.

Numerical estimates of deff can be obtained using
the relationship

(4)

which is derived from formulas (2) and (3). The calcu-
lated dependences of the effective magnetic thickness
deff on the spin-wave mode number for the studied
bilayer films with precompensation and postcompensa-
tion hard magnetic layers are shown in Figs. 5a and 5b,
respectively. It can be seen that, as the mode number n
increases (the external magnetic field decreases), deff =
(d0 ± ∆d) tends to d0. Since ∆d ~ [(A + MH)/K]–0.5

(where K is the effective surface anisotropy constant for
a layer of thickness ∆d), a decrease in ∆d with a
decrease in the external magnetic field is quite reason-
able. It is also important that the short-wavelength part
of the spin-wave resonance spectrum depends only
slightly on the type of exchange boundary conditions
involved.

In conclusion, it should be noted that researchers
dealing with the dynamic characteristics of thin metal-
lic ferromagnetic films, apparently, rather frequently
encounter the phenomenon described in the present

∂m
∂n
-------- 

 
s

δHn/ πn( )2 η deff
–2

d0
–2

–[ ] ,=
P

work. Actually, thin metallic films prepared using dif-
ferent techniques undergo oxidation and, hence, are
coated with ferrimagnetic (antiferromagnetic) oxides
bound to the main ferromagnetic materials of these
films through exchange interaction. For this reason, the
deviations of the first peaks in the spin-wave resonance
spectra from the dispersion dependence for spin waves
are frequently observed. As a rule, the locations of these
peaks are not included in subsequent analysis of the
spin wave spectrum or their use leads to incorrect deter-
mination of the exchange coupling constant.
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Abstract—A quantitative theory of magnetic acoustic birefringence in rhombohedral antiferromagnets is
developed. It is shown that acoustic activity and the Faraday effect associated with it are determined by the joint
action of piezomagnetism and magnetostriction. The effect is estimated quantitatively, and the method of exper-
imental determination of the piezomagnetic constant is indicated. The conditions for the transformation of lin-
ear polarization into circular polarization and for the rotation of linear polarization through 90° are determined.
© 2001 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

The magnetoelastic (ME) interaction of spin oscilla-
tions and elastic vibrations in antiferromagnets (AFMs)
changes their elastic moduli [1, 2]. These changes are
described by the dynamic ME contribution ∆Cαβ to the

effective elastic moduli Cαβ   = Cαβ + ∆Cαβ and
are manifested in various magnetoacoustic effects. For

instance, the symmetric component  of this tensor
is responsible for the emergence of linear acoustic bire-
fringence (Voigt’s effect or the Cotton–Mouton acous-
tic effect) in AFMs due to the difference in the phase
velocities of normal transverse elastic waves [2–4]. The

antisymmetric component  determines the anti-
ferromagnetic (AF) acoustic activity (or AF gyrotropy
of the medium), which is related to the circular birefrin-
gence (Faraday’s acoustic effect) associated with the
difference in the phase velocities of circularly polarized
waves [2]. In the general case, when both symmetric

( ) and antisymmetric ( ) components of the

moduli ∆Cαβ =  +  differ from zero, super-
position of the linear and circular birefringence effects
takes place. As a result, linearly polarized modes are
transformed into elliptically polarized modes and linear
birefringence is converted into elliptical birefringence.

A detailed symmetry analysis of these effects was
carried out by Turov [2, 3], and a quantitative theory of
the Cotton–Mouton effect in AFMs was developed in
[4].

In the present work, the AF acoustic activity of trig-
onal AFMs (α-Fe2O3, FeBO3, MnCO3, etc.) and its
influence on the acoustic birefringence effect are ana-

lyzed. In contrast to [2–4], the elastic moduli  and

 responsible for these effects are calculated using

Cαβ
ef

∆Cαβ
s

∆Cαβ
a

∆Cαβ
s ∆Cαβ

a

∆Cαβ
a ∆Cαβ

s

∆Cαβ
s

∆Cαβ
a

1063-7834/01/4308- $21.00 © 21527
the coupled equations of ME dynamics (the Landau–
Lifshitz equations and the dynamic elasticity equa-
tions). These equations make it possible to derive more
general formulas applicable in a wider frequency range.
The main point is that piezomagnetism must be taken
into account along with magnetostriction while calcu-

lating the antisymmetric moduli . It is the com-
bined action of these effects that leads to the emergence

of the moduli  and, hence, the AF acoustic activ-
ity.

2. EQUILIBRIUM STATE

We consider easy-plane AFMs with the exchange-

type magnetic structure (+)3z(+)2x(–) [2] (MnCO3,
FeBO3, and α-Fe2O3 at T > TM, where TM = 260 K is the
Morin temperature). We write the thermodynamic
potential density in the form

(1)

Here, I = (M1 – M2)/2M0 and m = (M1 + M2)/2M0 are
the relative vectors of antiferromagnetism and ferro-
magnetism, respectively; M0 is the magnetization of the
sublattices, |M1| = |M2| = M0 and, hence, m2 + l2 = 1 and
ml = 1; H and HE are the external and the exchange
fields, respectively (the nonuniform exchange associ-
ated with derivatives ∂l/∂xi is disregarded here as inap-
plicable to the wavelengths under investigation); HD

and HA are the Dzyaloshinski and magnetic anisotropy

∆Cαβ
a

∆Cαβ
a

1

Φ 2M0 HEm2 HD ml[ ] z–
1
2
---HAlz

2 mH–+
 
 
 

=

+ Bijkllil jekl Π ijklmil jekl+

+ ∆Π ijklmil jωkl
1
2
---Cijkleijekl.+
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fields, respectively; eij = (uij + uji)/2 is the strain tensor;
uij = ∂uj/∂xi, where u is the elastic displacement; Bijkl

and Πijkl [2, 5] are the ME and piezomagnetic constants,
respectively; and Cijkl are the elastic moduli.

In Eq. (1), the tensor

(2)

describes the renormalization of piezomagnetic con-
stants, which is associated with rotational invariance of
the Dzyaloshinski interaction energy that takes local
rotations of a volume element ωik = (uki – uik)/2 into
account [2]. Insignificant renormalizations of the elas-

tic moduli (  ~ ) and of the ME constants (  ~
M0HA) associated with ωik are omitted as small correc-
tions.

We assume that the external magnetic field H is
applied in the basal plane. In this case, the equilibrium
vectors m0 || H and I0 ⊥  H also lie in this plane. Anisot-
ropy in the basal plane is assumed to be fairly weak and
is neglected.

In the subsequent analysis, it is convenient to treat the
direction of the H forming angle ϕH with the binary sym-
metry axis 2(–) as a new axis X. In this case, X || H || m0,
Y || I0, and Z || 3, where 3 is the trigonal axis.

The conditions ∂Φ0/∂m0 = 0 and ∂Φ0/∂  = 0 for the
minimum of the ground-state energy imply that the

equilibrium values of magnetization m0 and strain 
can be determined from the equalities

(3)

(4)

where  =  is the elastic compliance tensor.
It should be noted that Eqs. (3) and (4) are written in

the approximation  ! ,  = 1 –  ≈ 1 adopted
by us; this approximation is valid for H, HD ! HE.

3. AMPLITUDES OF COUPLED STATES

Let us now establish the ME relation between the
amplitudes of spin oscillations and elastic vibrations.
For this purpose, we use the Landau–Lifshitz equations
[6]

(5)

∆Π ijkl 2M0HD δik δjxδly δjyδlx–( ){=

+ δjk δiyδlx δixδly–( ) }

∆Ĉ B̂ ∆B̂

eij
0

eij
0

m0

H HD+
2HE

------------------,=

eij
0 Sijkl Byykl Π xyklm0+( ),–=

Ŝ Ĉ
1–

m0
2 l0

2
l0

2
m0

2

ṁ̃ γ m
∂Φ
∂m
-------- l

∂Φ
∂l
-------+

 
 
 

,=

l̃̇ γ m
∂Φ
∂l
------- l

∂Φ
∂m
--------+

 
 
 

.=
P

Here,  = l – l0 and  = m – m0 are the deviations of
these vectors from equilibrium values and γ is the mag-
netomechanical ratio.

We assume that the dynamic quantities  = uik –

, , and  vary according to the law exp[i(kx –
ωt)], where ω and k are the frequency and the wave
vector of ME waves, respectively. Substituting Eq. (1)
for Φ into Eq. (5), we obtain

(6)

Here, ω = ωAFMR is the frequency of the quasi-ferro-
magnetic branch of the AF resonance:

(7)

where

(8)

is the effective ME spontaneous striction field. The
remaining notation used in Eq. (6) is as follows:

(9)

The high-frequency spin oscillations of , , and

 corresponding to the antiferromagnetic mode with
activation frequency ωa @ ωf are not considered due to
their relatively weak coupling with elastic deforma-
tions, which does not make a significant contribution to

the elastic moduli ( (ωa) ! (ωf)) [1].

4. DYNAMIC ELASTIC MODULI

In the continuum model, the equations of motion for
the elastic displacement u in an AFM have the form [1,
2]

(10)

where ρ is the density of the material and τik is the
Piola–Kirchhoff stress tensor [7]. In accordance with

l̃ m̃

ũik

uik
0 m̃i l̃ i

l̃ x
γ2 H1Aik i ω/γ( )Γ ik+[ ]

2m0M0 ω2 ωf
2–( )

------------------------------------------------------ũik,=

m̃z

γ2 H2Γ ik i ω/γ( )Aik–[ ]
2M0 ω2 ωf

2–( )
------------------------------------------------------ũik,=

m̃y m0lx
˜ .–=

ωf γH f ,=

H f H1H2( )1/2 H H HD+( ) 2HEHme
0+[ ] 1/2

,= =

H1 H HD, H2+ H Hme
0 /m0,+= =

Hme
0 eik

0 /M0( )=

× Bxxik Byyik–( ) m0 Π xyik Π yxik–( )–[ ]

Aik 2Bxyik m0 Π xxik Π yyik–( ),+=

Γ ik m0 Π zyik M0HD δizδkx δixδkz–( )+[ ] .=

m̃x l̃y

l̃ z

∆Ĉ ∆Ĉ

ρu̇̇i

∂τ ik

∂xk

---------, τ ik
∂Φ
∂uki

---------,= =
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Eqs. (1) and (10), we have

(11)

Using the ME coupling relations (6) in this expres-

sion and assuming that  =  =  = 0, we present the

dynamic component of tensor  in the form

(12)

Here,  is the tensor of second-order effective elas-

tic moduli and  is the dynamic contribution to the
elastic moduli associated with the ME interaction of
elastic waves with spin oscillations of the quasi-ferro-
magnetic mode. These moduli can be represented as the
sum of the symmetric (s) and antisymmetric (a) compo-
nents:

(13)

(14)

(15)

It should be recalled that Eqs. (14) and (15) for  are
written in the rotated reference frame associated with
the direction of field H.

5. NORMAL VIBRATIONAL MODES

We suppose that an elastic displacement wave u =
u0 exp[i(kx – ωt)] propagates along the trigonal axis
k || 3 || Z of a crystal at right angles to the magnetic field
H || m0 || X and to the antiferromagnetism vector I0 || Y.
In this case, the ME contribution to the effective elastic
moduli is described by the tensor ∆Czizn. In the low-fre-

quency range (ω2 ! ), the ∆Czizn components in Eqs.
(13)–(15) have the form

(16)

τ ik Cikpqupq Bpqiklplq+=

+ Π pqik
1
2
--- ∆Π pqik ∆Π pqki–( )+ mplq.

m̃x l̃y l̃ z

τ̂

τ̃ ik Ckimn
ef ũmn,=

Ckimn
ef Ckimn ∆Ckimn.+=

Ckimn
ef

∆Ĉ

∆Ckimn ∆Ckimn
s ∆Ckimn

a ,+=

∆Ckimn
s γ2 H1AkiAmn H2Γ kiΓmn+( )

2m0M0 ω2 ωf
2–( )

---------------------------------------------------------------,=

∆Ckimn
a iωγ AkiΓmn Γ kiAmn+( )

2m0M0 ω2 ωf
2–( )

-----------------------------------------------------.=

∆Ĉ

ωf
2

∆C44 B̃14U 3ϕH,sin
2

–=

∆C55 B̃14U 3ϕH,cos
2

–=

∆C54
s 1

2
--- B̃14U 6ϕH,sin=

∆C54
a ∆C45

a– i
ω

2ωE

----------Π̃U 3ϕH,sin= =
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where the following compact notation for pairs of indi-

ces is used: 1 ≡ xx, 4 ≡ zy, and 5 ≡ zx. In Eq. (16),  =

 + m0  is the ME constant renormalized in order
to take piezomagnetism into account, U =

4HE /M0  is the exchange enhancement factor [5],

ωE = 2γHE is the exchange frequency, and  = (  –
HDM0) is the renormalized piezomagnetic constant that
takes the rotation-invariant theory correction with HD

into account. Here,  and  are the components of

the initial tensors  and  of magnetoelastic and
piezomagnetic constants, respectively, in the initial
(unturned) reference frame X0Y0Z0 with axes X0 || 2,
Y0 ⊥  X0, and Z0 || C.

An analysis of the equations of motion (10) together
with Eqs. (12) and (16) shows that for k || 3 || Z, the lon-
gitudinal wave uz does not interact with the magnetic
subsystem and splits from the transverse vibrational
modes ux and uy. Consequently, we can put uz = 0. The
propagation of transverse waves can be described more
conveniently if we pass to the principal coordinate axes
x and h in the basal plane:

(17)

where the angle ψ determined from the requirement

 = 0 satisfies the condition

(18)

The coordinate transformation (17) corresponds to an
additional rotation of the coordinate axes X and Y about
the Z axis through the angle ψ = πp/2 – 3ϕH, where p is
an integer. Consequently, the x axis forms the angle
ϕξ = πp/2 – 2ϕH with the binary symmetry axis 2.

In the coordinate system ξηZ, the equations of
motion (10) written taking into account Eqs. (12) and
(16) have the form

(19)

where

(20)

In accordance with Eq. (19), transverse elastic
waves are characterized by two vibrational modes

B̃14

B14
0 Π15

0

B̃14 H f
2

Π̃ Π zxyz
0

B14
0 Π15

0

Bijkl
0 Π ijkl

0

ξ x Ψcos y ψ,sin+=

η –x ψsin y ψ,cos+=

∆Czξ zη
s

2ψtan
2∆C54

s

∆C55 ∆C44–
------------------------------ 6ϕH.tan–= =

ρω2 C1k2–( )uξ i∆Cak2uη– 0,=

i∆Cak2uξ ρω2 C2k2–( )uη+ 0,=

C1 Czξ zξ≡ C44 B̃14U ,–=

C2 Czη zη≡ C44,=
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a ∆C54

a .= =
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with the wave numbers

(21)

where ν1, 2 are the phase velocities of acoustic waves
and α is the angle defined from the equalities

(22)

It follows from Eq. (19) that, for ∆Ca = 0, the normal
modes are the vibrations uξ and uη linearly polarized
along the x and h axes: uξ || x and uη || h. However, the

presence of acoustic activity (of components  =

−∆ ) leads to mixing of these modes. In this case, the
normal vibrations wn = wn0 exp[i(knz – ωt)] (n = 1, 2)
are connected with uξ and uη through the relations

(23)

It hence follows that the total displacement is described
by

(24)

where ϕ1, 2 = k1, 2z – ωt, uξ0 = uξ(0) and uη0 = uη(0) are
the displacement components at the front face of the
sample, and eξ and eη are the unit vectors of the refer-
ence frame along the x and h axes, respectively.

Thus, the displacement wave u = uξ + uη is a super-
position of two elliptically polarized normal vibrations
u1 = u10 exp(iϕ1) and u2 = u20 exp(iϕ2). The polarization
ellipses lie in the ξη  plane perpendicular to the wave
vector k. The major axis of the ellipse is parallel to the
ξ axis for wave u1 and to the h axis for wave u2. The
ellipticity ξ and polarization of these normal modes are
characterized by the quantity tanα ≈ A (|A | ! 1) from
Eq. (22):

(25)

k1 2,
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---------,=
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1/2
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a
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u uξ uη+ u10 iϕ1( ) u20 iϕ2,( )exp+exp= =

u10 w10 eξ αcos ieη αsin–( ),=

u20 w20 eξ αsin ieη αcos+( ),=

w10 uξ0 αcos iuη0 α ,sin+=

w20 uξ0 αsin iuη0 α ,cos–=

uη

uξ
----- 

 
1

uξ

uη
----- 

 
2

i αtan– iA,–≈= =

ε αtan A ;≈=
P

this quantity has a maximum value when the magnetic
field H is oriented at the angle ϕH = πp/6 to the symme-
try axis 2.

6. FARADAY EFFECT FOR ELLIPTIC 
VIBRATIONAL MODES

Let us now determine the ellipticity and rotation of
the polarization vector of the resultant wave u = uξ + uη,

which are associated with the AF corrections  =

 +  to the effective elastic moduli. We suppose
that a transverse wave at the entrance (z = 0) has a
polarization u0 forming an angle ϕ0 with the ξ axis.
Taking into account Eq. (23), elastic vibrations uξ and
uη can be written in the form

(26)

Here, Rξ and Rη are the amplitudes of acoustic vibra-
tions given by

(27)

where ∆k = k1 – k2 and the angles Φ1 and Φ2 are deter-
mined from the relations

(28)

The effect of antisymmetric moduli  on the
wave velocity ν1, 2 in Eq. (21) is manifested only in the
quadratic approximation through the parameter |A | ! 1
given by Eq. (22) and can be disregarded in the first
approximation. In this case, the difference in the wave
numbers is defined as

(29)

The phases of vibrations (26) can be calculated
using the formulas

(30)

Owing to the phase shift ∆θ = θ1 – θ2 between vibra-
tions uξ and uη, the tip of the resultant displacement
vector u(z, t) = uξ + uη at the exit (z = d) describes an
ellipse [8]. The major axis of this ellipse forms an angle
ϕ with the x axis, where ϕ is defined by the formula

(31)

∆Ĉ

∆Ĉ
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a
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Φ1tan 2α ∆kz/2( )cot ϕ0 2αsintan–[ ] 1– ,cos=
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while the lengths of the semimajor and semiminor axes
of the ellipse are

(32)

The intensities of elastic waves at the exit (z = d) polar-
ized parallel (I||) and perpendicular (I⊥ ) to the initial
polarization u0 are defined as

(33)

where u⊥  is the amplitude of the wave polarized orthog-
onal to u0.

Let us now consider the case when an elastic wave
u0 is polarized at the entrance (z = 0) along the ξ axis
(ϕ0 = 0) or the h axis (ϕ0 = π/2). Taking into account the
relation |α| ≈ |A | ! 1 in Eqs. (31) and (32), we find that
the angle of inclination of the ellipse in this case is
defined as

(34)

while the ellipticity is given by

(35)

The amplitude of the wave polarized perpendicular
to u0 is defined, in accordance with Eq. (33), by the
relation

(36)

Formulas (34) and (35) are completely identical to the
corresponding expressions employed in optics [9]. It
follows hence that, in this case, the effect of Faraday
rotation of the polarization vector (major axis of the
ellipse) and ellipticity are due to the superimposition of

acoustic activity (  ≠ 0) on the linear birefringence

(  ≠ 0).

7. COTTON–MOUTON EFFECT
IN ANTIFERROMAGNETS

Linear birefringence can be observed in pure form
for the orientation of the magnetic field H at an angle
ϕH = πp/3 (p is an integer) to the binary symmetry axis 2.

In this case, ∆Ca =  = 0 in Eq. (16) and, in accor-
dance with Eq. (19), the normal vibrations are uξ || x
and uη || h. These vibrations are linearly polarized at the
entrance along the principal axes x and h which coin-
cide with the axes X || H and Y || I0, respectively (x || X,
h || Y). The wave of the total displacement u = uξ + uη
at the exit (z = d) is again polarized elliptically. Taking
into account that Rξ = cosϕ0, Rη = sinϕ0, and θ1 – θ2 =
∆kz in Eqs. (31) and (32), we obtain the angle of incli-

r1 2,
2

2
------- Rξ

2 Rη
2+{=

± Rξ
2 Rη

2+( )2
4Rξ

2Rη
2 θ1 θ2–( )sin

2
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}

1/2
.
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2 I ⊥ ,–=
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2  = u0

2 2ϕ0sin
2
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2

sin
2
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2

ϕ A ∆kd ,sin=
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2

= =
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a
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∆C54
a
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nation ϕ and the length of the semiaxes r1, 2 of this
ellipse:

(37)

(38)

We now apply Eqs. (37) and (38) to specific cases.
(1) If a wave is polarized at the entrance along the x

or h axis (ϕ0 = 0 or ϕ0 = π/2), it becomes linearly polar-
ized at the exit, preserving its initial direction of polar-
ization.

(2) A linearly polarized wave entering the crystal at
an arbitrary angle ϕ0 remains linearly polarized at the
exit if the following condition is fulfilled:

|∆kd | = (2p + 1)π (p is an integer). (39)

In this case, the rotation of vector u(d) relative to its ini-
tial direction u0 forms the angle ∆ϕ = ϕ – ϕ0 = –2ϕ0 (to
within +π). In particular, for ϕ0 = π/4, the rotation of
linear polarization amounts to 90°.

(3) Let us now suppose that u0 is directed along the
bisector of the angle between x and h (ϕ0 = π/4). In
accordance with Eqs. (37) and (38), the polarization
becomes elliptical:

(40)

The ellipticity is thus given by

(41)

Here, an interesting special case can take place when
polarization becomes circular. Indeed, for

, (42)

we obtain r1 = r2 = u0 /2, ε = 1 from Eqs. (40) and
(41).

8. DISCUSSION OF RESULTS

The acoustic activity of rhombohedral AFMs with
k || 3 || Z is associated with the antisymmetric elastic

moduli  = –∆  determined by the ME interac-
tion. These components lead to mixing of various elas-
tic modes of vibrations and conversion of linearly
polarized acoustic modes into elliptically polarized
modes, while linear birefringence is transformed into
elliptical birefringence. The axes of the ellipse are
rotated during wave propagation, which is manifested
as the Faraday rotation of the wave polarization vector.
In contrast to circular birefringence, for which the Fara-
day angle ϕ = ∆kd/2increases linearly without limit
with the distance d traversed by the wave, for elliptic
polarization, it is an oscillating function of d in accor-
dance with Eq. (34) and does not exceed |A | given by
Eq. (22). It was mentioned above that in this case, the

2ϕtan 2ϕ0 ∆kd ,costan=

r1 2,
u0 2

2
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2
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2
–( )

1/2
±{ }

1/2
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linear and circular birefringence effects are superim-
posed: the first factors (A) in Eqs. (34)–(36) are associ-
ated with acoustic activity (antisymmetric components

), while the second factors are connected with lin-

ear birefringence (symmetric components ).
Since the Faraday angle ϕ, ellipticity ε, and ampli-

tude u⊥  are bounded by the parameter A ∝  ω/ωE =
ω/2γHE, AFMs with a weaker exchange field HE are
preferable for experimental investigations of elliptic
birefringence associated with acoustic activity. In this
respect, manganese carbonate MnCO3 with HE = 3.2 ×
105 Oe is the most favorable material [5]. For this mate-
rial, the value of the quantity A lies in the interval 10–5–
10–3 (for the sound frequency ω/2π = 108–1010 Hz),

ϕH = π/6, and  ≈ 1. For AFMs with a stronger
exchange field, such as FeBO3 (HE = 2.86 × 106 Oe
[10]) and α-Fe2O3 (HE = 9.2 × 106 Oe [1]), parameter A
is an order of magnitude higher.

It should be noted that the equality  ≈ 1 is
approximate and is used in view of the absence of

experimental data on the piezomagnetic constant .
The latter can be determined from Eq. (22) after estab-
lishing the experimental value of parameter A from the
measurements of the Faraday angle in Eq. (34) or
amplitude u⊥  in Eq. (36) in the case when the external
magnetic field H is oriented at an angle ϕH = π/6.

Finally, the important cases of conversion of linear
polarization into circular polarization and the rotation
of linear polarization through 90° require the fulfill-
ment of equalities (42) and (39), respectively, which
can be achieved by varying the value of d or H. For
example, in the case of FeBO3 for which M0 = 506 G,

HE = 2.86 × 106 Oe, HD = 9.93 × 104 Oe, 2HE  =

4.25 × 106 Oe,  = 1.41 × 107 erg/cm3, C44 = 9.2 ×
1011 erg/cm3, and ρ = 4.28 g/cm3 [10], we find that con-
dition (42) for circular polarization holds for d ≈ 1 mm
if the sound frequency ω/2π = 200 MHz and the field

∆Ĉ
a

∆Ĉ
s

Π̃ /B̃14

Π̃ /B̃14

Π̃

Hme
0

B14
0

PH
H = 4 kOe. For weaker fields H, the value of d
decreases; in particular, d ≈ 0.1 mm for H = 400 Oe.
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Abstract—The magnetostriction of Pr0.6Ca0.4MnO3 and Pr0.65Ca0.28Sr0.07MnO3 manganite crystals is investi-
gated in pulsed magnetic fields up to 250 kOe. The field-induced phase transitions from the charge-ordered anti-
ferromagnetic (paramagnetic) state to the metallic ferromagnetic state are studied. It is found that these transi-
tions are accompanied by abrupt negative jumps in the longitudinal and transverse magnetostrictions and a
strong hysteresis at low temperatures. The threshold fields of transitions are determined, and the H–T phase dia-
grams are constructed. © 2001 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

Considerable interest expressed by researchers in
manganites of the R1 – xAxMnO3 (R is a rare-earth ion
and A is Ca2+ or Sr2+ ion) system is stimulated by the
unusual interrelation between their magnetic, kinetic,
and structural properties. These are the giant magne-
toresistance effect and many other interesting phenom-
ena associated, for example, with the charge and orbital
ordering and its strong dependence on the external
magnetic field (see, for example, the review by Tokura
and Tomioka [1]). The charge ordering of Mn3+ and
Mn4+ ions, as a rule, occurs in manganites with a dis-
torted perovskite structure (i.e., at a small tolerance fac-
tor) and a narrow conduction band and is more pro-
nounced, for example, in the Pr1 – xCaxMnO3 system in
the range 0.3 ≤ x ≤ 0.75 [2]. As the temperature
decreases, manganites in this system undergo a charge
and orbital ordering at TCO ~ 220–240 K, an antiferro-
magnetic ordering at the Néel temperature TN ~ 150–
170 K, and a transition to the noncollinear (canted)
state with a nonzero ferromagnetic moment at lower
temperatures [2, 3]. Moreover, these manganites pos-
sess semiconductor properties over the entire tempera-
ture range, unlike manganites in the classical system
La1 – xSrxMnO3, in which, at x > 0.16, the crossover
from a semiconductor-type to metallic conductivity
(the dielectric–metal spontaneous transition) is
observed at the ferromagnetic ordering temperature [4].
A similar dielectric–metal transition can also be
induced in Pr1 – xCaxMnO3 in a strong magnetic field [3,
5, 6], which is attended by the suppression of the charge
1063-7834/01/4308- $21.00 © 1533
ordering, a drastic stepwise decrease in the electrical
resistivity (by a factor of 1010 in some compounds [7]),
and a jump in the magnetization. The threshold field of
the dielectric–metal transition is maximum for the
compound with x = 0.5: its magnitude is approximately
equal to 25 T at a temperature of ~4 K and monotoni-
cally decreases to zero as the temperature increases to
T = TCO [6]. A decrease in the concentration results in a
substantial decrease in the threshold field of the dielec-
tric–metal transition at low temperatures and its non-
monotonic temperature dependence at x ≤ 0.4 (i.e., this
field first increases with an increase in the temperature
and then becomes zero at TCO [1, 3, 6]). The phase tran-
sition is also accompanied by strong magnetoelastic
anomalies, which manifest themselves in the magneto-
striction jumps observed in Pr1 − xCaxMnO3 at x = 0.33
(polycrystals) [7] and x = 0.45 (single crystals) [6]. This
indicates a strong coupling of the crystal lattice with the
magnetic and electronic subsystems, which can be use-
ful in studying the field-induced phase transitions and
specific features of the interaction between different
subsystems in these compounds.

In the present work, we investigated anomalies in
the magnetoelastic properties of Pr0.6Ca0.4MnO3 and
Pr0.65Ca0.28Sr0.07MnO3 single crystals upon dielectric–
metal phase transitions induced by a magnetic field.
The results obtained were used for the construction of
the H–T phase diagrams. The choice of the latter com-
pound, which is characterized by a lower degree of dis-
tortion of the perovskite structure, was made for the fol-
lowing reasons. It is expedient to enhance considerably
the tendency to transition to the metallic ferromagnetic
2001 MAIK “Nauka/Interperiodica”
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phase. This leads to a decrease in the field of the
induced phase transition and makes it possible to eluci-
date the behavior of this system virtually on the verge
of a metal–dielectric spontaneous transition. The occur-
rence of this transition is confirmed by recent investiga-
tions of the magnetic and kinetic properties and neutron
diffraction in (PrCaSr)MnO3 [8, 9].

2. EXPERIMENTAL TECHNIQUE

Single crystals of the compositions under investiga-
tion were grown by zone melting with optical heating.
The magnetostriction was measured with a piezoelec-
tric quartz sensor at temperatures of 10–300 K in
pulsed magnetic fields up to 250 kOe (with a pulse
duration of an order of 20 ms). In addition to the mag-
netostriction investigations, the magnetization M(T, H)
and the resistivity ρ(T, H) were measured in static mag-
netic fields H ≤ 13 kOe at T = 4.2–300 K.

3. RESULTS AND DISCUSSION

3.1. The temperature dependences of the resistivity
in a zero magnetic field and the magnetization in a field
of 10 kOe for the Pr0.6Ca0.4MnO3 crystal are depicted in
Fig. 1. As is clearly seen from this figure, the crystal
undergoes phase transitions to the charge-ordered state
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Fig. 1. Temperature dependences of the resistivity measured
in a zero magnetic field (left axis) and the magnetization in
a field of 10 kOe (right axis) for the Pr0.6Ca0.4MnO3 crystal
upon cooling and heating. Vertical arrows indicate the Néel
point and the charge ordering temperature.

T, K
P

at TCO = 240 K and to the antiferromagnetic state at
TN = 170 K. The charge and antiferromagnetic ordering
at these temperatures was revealed by Jirak et al. [2].
According to Tomioka et al. [3], the observed increase
in the magnetization in the low-temperature range is
associated with the transition to the canted anti-
ferromagnetic state; however, the crystal remains an
insulator.

Similar dependences ρ(T, H) and M(T, H) were
obtained for the Pr0.65Ca0.28Sr0.07MnO3 crystal (TCO =
210 K and TN = 160 K) (Fig. 2). Note that the cooling
of this crystal in a field of 10 kOe leads to the transition
from the antiferromagnetic charge-ordered state to the
ferromagnetic state in the low-temperature range, in
which the resistivity decreases drastically (Fig. 2) and
the magnetization increases as compared to that of the
sample cooled in a zero field. The doping with Sr2+ ions
in these compounds results in an increase in the toler-
ance factor, which enhances the tendency toward the
transition to the ferromagnetic state and, thus, sup-
presses the charge ordering [8, 9].

3.2. Let us now consider the results of investigations
into the magnetoelastic properties of praseodymium
manganite crystals upon insulator–metal phase transi-
tions induced by pulsed magnetic fields.
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Fig. 2. Temperature dependences of the resistivity measured
upon cooling in a zero magnetic field and at 10 kOe (left
axis) and the magnetization in a field of 2.5 kOe (right axis)
for the Pr0.65Ca0.28Sr0.07MnO3 crystal.
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Figure 3 shows the field dependences of the longitu-
dinal and transverse magnetostrictions of the
Pr0.6Ca0.4MnO3 crystal, which, as was noted above,
undergoes antiferromagnetic and charge ordering at
170 and 240 K, respectively. It is seen that the longitu-
dinal and transverse magnetostrictions at temperatures
below the charge ordering point exhibit jumps in suffi-
ciently strong magnetic fields. These jumps can be
attributed to the first-order phase transitions from the
antiferromagnetic charge-ordered state to the ferro-
magnetic metallic state, which are accompanied by
suppression of the charge ordering. At low tempera-
tures, these transitions are characterized by a consider-
able field hysteresis. For example, at T = 10 K, the mag-
netostrictions λ|| and λ⊥  retain their high-field magni-
tudes with a decrease in the magnetic field to zero and
only then relax to their initial values. Most likely, this
effect has a dynamic nature and can be caused by the
time delay of the measured strains with respect to the
field. However, as the temperature increases, the hyster-
esis substantially decreases and approaches a value of
~20 kOe, which was obtained by static measurements
of the conductivity [3]. It should be noted that the
jumps in the longitudinal and transverse magnetostric-
tions are identical in sign. This indicates a considerable
volume magnetostriction (λV = λ|| + 2λ⊥  ~ –1.8 × 10–3).
As the charge ordering temperature is approached, the
magnetostriction jumps decrease, become less pro-
nounced, and disappear at T ≥ TCO.

Reasoning from the experimental field dependences
of the magnetostriction, we determined the critical
fields of the phase transitions and constructed the H–T
phase diagram for the Pr0.6Ca0.4MnO3 compound
(Fig. 4a). The characteristic features of this diagram are
an increase in the field of the phase transition with an
increase in temperature and a rather large region of the
coexistence of two phases which is responsible for the
pronounced hysteresis upon phase transition. Near the
charge ordering point TCO, the threshold field increases
more slowly, then begins to decrease, and becomes zero
at T = TCO. Unfortunately, the threshold fields near TCO

are difficult to determine with sufficient reliability due
to smearing of the field dependences of the magneto-
striction. However, Tomioka et al. [3] studied the con-
ductivity of Pr1 – xCaxMnO3 in static magnetic fields and
observed a similar behavior of the threshold field in the
vicinity of TCO [3]. By and large, the results obtained in
[3] are in good agreement with the phase diagram
obtained from our magnetostriction measurements in
pulsed fields. A small difference is observed for the
boundary of the ferromagnetic metallic phase at low
temperatures (the lower line in Fig. 4a), which reaches
zero field at a finite temperature in our case and at
T  0 in [3]. As was already mentioned, this can be
explained by the manifestation of relaxation processes
in the course of measurements in pulsed magnetic
fields.
PHYSICS OF THE SOLID STATE      Vol. 43      No. 8      200
A similar behavior of the magnetostriction in a mag-
netic field is observed for the Pr0.65Ca0.28Sr0.07MnO3

single crystal (TN = 160 K and TCO = 210 K) (Fig. 5). In
this case, the field dependence of the magnetostriction
also exhibits negative jumps in λ|| and λ⊥  due to the sup-
pression of the charge ordering upon phase transition.
At the same time, the magnetostriction of this com-
pound at low temperatures shows specific features
associated with a lower stability of charge ordering
against the phase transition to the ferromagnetic metal-
lic state in an external magnetic field. At T < 60 K, the
high-field ferromagnetic metallic state remains stable
after removal of the external magnetic field. This man-
ifests itself in the fact that the initial behavior of the
magnetostriction with a negative jump is not repro-
duced in subsequent measurements and the magneto-
striction in an external magnetic field is positive. Actu-
ally, this means that both phases can coexist at low tem-
peratures and the real state of the crystal essentially
depends on its prehistory. Consequently, when the sys-
tem in a strong magnetic field undergoes a crossover
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Fig. 3. Dependences of (a) longitudinal and (b) transverse
magnetostrictions on the magnetic field for the
Pr0.6Ca0.4MnO3 crystal.
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from the antiferromagnetic charge-ordered state to the
ferromagnetic metallic state at T < 60 K, the initial state
can be regained only after heating of the sample to tem-
peratures above 90–100 K in a zero magnetic field. This
behavior of the magnetostriction agrees well with
observations of the magnetization and conductivity of
this compound in static magnetic fields, according to
which its initial state can also be restored by heating of
the sample to 90–100 K. As for the Pr0.6Ca0.4MnO3

compound, the jumps in the magnetostriction at high
temperatures are observed with an increase and a
decrease in the magnetic field, which indicates a revers-
ible transition and a decrease in the hysteresis.

The H–T phase diagram constructed from the field
dependences of the magnetostriction for
Pr0.65Ca0.28Sr0.07MnO3 is shown in Fig. 4b. For the most
part, this diagram correlates with that for
Pr0.6Ca0.4MnO3. The distinctive feature of this phase
diagram is that the field of the thermodynamic phase
transition in Pr0.65Ca0.28Sr0.07MnO3 is very weak and,
possibly, becomes zero at low temperatures. This indi-
cates the occurrence of a spontaneous transition from
the charge-ordered state to the ferromagnetic metallic
state. It should be noted that a similar H–T phase dia-
gram was obtained for Pr0.7Ca0.3MnO3 [3].
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The temperature dependences of the magnetostric-
tion of the Pr0.6Ca0.4MnO3 crystal at a fixed magnetic
field H = 120 kOe are depicted in Fig. 6. It can be seen
that the temperature dependence of the transverse mag-
netostriction exhibits a small anomaly in the vicinity of
the antiferromagnetic ordering point and the change of
sign in the paramagnetic range. Analysis of the longitu-
dinal magnetostriction demonstrates that the magnitude
of induced strains monotonically decreases as the
charge ordering temperature TCO is approached and no
noticeable anomalies occur at the Néel point TN. This
suggests that the crystal deformation is caused by sup-
pression, predominantly, of the charge (orbital) order-
ing and, to a lesser extent, of the antiferromagnetic
ordering. Above the charge ordering temperature, the
induced magnetostriction is virtually absent.

3.3. Now, we discuss the mechanism of the phase
transitions observed in magnetic fields. It can be
assumed that this mechanism is governed by a strong
dependence of the exchange interaction on the orbital
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and charge ordering in the system. This is confirmed by
the considerable magnetization anomaly observed at
the charge (orbital) ordering point (Figs. 1, 2). Specifi-
cally, a substantial decrease in the magnetization below
the TCO temperature indicates suppression of the ferro-
magnetic exchange and enhancement of the antiferro-
magnetic interaction in the manganese subsystem. In
actual fact, this implies that the Curie paramagnetic
temperature Θ and the Curie constant C (in the expres-
sion for the paramagnetic susceptibility χ = C/(T – Θ))
depend on the order parameter characterizing the
charge and orbital ordering. A change in the C constant
at the TCO point can mean a change in the number of
manganese ions forming magnetic clusters that deter-
mine the effective magnetic moment in the Curie–
Weiss law. Hence, it follows that the suppression of the
charge ordering immediately produces a gain in the
Zeeman energy and should be accompanied by an
increase (a jump) in the magnetization even in the para-
magnetic phase at T < TCO. The above assumption is
also confirmed by the considerable volume magneto-
striction observed in the magnetic fields, which is usu-
ally explained by the dependence of the exchange inter-
action on the interatomic distance. Note that the
induced magnetostriction of Pr0.6Ca0.4MnO3 is appre-
ciably higher than that of Pr0.65Ca0.28Sr0.07MnO3. To a
certain measure, this reflects the degree of local distor-
tions that occur in the charge-ordered (orbitally
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Fig. 6. Temperature dependences of the magnetostriction
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ordered) state and disappear upon transition of the sys-
tem to the ferromagnetic metallic state, which is
attended by delocalization of the eg electrons and an
increase in the double exchange.

The behavior of the magnetostriction upon phase
transitions in the studied crystals is in good agreement
with the data obtained by de Teresa et al. [10], who also
observed a negative volume magnetostriction upon
similar field-induced transitions in Pr0.67Ca0.33MnO3
polycrystals.

4. CONCLUSION
Thus, the performed investigation of the substituted

praseodymium manganites revealed clear correlations
between their electrical, magnetic, and magnetostric-
tion properties due to strong spin–charge–lattice cou-
pling. These correlations make it possible to study effi-
ciently various phase transformations of these com-
pounds in magnetic fields on the basis of anomalies in
their magnetoelastic properties.
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Abstract—The domain structure of an antiferromagnet whose magnetic-symmetry group contains a center of
antisymmetry is studied theoretically. The magnetoelectric effect and weak ferromagnetism are shown to coex-
ist in a domain wall. It is established that when the inhomogeneous magnetic moment interacts with a suffi-
ciently strong magnetic field H || C3, a multidomain state with an odd number of 180° domain walls becomes
energetically favorable. The critical field for the transition from a single-domain state to a multidomain state is
found. It is shown that domain reversal occurs when the magnetic field H is reversed. © 2001 MAIK
“Nauka/Interperiodica”.
Antiferromagnetic ordering can cause a crystal to
cease to be invariant under time reversal. In this case,
the center of symmetry I of the crystal-symmetry group
becomes a center of antisymmetry I–; that is, below the
Néel temperature, the crystal possesses a centroanti-
symmetric (CAS) structure. Since the symmetry ele-
ment I– interchanges the magnetic sublattices with one
another, the free energy can contain invariants linear in
the ferromagnetism vector m, antiferromagnetism vec-
tor l, and their first-order spatial derivatives, such as
lαmβpγ and mα∂lβ/∂rγ; this leads to additional interac-
tions [1, 2]. The term lαmβpγ (p is the electric polariza-
tion) is responsible for the linear magnetoelectric (ME)
effect discovered by Astrov [3]. Shavrov [2] analyzed
the possible occurrence of the ME effect in various
types of antiferromagnetic structures and calculated the
spectrum of spin waves with allowance for the ME
interaction. In [4–6], it was shown that the ME interac-
tion drastically affects the acoustic and other dynamic
properties of magnetoelectrics. Inhomogeneous invari-
ants lead to the occurrence of a variety of antiferromag-
netic structures: helicoidal structures [7] and long-
wavelength and modulated magnetic structures [8–10].
The early studies of domain-wall structures in CAS
antiferromagnets were performed by Farztdinov [11],
who showed that 180° domain walls can be of two

types, parallel ( ) and perpendicular ( ) to the sym-
metry axis C3 of the crystal. The CAS antiferromagnets
are of interest because the parameters of their domain
structure can be varied by using both magnetic and
electric fields. In this paper, we theoretically investigate
the domain structure of CAS antiferromagnets in exter-
nal magnetic and electric fields with allowance for the
invariants indicated above. It is shown that the linear
inhomogeneous exchange interaction m∂l/∂z radically
alters the properties of the domain structure of a CAS
antiferromagnet in a magnetic field H || C3.

S||
z S⊥

z

1063-7834/01/4308- $21.00 © 21538
As an example of a magnetoelectric medium, we
consider CAS antiferromagnets with a magnetic sym-

metry  [4], in particular, Cr2O3, which is a two-
sublattice antiferromagnet of the easy-axis type. We
will describe an antiferromagnet in terms of dimension-
less vectors of ferromagnetism m = (M1 + M2)/2M0 and
antiferromagnetism l = (M1 – M2)/2M0 (|M1| = |M2| =
M0, where M1, M2 are the sublattice magnetization vec-
tors) and electric polarization p.

The free energy density is taken in the form

which includes the magnetic, magnetoelectric, and
electric-polarization energies. In the case of ml = 0 and
m2 + l 2 = 1, these energies can be written as [2, 5, 11]

Here, B ~ χ–1 is the homogeneous exchange con-
stant; χ is the transverse antiferromagnetic susceptibil-

ity; A ~  and D ~ Ba0 are the quadratic and linear
inhomogeneous exchange constants, respectively; a0 is
the crystal lattice parameter; a and a1 are the magnetic
anisotropy constants; H is an external magnetic field; 
is the ME interaction tensor; κ⊥  and κz are components
of the electric polarizability tensor; and E is the electric
field. In the expression for Fm, we neglected the inho-
mogeneous-exchange anisotropy and the six-order
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anisotropy constants as they are insignificant in the
phenomena under study.

Minimizing the free energy with respect to p and m
in the case of H ! HE = B/4M0, we obtain

(1)

Here,

where γi are the ME interaction constants [5].

The magnetization vector in this case is given by

(2)

As can be seen from Eq. (2), CAS antiferromagnet
has a week ferromagnetic moment even in zero fields
(H = E = 0) in the case of an inhomogeneous distribu-
tion of the antiferromagnetism vector l. Therefore, in
contrast to the homogeneous state, in which the ME
effect and weak ferromagnetism cannot coexist [2], this
does not occur in an inhomogeneous state. An inhomo-
geneous l distribution along the z axis takes place if the
crystal has a domain structure with domain walls
(DWs) perpendicular to the symmetry axis C3. The
magnetization has a maximum in the region where the
gradient of l is maximum, i.e., in the transition layer
between two adjacent domains. The presence of an
inhomogeneous weak ferromagnetic moment in transi-
tion layers can lead to unusual behavior of the domain
structure of CAS antiferromagnets in an external mag-
netic field. Before investigating the characteristics of
the domain structure, we discuss the possible coexist-
ence of centrosymmetric phases in fields H || E || z. By
minimizing expression (1) in the case of a homoge-
neous state, we find that if

, (3)

then the phase with θ = kπ (k = 0, 1, 2, …) is stable,
where θ is the polar angle of vector l determined from
the z axis. In Eq. (3), the plus sign corresponds to the
state l ↑↑  H || z (k = 2n, n = 0, 1, 2, …) and the minus
sign corresponds to the l ↑↓  H state (k = 2n + 1). These
states have the same energy. The regions of stability of
phases l ↑↑  H and l ↑↓  H can overlap. In the region
where the conditions for stability of different phases are
fulfilled, a 180° domain structure can exist.
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In the case of E = 0, another centrosymmetric phase
with θ = (2k + 1)π/2 l ⊥  H exists if

When a1 < 0, the regions of stability of states with l || z
and l ⊥  z overlap. In this case, as is well known, the sub-

lattices flop over at H = Hc =  (E = 0); that
is, the vector l || z flops over into the basal plane, this
process being a first-order phase transition. According
to [12], the spin-flop reorientation of l in Cr2O3 is a first-
order transition. For this reason, the fourth-order
anisotropy constant a1 is taken to be negative in what
follows.

Now, we will investigate the inhomogeneous states
in fields H ↑↑  E || z. An inhomogeneity is taken to be a
planar DW separating two phases (domains) with oppo-
sitely directed l. The DW width is assumed to be much
smaller than the widths of the domains. We will inves-

tigate the characteristics of  DWs perpendicular to
the C3 axis.

From Eq. (1), it follows that the energy density of an

 DW has the form

(4)

where A* = A(1 – µ2), µ = D/  is the dimensionless
inhomogeneous linear exchange constant, α|| =
γ0κzχ/2M0 is the longitudinal component of the ME
susceptibility tensor, and

Equation (4) differs from the expression found for
the energy density of centrosymmetric antiferromag-
nets. First, the exchange constant is renormalized by
the inhomogeneous exchange which is linear in ∂l/∂z.
Second, the energy density has an additional term
g1(θ) , which describes the interaction energy
between the inhomogeneous magnetization M and the
fields H and E in the DW volume. The case of A* < 0
corresponds to a modulated magnetic structure [10]. In
what follows, we assume that 0 < µ < 1 and, hence,
A* > 0.

A solution to the Euler equation for the problem in
question,

, (5)
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with boundary conditions θ(–∞) = θ(∞) = π and

(±∞) = 0 has the form

(6)

Here, q2 = a1/a, e = α||E/χHa, h = H/Ha, Ha = , and

δ = δ0  is the characteristic DW width in a CAS
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Fig. 1. Dependence of the energy of an  domain wall on
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antiferromagnet, with δ0 =  being the DW width
in a centrosymmetric antiferromagnet.

From Eqs. (4) and (6), the DW energy is found to be

(7)

(8)

Equations (2)–(8) are derived without regard for the
magnetostatic interaction. The magnetostatic energy of

the  DW is

For HE @ 4πM0, which is easily satisfied in antiferro-
magnets (χ ~ 10–3), the magnetostatic energy is much
smaller than the total energy and its influence on the
θ(z) dependence is negligible. Indeed, for H = E = 0,
a1 = 0, and 0 < µ < 0.9, we have

(9)

Here, ∆EW =  – (µ = 0) < 0 is the contribution

from the invariant m(∂l/∂z) to the DW energy; (µ =

0) ≈ , where  is the energy of the  DW. The

negative values of ∆EW indicate that the  DW does
not become energetically unfavorable in comparison

with the  DW due to its inhomogeneous linear
exchange being present in a wide range of parameter µ;
this contradicts what was believed earlier [11].

The results of numerical calculations using Eq. (7)
are presented in Fig. 1 for an inhomogeneous exchange
constant and magnetic field varied in wide ranges. The
magnetic-field dependence of the DW energy is trans-
formed to a linear dependence with increasing µ, which
is due to the longitudinal component of the DW mag-
netization Mz = –χ(D/2M0)(∂lz/∂z) for H = E = 0.
For 2M0 ~ 102–103 G and D/Bδ ~ 10–3–10–2, we have
Mzmax = 2M0(D/Bδ) ~ 0.1–10 G. The maximum value of
magnetization due to invariant m∂l/∂z decreases with
increasing the external magnetic field (Fig. 2). How-
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ever, the total magnetization in the DW volume Mzdz =

4M0D/B ~ 10–5–10– G remains unchanged. For this rea-
son, the DW width does not depend on g1, which char-
acterizes the contribution from invariant m∂l/∂z to the
Zeeman energy of the DW in Eq. (4).

The components Mz in adjacent DWs are opposite in
sign (Fig. 3). Therefore, if the last term in Eq. (7) is neg-
ative in a DW, then it is positive in the next DW. If the
number of DWs is even (N = 2n, n = 1, 2, 3, …), the
contribution from the last term in Eq. (7) to the total
energy of the DWs is zero. In the case of an odd number
of DWs (N = 2n – 1), the contribution from the last term
in Eq. (7) to the total energy is nonzero and two types
of domain structures are possible, with their total DW
energy being equal to

(10)

The minus sign corresponds to a structure of type A
(Fig. 3a); the plus sign, to a structure of type B
(Fig. 3b). In the former case, the total DW energy van-
ishes at a certain value Hcr of the magnetic field and,
with a further increase in the magnetic field, a multido-
main structure of type A becomes energetically favor-
able. In this case, the maximum number of DWs is

(11)

A two-domain structure (with a single DW) is the most
favorable. For a given number of DWs, Eq. (11) deter-
mines the critical parameters for a transition to the mul-
tidomain state. As can be seen from Fig. 4, the critical
field required for the transition to a multidomain state

decreases with increasing the parameter µ = D/ ,
which characterizes the inhomogeneous linear
exchange.

When the direction of H/z is reversed, h should be
replaced by –h in Eq. (7). In this case, the domain struc-
ture of type B has a minimum energy. Therefore, by
reversing the direction of the magnetic field in the case
of H > Hcr, a domain structure of type A can be con-
verted into a structure of type B and vice versa. No data
on the constant D are available for Cr2O3; therefore, the
parameter µ cannot be determined. The critical field Hcr

for domain-structure conversion depends heavily on µ.
For small values of µ, the field Hcr is close to the field
Hc above which the sublattices flop over; however, for
large values of µ, domain-structure conversion occurs
in fields much lower than Hc (Fig. 4). Therefore, the
value of the inhomogeneous linear exchange constant
can be determined from experimental data on domain
reversal in a magnetic field.

The electric field E || H || z affects the DW energy
only slightly because of the smallness of the ME sus-
ceptibility. At the same time, the electric field can dras-
tically affect the DW dynamics and, hence, the process

∫

E2n 1–
+−( ) Aa 2n 1–( ) f 2µh+−[ ] .=

Nmax
2µh

f
----------.=

AB
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of domain reversal for other orientations of H and E.
Domain reversal was observed experimentally in Cr2O3
in the case of E || H and magnetic fields much lower
than Hc and directed at an angle to the C3 axis [13].
However, this problem is a subject for separate investi-
gation.
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Abstract—The correlation of the atomic-order structure and the energy density of perpendicular magnetic
anisotropy in Co50Pd50 films is investigated. Structural models for nanocrystalline Co50Pd50 films are proposed.
It is shown that processes of structural self-organization in the films form nontrivial atomic-order structures.
These structures can exist owing to high elastic stresses, which apparently ensure the emergence of strong mag-
netic anisotropy (K⊥  ~ 106 erg/cm3). © 2001 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

The existence of strong magnetic anisotropy per-
pendicular to the plane of a structurally disordered film
has been studied by many authors engaged in research
involving amorphous and nanocrystalline films. The
strong dependence of the perpendicular magnetic
anisotropy (PMA) constant on the technological condi-
tions of preparation and processing of samples compli-
cates unambiguous interpretation of the PMA origin.
The possible mechanisms of PMA formation, which
were analyzed comprehensively in [1], are determined
by the atomic-order structure and chemical composi-
tion of the film. The main reasons behind the emer-
gence of PMA in films are crystallographic anisotropy,
anisotropy of the columnar structure, magnetostriction
anisotropy, anisotropy of the local atomic ordering, sur-
face anisotropy, and exchange anisotropy between mul-
tilayers (in the case of multilayered films). Connection
of the columnar and fractal structures formed perpen-
dicularly to the film plane with PMA exceeding the
shape anisotropy of the film is visually demonstrated in
[2–4]. However, the mechanisms and kinetics of forma-
tion of such structures remain unclear. In our previous
publications [5–8], we proved that a local atomic order
is formed in nanocrystalline films of transition metal
alloys (Dy23Co77, Co10Pd90, and Co50Pd50) during prep-
aration. We proposed that, in the case of Dy–Co alloys,
PMA carriers are highly anisotropic clusters of the
DyCo5 type [6], while such carriers for Co–Pd alloys
are clusters of the L10 and ε' phases, which are oriented
so that the easy magnetization axis is perpendicular to
the plane of the film [7, 8]. However, these phases were
not always observed in the Co–Pd films. In some cases,
PMA also took place without these phases [7] and the
observed structure did not correspond to the phase
equilibrium diagram.
1063-7834/01/4308- $21.00 © 21543
Considerable deviations from equilibrium during
the preparation of nanocrystalline materials lead to the
formation of atomic structures that often do not con-
form to the equilibrium bulk state or to known metasta-
ble states of the given material. Away from the equilib-
rium state, an insignificant variation of the system
parameter can result in a radical change in the physical
properties of the substance [9]. The number and struc-
ture of defects in a nanocrystalline material differ qual-
itatively from those in mono- and polycrystalline mate-
rials; for this reason, the nanocrystalline state cannot be
regarded simply as a monocrystalline state with a large
number of defects [10]. Thus, the atomic structure of
nanoparticles can be described in the framework of
classical crystallography only for certain cases. The
description of the atomic structure of the nanocrystal-
line state requires the application of nontraditional
approaches.

One of such approaches is the Voronoœ–Delone
method developed for noncrystalline materials [11].
This method involves simulation of spatial structures
with the help of Voronoœ polyhedra. A Voronoœ polyhe-
dron is the direct geometrical image of the nearest
atomic surrounding. The special significance of
Voronoœ polyhedra is that they are convenient structural
elements for use in studying spatial structural motifs.

The above idea was developed further by Bulienkov
et al. [12–14], who described the atomic structure of
materials with amorphous, nanocrystalline, and quasi-
crystalline discontinuous structures as an aggregate of
crystalline modules. This concept is introduced in order
to explain the mechanisms of self-organization of crys-
tals and other structures with short-range and long-
range order. This connects the energy of interatomic
interaction and the geometry of the structure formation
both on local and global levels. A crystalline module as
001 MAIK “Nauka/Interperiodica”
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a closed three-dimensional loop is repeated periodi-
cally in space and either fills the space entirely or
embraces all the atoms of the structure through its
apexes, depending on the crystal symmetry. For exam-
ple, a module of a face-centered cubic (fcc) lattice has
the form of a primitive cell with fcc structure (in the
form of a rhombohedron) and consists of an octahedron
and two tetrahedra. Such an approach considerably
extends the set of module polyhedra forming an atomi-
cally ordered structure as compared to the Fedorov
groups and provides new opportunities to explain the
unique physical properties of nanocrystalline materials.

The experiments on electron diffraction carried out
by us earlier on Dy–Co and Co–Pd films [5–8] and the
evolution of the concepts concerning the formation of
the atomic structure in a structurally disordered mate-
rial [11–14] led to the formulation of the following
problems.

(1) The construction of structural models of short-
range atomic ordering using the approaches described
in [11–14] from an analysis of the electron diffraction
patterns obtained for Co50Pd50 films with high PMA
(K⊥  ~ 106 erg/cm3).

(2) The revision of the reasons behind the formation
of PMA in the Co50Pd50 films under investigation on the
basis of these structural models.

2. SAMPLE PREPARATION 
AND EXPERIMENTAL TECHNIQUE

In this work, we present the results of an investiga-
tion of the structure and magnetic properties of Co–Pd
nanocrystalline films with equiatomic composition
(50 at. % Co and 50 at. % Pd) in the initial state, as well
as those subjected to thermal treatment in vacuum. The
films were obtained by thermal sputtering–explosion in
a vacuum of 10–5 Torr and through magnetron sputter-
ing in a vacuum of 10–6 Torr on various substrates
(glass, crystalline and amorphous silicon, fused quartz,
NaCl, MgO, and LiF). The microscopic structure and

104

100 200 300 400 500 600
Tann, °C

105

106

107
K

⊥
, e

rg
/Ò

m
3

Fig. 1. Dependence of the perpendicular magnetic anisot-
ropy constant K⊥  of a Co50Pd50 film on the annealing tem-
perature Tann.
P

the phase composition of the films were studied using
PREM-200 and JEM-100C transmission electron
microscopes. The chemical composition of the films
was monitored using x-ray fluorescence analysis. The
PMA constant K⊥  was determined by the torque
method at room temperature in fields of strengths up to
17 kOe.

3. RESULTS

The PMA constant of the films in the initial state
was K⊥  ~ 105 erg/cm3 (Fig. 1). Electron diffraction pat-
terns obtained from these films were in the form of a
diffuse halo. Electron microscopic studies revealed that
the films are composed of particles ≈20–30 Å in size. It
was found that dendrite crystallization occurred in the
films under the action of an electron beam in a trans-
mission electron microscope or during annealing in a
vacuum of 10–5 Torr at temperature Tann = 260–300°C.
Figure 2a shows an electron microscope image of a
region of dendrite grown in a nanocrystalline film. The
velocity of the crystallization front determined visually
from the electron-microscopic studies was up to 1 cm/s.
After the completion of dendrite crystallization, no
coarsening of the size of particles constituting the film
was observed (as compared to the initial state).
Figure 2b shows a magnified fragment of the pattern
presented in Fig. 2a with the interface between the ini-
tial nanocrystalline phase (on the right) producing a dif-
fuse halo on the electron diffraction pattern and the
newly formed crystalline phase (on the left). An elec-
tron diffraction pattern of this region is given in Fig. 2c.
The electron microscope image (Fig. 2b) demonstrates
clearly that the film consists of particles of the same
size. The electron diffraction pattern (Fig. 2c) obtained
from crystallized regions (Figs. 2a, 2b) has a set of
reflection points which do not correspond to any known
structures of Co–Pd alloys. According to its phase equi-
librium diagram, a Co–Pd alloy crystallizes into an fcc
lattice with parameter a = 3.75 Å [15].

The electron diffraction pattern (Fig. 2c) clearly
demonstrates considerable radial blurring for diffrac-
tion reflections at small angles, while groups of reflec-
tion points are observed instead of a single reflection at
large angles. Such a pattern is not typical of film-type
single crystals and indicates that, in this case, the film
consists of microcrystallites coherently oriented rela-
tive to one another. The diffraction reflections observed
on the electron diffraction pattern (Fig. 2c) correspond
to the interplanar distances for atomic planes of the
(111) and (620) types in the fcc structure with the lat-
tice parameter a = 3.75 Å. Such a set of reflections can
be observed on an electron diffraction pattern for the
fcc lattice orientation with the [134] zone axis. How-
ever, in Fig. 2c, there are two extra reflections of the
(111) type, as well as superstructure reflections for an
fcc lattice, such as a group of reflections of the (3/2 1/2
0), (310), and (9/2 3/2 0) types. The intensities of these
HYSICS OF THE SOLID STATE      Vol. 43      No. 8      2001
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superstructure reflections are much higher than the
intensity of a structure reflection of the (620) type. It
should be emphasized that on the electron diffraction
pattern (Fig. 3a), the angle between vectors of the [111]
and [310] types is ≈60°–64°, whereas this angle must
be equal to 68.58° in a cubic lattice.

0.5 µm
(a)

(b)
25 nm

(c)

(111) (111)

(310) (620)

Fig. 2. (a, b) Electron microscope images of the crystalliza-
tion front in a structurally disordered Co50Pd50 film after
annealing (Tann = 260°C) with various magnifications and
(c) the electron microdiffraction pattern from a crystallized
region of the film.
PHYSICS OF THE SOLID STATE      Vol. 43      No. 8      200
After annealing at Tann > 300°C, the dendrite struc-
ture in the films began to disintegrate. An electron
microscope image obtained for such a film is a contin-
uous network of intersecting flexural extinction loops
(Fig. 3a). An electron diffraction pattern obtained for a
disintegrating dendrite is presented in Fig. 3b. This pat-

(c)

(b)

(a)
1 µm

(111)
(200)

Fig. 3. (a) The electron microscope image with flexural
loops and (b, c) electron microdiffraction patterns obtained
from various regions of the Co50Pd50 film after annealing at
Tann = 320°C.
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tern is also not typical. There are groups of reflections
corresponding to the atomic (111) and (200) planes of
the fcc structure (a = 3.75 Å) according to the interpla-
nar distances. In this case, the [111] and [200] vectors
are almost parallel to each other, which is impossible in
principle for a single cubic crystal. It should be noted
that the electron diffraction pattern presented in Fig. 3b
was obtained by the method of microdiffraction from a
region ≈0.5 µm in diameter. Such a pattern is typical of
the films under study, but a film as a whole is not a sin-
gle coherently oriented ensemble forming an electron
diffraction pattern with regular reflection points. Elec-
tron diffraction patterns obtained from other regions of
the film can have the form of a disordered set of reflec-
tion points. Moreover, for the same sample, there exist
regions in which a structure of the type presented in
Fig. 3b begins to be rearranged into a polycrystalline
fcc structure (Fig. 3c).

Further annealing (Tann = 500°C) leads to the forma-
tion of atomically ordered phases typical of Co–Pd
alloys [8, 16]: the L10 phase with a tetragonal face cen-
tered lattice and the ε' phase with a hexagonal close-
packed (hcp) lattice. A distinguishing feature of all
electron diffraction patterns obtained was that diffrac-
tion reflections from the L10 and ε' phases were always
observed simultaneously and were oriented coherently
with one another [7, 8]. After annealing at Tann ≥ 650°C,
the films displayed only equilibrium polycrystalline fcc
structures (a = 3.75 Å).

The PMA constant K⊥  (Fig. 1) increased during
annealing to 6 × 106 erg/cm3 as a result of the formation
of the dendrite structure (Tann = 260–300°C) and then
decreased to 5 × (105–104) erg/cm3 upon disintegration
of this structure (Tann = 300–500°C). After the forma-
tion of the atomically ordered L10 and ε' phases (Tann =
560°C), the value of K⊥  increased to 105 erg/cm3. Fur-
ther annealing (Tann = 560°C) led to the formation of a
polycrystalline fcc structure and a monotonic decrease
in the value of the PMA constant. Our investigations
did not reveal any fundamental difference in the atomic
structure and magnetic properties for Co50Pd50 films
obtained by different methods on different substrates.

4. DISCUSSION 

As was mentioned above, the electron diffraction
patterns obtained from Co50Pd50 films after dendrite
crystallization did not correspond to any of the known
phases of Co–Pd alloys. Attempts to interpret the elec-
tron diffraction pattern in Fig. 2c from the viewpoint of
densely packed structures proved to be futile. For
instance, the electron diffraction pattern from an hcp

structure with the  zone axis resembles that in
Fig. 2c. However, in order to form such an electron dif-
fraction pattern, an hcp lattice with parameters a =
2.69 Å and c = 5.87 Å would be required. First, such a
structure is unknown for Co–Pd alloys and, second,

0111[ ]
P

many high-intensity reflections observed on the elec-

tron diffraction pattern in Fig. 2c (e.g., ,

) correspond to a superstructure for an hcp lat-
tice. In this case, special attention should be paid to the
value of the ratio (c/a) ≈ 2.18. It is well known that met-
als form close-packed crystalline structures; i.e., the
ratio c/a for an hcp lattice in the ideal case must be
equal to 1.633. Crystallization in the films under inves-
tigation occurs at high rates. For this reason, the elec-
tron diffraction pattern depicted in Fig. 2c cannot be
attributed to atomic ordering, since the time is obvi-
ously insufficient for ordering to occur. A possible
explanation of the formation of electron diffraction pat-
terns that are not typical of Co–Pd alloys is the forma-
tion of intermetallic compounds. However, this
assumption is also groundless since, first, the diffrac-
tion reflections corresponding to large interplanar dis-
tances that are necessarily observed for intermetallides
are absent on the electron diffraction patterns and, sec-
ond, the formation of intermetallides requires a large
amount of impurities, while the concentration of impu-
rities in the films obtained by magnetron sputtering in a
vacuum of 10–6 Torr does not exceed 1 at. %. The films
obtained by the method of thermal sputtering–explo-
sion cannot also contain a large amount of impurities.
Attempts to explain the observed electron diffraction
patterns using the effect of twinning of known struc-
tures did not lead to positive results either. All that has
been said above also respectively refers to the electron
diffraction pattern presented in Fig. 3b. We considered
another possibility for the formation of the electron dif-
fraction pattern in Fig. 3b on the basis of coherent
mutual orientation of microcrystallites with different
orientations relative to the substrate (i.e., through
superposition of the electron diffraction patterns
obtained for different orientations). It was found that
this electron diffraction pattern cannot be formed in this
way.

In order to explain the formation of the atomic order
and to interpret the electron diffraction patterns
obtained from the films under investigation, we pro-
ceeded from the assumptions developed in [11–14].
However, in contrast to those publications, we
employed, instead of Voronoœ polyhedra or Bulienkov
crystalline modules, assemblies of modules consisting
of octahedra and tetrahedra, which can be used for
describing close-packed structures of metals. A com-
mon feature between our approach with the Voronoœ–
Delone methods and the Bulienkov method is that the
module assemblies fill the space through percolation
rather than through translations.

Here, we propose schemes of module assemblies
that help to explain the formation of the electron dif-
fraction patterns (Figs. 2c, 3b) obtained from Co50Pd50
films. Figures 4a and 4b show module assemblies that
help to explain the formation of the electron diffraction
patterns in Figs. 2c and 3b. The modules are connected

1121[ ]
2111[ ]
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through common faces, where the atoms are located at
the sites. The indices on the vectors in Figs. 4a and 4b
denote the serial numbers of such modules. Such
assemblies can be repeated in space in various ways,
e.g., in the form of a Boerdijk spiral [11, 17] supple-
mented with octahedra by analogy with the intergrowth
rods described in [13]. These assemblies can rearrange
themselves from the hcp to the fcc structure. The pro-
posed module assemblies help to explain the possible
formation of planar atomic networks in dendritic struc-
tures, which create conditions for electron diffraction
and the emergence of diffraction reflection points on
electron diffraction patterns. Such planar atomic net-
works with a high local density of atoms are responsi-
ble for the emergence of high-intensity superstructure
reflections on the electron diffraction patterns. The
module assemblies proposed by us also help to explain
the formation of nonstandard angles on the electron dif-
fraction patterns. The filling of 3D space with module
assemblies occurs through their fitting with one another
through common faces. As a result, a fractal (dendrite)
structure is formed in which all vectors genetically
present in the module assembly are preserved. The
structures formed from such assemblies (see Figs. 4a,
4b) can obviously be regarded as quasi-crystalline. In
such a structure, atoms are arranged in a quasi-periodic
sequence. In spite of the fact that such a structure does
not possess translational symmetry, a system of reflec-
tion points is formed on the electron diffraction pattern
for a certain orientation of this structure [18, 19].

The formation of the electron diffraction pattern
presented in Fig. 2c can be explained by a scheme of
module assembly consisting of three modules (see Fig.
4a). Each module, in turn, is formed by a tetrahedron
and an octahedron. The assembly is organized so that
three tetrahedra are connected through common faces.
In Fig. 4a, the tetrahedron of the second module is indi-
cated by dashed lines and is behind the plane of the fig-
ure. The [111] vectors do not lie in the plane of the fig-
ure, and the scheme shows the projections of these vec-
tors. The [310] vectors of the first and third modules
have a common point and are almost antiparallel. The
disorientation angle amounts to ≈4.5° and is manifested
on the electron diffraction pattern in Fig. 2c in the form
of a splitting of the (310)-type reflections. The angle
formed by the [111] vectors of the first and third mod-
ules in the assembly is ≈56°; this angle is observed in
the experimental electron diffraction pattern (Fig. 2c).

Figure 4b shows a scheme that enables us to inter-
pret the electron diffraction pattern in Fig. 3b obtained
from a dendrite undergoing destruction. The scheme is
a system of three fcc modules (denoted by Roman
numerals in the figure) supplemented with tetrahedra.
The (110) planes of the modules coincide with the
plane of the figure. The (111) plane of the tetrahedron
at the center of the system also coincides with the plane
of the figure. This tetrahedron is connected with each
fcc module through another tetrahedron. According to
this scheme, the [111] vector of the first module in such
PHYSICS OF THE SOLID STATE      Vol. 43      No. 8      200
a module assembly is almost parallel to the [002] vector
of the third module, the mismatching angle between the
vectors being ≈5.3°. This explains the disorientation of
vectors of the [111] and [200] types that is observed in
the electron diffraction pattern in Fig. 3b.

An analysis of the dendrite crystallization rate in our
films and of the observed morphological instabilities of
the crystallization front and the fact that dendrite crys-
tallization does not result in an increase in the size of
particles constituting the film as compared to the initial
state lead one to the conclusion that the crystallization
in the investigated films is a diffusionless (i.e., kinetic)
process. As a rule, such a crystallization is explosive
and is accompanied by the formation of a liquid zone
(having a size of ~20 Å) at the crystallization front [20].
The velocity of this front is so high that nanoparticles
go over to a liquidlike state (so-called virtual melting
[21] or quasi-melting [22]). The liquid interlayer
ensures the conditions for the fitting of nanoparticles
with one another. The morphology of dendrites formed

[111]I

[310]I

56° [111]III

[310]III

(a)

(b)
[002]I

[111]II

[111]III

[002]II

I

II

III

[002]III [111]I

Fig. 4. (a, b) Diagrams of module assemblies explaining the
formation of the electron diffraction patterns presented in
Figs. 2c and 3b, respectively. The indices correspond to the
fcc structure.
1
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in this case is determined by the internal structure of
nanoparticles. Their structure, in turn, is a result of
module self-organization, which is reduced to a combi-
nation of module assemblies through common faces. In
this case, nonideal filling of space takes place. The mis-
matching angle between the faces of adjacent module
assemblies can be as large as several degrees. As a
result, considerable stresses appear in the material.
These stresses are partly removed by the displacements
of atomic complexes, discontinuities, and cracks. The
presence of internal stresses in the films under investi-
gation is confirmed by the observation of tension bars
in electron diffraction patterns and flexural loops in
electron microscope images (Fig. 3a). Considering that
Co–Pd alloys have a high magnetostriction, we can
assume that magnetostriction makes a significant con-
tribution to the formation of large values of the PMA
constant in the initial state, as well as in the presence of
a dendrite structure. The destruction of the dendrite
quasi-crystalline structure leads to the formation of
atomically ordered highly anisotropic L10 and ε'
phases. The coherent orientation of these phases is
ensured by the common elements of the structure (tet-
rahedra and octahedra). The value of the PMA constant
in this case is determined by the crystallographic
anisotropy of the L10 and ε' phases.

Thus, the interpretation of the electron diffraction
patterns and the analysis of the peculiarities in the
growth of dendrite structures in nanocrystalline
Co50Pd50 films allowed us to construct a model of the
nearest atomic surrounding in Co50Pd50 films with a
high value of the PMA constant. It is shown that the
main contribution to the magnetic anisotropy perpen-
dicular to the film surface comes from the effects asso-
ciated with the structural organization of crystalline
modules.
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Abstract—The optical absorption spectra of an α-MnS single crystal and their temperature behavior in the
range from 86 to 300 K are investigated for the (100) plane in the energy range from 8 × 103 to 22 × 103 cm–1

for the first time. Comparison of these spectra with those for the (111) plane reveals an essential absorption
anisotropy in unpolarized light. The anisotropy is manifested in a much stronger splitting of the lowest energy
band for the (100) plane in comparison with that for the (111) plane. With decreasing temperature, the splitting
becomes smaller. Possible mechanisms for the anisotropy revealed are proposed. © 2001 MAIK “Nauka/Inter-
periodica”.
The discovery of colossal magnetoresistance in
FexMn1 – xS solid solutions [1] revived interest in inves-
tigating the physical properties of manganese monosul-
fide, which is the base component of these substances.
An α-MnS single crystal possesses an NaCl-type face-
centered cubic lattice which undergoes a rhombohedral
distortion along the cube diagonal in the (111) plane
with decreasing temperature. The structural transition
in α-MnS is observed at Ts = 162 ± 2 K [2]; the antifer-
romagnet–paramagnet phase transition occurs at TN =
150 K [3]. In the paramagnetic phase, the α-MnS
monosulfide is a p-type semiconductor with a conduc-
tivity activation energy Ea = 0.3 eV. A sharp change in
the activation energy is observed in the antiferromag-
netic region: Ea is virtually zero at T < 150 K, and the
resistivity ρ is 108 Ω cm [3, 4]. Optical measurements
have been carried out for an α-MnS single crystal in the
(111) plane [2, 5]. Three absorption peaks associated
with single-ion transitions in Mn2+ were revealed, and a
blue shift of the fundamental absorption edge was
observed with decreasing temperature.

The absorption spectra of an α-MnS single crystal
produced by saturation of liquid manganese with sulfur
were investigated in this work.

Two α-MnS single-crystal plates parallel to the
(111) and (100) planes were produced for optical mea-
surements. The plates were about 40 µm thick, and their
area was about 2 × 2 mm. Measurements were con-
ducted in a gas-flow quartz cryostat at temperatures
from 86 to 300 K with an accuracy of ±1 K within the
energy range 8 × 103–22 × 103 cm–1.

Figure 1 shows the optical absorption spectra
obtained for the (111) and (100) planes of the α-MnS
single crystal at room temperature. Figure 2 shows the
spectra for these planes at three different temperatures.
An essential difference between these spectra can be
1063-7834/01/4308- $21.00 © 21549
seen in Fig. 2. The spectra for the (111) plane (curve 1
in Fig. 1; Fig. 2a) are, in general, identical to those
obtained in [2, 5]. Two maxima corresponding to the
electron transitions of the Mn2+ ions are observed: the
A peak (6A1g  4T1g(4G)) and B peak (6A1g 
4T2g(4G)). A third maximum, C (6A1g  4A1g, 4Eg(4G)),
was also observed in [2]; we could record only its long-
wavelength edge. Probably, this is because our samples
were thicker than those used in [2, 5]. For the same rea-
son, we could not reveal the fundamental absorption
edge either.

The shape of the spectrum does not change with a
decrease in temperature, the energy of peak A (E =
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Fig. 1. Optical density D = ln(I0/I) for an α-MnS single
crystal at T = 300 K (I0 and I are the intensities of incident
and transmitted light, respectively). The light beam is per-
pendicular to (1) the (111) plane and (2) the (100) plane.
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16667 cm–1) changes only insignificantly, and the
energy of peak B (E = 19608 cm–1 at T = 300 K)
increases slightly. The intensity of both peaks
decreases.

Figures 1 (curve 2) and 2b show the absorption
spectra for the (100) plane. Optical investigations have
not yet been carried out for this plane. A wide band is
observed at energies from 14 × 103 to 18 × 103 cm–1; it
is split into at least two components. It should be noted
that negligible splitting of band A is also observed for
the (111) plane. With decreasing temperature, the split
components become closer to each other. In this case,
the low-energy component undergoes a substantially
larger shift to the high-energy side. The amplitudes and
widths of both components decrease. At the minimum
temperature used, band A remains appreciably asym-
metric for the (100) plane, while for the (111) plane, the
band asymmetry almost vanishes. At low temperatures,
the spectral position of band A for the (100) plane cor-
responds to the position of band A for the (111) plane.
For this reason, the high-energy component of the band
can be attributed to the transition 6A1g  4T1g(4G) in
the Mn2+ ion. The low-energy component, which
undergoes a shift to higher energies with a decrease in
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Fig. 2. Spectra of the optical density of an α-MnS single
crystal at (1) 300, (2) 160, and (3) 86 K. The light beam is
perpendicular to (a) the (111) plane and (b) the (100) plane.
P

temperature, can be associated either with the splitting
of the 6A1g  4T1g(4G) band or with electron excita-
tions of another nature.

In the energy range (18–20) × 103 cm–1, the band
corresponding to band B in the spectrum for the (111)
plane does not appear at room temperature. (In this
energy range, the sensitivity of the photodetector
decreases in comparison with the energy of approxi-
mately 16 × 103 cm–1, where band A is observed.) Band
B is observed beginning from T ≈ 160 K. For the (100)
plane, the intensity of the absorption bands is notice-
ably larger than for the (111) plane. In the window
region near 18 × 103 cm–1, the absorption is signifi-
cantly larger for the (100) plane. Perhaps, due to these
two circumstances, there is a difference between the
colors of the crystals cut from the same block along dif-
ferent planes. In contrast to the green color typical to
the (111) plane of the α-MnS crystal, the α-MnS single
crystal cut in the (100) plane looks yellow. The energy
of peak B observed for the (100) plane corresponds to
the energy of peak B in the spectrum for the (111) plane
only at low temperatures.

Thus, anisotropy of the optical absorption in unpo-
larized light is observed in the α-MnS single crystal.
The difference in the splitting of the low-energy
absorption band and in the intensities of the bands for
the (100) and (111) planes are the most striking mani-
festations of this anisotropy.

The anisotropy revealed and the splitting of the low-
energy band can be explained in a different manner.
The splitting can be associated with the dynamic Jahn–
Teller effect [6–8]. On the other hand, the formation of
a magnetic polaron due to the exchange interaction
between the charge carriers and electrons of the d shell
of the Mn2+ ion (c–l exchange) [9] can be supposed; this
exchange is observed in CdxMn1 – xTe [10, 11]. At T = 0,
according to [9], the spin-polaron state coincides with
the band state, while at finite temperatures, they
become essentially different. With increasing tempera-
ture, the spin-polaron band shifts to the high-energy
side; the shift in the paramagnetic state can be as large
as 60% of the shift in the magnetically ordered state and
can be equal to ~0.1 eV [9]. To explain the anisotropy
itself, it is necessary to take into account the character-
istic features of the band structure of the crystal and its
change at phase transitions. Additional measurements
are being carried out to interpret the anomalies more
clearly.
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Abstract—A new variational method is used to investigate the ground state of the Hubbard model with a half-
filled band for a one-dimensional chain, a planar square lattice, and a simple cubic lattice. A metamagnetic tran-
sition is found to occur in a one-dimensional chain and a simple square lattice. A simple cubic lattice does not
undergo the metamagnetic transition. © 2001 MAIK “Nauka/Interperiodica”.
1. In [1, 2], a new variational method was developed
for calculating the ground-state energy of a strongly
correlated fermion system. This method allows one to
take into account the well-defined short-range order in
the metallic phase. The paramagnetic and antiferro-
magnetic phases of the Hubbard model with a half-
filled band have been investigated using this method,
and it was found that, in the case where the interaction
in the system has an intermediate strength (the Cou-
lomb energy is of the order of the band width), the
short-range order significantly affects the ground-state
energy of the system. Recently, many papers have been
published on the experimental study of the short-range
order in strongly correlated systems (see, e.g., [3]);
among them are systems placed in a strong magnetic
field [4, 5]. Therefore, it is of interest to generalize the
results of [1, 2] to the case of systems in magnetic
fields.

In this paper, a variational technique is used to cal-
culate the ground-state energy for the Hubbard model
with the Hamiltonian

(1)

where  and aiσ are the creation and annihilation
operators, respectively, for a fermion of spin σ = ↑ , ↓  at
the site i; 〈ij〉  indicates summation only over nearest

neighbors; niσ = aiσ; m = 〈ni↑〉  – 〈ni↓〉  is the magnetic
moment; t is the charge-transfer energy; U is the corre-
lation energy; and h is the magnetic field. The energy
band is assumed to be half-filled; i.e., 〈ni ↑〉  + 〈ni↓〉  = 1.
Calculations are carried out for a one-dimensional (1D)
chain, a planar (2D) square lattice, and a simple cubic
3D lattice.

2. In [1], it was shown that, in order for short-range
correlations to be taken into account, the Gutzwiller

H t= aiσ
+ a jσ H.c.+( )

ij〈 〉 σ,
∑ U ni↑ ni↓ mh,–

i

∑+

aiσ
+

aiσ
+

1063-7834/01/4308- $21.00 © 21552
trial function [6, 7] should be generalized to the form

(2)

where the product includes the Gutzwiller factor and, in
addition, a set of projection operators Pλ for all possible
configurations of a lattice site and its two nearest neigh-
bor sites. The real parameters gi lie in the range [0, ∞)
and enable one to vary the amplitudes of different con-
figurations of the pair of neighbor sites and, therefore,
to change the short-range order. The initial N-particle
wave function |ϕ0〉  describes noncorrelated electrons
and, for example, for electrons whose states are con-
fined by the Fermi surface, has the form

(3)

where k is the wave vector of a fermion and VFσ is the
volume of the region (in momentum space) bounded by
the Fermi surface of fermions of spin σ.

We will construct a trial function for the paramag-
netic phase of the half-filled band with an arbitrary total
angular momentum. There are four projection operators
that separate the different states of a lattice site. Our
interest is in the projection operators for doubly occu-
pied states:

In addition, there are ten projection operators for the
states of the nearest neighbor pairs, for example,

(4)

ψ| 〉 gλ
Pλ ϕ0| 〉 ,

λ
∏=

ak↑
+

k VF↑<
∏ ak↓

+ 0| 〉 ,
k VF↓<
∏

X̂ ni↑ ni↓ .
i

∑=

Ŷ1 1 ni↑–( ) 1 ni↓–( ) 1 n j↑–( ) 1 n j↓–( ),
ij〈 〉
∑=

Ŷ2 ni↑ ni↓ n j↑ n j↓

ij〈 〉
∑=
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(see table). In comparison with the case of zero total
angular momentum [1, 2], the degeneracy of the opera-

tors  is partially lifted.
We will consider the case of lattices in which the

total number of pairs of nearest neighbor sites is zL/2,
where z is the number of nearest neighbors of a site and
L is the total number of lattice sites. The normalized
eigenvalues of operators (3) and (4) are defined by

(5)

The eigenvalues are subject to the normalization condi-
tions [8]

(6)

where βλ is the degeneracy, and to the self-consistency
conditions [8]

(7)

The half-filled band has electron–hole symmetry,
which leads to the additional conditions

(8)

We take m, x, y3, y4, y5, and y7 as independent param-
eters; the other parameters are expressed through them as

(9)

With allowance for the degeneracy, the trial function
can be taken in the form

(10)

It should be noted that all configurations involved in
the configuration expansion of the initial wave function
have the same total spin. Therefore, the operator in the
right-hand side of Eq. (10) does not change the mag-
netic moment; that is, the initial wave function and the
trial wave function have the same magnetic moment.

3. We calculate the norm of the trial wave function.
This norm can be written as

(11)

Ŷλ

x Φ| 〉 L 1– X̂ Φ| 〉 ,=

yλ Φ| 〉 zL/2( ) 1– Ŷλ Φ| 〉 .=

xλ

λ
∑ 1, βλ yλ

λ
∑ 1,= =

y1 y3 y4 y5+ + + x,=

y2 y3 y8 y9+ + + x,=

y4 y6 y7 y8+ + + 1/2 m/2 x,–+=

y5 y7 y9 y10+ + + 1/2 m/2– x.–=

y1 y2, y4 y5, y8 y9.= = =

y2 x y3– y4 y5,––=

y6 1/2 m/2 x– y7 2y4,––+=

y10 1/2 m/2 x– y7 2y5.–––=

ψ m( )| 〉 g0
X̂= g3

β3Ŷ3
g4

4β4Ŷ4
g5

2β5Ŷ5
g7

β7Ŷ7 ϕ0 m( )| 〉 .

ψ ψ〈 〉 A m( ) W x y3 y4 y5 y7 m, , , , ,{ }

x y3 y4 y5 y7, , , ,{ }
∑=

× g0
2Lxg3

2zLy3g4
4zLy4g5

4zLy5g7
2zLy7

=  A m( ) R x y3 y4 y5 y7 m, , , , ,{ }

x y3 y4 y5 y7, , , ,{ }
∑ .
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The summation in Eq. (11) is performed over all sets
{x, y3, y4, y5, y7}. The coefficient  is the
number of configurations that correspond to the set
{x, y3, y4, y5, y7} for a given value of m. The normaliza-
tion factor A(m) depends on the total spin. This factor
need not be calculated separately, because it will be
automatically taken into account in the normalized den-
sity matrix. The norm in Eq. (11) can be calculated only
approximately if there are closed paths in the lattice.
For this purpose, as in [2], we employ the Kikuchi pseu-
doensemble method [9]. In the limiting case of an infi-
nite number of particles (L  ∞), as usual [1, 2, 7],
one can keep only the largest terms in the series in
Eq. (11). In order to find the maximum of the function
R, it is convenient to calculate the maximum of its log-
arithm. For this purpose, the factorials involved in R are
transformed using Stirling’s approximation and only
the leading terms are kept in the logarithm of the
expression thus obtained. The result is

(12)

Here and henceforth, we use the notation y2, y6, and y10

for the corresponding expressions in Eq. (9). The nec-
essary conditions for expression (12) to be maximum
are the equations [1, 2] ∂(lnR)/∂ηλ = 0, where ηλ = x,

W x y3 y4 y5 y7 m, , , , ,{ }

L 1– Wln z 1–( ) 2x xln 1/2 m/2 x–+( )+[=

× 1/2 m/2 x–+( )ln 1/2 m/2– x–( )+

× 1/2 m/2– x–( ) ] z
2
--- 2y2 y2ln(–ln

+ 2y3 y3ln 4y4 y4ln 4y5 y5ln+ +

+ y6 y6ln 2y7 y7ln y10 y10 ).ln+ +

Projection operators for different states of a pair of lattice
sites and the configurations corresponding to them

Operator
Configuration

Degeneracy
site site

1

↑↓ ↑↓ 1

↑↓ 2

↑ 2

↓ 2

↑ ↑ 1

↑ ↓ 2

↑↓ ↑ 2

↑↓ ↓ 2

↓ ↓ 1

Ŷ1

Ŷ2

Ŷ3

Ŷ4

Ŷ5

Ŷ6

Ŷ7

Ŷ8

Ŷ9

Ŷ10
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y3, y4, y5, y7. Using these equations, gλ can be expressed
through x and yλ, which gives

(13)

g0
1/2 m/2 x–+( ) 1/2 m/2– x–( )

x2
-------------------------------------------------------------------------- 

 =
z 1–( )/2 y2

2

y6y10
------------ 

 
z/4

,

g3
y3

y2
----, g4

y4

y6y2

--------------,= =

g5
y5

y10y2

----------------, g7
y7

y6y10

----------------.= =
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Fig. 1. Magnetic moment as a function of the magnetic field
for different values of the correlation energy I = U/8ε0(0):
I = (1) 0.4, (2) 0.6, (3) 0.8, and (4) 1; (a) a 1D chain, (b) a
planar square lattice, and (c) a simple cubic lattice.
P

In order to find the ground-state energy for Hamilto-
nian (1), one should calculate the first-order density
matrix ρ for the state described by the trial function:

(14)

A technique for calculating the density matrix is
detailed in [2]: ρ can be separated into two parts, ρ =
ρband + ρinter, where the first term describes the motion
of the fermion in the Hubbard subbands and the second
term is responsible for transitions between the sub-
bands. Calculations give

(15)

where

The total energy of the system of correlated fermi-
ons can be represented in the same form as in [6]:

(16)

Here, q = ρ(m)/ρ0(m), where ρ0(m) is the density matrix
of noncorrelated fermions (U = 0) of a given spin and
ε0(m) is the spin-dependent average energy of noncor-
related fermions. It is easy to verify that this normaliza-
tion gives the correct value for the total energy of the
system of an arbitrary spin in the case of U = 0; there-
fore, the normalization factor in Eq. (11) is automati-
cally taken into account.

4. We calculated the ground-state energy of the para-
magnetic phase for the following three systems: (a) a
linear homogeneous chain (z = 2) with a dispersion law
εk = –2coskx, (b) a planar square lattice (z = 4) with
εk = –2[coskx + cosky], and (c) a simple cubic lattice
(z = 6) with εk = –2[coskx + cosky + coskz]. The average
energy of a fermion (per site) in the absence of correla-
tion is defined as

(17)

where εF, σ = –εF – σ, the integration is performed over
the Brillouin zone (BZ), VBZ is the BZ volume, and
θ(x) = 0 for x < 0 and θ(x) = 1 for x > 0. The energies of

ρ L 1–

ψ〈 | aiσ
+ a jσ H.c.+( ) ψ| 〉

ij〈 〉 σ,
∑

ψ ψ〈 | 〉
--------------------------------------------------------------.=

ρband 4y4

L1
2

x 1/2 m/2 x–+( )
----------------------------------------

z 1–

=

+ 4y5

L2
2

x 1/2 m/2– x–( )
----------------------------------------

z 1–

,

ρinter 8 y3y7

L1L2

x 1/2 m/2 x–+( ) 1/2 m/2– x–( )
---------------------------------------------------------------------------------- 

  ,=

L1 y2y4 y3y4 y4y6 y5y7,+ + +=

L2 y2y5 y3y5 y4y7 y5y10.+ + +=

E
1
L
--- ψ〈 |H ψ| 〉

ψ ψ〈 | 〉
-------------------- q m( )ε0 m( )= = xU .+

ε0 m( ) 1
V BZ

--------- εkσθ εF,  σ ε k σ – ( ) k , d 

BZ

 ∫  =                               
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fermions differing in spin are equal because the band is
half-filled.

The ground-state energy is calculated by minimiz-
ing the total energy of the fermion system with respect
to the variables m, x, y3, y4, y5, and y7. Figure 1 shows
the dependence of the magnetic moment on the mag-
netic field. For a planar square lattice, problems arise
when minimization is performed in a narrow range near
m = 0. In this range, the energy of the fermion system
virtually does not depend on the magnetic moment.
From Fig. 1b, it can be seen that the magnetic suscepti-
bility becomes high. This behavior is associated with a
van Hove singularity located at the center of the energy
spectrum of the square lattice. The density of states
diverges logarithmically at this point [10]; that is, the
magnetic susceptibility tends to infinity. The singularity
becomes even slightly stronger in the presence of cor-
relations (Fig. 1b). If the energy spectrum is approxi-
mated by the elliptic Hubbard band [7], which has no
singular points, problems with minimization do not
arise. We also investigated the case of an infinite-
dimensional lattice. For this purpose, we calculated the
ground-state energy of lattices with z = 10, 20, and 40
and with the energy spectrum of a z/2-dimensional
hypercubic lattice taken as the initial spectrum. The
result rapidly converges to the Gutzwiller solution [7]
with increasing z, which is due to the weakening of spa-
tial correlations with increasing lattice dimensions.

In the calculations discussed above, we ignored the
splitting of the fermion spectrum into Landau levels.
The results obtained for the case of large values of U (as
large as the band width and greater) are of most interest.
In this case, the effective masses of carriers are large
(they are proportional to ∝ q–1) and the splitting of the
spectrum into Landau levels (∆ε ∝  q) is negligible. In
principle, the splitting can be taken into account
through the function ε0(m).

From Fig. 1, it can be seen that the metamagnetic
transition occurs at large U for a 1D chain and a planar
PHYSICS OF THE SOLID STATE      Vol. 43      No. 8      200
square lattice. In the case of a simple cubic lattice, the
metamagnetic transition does not occur up to I = 1.
Thus, the energy spectrum and the lattice dimensional-
ity determine the occurrence of the metamagnetic tran-
sition in a strongly correlated system and, therefore, the
conclusion regarding this transition inferred for an infi-
nite lattice [6] does not necessarily hold for real lattices.
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Abstract—The evolution of the hard and soft modes in the crystal structure of MnxZnyFezO4 manganese–zinc
spinel ferrites is investigated theoretically and experimentally (x-ray structure analysis and magnetic measure-
ments). It is shown that tetragonal and rhombohedral distortions of the cubic structure and fluctuations of the
soft mode are accompanied by the formation of clusters in the form of quasi-two-dimensional fragments
(50−200 and 400–1200 Å), which involve families of γ-Mn2O3, γ-Mn3O4, and α-Fe2O3 oxide planes inherently
bound to the spinel matrix. © 2001 MAIK “Nauka/Interperiodica”.
                   
1. INTRODUCTION

Manganese–zinc ferrites are extensively used in
electronic technology [1]. They find application in
color TV sets as transformer cores and in magnetic
video tape recorder heads. A distinguishing feature of
these ferrites is that they contain several types of cat-
ions which occupy different crystallographic positions

and have a variable valence ( , , , and

) [2]. Changes in the valence of cations and their
crystallographic positions in tetrahedral (A) and octa-
hedral (B) sites of a spinel structure favor deviation
from stoichiometry and the defect formation. This can
give rise to localized and delocalized distortions and
bring about distortions of the long-range order in mul-
ticomponent solid solutions [3]. In our earlier works [4,
5], we showed that these distortions are predominantly
concentrated in high-index planes in a crystal, extend
over regions containing from tens to hundreds of unit
cells, and manifest themselves as large-scale fluctua-
tions of the order parameter [6]. In order to predict the
properties of these materials, it is necessary to elucidate
the physical nature and regularities of the evolution of
their atomic structure due to partial disordering and the
related rearrangement (cluster formation) of solid solu-
tion components and to gain a better insight into the
influence of this complex structure on the magnetic
characteristics of compounds.

The majority of experimental investigations into
structural disordering of this type have dealt with poly-
crystalline objects. In this respect, of special interest is
the study of single-crystal samples. In the present work,
the weakly distorted matrix and strongly distorted clus-
ter structures of manganese–zinc ferrite single crystals
were investigated by diffuse x-ray scattering for the first
time.

MnA
2+

MnB
3+

FeA B,
3+

FeB
2+
1063-7834/01/4308- $21.00 © 21556
2. EXPERIMENTAL TECHNIQUE

In the experiments, we used the photomethod (long-
wavelength CrKα radiation, V filter), which is sensitive
in the recording of low-intensity x-ray scattering. With
the aim of providing identical conditions for diffraction
and recording of radiation scattered from different crys-
tallographic planes, single-crystal samples were
reduced to powder. The ferrites to be studied differed in
the concentration ratio of chemical elements forming
the cation sublattice in the spinel structure.

The molar formulas for real structures of manga-
nese–zinc ferrites were calculated with due regard for
the crystallographic features of spinel ferrites, specified
cation ratios, electroneutrality condition, nonstoichi-
ometry, and differences between x-ray and hydrostatic
densities of the samples under investigation. The phys-
ical properties, including the electromagnetic parame-
ters characterizing the quality of these manganese–zinc
ferrites, were determined according to the universally
accepted techniques [7, 8].

The compositions, real structures, x-ray and hydro-
static densities ρ, and lattice parameters a are given in
Table 1. The lattice defectiveness (the presence of
vacancies in cationic (V (c)) and anionic (V (a)) sublat-
tices of manganese–zinc ferrites) was evaluated from a
comparison between the x-ray and hydrostatic densi-
ties. The Mn3+ content was obtained from the 55Mn
NMR data [9]. The Fe2+ content was determined with
due regard for the concentration of anion vacancies V (a)

and the electron exchange Mn2+ + Fe3+  Mn3+ +
Fe2+.

The mesoscopic defectiveness of the crystal struc-
ture was evaluated by examining the features of x-ray
scattering from samples with different crystal chemical
structures (Table 1).
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Table 1.  Compositions, real crystal chemical structures, and physical properties of MnxZnyFezO4 ferrite single crystals

Sample Crystal chemical structure of Mn–Zn spinel ferrite
Density ρ, g/cm3

Lattice parameter a, Å
x-ray hydrostatic

5 5.030 5.021 8.462

6 5.062 4.926 8.458

1 5.097 5.086 8.440

7 5.125 5.030 8.475

3 5.140 5.028 8.463

Mn0.38
2+ Zn0.32

2+ Fe0.24
3+ V0.06

k( )( ) Mn0.06
3+ Fe0.06

2+ Fe1.88
3+

[ ] O3.99
2– V0.01

a( )

Mn0.52
2+ Zn0.32

2+ Fe0.02
3+ V0.14

k( )( ) Mn0.03
3+ Fe0.03

2+ Fe1.94
3+

[ ] O3.96
2– V0.04

a( )

Mn0.25
2+ Zn0.47

2+ Fe0.19
3+ V0.09

k( )( ) Fe2.00
3+[ ] O3.99

2– V0.01
a( )

Mn0.55
2+ Zn0.40

2+ V0.05
k( )( ) Mn0.04

3+ Fe0.04
2+ Fe1.92

3+
[ ] O3.93

2– V0.07
a( )

Mn0.45
2+ Zn0.48

2+ V0.07
k( )( ) Mn0.14

3+ Fe0.14
2+ Fe1.72

3+
[ ] O3.96

2– V0.04
a( )
3. RESULTS AND DISCUSSION

As can be seen from Fig. 1, the diffraction patterns
of the MnxZnyFezO4 ferrite single crystals are superpo-
sitions of the contributions from x-ray scattering of dif-
ferent types: (a) diffuse small-angle scattering, which
leads to an increase in the background; (b) coherent
Debye scattering, which is responsible for the appear-
ance of lines at intermediate and large diffraction
angles; (c) incoherent Compton scattering (with a
change in the x-ray wavelength), which enhances the
background at large angles; and (d) diffuse (coherent
and incoherent) scattering, which additionally
increases the background and gives rise to background
intensity fluctuations in the form of diffuse maxima.

According to the coherent Debye scattering data, the
long-range order of a ferrite material corresponds to a
perovskite structure of the Fd3m type. The studied
structure exhibits some features that show themselves
in an enhancement of diffuse small-angle scattering and
a change in the fine structure of the background inten-
sity in the range θ > 54°.

It can be stated that ions in the ferrite samples are
displaced from regular lattice sites due to structural
imperfections. By interacting with x-rays, these ions
participate in two processes of x-ray scattering. The
first process is the coherent scattering brought about by
the retention of periodicity in crystal regions with
defect ionic packing, which results in the appearance of
low-intensity diffuse Debye maxima. The second pro-
cess is the incoherent x-ray scattering caused by an
incomplete absence of x-ray waves upon interference
due to the disturbance of perfect periodicity in the
arrangement of scattering centers. This is responsible
for the background component whose intensity
increases with an increase in the angle.

The background intensity monotonically increases
in the case when manganese and iron ions are isolated
from each other. As the concentration of manganese
and iron ions increases, their effect on the solid solution
becomes stronger. This manifests itself in the formation
of a new ordering in the matrix spinel structure, which
PHYSICS OF THE SOLID STATE      Vol. 43      No. 8      200
was observed earlier in [4, 10, 11]. The new structural
formations inherently bound to the matrix structure are
referred to as clusters [4, 12]. X-rays are incoherently
(disorder) and coherently (order) scattered by clusters.
The linear size of the clusters can be estimated from the
width of diffuse maxima by using the Kitaigorodsky
technique [13]. The location of the diffuse maxima is
determined by the conventional Debye diffraction of
x-rays by clusters and follows the relationship 2dsinθ =
nλ, which makes it possible to interpret their crystallo-
graphic structure (Figs. 1–3) [4, 5, 11, 13].
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According to the above approach, we estimated the
integrated intensities of incoherent scattering for equal
θ intervals at small θ angles, which correspond to scat-
tering by individual centers displaced from regular lat-
tice sites (Fig. 1, portion S1), and at large θ angles when
a further increase in the intensity is governed by a
mesoscopic interaction of the components upon cluster
formation (Fig. 1, portion S2)]. As is seen from Fig. 4,
the S1 and S2 curves obtained for different samples are
similar in character. This suggests that the chemical
composition of the solid solution similarly affects both
the fundamental harder matrix mode of the structure
[manifests itself in S1 = f(ρ)] and the softer mode [man-
ifests itself in S2 = f(ρ)] responsible for the smaller-
scale atomic ordering in the form of clusters in the solid
solution. It is worth noting that S1 and S2 should be mea-
sured from the diffraction curve constructed over the
entire diffraction angle range, because the use of sepa-
rate portions of the curves is incorrect. In this case, the
magnitudes of the intensity of incoherent x-ray scatter-
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PH
ing from the hard mode of the structure, for the most
part, are less than those from the soft mode; i.e., S1 < S2.

It should be noted that samples whose structural
state is characterized by displacements of ions from
regular lattice sites (maximum S1, S2) have the closest
packing of ions in the unit cell. This is confirmed by the
location of a minimum in the dependence of the lattice
parameter a = f(ρ), which is observed at ρ =
5.097 g/cm3 (Table 1, sample 1).

In our opinion, the density ρ can serve as a represen-
tative parameter for the studied materials that are char-
acterized by high-defect structural state (vacancies,
variable-valence ions, and cluster structure). In this
case, the change in density should reflect the change in
structural and magnetic orders with due regard for the
ion mass. From this viewpoint, the parameter ρ is not
universal for all types of solid solutions. The choice of
the density as an independent variable was made for the
following reasons. The a parameter of the main undis-
torted lattice only weakly depends on the density
(Fig. 5, curve I). At the same time, the density depen-
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dences of the integrated incoherent scattering intensity
(S1 and S2) (Fig. 4) are similar to the density depen-
dences of the lattice parameter for the distorted struc-
ture (Fig. 5, curves II–VII). The experimentally
observed minimum in the dependence a(ρ) (Fig. 5) lies
in the range that corresponds to bell-shaped portions in
the dependences TC, σs, and Bs = f(ρ) (Fig. 6). The
descending portions in these dependences correlate
with the extrema observed in the dependences of the
lattice parameters for the distorted structure (Fig. 5,
curves II–VII). This implies that the structure of the dis-
torted lattice is loose and amorphous and that amor-
phous–crystalline clusters can exist in the samples
under investigation. Analysis of the dependences of the
size of amorphous (ma) and amorphous–crystalline (mc)
clusters (Fig. 7) and the dependences of the integrated
intensities Ic and Ia of diffuse x-ray scattering by differ-
ent clusters (Fig. 8) on the x-ray density of samples
demonstrates that a considerable increase in the density
results in the formation of states in which an increase in
the density is attended by a decrease in the long-range
order. In turn, a decrease in the coherence in the struc-
ture leads to a decrease in the magnetic ordering. The
maximum magnetic parameters correspond to the min-
imum incoherent scattering intensity, i.e., to an increase
in the long-range order (Figs. 4, 6).

Analysis of the locations of diffuse maxima (Figs. 2,
3) revealed that the clusters are formed by planar frag-
ments of Mn2O3, Mn3O4, and Fe2O3 binary oxides. In
the density range that corresponds to the maximum
magnetic parameters (TC, σs, and Bs), the cluster struc-
ture is determined by the interaction of trivalent iron

and manganese ions with oxygen ions: 

(Fe2O3),  (Mn2O3), and 

and  (Mn3O4). In the range to the left of
the maximum (Fig. 6), the clusters are formed by Fe3+

and Mn3+ ions (with a predominance of Mn3+ ions) and
oxygen ions (Fig. 8). In the range to the right of the
maximum, the cluster structure involves Fe3+, Mn3+,
Mn2+, and O2– ions (Fig. 8). Therefore, the magnetic
properties of the materials studied are substantially
affected by the regions of mesoscopic atomic order
(structural clusters), i.e., by the differences in ion com-
position responsible for the magnetic properties of
clusters.

A comparison of the dependences of the lattice
parameters [a, b, c] = f(ρ) for the matrix (Fd3m) struc-
ture [calculated for the (622) and (444) planes with
allowance made for split lines] (Fig. 5) and the depen-
dences of the scattering intensity Ic = f(ρ) for clusters in
the range of large angles (Fig. 8) revealed the following
features.

(1) The minimum amin at ρ = 5.062 g/cm3 for the
parameters of the distorted structure is attributed to the
α-Fe2O3 (204) clusters formed by Fe3+ ions, cation

Fe2
3+

O3
2–

Mn1
2+

Mn1
4+

O3
2–

Mn1
2+

Mn2
3+

O4
2–

Mn2
2+

Mn1
4+

O4
2–
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vacancies, and oxygen (Fig. 8). The maximum concen-
tration of these clusters corresponds to the maximum
intensity Ic(Fe2O3) of the diffuse scattering in the range
60°–70° (Fig. 8).

(2) For a solid solution with ρ = 5.125 g/cm3, which
corresponds to the maxima in the dependences of the
lattice parameters (a, b, c) = f(ρ)for the distorted matrix
(Fig. 5), the structure is characterized by a maximum
concentration of γ-Mn2O3, α-Fe2O3, and γ-Mn3O4 clus-
ters (Fig. 8). In this case, the γ-Mn2O3, γ-Mn3O4, and
α-Fe2O3 oxides have tetragonal, orthorhombic, and
rhombohedral structures, respectively, which reflects the
orthorhombic (a ≠ b ≠ c) and rhombohedral (α ≠ 90°)
distortions of the matrix structure.

(3) For a moderately distorted matrix lattice (ρ =
5.097 g/cm3), the cluster structure exhibits a maximum
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concentration of γ-Mn3O4 clusters (the orthorhombic
type).

(4) In the sample with ρ = 5.14 g/cm3, the concen-
tration of clusters with bivalent and trivalent manga-
nese ions increases drastically (Fig. 8).

(5) Analysis of the cluster sizes in the structure
(Fig. 7) shows that the maximum mesoscopic ordering
is observed for the group of samples with ρ = 5.062–
5.125 g/cm3 (first group), whereas the cluster sizes for
samples with the lowest and highest densities ρ = 5.03
and 5.14 g/cm3 (second group) are small: 140 Å ≤ ma ≤
230 Å for the first group and ma ≈ 60 Å for the second
group. The small sizes of the clusters (Fig. 7) reflect
their weaker effect on the physical properties of the
samples. An increase in the cluster size is associated
with an increase in the energy of the fluctuations. As a
consequence, the larger the cluster size, the greater the
deviation from the matrix structure [6, 14].

(6) The specific features in the atomic structures of
the matrix and clusters manifest themselves in nonlin-
ear dependences of the magnetic properties on the sam-
ple composition (Fig. 6).

90

80

70

50

40

60

(a)6
1

7

3

5
T C

, K

0.6

0.5

0.4

0.3

(b)
6

1
7

3
5

B
s, 

T

480

430

330

380

(c)6 1

7

3
5σ s

, A
 m

2 /k
g

5.02 5.06 5.10 5.14
ρ, g/cm3

Fig. 6. Dependences of the magnetic properties on the x-ray
density of the samples: (a) the specific saturation magneti-
zation σs, (b) the magnetic induction Bs, and (c) the Curie
temperature TC.
PHY
5

6

1

7

3

250

200

150

100

50

0

m
a,

 Å

5.02 5.06 5.10 5.14
ρ, g/cm3

5

6

1

7

3

1200

1000

800

600

400

0

m
Ò, 

Å

200

Fig. 7. Dependences of the cluster size on the x-ray density.

1200

1000

800

600

400

200

0
5.02 5.10 5.145.06

ρ, g/cm3

I c
, I

a,
 a

rb
. u

ni
ts

θ = 49°–60° (a)

IV
III

II

I

400

300

200

100

0
5.02 5.10 5.145.06

ρ, g/cm3

I c
, a

rb
. u

ni
ts

θ = 60°–70°
(b)

IV

III

III

Fig. 8. Dependences of the scattering intensity for different
clusters on the x-ray density of the samples in the θ ranges
(a) 49°–60° and (b) 60°–70°: (a) (I) Ic(Mn3O4), (II)
Ic(Mn2O3), (III) Ia(Mn3O4), and (IV) Ia(Mn2O3) and (b) (I)

Ic(20 )(Mn3O4), (II) Ic(20 )(Mn2O3) and Ic(20 )(Fe2O3),
(III) Ic(204)(Mn3O4), and (IV) Ic(204)(Fe2O3). Subscripts c
and a refer to crystalline and amorphous clusters, respectively.

2 2 2
SICS OF THE SOLID STATE      Vol. 43      No. 8      2001



DISTORTION OF A MATRIX STRUCTURE AND THE CLUSTER FORMATION 1561
Table 2.  Mode states and cluster and structural parameters

Sample Mode Charge state
Magnetic state Cluster size m, Å Curie temperature TC, K

F η mexp mtheor Texp Ttheor

5 O [2O––4Mn+]–3Mn2+(3)–[2O––4Mn+] 4 –1 369 369

m 4Mn2+–1Mn3+–4Mn2+ 3 –1

O [2O––4Mn+]–1Mn3+–[2O––4Mn+] 1 0.5 616 615.8

m [2O––4Mn+]–1Mn3+–[2O––4Mn+] 2 –1

6 O [2O––4Mn+]–1Mn3+–[2O––4Mn+] 5 –1 486 486

m 3Mn+–1Mn3+–3Mn+ 9/2 2

O [2O––4Mn+]–1Mn3+–[2O––4Mn+] 1 –1 197 197.1

m 4Zn+–1Mn+–4Zn+ 5 –1

1 O [2O––4Mn+]–1Mn3+–[2O––4Mn+] 5 –1 470 469

m 2Mn+–1Mn3+–2Mn+ 7/2 –1

O [2O––4Mn+]–1Mn3+–[2O––4Mn+] 1 0.5 677 677.8

m [2O––4Mn+]–1Mn3+–[2O––4Mn+] 1 –1

7 O [2O––4Mn+]–2Mn3+–[2O––4Mn+] 5 –1 409 409

m [2O––4Mn+]–2Mn3+–[2O––4Mn+] 4 0.5

O [2O––4Mn+]–1Mn3+–[2O––4Mn+] 1 –0.5 647 647

m [2O––4Mn+]–1Mn3+–[2O––4Mn+] 2 –0.5

3 O [2O––4Mn+]–2Mn3+–[2O––4Mn+] 2 –1 341 340

m [1O––4Mn+]–3Mn2+–[1O––4Mn+] 4 –1

O 3Mn4+–1Mn3+–3Mn4+ 4 –0.5 524 524

m 4Mn3+–1Mn3+–4Mn3+ 7/2 –0.5
The maximum values of the Curie temperature TC,
the magnetic induction Bs at 107 K, and the specific sat-
uration magnetization σs are observed for the samples
with the most distorted matrix structure and a more pro-
nounced new ordering in the atomic structure of large-
sized clusters, which shows itself in clear diffuse max-
ima in the diffraction patterns.

The amorphous clusters in samples 1 and 7 are two
or three times larger than those in samples 3 and 5. This
is clearly seen from the dependence ma(ρ) for amor-
phous clusters in Fig. 7. As a result, the amorphous
clusters in samples 1 and 7 make a greater contribution
to the magnetic order of the structure. In the case of
crystalline clusters, sample 1 is characterized by a max-
imum mesoscopic ordering, i.e., by the largest cluster
sizes (Fig. 7). By assuming that the magnetic order
favors atomic crystallographic ordering, it could be
expected that this sample possesses high magnetic
characteristics, which was actually observed in the
experiment.

Judging from the ma, c(ρ) dependences, the maxi-
mum magnetic characteristics for sample 6 are unre-
lated to the mesoscopic ordering. Most probably, they
are determined by the specific features of the long-
range order in the matrix structure, which manifests
itself in its anisotropy and leads to the splitting of the
(620) reflection (Fig. 3). This indicates that tetragonal
PHYSICS OF THE SOLID STATE      Vol. 43      No. 8      2001
elements are formed in the cubic structure (a lowering
of the symmetry).

Moreover, in the present work, we performed theo-
retical analysis of the cluster structure in MnxZnyFezO4
samples within the model concepts developed in [15,
16]. The results of this analysis and the experimental
parameters are compared in Table 2. The designations
of the charge and magnetic states of ions (complexes)
in quasi-one-dimensional chains for the fundamental
and soft modes correspond to those used in [15, 16].
Here, F is the quantum number of the total angular
momentum of magnetic ions (complexes), which are
exchange-coupled through diamagnetic ions (com-
plexes) into chains, and η is the parameter describing
the directionality of valence bonds. The quantum num-
ber of the magnetic state for diamagnetic complexes is
given in parentheses, and the magnetic complexes are
presented in square brackets.

The interaction between the fundamental and soft
modes leads to their coupling with subsequent forma-
tion of quasi-two-dimensional structures (clusters). In
the framework of this model, we calculated the sizes of
clusters (amorphous and amorphous–crystalline) and
the Curie temperatures (the phase transition tempera-
ture below which the magnetic ordering occurs; near
this temperature, the transitions from a long-range
order to a short-range order and then to paramagnetic
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behavior can take place). The phase transition is
smeared [17], which is determined by the local pre-
dominance of the short-range order due to disturbance
of the long-range order. This transition is spatially inho-
mogeneous, because it entails a set of different mag-
netic configurations. For example, in samples 1 and 6,
the fundamental modes O are identical, whereas the
soft modes m differ from each other (Table 2). This
means that the phase transition is governed by different
magnetic configurations arising from different canted
states of identical main antiferromagnetic structures
(by analogy with the Dzyaloshinski–Moriya weak fer-
romagnetism). The samples differ in the sets of mag-
netic configurations of the fundamental (O) and soft
(m) modes (responsible for the Curie temperature, i.e.,
the magnetic ordering) and cluster sizes determined by
the fundamental and soft modes (see Table 2 for partic-
ular samples).

4. CONCLUSIONS

The main results obtained in the above investigation
can be summarized as follows.

(1) The real spinel structure of MnxZnyFezO4 ferrites
is characterized by local distortions of the tetragonal,
orthorhombic, and rhombohedral types in the families
of high-index planes.

(2) The distortion of the rigid matrix structure is
accompanied by the excitation of the soft mode in the
structure and the formation of mesoscopic clusters
enriched with manganese and (or) iron ions.

(3) The experimental data are in agreement with the
results of calculations performed in the framework of
the model concepts. Within these models, it is assumed
that real samples differ in their sets of magnetic config-
urations of the interacting fundamental and soft modes
of quasi-two-dimensional structures (clusters), which
leads to variations in the physical parameters.
PH
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Abstract—The stable generation of pairs of antiferromagnetic vortices at a domain wall moving at a velocity
of 12 km/s is investigated at the instant it passes through a defect in a thin plate of yttrium orthoferrite. The
velocities of a vortex and an antivortex moving in opposite directions along the domain wall and being accom-
panied by solitary flexural waves are ±16 km/s. The total velocity of antiferromagnetic vortices is close to the
maximum velocity of the domain wall, 20 km/s. Such a high velocity can only be due to the action of a quite
large gyroscopic force. An external dc magnetic field (±400 Oe) applied along the b axis of the orthoferrite
affects this velocity insignificantly. The effective magnetic field that violates the Lorentz invariance of the
dynamics considerably exceeds this value. © 2001 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

The possible existence of ferromagnetic vortices
follows from the Landau–Lifshitz equation describing
the motion of a magnetic moment [1, 2]. For experi-
mental observation of static magnetic vortices in
domain walls (DWs) of garnet-ferrite films, the method
of dark-field anisotropic diffraction of light [3] is devel-
oped. The action of gyroscopic forces on magnetic vor-
tices in domain walls of garnet ferrites was predicted in
[4]. The dynamics, pair collisions, and the soliton-like
behavior of magnetic vortices in domains walls of gar-
net-ferrite films were studied in [5, 6] on the basis of
detection of the solitary flexural waves accompanying
these vortices. Theoretical predictions of the possible
existence of antiferromagnetic vortices in domain walls
at low temperatures were made in [7, 8] for orthofer-
rites and in [9] for easy-plane antiferromagnets.

The first experimental observations of solitary flex-
ural waves in domain walls of yttrium orthoferrite at
room temperature were described in our earlier publi-
cations [10, 11]. Strong local slowing down of a
domain wall moving initially at a supersonic velocity of
12 km/s with the help of a decelerating magnetic field
of a solitary wire crossing the domain wall was used to
generate waves. It is well known that a nonhysteretic
transition from the sound velocity to a supersonic
velocity and back, as described by Maxwell’s rule [12],
takes place for a domain wall of the Néel type at the end
of the region of constancy of a DW velocity equal to the
velocity of transverse sound. The solitary flexural
waves that accompany antiferromagnetic vortices were
studied in [13, 14].
1063-7834/01/4308- $21.00 © 21563
2. EXPERIMENTAL RESULTS

In this paper, we present the results of investigating
the generation of solitary flexural wave pairs in domain
walls of yttrium orthoferrite moving initially with a
supersonic velocity and analyze their dynamics in the
presence of an external magnetic field along the b axis
of the crystal. The results confirm the law of topologi-
cal-charge conservation for an antiferromagnetic vor-
tex–antivortex pair accompanied by solitary flexural
waves during their generation. The analysis of the
dynamics in the presence of magnetic fields perpendic-
ular to the weak-ferromagnetism axis of orthoferrite
carried out by us here is important in understanding the
origin of the forces that drive antiferromagnetic vorti-
ces. The experiments on the generation of antiferro-
magnetic vortices in a thin 30-µm yttrium orthoferrite
plate at room temperature were carried out using the
method of high-speed double-exposure photography in
the same manner as in our previous works. The plate
was cut at right angles to the optical axis. The normal to
the plate forms an angle of 52° with the weak-ferro-
magnetism c axis. The magnetic field produced by the
two coils, which had an inner diameter of 1.5 mm and
were applied over the sample through a thin cover
glass, had, in addition to the component along the c
axis, a component along the b axis of approximately the
same magnitude. This component is important for vio-
lating the Lorentz invariance of the DW dynamics in
orthoferrites and can lead to the emergence of a non-
zero gyroscopic force driving antiferromagnetic vorti-
ces along the domain wall. Estimates of the topological
charges of antiferromagnetic vortices accompanied by
solitary flexural waves, which were obtained from
experimental data [13, 14] and theoretical calculations
[15], are found to match. Figure 1 shows a high-speed
001 MAIK “Nauka/Interperiodica”
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double-exposure photograph of an ascending domain
wall in an yttrium orthoferrite plate. The first position
of the domain wall (transition from the light to dark
region) is shown in the lower part of the photograph.
The second position of the domain wall corresponds to
the transition from the dark to the light region. The dark
band is the region traversed by the domain wall during
the time between two light pulses. In the left part of the
figure, the domain wall is almost rectilinear and moves
at a velocity of 4 km/s. In the right part of the photo-
graph, a transition to a supersonic velocity of 12 km/s
takes place. In the first position, solitary flexural waves
are not yet observed at the domain wall. In the second
position of the domain wall in Fig. 1, a singularity con-
sisting of two rectilinear intersecting segments, which,
in accordance with Fig. 2, are the fronts of solitary flex-
ural waves moving in opposite directions, is clearly
manifested. The generation of a pair of solitary flexural
waves is very stable. Every time the domain wall inter-

Fig. 1. Double-exposure high-speed photograph of a gener-
ated pair of solitary flexural waves accompanying a vortex–
antivortex pair in the second (upper) position of an ascend-
ing domain wall in an yttrium orthoferrite plate. The dark
band is the region crossed by the domain wall during the
time between two light pulses.

Fig. 2. Double-exposure high-speed photograph of a gener-
ated pair of two solitary flexural waves moving in opposite
directions and accompanying the antiferromagnetic vortex
and antivortex in a domain wall moving at a velocity of
12 km/s in a yttrium orthoferrite plate.
P

sects the position marked by the arrow in Fig. 1 at a
velocity of 12–13 km/s, a pair of solitary flexural waves
is generated (Figs. 1, 2). Solitary flexural waves as a
single entity lag behind the domain wall and have sharp
leading fronts and extended trailing fronts. Figure 2 can
be used to determine the velocity of waves along the
domain wall. They move in opposite directions at the
same speed, 16 km/s. The external magnetic field driv-
ing the domain wall as a single entity can only deceler-
ate solitary waves. The only possible reason for the
motion of solitary flexural waves along the domain wall
is a gyroscopic force acting on the antiferromagnetic
vortices and antivortices accompanied by these waves.
In accordance with Figs. 1 and 2, the generation of a
pair of solitary waves proves the validity of the topolog-
ical-charge conservation law in the case of generation
of antiferromagnetic vortices at a domain wall moving
with a supersonic velocity in yttrium orthoferrite. For
the light pulse of duration 250 ps used, no local decel-
eration of the part of the domain wall near a defect is
observed and only the generation of a pair of solitary
waves can be seen. The quasi-static advance of the
domain wall clearly indicates the presence of a defect
retarding the domain wall in the region of the genera-
tion of a pair of solitary flexural waves. The dynamics
of domain walls in orthoferrites can be described in
terms of the quasi-relativistic Lorentz-invariant σ
model with the maximum velocity equal to the velocity
of spin waves in the linear region of their dispersion
relation [6, 16]. For a DW velocity of 12 km/s, the total
velocity of each of these solitary waves is close to the
limiting velocity and is equal to 19.5 ± 0.5 km/s. Such
a velocity can apparently be due to a strong gyroscopic
force acting on the antiferromagnetic vortices. In a
magnetic field directed along the b axis of orthoferrite,
the Lorentz invariance of the DW dynamics can be vio-
lated, as shown in [17, 18]. In accordance with the
results of those works, the gyroscopic force acting
along the domain wall in this case is proportional to the
magnetic field applied along the b axis of orthoferrite.
These results are applicable to velocities much smaller
than the maximum velocity. In this connection, it would
be interesting to study the dynamics of solitary flexural
waves in magnetic fields directed along the b axis of the
crystal. The time dependence of distances traversed by
these two waves along a domain wall in a magnetic
field of ±400 Oe is presented in Fig. 3. The velocity of
vortices along the domain wall is close to 16 km/s. The
difference in the velocities in these two cases does not
exceed 5–7%, so that the effective field destroying the
Lorentz invariance of the DW dynamics and generating
the gyroscopic force is much stronger than that used by
us. For more accurate determination of the magnitude
of this field, a similar experiment must be made in
stronger magnetic fields applied along the b axis. If the
magnetic sublattices of orthoferrite are not equivalent,
a gyroscopic force proportional to the Dzyaloshinski
field and not to hb can be generated [6]. The change in
the magnetic anisotropy in the vicinity of a defect can
HYSICS OF THE SOLID STATE      Vol. 43      No. 8      2001
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be of considerable importance in generating an antifer-
romagnetic vortex–antivortex pair.

3. DISCUSSION OF RESULTS

The central part of an antiferromagnetic vortex
moving under the action of a gyroscopic force must
contain an antiferromagnetic phase Gy [13, 14]. This
phase is known to exist in dysprosium orthoferrite at
low temperatures. In the yttrium orthoferrite under
investigation, the phase transition GzFx  Gy occurs
at room temperature in an unstable supersonic domain
wall decelerated by a local defect or by a magnetic field
of a solitary conductor. In accordance with Figs. 1 and
2, the formation of two solitary waves proceeds simi-
larly in magnetic fields directed along the b axis and in
opposite fields. This means that the sign of the gyro-
scopic force does not change in these two cases. The
pulsed magnetic field along the b axis created by a coil
and driving the domain wall at a velocity of 12 km/s
was 120 Oe. If the gyroscopic force changed its sign
upon reversal of the magnetic field along the b axis, the
generated solitary waves would move in opposite direc-
tions and annihilate each other. This follows from our
earlier publications [11, 13, 14], in which antiferromag-
netic vortices were generated during local deceleration
of a domain wall, moving at a supersonic velocity by
using a magnetic field of solitary wires crossing the
domain wall. The total velocity of antiferromagnetic
vortices in the domain wall of yttrium orthoferrite mov-
ing at a velocity of 12 km/s is close to the limiting
velocity, 20 km/s, for the solitary flexural waves of all
amplitudes observed. A theory describing the dynamics
of antiferromagnetic vortices in orthoferrites, valid up
to the limiting velocity c of their motion, has not been
developed to date. The above experimental results show
that the effective magnetic field destroying the Lorentz
invariance of the dynamics is much stronger than the dc
magnetic field along the b axis used by us and than the
b component of the pulsed magnetic field produced by
the coil driving the domain wall in the orthoferrite. This
follows from the rather weak dependence of the veloc-
ity of antiferromagnetic vortices on the magnetic field
along this axis.

Static analysis of the symmetry of domain walls
moving by inertia in orthoferrites was carried out in
[6, 19]. In the dynamics of ac-type boundaries, the mb

component of the weak ferromagnetic moment along
the b axis differs from zero (it is proportional to V/c). A
similar result also holds for domain walls driven by a
magnetic field. This means that the gyroscopic force
may be proportional to V2/c2. Under our experimental
conditions, the value of this quantity is not small and is
equal to 0.36. The inclusion of this force requires a spe-
cial analysis, which is beyond the approximation V ! c
adopted in all existing publications [15, 17, 18]. Anal-
ysis of the structure of moving domain walls has been
carried out only for homogeneous domain walls of the
PHYSICS OF THE SOLID STATE      Vol. 43      No. 8      2001
ac and ab types. For studying the symmetry of domain
walls with antiferromagnetic vortices, invariants of
higher orders than those for homogeneous domain
walls must be taken into account.
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Abstract—The one-dimensional saturation magnetization distribution MS(x) in the vicinity of grain bound-

aries (GBs) is studied in  plates of soft magnetic alloys of the Fe–3% Si type in the framework of the
theory of micromagnetism. The mechanisms of the emergence of spatial inhomogeneities of the saturation mag-
netization near planar GBs are discussed. Calculations show that macroscopic regions ∆x ≈ 10 mm in extent
arise near GBs because of the µ* effect. This result is supported by the experimental data. © 2001 MAIK
“Nauka/Interperiodica”.

011( )
1. INTRODUCTION
Grain boundaries (GBs) are the most typical defects

of crystals [1–3]. They play an important part in the for-
mation of the domain structure and magnetic properties
of polycrystalline ferromagnets [2, 4–7]. The effect of
GBs on the magnetic properties is particularly great in
fine-grained and nanocrystalline materials [2, 7–10], in
which the relative volume of GBs can be as large as 10–
20% of that of the bulk phase. One of the mechanisms
of the GB influence is associated with the magneto-
static field Hm(r) [which is referred to as the demagne-
tizing field Hd inside the magnet and as the stray field
Hs outside it] produced by GBs [4, 5, 11–13]. Because
Hm(r) is inhomogeneous, the total field Hi(r) = He +
Hm(r) (where He is a uniform external field), as well as
the magnetic induction B and specific electromagnetic
energy loss Psp in grains, is also inhomogeneous [14–
16]. In [11, 12, 15], the distributions of the magnetiza-
tion M and of the stray field Hs near GBs were studied
experimentally in plates of an Fe–3% Si alloy, the sur-
faces of which were approximately parallel to the crys-

tallographic ( ) plane. This paper is devoted to a
theoretical investigation of the spatial inhomogeneities
of the saturation magnetization MS and the reasons for
their occurrence near a planar GB that separates regions
with differently oriented 〈100〉  axes in a plate of a soft
magnetic material of the silicon-iron type.

2. MODEL AND BASIC RELATIONS
We consider a 2h thick plate (infinite along the x1

and x3 axes) of a triaxial silicon-iron-type ferromagnet
with magnetocrystalline anisotropy constant K1 > 0.
The x2 axis of the rectangular coordinate system {x1, x2,

011
1063-7834/01/4308- $21.00 © 21567
x3} is normal to the plate surface. The plate contains a
planar GB separating regions 1 and 2. In these regions,

the ( ) planes are parallel to the plate surface (the
x1x3 plane), but the easy magnetization directions (EDs)

〈100〉  make angles  and  with the x1 axis, respec-
tively. The plane of the GB coincides with the yz plane
of a rectangular coordinate system {x, y, z} whose axes
x and z lie in the plate plane and make an angle γ with
the x1 and x3 axes, respectively. The x2 and y axes coin-
cide, and the x axis is aligned with the normal n to the
GB (Fig. 1). When an external uniform field He is
applied along the x1 axis, crystals 1 and 2 are magne-
tized to saturation (M = MS). Since the plate and the GB
in it are infinite along the z axis, we can assume that the
magnetization M is independent of the coordinate z. We
also assume that the magnetization lies in the plate
plane (My = 0) and is uniform across the plate thickness;
that is, it is also independent of the coordinate y. In

011

α1
0 α2

0

x2, y
GB

α1
0

z x3

n

x

He
γ

<100>
<100>

α2
0 x1

Fig. 1. Geometry of the problem.
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other words, we consider the case of the one-dimen-
sional magnetization distribution,

(1)

where θ is the angle between M and the normal n and
ex and ez are the unit vectors along the corresponding

axes; the condition M2(x) =  = const is fulfilled auto-
matically.

The equilibrium distributions M(x) and θ(x) can be
found as a stationary (as t  ∞) solution to the Lan-
dau–Lifshitz equation [17, 18]:

(2)

Here, g is the gyromagnetic ratio and αD is the damping
constant. The effective magnetic field Heff can be writ-
ten as

(3)

where the effective exchange field , effective mag-

netocrystalline anisotropy field , external magnetic

field , and effective magnetostatic field  can be
found as derivatives of the corresponding energy densi-
ties fexc, fk, fh, and fm with respect to the magnetization
M. The total free-energy density f, which is the sum of
the exchange (fexc), magnetocrystalline-anisotropy (fk),
and magnetostatic (fm) energy densities and of the inter-
action energy density fh between the magnetization and
external field, has the form

(4)

where A is the exchange constant. The magnetostatic
field Hm can be found from the well-known formula
[17, 18]

(5)

One of the major difficulties in solving such problems
in the theory of micromagnetism [17–19] is the deter-
mination of the energy density fm and the corresponding

effective magnetostatic field  [see Eq. (3)]. Accord-
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P

ing to Eq. (1), My = 0; therefore, fm is independent of
fm(My) and we have

(6)

Using the standard methods [8, 17–19], the two other

components of the field  are found to be

(7)

(8)

Here, x and x' are the coordinates of the source and of
the point of observation of the magnetostatic field,

respectively. The effective fields , , and 
are easily found using Eqs. (3) and (4). Thus, Eq. (2)
takes the form

(9)

where τ = gµ0MSt is the dimensionless time. The
expression in the curly brackets on the right-hand side

of Eq. (9) is the total torque L = (1/µ0 )δf/δθ (in rel-
ative units) provided by the effective field Heff; the
terms in this expression are (in order) the torques asso-
ciated with exchange interaction (Lexc), magnetocrys-
talline anisotropy (Lk), external field (Lh), and magneto-
static field (Lm), respectively. The integro-differential
equation (9), which describes the process of the estab-
lishment of the equilibrium M(x) distribution, can be
solved only by numerical methods. For calculations, we
chose a finite region (D) –a ≤ x ≤ a with a @ h. This
region is covered by a net xi with N cells. The spacings
of the net points along the x axis, ∆xi = xi – xi – 1, were
small enough for the angles θi (defining the MS direc-
tion) to be considered constant within a cell. Outside
region D (|x | > a), the magnetization is assumed to be
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constant. Clearly, this last assumption introduces some
error into the calculations of θ(x), because Hm exists in
all space; however, this error can be made small by tak-
ing sufficiently large values for a. Using the net approx-
imation and the finite-difference method, Eq. (9) is
reduced to the form

(10)

where the function Gij is defined as

(11)

Equation (10) is solved numerically using the iterative

technique [8, 19]. The initial distribution of angles 
(at time τ = 0) is assumed to correspond to the orienta-
tion of MS along the 〈100〉  axis in each of the adjacent

crystals 1 and 2. Each subsequent distribution  in
the nth iterative cycle is calculated from the following

formula using the angles  obtained in the previ-
ous iterative cycle:

(12)

The procedure is terminated (at some time τn) once the

quantity ε = max{Li/(  +  +  + )}
becomes smaller than 10–3.
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3. RESULTS AND DISCUSSION

Figures 2–6 show the results of calculations for a
2h = 0.25 mm thick plate of an Fe–3% Si alloy (A =
1.76 × 10–6 J/m, K1 = 3.4 × 104 J/m3, MS = 1.59 × 106 A/m)
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Fig. 2. Variations in the angle α(x) characterizing the orien-
tation of the saturation magnetization MS in the vicinity of
the GB (corresponding to x = 0) in a silicon-iron plate with

 = 20,  = 10°, and γ = 20° for various values of the exter-

nal uniform field He: (1) 6, (2) 50, (3) 100, and (4) 500 kA/m.
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for angles  = 2°,  = 10°, and γ = 20° (the width of
the calculation region is taken to be 2a = 12 mm for this
plate). Figure 2 conveniently shows the angle α(x) =
θ(x) – γ between M and He (the x1 axis) and not the θ(x)
dependence. Most of the results discussed here corre-
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anisotropy Lk(x), and (3) external-field Lh(x) and (4) magne-
tostatic-field Lm(x) torque components.
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spond to the case of the external field He = 6 kA/m.
In this case, under the action of the field He, the magne-
tization MS is oriented along a fixed direction close to
the 〈100〉  axis in each crystal in regions far from the
GB. For this reason, in the regions x ≤ –5 and x ≥ 5 mm,

the values of the angle α(x) are close to  and ,
respectively (Fig. 2, curve 1), and the projection M〈100〉
of the vector MS onto the 〈100〉  axis (Fig. 3) is close to
the saturation magnetization value (M〈100〉 ≈ MS = 1.59 ×
106 A/m) at distances ∆x larger than 5 mm from the GB.
As the GB is approached, the departure of the vector
MS from the corresponding 〈100〉  axis progressively
increases; that is, the projection M〈100〉 decreases as
x  0 (Fig. 3). For this reason, the discontinuity of
the normal magnetization component Mn at the GB
(i.e., at x = 0) disappears, ∆Mn = 0 (Fig. 4). It should be
noted that this behavior of the magnetization M near
GBs was observed experimentally in plates of silicon
iron [11, 12, 15]. From Figs. 2 (curve 1), 3, and 4, it can
be seen that the vector MS deviates from the 〈100〉
direction most sharply in the immediate vicinity of the
GB (|x | ≤ 10 µm, region I). At large distances from the
GB (10 µm < |x | ≤ 5 mm, region II), the magnetization
distribution M(x) becomes significantly less inhomoge-
neous and, for |x | > 5 mm (region III), it is virtually
homogeneous in the case of the external-field strengths
under discussion (He = 6 kA/m, Figs. 2, 3). The reason
for such an M(x) distribution becomes clear from
Fig. 5, which shows the Lexc Lk, Lh, and Lm torque curves
(in equilibrium, the total torque L is equal to zero). In
region I, the rotation of the vector MS, which results in
the disappearance of the discontinuity ∆Mn at the GB
(Fig. 4), is basically due to the short-range exchange
torque Lexc (Fig. 5a, curve 1). In the region |x | > 10 µm,
the contribution from Lexc to the total torque L becomes
negligible in comparison with the magnetostatic-field
torque Lm (Fig. 5, curve 4). This last torque, combined
with Lh (Fig. 5, curve 3), balances the magnetocrystal-
line anisotropy torque Lk (Fig. 5, curve 2), which tends
to hold the vector MS in the 〈100〉  easy magnetization
direction. Therefore, in a macroscopic region of width
∆x of the order of 10 mm on both sides of the GB
(region II), which is the greater part of the inhomoge-
neous M distribution region around the GB, the inho-
mogeneous deviation of the atomic magnetic moments
from the 〈100〉  axis is caused by the magnetostatic field
Hm (Fig. 6); i.e., it is the µ* effect [5, 15]. At large dis-
tances from the GB (in region III, in which Lm < Lh and
Lm(x) depends on x only slightly), the weakly inhomo-
geneous α(x) distribution (Fig. 2, curve 1) is basically
caused by the torque Lh due to the uniform external field
He (Fig. 5, curve 3). As the field He is increased, the
perturbations δM of the magnetization M gradually
decrease in the vicinity of the GB and, in fields He >
500 kA/m, are almost completely suppressed (Fig. 2),

α1
0 α2

0
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with the atomic magnetic moments being aligned with
the field He.

In closing, we note that the equilibrium magnetiza-
tion distribution M(x) in the vicinity of the planar GB
investigated here in a polycrystalline silicon-iron-type
ferromagnet is similar to the structure of domain walls
to some extent [18]: in both cases, the vector MS is
smoothly rotated from one fixed direction to another.
However, unlike domain walls whose typical width is δ
≈ 10–5–10–4 mm, the region of the inhomogeneous M
distribution in the vicinity of a grain boundary has mac-
roscopic dimensions (∆x ≈ 10 mm) in soft magnetic
materials, because the long-range magnetostatic field
Hm plays a decisive role in the latter case. The results
obtained in this paper agree in a qualitative manner
with the relevant experimental data [15].

4. CONCLUSIONS

The main results of this paper are the following.

(1) A stationary solution to the Landau–Lifshitz
equation (for t  ∞) is found. This solution describes
the one-dimensional distribution of the saturation mag-
netization M(x) in the vicinity of a planar GB in a plate
of a triaxial silicon-iron-type ferromagnet placed in an

external magnetic field He. The GB is a ( ) interface
between crystallites which differ in the orientation of
the 〈100〉  easy magnetization direction.

(2) The normal magnetization component does not
undergo a discontinuous change (∆Mn = 0) at the GB;
the magnetization M rotates smoothly in the vicinity of
the GB, which is due to the exchange torque Lexc.

(3) In macroscopic regions ∆x ≈ 10 mm wide near
the GB, which are the greater part of the region in
which the M distribution is inhomogeneous, the pertur-
bations δM are due to the µ* effect, i.e., to the departure
of the atomic magnetic moments from the easy magne-
tization direction under the action of the magnetostatic
field Hm arising from the GB.

011
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Abstract—The propagation of ultrasonic waves at a frequency of 770 MHz in a La0.825Sr0.175MnO3 single crys-
tal is investigated in the temperature range 350–150 K. It is found that the velocity, attenuation, and mode com-
position of ultrasonic waves change at temperatures of 315–280 and 220 K. These changes correlate with the
structural and magnetic phase transitions and can be explained in terms of the Jahn–Teller distortions of the
crystal lattice. © 2001 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

Different models proposed for the explanation of a
giant magnetoresistance in perovskite-like manganites,
for example, the ferromagnetic–antiferromagnetic
phase separation [1] and double exchange [2, 3] mod-
els, do not offer unambiguous interpretation of the
experimental data. As was shown in theoretical studies
(see, for example, the review by Loktev and Pogorelov
[4]), this situation can be improved with the inclusion
of a strong Jahn–Teller effect for Mn3+ ions.

Investigations of the Jahn–Teller phase transitions in
ferroelectrics and magnets by ultrasonic spectroscopy
[5] have demonstrated that this method can provide
important information on the specific features of crystal
and magnetic structures of manganites. The high effi-
ciency of acoustical measurements was confirmed by
the first experiments performed at frequencies of
~1 MHz, which revealed changes in the ultrasonic
wave velocity due to structural or magnetic phase tran-
sitions [6–8].

2. EXPERIMENTAL TECHNIQUE

We carried out a detailed acoustical investigation
involving measurement of the velocity and attenuation
of ultrasound at frequencies three orders of magnitude
higher than those used previously. The choice of the
La1 – xSrxMnO3 (x = 0.175) manganite as the object of
investigation was made for the following reasons:
according to the phase diagram (see Fig. 1 in [4]), this
compound undergoes a number of structural and mag-
netic phase transitions and exhibits a giant magnetore-
sistance over a rather wide range of temperatures.
Moreover, the transport and magnetic properties of this
1063-7834/01/4308- $21.00 © 21572
manganite have already been studied in a number of
works. A single crystal of La0.825Sr0.175MnO3 was
grown by zone melting with an optical beam. The sam-
ple was prepared in the form of a rectangular parallel-
epiped (4.85 × 8.2 × 7.9 mm in size) with faces perpen-
dicular to the [100], [010], and [001] axes to an accu-
racy of 0.5°. According to x-ray diffraction analysis, the
sample had a single-phase composition. The ultrasonic
measurements were performed on an ultrasonic spec-
trometer [9] operating at a frequency of 770 MHz. The
longitudinal ultrasonic wave was initiated in the form
of narrow acoustic pulses (τp = 1 µs) and propagated
along the [100] axis of the sample. The temperature of
the sample placed in a nitrogen-flow cryostat could be
changed stepwise from 350 to 150 K and in the oppo-
site direction. At each temperature, the sample was held
until a homogeneous temperature distribution over the
sample was attained.

3. RESULTS

The ultrasonic measurements revealed a number of
temperature anomalies in the velocity v  and the attenu-
ation coefficient α of ultrasonic waves (Figs. 1, 2).
First, an increase in the velocity v l and a decrease in the
attenuation coefficient αl of the longitudinal acoustic
waves are observed in the range 325–305 K. A further
decrease in temperature from 305 to 285 K leads to a
drastic increase in αl and a decrease in v l. At T = 285 K,
the longitudinal mode almost completely disappears.

A new acoustic mode appears in the temperature
range of ~315 K (Fig. 3). This mode corresponds to
transverse acoustic waves with a velocity v t. The longi-
tudinal and transverse modes are separated in time in
001 MAIK “Nauka/Interperiodica”
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the second receiving piezoelectric transducer due to the
difference between the velocities v l and v t. The ampli-
tude of the transverse mode gradually increases with a
decrease in temperature in the range ~315–285 K
(Fig. 3). At T = 280 K, the v t velocity increases sharply.
With a further decrease in temperature from 275 to
230 K, the values of v t and αt remain virtually constant.
However, at T = 220 K, the v t velocity again increases
and the αt attenuation coefficient decreases. It should
be noted that the transverse mode is observed over the
entire temperature range (~315–150 K). In the ranges
of temperature anomalies in the velocity and the atten-
uation coefficient, the temperature hysteresis is equal to
8–10 K.

4. DISCUSSION

The discussion of the results obtained will be based
on the experimental data and theoretical models that
describe strong coupling between the magnetic and lat-
tice subsystems in manganites. The majority of these
models are presented in reviews [1, 4].

The ABO3 perovskite should ideally have a cubic
structure [4]. This structure can be represented as a
combination of vertex-shared octahedra BO3. Each
octahedron is formed by the B ion located at its center
and by oxygen ions in its vertices. Each ligand formed
by O2– ions is shared by two nearest octahedra. As a
consequence, independent rigid rotations of individual
octahedra are hindered [4]. Perovskites with a cubic
symmetry are rarely occur. The lowering of the symme-
try can be caused by the displacement of ligand ions
from the equilibrium positions in a cube due to regular
rotations or deformations of octahedra without a
change in the location of B transition metal ions at their
centers. The rotation of an octahedron about the [110]
axis of a cube leads to an orthorhombic distortion (a ≠
b ≠ c and α = β = γ = 90°), and the rotation of an octa-
hedron about the [111] axis brings about a rhombohe-
dral distortion. The factors responsible for the lattice
distortion in La1 – xSrxMnO3 crystals can be divided into
two groups: (1) the misfit of cation sizes upon the inter-
valent substitution La3+  Sr2+ and the change in the
valence state of the ion with an intermediate valence
Mn3+  Mn4+ upon doping with Sr2+ ions and (2) the
cooperative Jahn–Teller effect for Mn3+ ions. In this
case, the removal of the existing twofold and threefold
degeneracies of the eg and t2g sublevels results in dis-
placement of the O2– ions. The strongest octahedron
deformation can be observed in the (001) plane. Conse-
quently, cubic manganite transforms into orthorhombic
manganite with two Mn ions per unit cell; i.e., the unit
cell is doubled [4]. The decisive role of Jahn–Teller lat-
tice distortions manifests itself in a change in the crystal
structure, depending on the degree of doping. For
example, at T > Tc, the crystals have an orthorhombic
lattice in the range 0 ≤ x ≤ 0.15 and a rhombohedral lat-
PHYSICS OF THE SOLID STATE      Vol. 43      No. 8      2001
tice at x ≥ 0.15. The transition to a higher symmetry
cannot be explained by the first factor but is quite con-
sistent with the Jahn–Teller effect. Actually, an increase
in x should lead to a decrease in the Jahn–Teller distor-
tion due to both the decrease in the concentration of
Mn3+ ions upon the Mn3+  Mn4+ transition and the
thermostimulated redistribution of charge states
2Mn3+  Mn4+ + Mn2+ with an increase in the temper-
ature. The magnetic structure of manganites below the
transition is primarily determined by the degree of dop-
ing [10]. At 0 ≤ x ≤ 0.15, the manganites have an anti-
ferromagnetic structure. In this case, the magnetizations
of the adjacent basal planes (001) are directed toward
each other as the result of a weak interplanar exchange
interaction. As x increases in the range 0.15–0.5, the
antiferromagnetic ordering gives way to ferromagnetic
ordering. This can be explained by the increase in the
concentration of Mn4+ ions and the strong exchange
interaction between Mn3+ and Mn4+ ions. Within the
model of double charge exchange [2, 3], metallic con-
ductivity at T ≤ Tc in the range 0.15 ≤ x ≤ 0.5 arises only
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when the spins of the d shells of Mn3+ and Mn4+ ions are
parallel to each other and free-carrier hopping from one
ion to the next ion in the Mn4+–O2––Mn3+ system occurs
virtually without energy loss. The Jahn–Teller effect
gives rise to an additional barrier to carrier motion,
because each carrier hopping between the sites occu-
pied by Mn ions results in a local change in the ion
valence and, hence, a local deformation displacement
of the ligands. Therefore, the carrier becomes a magne-
toelastic polaron, which brings about further narrowing
of the conduction band [11].

According to the Millis–Littlewood–Shraiman
model [11], the collectivization of Jahn–Teller distor-
tions of particular cells leads to a considerable increase
in the electrical resistivity at temperatures above Tc. The
magnetic phase transition to the ferromagnetic phase
results in suppression of the Jahn–Teller distortions due
to an increase in magnetization, and the resistivity
decreases drastically, which is characteristic of the
compounds with x ~ 0.175 [12]. The application of an

325 K

305 K

297 K

285 K
1 2 3 2 µs

Fig. 3. Oscillograms of ultrasound pulse propagation
through the sample: (1) exciting electromagnetic pulse,
(2) pulse of the longitudinal acoustic mode after passage
through a composite resonator, and (3) pulse of the trans-
verse acoustic mode.
P

external magnetic field up to several teslas almost com-
pletely suppresses the Jahn–Teller distortions, which
gives rise to a giant magnetoresistance in the range
300–200 K at x ~ 0.175. We believe that the generalized
model of the double exchange and Jahn–Teller distor-
tions explains the results obtained.

In our opinion, the high velocity v l in the tempera-
ture range 325–305 K is associated with an increase in
the acoustic stiffness of the crystal in the rhombohedral
phase, which agrees with the results obtained by Dar-
ling et al. [6]. As was shown in [11], the increase in the
acoustic stiffness is caused by the decrease in the mean
amplitude of octahedron rotations upon transition to the
rhombohedral phase.

The drastic increase in the attenuation coefficient αl

and the decrease in the velocity v l in the temperature
range ~305–285 K can be explained by the structural
phase transition from the rhombohedral to the orthor-
hombic phase, which is accompanied by a decrease in
the acoustic stiffness of the sample. As was noted
above, the decrease in the acoustic stiffness is associ-
ated with the enhancement of the Jahn–Teller effect for
Mn3+ ions [5], whose concentration increases upon
transformation of Mn4+ ions into Mn3+ ions in the stud-
ied range [4]. The temperature range of the structural
phase transition corresponds to a change in the type of
electrical resistivity, which was revealed earlier in [12].
The observed jumps in the velocity v t and the attenua-
tion coefficient αt at T ≈ 280 K correspond to the mag-
netic phase transition, which is also attended by an
increase in the acoustic stiffness. The increase in the
acoustic stiffness is quite consistent with the theoretical
model proposed by Lee and Min [13], according to
which the velocity of an acoustic wave increases and its
attenuation decreases at T < Tc. These changes in the
elastic parameters after the transition of the studied
crystal to the ferromagnetic state are explained by a
partial suppression of the Jahn–Teller distortions of the
crystal lattice due to spontaneous deformations caused
by the sample magnetization. Usually, upon similar
magnetic transitions, the ultrasonic attenuation at tem-
peratures below Tc in the absence of the Jahn–Teller
effect increases as the result of scattering by magnetic
domains [3]. The changes in the velocity v t and the
attenuation αt at T = 220 K can be brought about by
another structural transition, which is associated with
further suppression of the Jahn–Teller distortions due to
the increase in magnetization. The appearance of the
new acoustic mode should apparently be ascribed to a
strong magnetoelastic interaction. Consequently, this
mode can be treated as a transverse magnetoelastic
mode. This is also confirmed by the electromagnetic
generation of sound at temperatures close to Tc, which
was observed in [7]. A sharp decrease in the intensity of
the longitudinal mode indicates the energy transfer to
the magnetoelastic mode.
HYSICS OF THE SOLID STATE      Vol. 43      No. 8      2001
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As follows from the above analysis of the changes in
the velocity and attenuation of the longitudinal and
transverse acoustic waves, the spin–phonon interaction
is determined by the magnetostriction of particular unit
cells rather than by the magnetostriction of the sample
as a whole, because the bulk effect does not bring about
changes in the transverse modes [14]. Thus, our exper-
imental results demonstrated that the degree of defor-
mation of unit cells in the crystal structure can be deter-
mined using ultrasonic spectroscopy.

According to the results obtained by Asamitsu et al.
[15], the magnetic field, when applied at temperatures
in the range 300–200 K, brings about an increase in the
acoustic stiffness of the crystal. This indicates that the
Jahn–Teller distortions of the crystal lattice are sup-
pressed, and, as a consequence, the crystal undergoes a
transition to the rhombohedral phase. Therefore, it can
be assumed that, in the case of a strong exchange, the
giant magnetoresistance phenomenon in the studied
samples in the temperature range 300–200 K is caused
by the complete suppression of Jahn–Teller lattice dis-
tortions.
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Abstract—A study of the special features of contribution of domain boundaries to the effective permittivity
 of a TGS crystal is made in electric fields of various frequencies and in a wide temperature range of the

polar phase, up to the phase transition temperature. In considering the experimental data obtained, we classify
the defects into three types depending on their interaction strength with the domain boundaries. Using the
approach developed, we explain the frequency and temperature dependences of the contributions from the hys-

teretic and relaxation mechanisms of motion of the domain boundaries to . © 2001 MAIK “Nauka/Inter-
periodica”.
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1. INTRODUCTION

It is well known that the study of the processes of
polarization and polarization reversal in ferroelectrics
plays an important role both in investigations into the
fundamental properties of these materials and in con-
sidering their possible applications [1–3]. Of special
importance is the determination of the character of
interaction of domain walls (DWs) with defects of the
crystal lattice. In earlier works on direct observation of
DW motion in crystals of Rochelle salt (RS) and KDP,
Mitsui and Furuichi observed continuous growth of the
domains hand in hand with discontinuous growth [4, 5].
Further investigations, performed using both direct and
indirect [6–8] methods, verified their hypothesis on the
existence of hysteretic and relaxation mechanisms of
polarization reversal. By the relaxation mechanism of
the polarization reversal is meant a mechanism for
which the DW motion is continuous (the resistance to
their motion is analogous to viscous friction) and due to
thermal activation of nuclei [9], while the polarization
reversal mechanism that is associated with the jumplike
DW motion is called the hysteretic mechanism (by
analogy with dry friction); each jump is assumed to cor-
respond to the switching of some macroscopic volume
near the DW when the electric field attains a certain
value (field-activated nucleation) [10–12].

In [7], it was noted that some information on the
character of the domain contribution to the RS crystal
polarization can be obtained from oscillograms of fer-
roelectric hysteresis loops (FHLs) in fields of various
1063-7834/01/4308- $21.00 © 21576
amplitudes and at different temperatures. In [11], by
analyzing the amplitude dependences of the real 

and imaginary  parts of the effective permittivity

 and of the differential coefficient of electromag-
netic-field energy dissipation γ = ∆ε''/ε' of TGS crystals,
and by investigating FHLs, the DW dynamics was
found to differ in character at different amplitudes of
the polarization-switching field.

In further progress in studying the mechanisms of
DW motion, attempts were undertaken [12–14] to clas-
sify DW motion mechanisms on the basis of dielectric
spectra of the complex effective dielectric permittivity

 and the corresponding FHL oscillograms of some
model ferroelectrics (RS, TGS, KDP, and others) in
electric low- (LF) and infralow-frequency (ILF) fields.
Those findings formed the basis for a model [15] which
allows one to quantitatively separate the contributions
of different DW motion mechanisms to the LF and ILF
dielectric properties of ferroelectrics and related mate-
rials by analyzing the shape of FHLs. In [16], an
attempt was made to analyze the FHL parameters and
quantitative contributions from different DW motion
mechanisms to  in combination with visual obser-
vations of polarization reversal.

In this work, we studied the contribution of DWs to
 of a TGS crystal in electric fields of various (LF

and ILF) frequencies and the evolution of strong and
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weak defects interacting with the DWs under variation
in the frequency of the polarization-switching field over
a wide temperature range, including the phase transi-
tion (PT) point.

2. EXPERIMENTAL TECHNIQUE AND SAMPLES

The experimental study and analysis of the main
features of the contributions from relaxation and hys-
teretic mechanisms of DW motion to the LF and ILF
permittivities  and  were carried out by com-
puter processing of a family of FHLs (for details, see
[17, 18]) measured with the help of an oscillograph and
recorded in a sinusoidal electric field of an amplitude of
E0 = 74 V/cm (this is the typical polarization-switching
field in which the most significant contribution of the
DWs to  is observed) at frequencies ν = 0.05, 0.1,
1.10, and 90 Hz in the polar phase. The contributions
from the hysteretic and relaxation mechanisms of the
DW motion to  and  of the TGS crystal were
determined. The TGS crystal was in the form of a
plane-parallel plate d = 1.1 mm thick of a Y cut with the
surfaces polished to optical quality. Silver electrodes of
an area of S = 15 mm2 each were applied onto the sur-
faces of the polar cuts through the rolling of a thin foil.
Measurements were taken with the use of an electronic
temperature stabilizer in a feedback bridge arrange-
ment in a quasi-steady-state temperature regime (the
crystal was held at each temperature for a minimum of
30 min). The accuracy of maintaining the temperature
was no worse than 0.05 K, and its measurement accu-
racy was to within 0.001 K.

3. EXPERIMENTAL RESULTS 
AND DISCUSSION

As in the case of TGS and DTGS crystals [18, 19],
the shape and the size of FHLs of the TGS crystals
investigated in this work essentially depend on the fre-
quency of the polarization-switching field (with the

εeff' εeff''

εeff
*

εeff' εeff''
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field amplitude E0 kept constant). In the case under con-
sideration, the applied field is equal to E0 = 74 V/cm; in
this case, a sizable part of the sample volume is sub-
jected to switching and its size depends on the fre-
quency of the polarization-switching field (frequency
dispersion of the switched crystal volume is observed).
One can maintain with a fair degree of assurance that,
as is the case with RS crystals [20], the DWs interact
differently with defects of the crystal lattice at different
frequencies (strong defects are transformed into weak
defects, and/or the reverse occurs). One might also
expect similar phenomena to arise when investigating
the temperature dependences of the contributions from
the hysteretic and relaxation mechanisms of the DW
motion to  and  provided that the frequency
and  amplitude of the polarization-switching field are
constant.

Let us consider the frequency dependences (Fig. 1)
of the (percentage) contributions from the hysteretic

 and relaxation  mechanisms of the DW

motion to  at temperatures of 19.1 and 35.8°C.

(Notice that the  and  dependences
behave in a similar way.) It can be seen that the charac-
ter of the  and  dependences drastically
changes in going from T1 = 19.1 to T2 = 35.8°C. For
example, at T1, as the frequency of the polarization-
switching field increases, the contribution from the hys-
teretic mechanism  of the DW motion to  first
increases then passes through a flat maximum and
decreases. At T2, all things occur in a different manner
(Fig. 1a). As for the contribution from the relaxation
mechanism  of the DW motion to , it is charac-
terized by opposite dependences (Fig. 1b) to those pre-
sented in Fig. 1a.

Let us imagine the situation that possibly occurs at
temperatures T1 < T2. Here, at very low frequencies, a
significant part of the weak defects interacting with the
DWs are able to follow them when the latter move in an
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Fig. 1. Frequency dependences of the contributions (in percent) from (a) the hysteretic and (b) relaxation mechanisms of the DW
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irreversible way. In this case, such DWs move continu-
ously (forces resisting their motion are similar to vis-
cous friction forces) and the relative contribution from
the relaxation mechanism of the DW motion to  is
larger than that from the hysteretic one. As the fre-
quency increases, some of the weak defects are trans-
formed into moderate (intermediate) defects which are
not able to follow the DWs, but, nevertheless, they do
not pin the DWs which freeze them. Breaking away
from these defects as from weak stoppers, the DWs
move discontinuously at a given amplitude of the polar-
ization-switching field subjected to drag forces similar
to dry-friction forces. In this case, the contribution from
the hysteretic DW motion mechanism to  increases
at the expense of the relaxation mechanism (the relative
contribution of the latter decreases). Finally, upon fur-
ther increase in frequency ν, some defects grow in
strength so that they become able to pin the DWs which
freeze them (strong defects). If this is the case, some
DWs oscillate between the neighboring strong defects
that pin them [21]; their motion is reversible and their
contribution to  corresponds to the relaxation mech-
anism. The contribution from the hysteretic DW motion
mechanism to  decreases because of the increase in
the contribution from the relaxation mechanism; this
was observed experimentally (Fig. 1).

At T2 > T1, when thermal activation plays a more
essential role, a larger part of the crystal volume is
involved in the polarization-switching process (and,
accordingly, a much larger number of DWs and defects
interacting with them are involved). Now, some of the
defects that were strong at T1 and at the corresponding
frequency ν turn into moderate defects and some of the
moderate-strength defects turn into weak defects. In
this case, the following process is possible at tempera-
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P

ture T2. As the frequency ν of the polarization-switch-
ing field increases, some of the weak defects turn into
moderate defects and some of the moderate-strength
defects turn into strong defects. If the second process is
faster than the first, one will observe a decrease in the
contribution from the hysteretic DW motion mecha-
nism to  and an increase in the contribution from the

relaxation mechanism to . This takes place for the

 and  dependences for the most part of the fre-
quency region investigated (Figs. 1a, 1b, respectively).
When the frequency ν attains a certain limiting value
(which is defined by the temperature of the sample, by
the quantity and quality of the defects present in it, by
the amplitude of the polarization-switching field, etc.),
the first process becomes faster than the second. In this
case, one observes an increase in the contribution from
the hysteretic mechanism and a decrease in the contri-
bution from the relaxation mechanism to  (Figs. 1a,
1b, respectively).

In Fig. 2, the temperature dependences of the contri-
butions to εeff (expressed in percent) from the hysteretic

 and the relaxation  mechanisms of the DW
motion are presented. It is clear from Fig. 2 that, far
away from the PT, the relaxation DW motion is domi-
nant (its contribution exceeds 50%) in the sample for all
frequencies investigated. With increasing temperature,
a redistribution between the DW motion mechanisms
occurs, and on approaching the PT, the hysteretic
mechanism becomes the main mechanism of the DW
motion. Let us trace how the redistribution between the
mechanisms can occur and how it depends on the fre-
quency of the electric field.

As is seen from Fig. 2, there is a difference in behav-
ior between the εg(T) and  dependences for the
various frequencies investigated. For example, for the
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frequency ν = 0.05 Hz, a continuous increase in the
contribution from the hysteretic DW motion mecha-
nism to  is observed with increasing temperature

(the opposite situation takes place for . This can
be explained by the fact that, at very low frequencies of
the applied field, the effective amplitude of the DW
oscillations (and, accordingly, the crystal volume sub-
jected to switching) will be large even at room temper-
ature. In this case, some of the DWs moving in an irre-
versible way involve a substantial number of the mod-
erate defects and, as a result, the DW motion is
controlled by the hysteretic mechanism (the DWs expe-
rience a resistance analogous to dry friction). It is clear
that with increasing temperature, the relative contribu-
tion to  from the motion of these DWs is increased.

At higher frequencies (ν = 90 Hz) and at relatively
low temperatures, the effective amplitude of the DW
oscillations is small and the motion of a significant part
of the DWs is reversible; that is, it is controlled by a
relaxation mechanism analogous to viscous friction. A
rise in temperature leads to an increase in lability of the
crystal lattice and, consequently, of the lattice defects.
As a result, some of the moderate defects turn into weak
defects. The latter are able to follow the DWs in the pro-
cess of the sample switching [20], thereby increasing
the contribution from the relaxation mechanism of the
DWs to . For this reason, the increase in the contri-
bution from the relaxation mechanism of the DW
motion (reversible and irreversible relaxation DW
motion) to  takes place up to T ≈ 35°C. At tempera-
tures T > 35°C, the DWs move basically in an irrevers-
ible way, contributing both to the relaxation and hyster-
etic mechanisms of the DW motion. In this case, as the
temperature increases, the role of the latter mechanism
grows, because the DW oscillation amplitude increases
and the moderate defects involved in the process of the
DW motion increase in number.

Thus, on the basis of the experimental data obtained,
we can make the conclusion that a redistribution
between the hysteretic and relaxation mechanisms of
the DW motion takes place, because these mechanisms
are associated with defects that are modified as the tem-
perature and the frequency of the polarization-switch-
ing field are varied. It should be emphasized that, as the
PT is approached, the role of the hysteretic mechanism
increases and it becomes predominant over the relax-
ation mechanism in the vicinity of the PT point for all
frequencies investigated, because the switched volume
of the TGS sample increases.
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Abstract—Data on spectra of short-lived optical absorption (SLOA) and luminescence induced in congruent
crystals of lithium niobate by a pulsed electron beam (0.25 MeV, 20 ns, 15–160 mJ/cm2) in a temperature range
of 80 to 350 K are presented. Anisotropic bands with maxima at 1.6 and 4.0 eV, originating from the capture of
one and two conduction electrons by an (NbNb–NbLi) complex, respectively, and weakly polarized bands at 2.5
and 3.3 eV due to holes located at Li and Nb vacancies are identified in the structure of SLOA spectra. Cathodo-
luminescence (CL) of lithium niobate crystals is characterized by fast (τ < 4 ns) decay and a broad spectrum,
which contains the same bands as the SLOA spectra. It is shown that the change in the initial amount of defects
in reduced crystals at 830 K results in an identical change in both the CL and SLOA spectra. A model which
treats the luminescence as the result of radiative nonphonon transitions that accompany the thermalization of
charge carriers captured into the ground state of a polaron is discussed. © 2001 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

Ferroelectric niobate crystals have found wide
application in various electro- and acousto-optical
devices and as a passive component in integrated
optics. The properties of these crystals are determined,
in many respects, by their structural defects, both those
intrinsic and originating under exposure to radiation
and other treatments. Therefore, a large number of
papers were devoted to the study of these defects (see,
e.g., review [1]). Many authors have observed changes
in the light absorption by LiNbO3 crystals in stationary
measurement conditions after exposure to ionizing
radiation [2–6] or after annealing in a reducing atmo-
sphere (in vacuum) [7–9]. On the basis of data on opti-
cal and EPR spectra, the structure of a number of intrin-
sic color centers, of both electron and hole nature, was
reliably determined. The origin of these centers was
associated with a change in the charge state of Li and
Nb vacancies due to crystal nonstochiometry and also
with complexes containing antisite defects (Nb5+ ions)
at the Li sites.

Information on the luminescence of LiNbO3 crystals
excited by various kinds of stationary radiation that dif-
fer in their history has been presented in many papers
[1, 5, 10, 11]. Their luminescence is characterized by a
low yield and a complicated spectral structure, which
depends largely on the kind of exciting radiation used,
the stochiometric composition [5], and the presence of
structural mechanical or radiation damage [10]. The
nature of the luminescence band at 2.8 eV in nonacti-
vated crystals is usually connected with the radiative
1063-7834/01/4308- $21.00 © 1580
recombination of electrons and holes captured by
defects [5, 11]; however, the mechanisms of the lumi-
nescence and of the influence of various external fac-
tors on its characteristics remain unexplained. The
questions of possible defect formation in the anionic
subsystem of the crystal and of self-localization and
decay of electron excitations in the lattice regions with-
out defects are also open.

The purpose of the present paper is to study the
dynamics of formation and decay of short-lived defect
states created in a lithium niobate crystal by exposure
to short pulses of accelerated electrons using lumines-
cence and optical-absorption spectrometry with nano-
second temporal resolution.

2. EXPERIMENT
We used monocrystal LiNbO3 samples which were

grown in the Institute of Crystallography and Solid
State Physics (Dresden) and had an approximately con-
gruent composition. The samples were cut out and pol-
ished in the form of rectangular plates of dimensions
1 × 5 × 8 mm; the z axis of the crystal was along its long
edge. Samples were put in an optical cryostat with
quartz windows. The z axis lied in the plane of observa-
tion, and the sample was irradiated by a pulse of accel-
erated electrons (0.25 MeV, 20 ns, 12–150 mJ/cm2) at a
temperature in the range from 80 to 350 K.

The change in optical transmission of the sample
induced by pulse irradiation was registered with the
help of a high-speed spectrometer, which included a
pulse source from a light probe (a flash lamp), a con-
2001 MAIK “Nauka/Interperiodica”
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denser system, an MDR-3 grating monochromator, and
a broadband S8-12 storage oscilloscope. The temporal
resolution of the spectrometer was 7 ns. The spectral
sensitivity of the measuring system was calibrated with
the help of standard lamps. A Rochon quartz prism was
used for studying the polarization properties of the opti-
cal spectra.

3. RESULTS AND DISCUSSION

3.1. Spectra of Transient Optical Absorption

The exposure of LiNbO3 crystals to radiation by a
single pulse of accelerated electrons results in their col-
oring in a wide spectral range from 4.0 to 1.0 eV with
maximum absorption at approximately 2.5 eV for all
crystals (Fig. 1a). For any photon energy, the increase
in optical density occurred instantaneously in terms of
the duration of exciting pulses τ ≤ 4 ns.

Analysis of the spectral structure using the Alent-
sev–Fock method [12] and data on stable coloring [4, 5]
showed that the experimental curves can be well
described by a set of Gaussians (they are shown by
solid lines in Fig. 1a) with maxima at 1.6, 2.5, 3.3, and
4.0 eV. By measuring spectra in polarized light, it was
found that the induced absorption is noticeably aniso-
tropic; the spectral distribution of the absorption
dichroism d = (D|| – D⊥ )/(D|| + D⊥ ) is shown in Fig. 2 (D||
and D⊥  are the optical densities measured in the cases
where the transmission plane of the analyzer is parallel
and perpendicular to the z axis of the crystal, respec-
tively). The bands at 1.6 and 4.0 eV, as follows from the
data in Fig. 2, are polarized and characterized by
approximately the same value of d equal to +0.25; they
are likely to be associated with absorption centers with
preferred orientation of the dipole moments of electron
transitions along the z axis of the crystal. This conclu-
sion is in good agreement with the assumption [8] that
the band at 1.6 eV is associated with small electron
polarons—electrons captured by (NbNb–NbLi) com-
plexes that are also directed along the z axis.

As for the band at 4.0 eV, we note that a band with
similar spectral parameters was recently observed
when experimentally investigating photochromic
effects in reduced LiNbO3 crystals [9]. According to a
model suggested in [9], so-called Q bipolarons, which
are formed when two electrons are captured by a defect
consisting of two Nb ions at Li sites (NbNb–NbLi com-
plexes), are responsible for the band at 4.0 eV. How-
ever, the pronounced anisotropy of the band at 4.0 eV
(Fig. 2) obviously contradicts that model. A direct com-
parison of the spectra from [9] with those obtained in
early similar experiments [5] reveals their qualitative
similarity; this suggests that ordinary bipolarons local-
ized at (NbNb–NbLi) complexes, which exist in large
amounts in congruent crystals, are responsible for the
band at 4.0 eV (and also for a number of less intensive
accompanying bands distinguished by the authors of
[9]). The relatively weak dichroism of the bands at 1.6
PHYSICS OF THE SOLID STATE      Vol. 43      No. 8      200
and 4.0 eV indicates that the transitions are not strictly
axial. We relate this fact to the influence of the Cou-
lomb field of the Nb vacancy, which locally compen-

sates the charge of antisite defects in the 
complexes [1].

The parameters of the isotropic short-lived optical
absorption (SLOA) bands at 2.5 and 3.3 eV coincide
with the parameters of earlier distinguished bands in
the spectra of samples exposed to x-ray radiation [2, 5];
therefore, it is reasonable to assume that these bands are
due to hole polarons—O– centers located near Li and
Nb vacancies, respectively.
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Fig. 1. Spectra of (a) SLOA and (b) CL measured at the
instant of termination of pulsed electron irradiation of an
LiNbO3 crystal at 295 K. Points represent experimental
data, and solid lines are the result of deconvolution into
Gaussians.
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induced by pulsed irradiation of an LiNbO3 crystal at 295 K.
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3.2. Kinetics of Color-Center Recombination

We observed isothermal relaxation of induced
absorption after the termination of pulse irradiation at
various temperatures in the range from 80 to 400 K.
The relaxation ranged in duration from 10–8 to 103 s;
however, the intensity of coloring fell in time identi-
cally for various parts of the spectrum. Therefore, the
shape of the spectrum did not change with time.

Figure 3 shows the optical-density decay curves at
1.6 eV after irradiation by isodose pulses at 80, 295,
and 350 K. It is seen that, as the temperature is
increased above 80 K, the relaxation processes become
significantly faster, while the initial absorption inten-
sity is weakly dependent on temperature. Taking into
account the spectral-analysis data, this temperature
behavior of the transient absorption can be interpreted
as a typical consequence of the formation of color cen-
ters through the radiation-generated band carriers being
captured by crystal defects. This mechanism is also
supported by the character of the optical density
decreasing in time, D(t). The shape of the decay curves,
which are close to straight lines in the D(t)–  coor-
dinates, corresponds best to the law describing, within
the framework of formal kinetics, the recombination of
the centers in donor–acceptor pairs through diffusion-
controlled tunneling charge exchange [13]. The extrap-
olated lifetimes of the centers, which were found from
the slope of the decay curves in the D–( /t0) coordi-
nates, varied from 0.1 ms at 350 K to 3.5 hours at 80 K.

3.3. Pulse Cathodoluminescence of LiNbO3 Crystals

When a crystal was irradiated, a weak flash of fast
decaying (τ < 4 ns) bluish–white luminescence was
observed and the shape of its oscillogram was a replica
of the pulse form of the electron beam current. Lag
stages of the decay were not revealed down to an inten-
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Fig. 3. Kinetic dependences of optical-density relaxation
after pulsed irradiation of an LiNbO3 crystal at various tem-
peratures T, K: (1) 80, (2) 295, and (3) 350.
P

sity three orders of magnitude lower. The intensity of
this luminescence in the LiNbO3 crystal was very low;
it was 10–3–10–4 as large as the intensity measured in
CsI under the same conditions. The luminescence spec-
trum excited by electrons at room temperature covers
the range from 4.1 to 1.5 eV and has the form of a wide
asymmetrical band with a maximum at 3.2 eV approx-
imately for all crystals and a pronounced shoulder in
the long-wavelength edge near 2.3–2.5 eV (Fig. 1b).
The result of deconvolution of the spectrum into com-
ponents is indicated in Fig. 1b by solid lines. It can be
seen that the cathodoluminescence (CL) spectrum is
satisfactorily described by a set of Gaussians centered
at 4.0, 3.3, and 2.5 eV.

Luminescence with a similar spectral structure was
reported to be observed in [10] for crystals excited by a
continuous electron beam of 30 keV, but the authors of
that work did not discuss its nature. Luminescence
excited by UV light or x rays has a maximum intensity
at approximately 2.8 eV, according to data from [5, 11],
and is associated with recombination of electrons and
holes bound to defects. When the Li/Nb ratio in the sto-
chiometric composition was decreased, a tendency to a
blue spectral shift was noted [5]. It is tempting to
assume that the CL spectra observed by us are also of a
recombination nature. However, the instantaneous
character of the luminescence decay on the scale of the
duration of exciting pulses in comparison to the lagging
decrease in the induced absorption does not allow us to
connect this luminescence with radiative recombina-
tion of short-lived electron and hole color centers.

3.4. Formation of Color and Luminescence Centers
in Reduced LiNbO3 Crystals

Direct comparison of the data from Figs. 1a and 1b
shows that the SLOA and CL spectra induced by pulse
irradiation are described by the same set of Gaussians.
Although this result is a little unexpected, it is quite
reliable and is not a consequence of any experimental
error; additional information on the spectral behavior of
the SLOA and CL can be obtained from the following
consideration. The color centers arise in LiNbO3 crys-
tals, as mentioned before, because the charge carriers
generated by irradiation are captured by existing
defects of the cation sublattice and become small
polarons; the optical absorption originates from photo-
induced electron (hole) transitions from the localized
ground state onto more or less equivalent ions sur-
rounding the defect. The position of the photon energy
absorbtion peak depends on the charge of the defects
that trap the carriers [14]. Therefore, by changing the
nature of defects through appropriate treatment of the
crystal, one can modify the short-lived optical spectra
induced by pulsed irradiation.

The results of investigating the SLOA and CL in
samples reduced by annealing in vacuum (~0.1 Pa) at
T = 830 K for 4 hours are presented in Fig. 4; the spec-
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tra are measured under the same conditions as those
presented in Fig. 1 for congruent crystals. A compari-
son of the data in Figs. 1 and 4 shows that the reduction
of the crystal results in identical modifications of the
SLOA and CL spectra: a decrease in the intensity of the
basic bands at 3.3 and 2.5 eV and the appearance of a
new band (in the high-energy region of the spectra)
with its center at 3.6 and with a half-width of ~0.6 eV.
In our opinion, this identity of the CL and SLOA band
profiles cannot be a mere coincidence and directly indi-
cates the existence of a specific emission mechanism of
fast decaying broadband luminescence with an
extremely small Stokes shift.

The change in the CL and SLOA spectra due to sam-
ple reduction by annealing might occur for the follow-
ing reasons. It is agreed [1] that, during reduction by
annealing, oxygen goes to the surface of the crystal,
leaving electrons which are localized at the antisite
defects and form bipolarons. The Li and Nb ions, on the
contrary, diffuse into the volume of the crystal and
occupy vacant cation positions, thereby decreasing
their concentration. It is the last process that is likely to
decrease the intensity of the hole bands at 3.3 and
2.5 eV in the spectra of the reduced crystals. The
appearance of the band at 3.6 eV in the spectra in Fig.
4 indicates the emergence of a new deep trap for the
charge carriers. According to [8], the deepest traps
(antisite defects and niobium vacancies) exist in the
congruent crystal lattice mainly in the form of

 complexes. Taking into account that, during
reduction by annealing, bipolarons are created in large
quantity, it seems reasonable to connect the origin of
the band at 3.6 eV with the modification of the charge
state of the antisite defects in the complexes; this occurs
when an antisite defect captures two conduction elec-
trons. In the field produced by the negative charge of
these electrons, the energy of the 2p6 states of the oxy-
gen ions lying in the triangular bases of the two adja-
cent oxygen octahedrons surrounding NbLi and VNb will
increase and, therefore, the hole trap will become
deeper. Thus, one can suppose that the short-lived
absorption band at 3.6 eV induced through the exposure
of reduced crystals to irradiation is associated with the

holes bound to the niobium vacancies in the 
complexes.

3.5. On the Nature of Fast Decaying Luminescence 
in LiNbO3 Crystals

The common properties characterizing the pro-
cesses of formation of color centers and emission of
luminescence in lithium niobate crystals, such as a
weak dependence on temperature, the absence of tem-
poral stages lagging relative to the action of exciting
pulses, identical spectral parameters of the bands, and
identical dependences of the spectrum profiles on the
nature of defects, indicate an obvious correlation of

NbLi
4+–VNb

5–

NbLi
2+–VNb

5–
PHYSICS OF THE SOLID STATE      Vol. 43      No. 8      200
these two processes and allow one to consider the CL in
LiNbO3 as a phenomenon accompanying the process of
formation of color centers. Taking into account that
most of the energy of the CL flash comes from the
bands at 3.25 and 2.5 eV, corresponding to the optical
absorption of holes located at the Nb and Li vacancies,
it is reasonable to connect the origin of the CL flash
with radiative band hole trapping on the split-off
valence band levels of oxygen ions surrounding the
vacancies.

One of the possible reasons for the similarity
between the spectral characteristics of the absorption
and luminescence bands is, in our opinion, nonphonon
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Fig. 4. Spectra of the (a) SLOA and (b) CL of a reduced
LiNbO3 sample.
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Fig. 5. Scheme of small-polaron energy relaxation after
capture of a band carrier on a deep level within a two-site
model.
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radiative electron transitions in the process of capture
of charge carriers by deep traps. This process can be
described schematically in terms of configuration
curves within the two-site model of small polarons [15]
(Fig. 5).

Just after a band hole is trapped by one of the oxy-
gen ions surrounding the cation vacancy into the elec-
tron ground state of the center, this ion (on the left in
Fig. 5) is in a highly excited vibrational state; its relax-
ation is mainly nonradiative and is accompanied by the
creation of phonons. However, if one of the adjacent
equivalent ions O2– (on the right in Fig. 5) makes a tran-
sition, due to a fluctuation, to a configuration that nearly
corresponds to the thermalized state of the center, then,
in accordance with the Franck–Condon principle, the
hole will immediately make a transition to this station-
ary polaron state with emission of a photon with an
energy belonging to the same set of energy values that
correspond to possible (afterwards) transitions with
absorption of photons. It is clear that the probability of
the nonphonon radiative transitions described above is
quite low; however, the luminescence efficiency in
LiNbO3 crystals, as noted before, is also extremely
weak.

4. CONCLUSION

The results of our investigation of the spectral
kinetic properties of transient optical absorption and
luminescence induced in crystals of lithium niobate by
pulsed electron beams of nanosecond duration allow us
to make the following conclusions.

The defects produced in congruent crystals by expo-
sure to electron pulse irradiation are electron and hole
color centers–electron polarons and bipolarons and
holes localized at Li and Nb vacancies; their structure
is entirely determined by the stoichiometric defects of
the crystals. Study of the dichroism of transient absorp-
tion showed that the formation of electron centers of
both types–polarons and bipolarons (the latter centers
are responsible for the absorption band at 4.0 eV)—is
caused by the localization of electrons at the NbNb–NbLi
complexes oriented along the z axis. Optical manifesta-
tions of the processes of electron excitation decay with
color-center formation and luminescence are not
revealed in the lattice regions without defects.

Typical features of the luminescence excited by
pulsed electron beams are low efficiency, a broadband
form of the spectra, and an instantaneous character of
decay in the process of irradiation by exciting pulses.
PH
A comparison of the influence of temperature and
annealing of samples in a reducing atmosphere on the
characteristics of fast-decaying luminescence and tran-
sient absorption shows that there is a direct relation
between the processes of photon emission and the for-
mation of transient absorption centers. This allows us to
suppose that the fast-decaying luminescence in congru-
ent crystals of lithium niobate is caused by nonphonon
radiative transitions, which accompany energy relax-
ation of band charge carriers captured by deep traps.

ACKNOWLEDGMENTS

This work was supported by the Russian Foundation
for Basic Research, project no. 98-02-04085.

REFERENCES

1. O. F. Schirmer, O. Thiemann, and M. J. Wohlecke, Phys.
Chem. Solids 52 (1), 185 (1991).

2. O. F. Schirmer and D. von der Linde, Appl. Phys. Lett.
33 (1), 35 (1978).

3. L. E. Halliburton, K. L. Sweeney, and C. Y. Chen, Nucl.
Instrum. Methods Phys. Res. B 1, 344 (1984).

4. L. Arizmendi, J. M. Cabrera, and F. J. Agulló-L’opez,
J. Phys. C 17, 515 (1984).

5. A. García-Cabañes, J. A. Sanz-García, J. M. Cabrera,
et al., Phys. Rev. B 37 (11), 6085 (1988).

6. J. L. Ketchum, K. L. Sweeney, L. E. Halliburton, and
A. F. Armington, Phys. Lett. A 94, 450 (1983).

7. J. Koppitz, O. F. Schirmer, and A. I. Kuznetsov, Euro-
phys. Lett. 4, 1055 (1987).

8. D. M. Smyth, Ferroelectrics 50, 93 (1983).
9. I. Sh. Akhmadullin, V. A. Golinishchev-Kutuzov, and

S. A. Migachev, Fiz. Tverd. Tela (St. Petersburg) 40 (6),
1109 (1998) [Phys. Solid State 40, 1012 (1998)].

10. J. Llopis, C. Ballesteros, R. Gonzáles, and Y. Chen,
J. Appl. Phys. 56 (2), 460 (1984).

11. D. M. Krol, G. Blasse, and R. C. Powell, J. Chem. Phys.
73, 163 (1980).

12. M. V. Fok, Tr. Fiz. Inst. Akad. Nauk SSSR 59, 3 (1972).
13. Yu. R. Zakis, L. N. Kantorovich, E. A. Kotomin, V. N.

Kuzovkov, I. A. Tale, and A. L. Shlyuger, Model of Pro-
cesses in Wide-Gap Solids with Defects (Zinatne, Riga,
1991).

14. O. F. Schirmer, Z. Phys. B 24, 235 (1976).
15. Polarons, Ed. by Yu. A. Firsov (Nauka, Moscow, 1975). 

Translated by O. Ivanov
YSICS OF THE SOLID STATE      Vol. 43      No. 8      2001



  

Physics of the Solid State, Vol. 43, No. 8, 2001, pp. 1585–1588. Translated from Fizika Tverdogo Tela, Vol. 43, No. 8, 2001, pp. 1525–1527.
Original Russian Text Copyright © 2001 by Topolov, Turik.

                                                                                                                                                       

MAGNETISM 
AND FERROELECTRICITY
A New Monoclinic Phase and Elastic Effects
in PbZr1 – xTixO3 Solid Solutions

V. Yu. Topolov and A. V. Turik
Rostov State University, ul. Zorge 5, Rostov-on-Don, 344090 Russia

e-mail: topolov@phys.md.runnet.ru
e-mail: turik@phys.md.runnet.ru

Received January 25, 2001

Abstract—The elastic matching of single- or polydomain ferroelectric phases R3m–P4mm, Cm–P4mm, and
R3m–Cm and the relaxation of mechanical stresses in PbZr1 – xTixO3 solid solutions are investigated. The con-
ditions for constancy of the optimum volume concentrations of twin domains of the P4mm and Cm phases in
the vicinity of the morphotropic phase boundary in the x–T diagram are analyzed, and the correlation between
the morphotropic boundary and interfaces, namely, the planes of zero mean strains, is discussed. © 2001 MAIK
“Nauka/Interperiodica”.
Over the past few decades, the structure and proper-
ties of solid solutions of the perovskite-type oxides
PbZr1 – xTixO3 (PZT) have been investigated extensively
[1–3]. Particular attention is centered on the problem
concerning the coexistence of ferroelectric phases in
the morphotropic transition region [4–7]. Recent exper-
imental studies [8–10] revealed a new monoclinic fer-
roelectric phase whose space group of symmetry Cm is
the symmetry subgroup of the ferroelectric phases R3m
and P4mm. Noheda et al. [10] performed precision
structural investigations of a series of PZT ceramic
compositions at different temperatures T and molar
concentrations x, determined the phase coexistence
regions, and presented a fragment of the new x–T dia-
gram of PZT solid solutions in the vicinity of the mor-
photropic phase boundary (in [10], the morphotropic
boundary is considered to mean the Cm–P4mm inter-
face, unlike the conventional concepts [1–3]). The goal
of the present work was to investigate the elastic match-
ing of ferroelectric phases (R3m–P4mm, Cm–P4mm,
and R3m–Cm) and to elucidate the role of the new
phase Cm in the formation of heterophase structures in
PZT solid solutions.

It is assumed that a mechanically free crystal or an
individual crystallite of PZT ceramics undergoes a first-
order phase transition between two ferroelectric
phases. The axes of the Cartesian coordinate system
(X1X2X3) are oriented parallel to the crystallographic
axes of a perovskite cell of PZT in the paraelectric
phase Pm3m. In the chosen coordinate system, the basis
vectors (at; bt; ct) of the unit cells of 90° domains (the
mechanical twins of the P4mm phase) are parallel to
([100], [010], [001]) and ([010], [001], [100]) and their
volume concentrations are equal to nt and (1 – nt),
respectively. The R3m phase can be separated into 71°
(109°) domains in which the basis vectors of unit cells
1063-7834/01/4308- $21.00 © 1585
(ar; br; cr) are oriented at an angle ω of displacement

along ([100], [010], [001]), ([100], [0 0], [001]),

([ 00], [010], [001]), or ([ 00], [0 0, [001]). Twin
domains of the Cm phase with the basis vectors of unit
cells (am; bm; cm) and the volume concentrations nm and
(1 – nm) are assumed to be oriented (with correction for
the angle of monoclinicity β of the unit cell) along

([110], [ 10], [001]) and ([011], [01 ], [100]), respec-
tively. According to [11–14], the distortion matrices of
the polydomain phases P4mm ||Nt || and Cm ||Nm || and
the single-domain phase R3m ||Nr || can be written in the
following form:

1

1 1 1

1 1

Nt nt

εa 0 0

0 εa 0

0 0 εc 
 
 
 
 

=

+ 1 nt–( )
ϕ tcos 0 ϕ tsin–

0 1 0

ϕ tsin 0 ϕ tcos 
 
 
 
  εa 0 0

0 εa 0

0 0 εc 
 
 
 
 

,

Nm nm

ηa ηab ηac

ηab ηb ηbc

ηac ηbc ηc 
 
 
 
 

=

+ 1 nm–( )
ϕmcos 0 ϕmsin–

0 1 0

ϕmsin 0 ϕmcos 
 
 
 
  ηc η– bc ηac

η– bc ηb ηab

η– ac ηab ηa 
 
 
 
 

,
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The perovskite cell distortions εa, εc (the P4mm phase),
ηa, ηb, ηc, ηab, ηac, ηbc (the Cm phase), and µa, µ (the
R3m phase) are represented by the unit cell parameters
of these phases and the Pm3m phase. The angles of

rotation ϕt =  and ϕm =

 are introduced in order to
account for the mutual rotation of the crystallographic
axes of domains in the (X10X3) plane in view of the ine-
qualities εa ≠ εc and ηa ≠ ηc, respectively. Analysis of
the elastic matching of the ferroelectric phases and the
interphase boundaries was performed within the con-
cepts of a zero mean strain plane (ZMSP) [11–13].1 

As follows from the results obtained (see table), the
temperature and concentration dependences of the unit
cell parameters of PZT solid solutions [10] are favor-
able for the formation of the zero mean strain plane
(points 1–5, 7 in figure) or slightly strained interfaces
(points 6, 8 in figure). The strained interfaces can be in
the form of planar [12] or conic [13] surfaces with a
sufficiently small curvature. The internal mechanical
stresses that arise in the case of slightly strained inter-

faces satisfy the condition |σfg | ! , where 
are the elastic moduli of a single-domain ferroelectric
perovskite crystal, which are measured in the electric

1 The applicability of this concept to PZT solid solutions was first
proved in our earlier work [14] through an example of the elastic
interaction between the P4mm and R3m polydomain phases.

Nr

µa µ µ
µ µa µ
µ µ µa 

 
 
 
 

.=

2εaεc/ εa
2 εc

2+( )[ ]arccos

2ηaηc/ ηa
2 ηc

2+( )[ ]arccos

c fgij
E ξ ij

s c fgij
E
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A fragment of the x–T diagram of PbZr1 – xTixO3 [10] in the
vicinity of the morphotropic phase boundary. The phase-
stable regions are designated by the Roman numerals I
(Pm3m), II (P4mm), III (Cm), IV (R3m), and V (R3c). The
coexistence region of the Cm and P4mm phases is shaded.
Points 1–8 correspond to different variants of the elastic
matching of ferroelectric phases presented in the table.
P

field E = const, and  are the spontaneous strains of
the perovskite cells of the coexisting phases. As regards
the interphase boundaries, namely, the planes of zero
mean strain, their orientations in the (X1X2X3) coordi-
nate system are determined by the Miller indices {0kl}
according to the formulas taken from [11, 12]. A very
slight change in the optimum volume concentrations of
twin domains nt, opt and nm, opt (or, correspondingly,

 and ) and the existence of interphase
boundaries (the zero mean strain planes) with elastic
matching between the single-domain phase R3m and
the polydomain phase P4mm or Cm (see points 1–4 in
table) are characteristic of a sufficiently narrow range
of concentrations (∆x ≈ 0.01) and a wide range of tem-
peratures (∆T > 500 K). The separation of the R3m
phase into twin domains, irrespective of their volume
concentrations, virtually does not affect the results (see
table): the calculated values of nt, opt, , nm, opt, and

 change by less than 1%, which is explained by
the smallness of the off-diagonal elements of the matrix
||Nr || as compared to its diagonal elements. The values
of , which correspond to the zero mean strain
plane in the matching of the P4mm and R3m phases,
correlate adequately with our earlier estimates [12, 14].
These estimates were obtained from the experimental
data on the unit cell parameters of the ceramic compo-
sitions PZT and PZT + 2 at. % Nd, which were synthe-
sized by different methods.

In our opinion, the virtual constancy of the optimum
volume concentrations of domains (see points 1–4 in
figure and table) is due to the fact that the perovskite
cell parameters of the phases Cm (nm = 1) and P4mm
(nt = 1) in the studied ranges of (x, T) satisfy the condi-

tions  ≈  ≈  (r = 1, 2) and β – 90° <
0.5°. Under these conditions, the single-domain phases
Cm and P4mm can be elastically matched along the
zero mean strain plane or slightly strained interfaces
(see points 5–8 in the figure and the table) in the case
when the values (x, T) correspond to the new morpho-
tropic boundary [10]. The orientations of the zero mean
strain planes, which separate the aforementioned sin-
gle-domain phases, are close to {001} in the (X1X2X3)
coordinate system. It is interesting that the linear seg-
ment that connects points 5 and 7 (see figure) and cor-
responds to the interphase boundaries (i.e., the zero
mean strain planes) is parallel to the Cm–P4mm mor-
photropic boundary. This correlation between the phase
boundary and the plane of zero mean strains is first
revealed in the present work and needs further experi-
mental investigation. The mutual location of segment
5–7 and the Cm–P4mm morphotropic boundary in PZT
means that the interfaces of the single-domain phases
Cm and P4mm are slightly strained near this segment
and that the internal mechanical stresses σfg are insuffi-
cient for stimulating the separation of one of these

ξ ij
s

nt opt,' nm opt,'

nt opt,'

nm opt,'

nt opt,'

ξ11 Cm,
s ξ22 Cm,

s ξ rr P4m,
s
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Features of the elastic matching of ferroelectric phases in PbZr1 – xTixO3 solid solutions

Coexisting
phases x T, K Points in 

the figure

Optimum volume concentrations of domains 
for elastic matching of phases along the

interphase boundaries (ZMSP)

Conditions for the existence of 
slightly strained interfaces

(ZMSP is absent)

P4mm 0.45 550 1 nt, opt = 0.691 or  = 0.309 –

R3m 500 2 nt, opt = 0.698 or  = 0.302 –

R3m 0.45–0.46 300 3 nm, opt = 0.700 or  = 0.300 –

Cm 20 4 nm, opt = 0.724 or  = 0.276 –

P4mm 0.46 400 5 nt, opt = 1; nm, opt = 1 or  = 0;  = 0 –

Cm 300 6 – nt  1; nm  1 or   0;

  0

0.47–0.48 300 7 nt, opt = 1; nm, opt = 1 or  = 0;  = 0 –

0.51–0.52 20 8 – nt  1; nm  1 or   0;

  0

Note: The experimental unit-cell parameters are taken from [10]. The R3m phase is assumed to be a single-domain phase, and the corre-
sponding basis vectors of the unit cell are taken to be oriented at an angle ω of displacement along ([100], [010], [001]).

nt opt,'

nt opt,'

nm opt,'

nm opt,'

nm opt,' nm opt,'

nt'

nm'

nm opt,' nm opt,'

nt'

nm'
phases into twin domains. The values of σfg vary only
slightly both as the Cm–P4mm morphotropic boundary
is approached and as the distance from it increases (see,
for example, point 6 in the figure). It seems likely that
this behavior of σfg(x, T) is typical of the entire region
of coexistence of the Cm and P4mm phases, which was
experimentally determined in [10].

The data presented in the table agree with assump-
tions [10] on the active role of non-180-degree domains
in the relaxation of mechanical stresses when the ferro-
electric phases coexist in PZT. Elastic matching of two
single-domain (nontwinned) phases along the zero
mean strain plane (see table) rarely occurs (see, for
example, [12–14]) and, most likely, is not realized in
ceramic samples of PZT because of the internal
mechanical stresses, composition fluctuations, etc.

It is of interest to compare the above results with the
data on the elastic interaction of the m3m, mmm, and
2/m phases in a KCN ferroelectric crystal [15]. The
intermediate monoclinic phase 2/m enhances the relax-
ation of internal mechanical stresses during the cooling
of a three-phase crystal. Analysis of the unit cell param-
eters of the (KBr)1 – y(KCN)y crystals revealed an
unusual transition from the rhombohedral–monoclinic
interphase boundary, i.e., the zero mean strain plane
(y ≤ 0.65), to the strained conic interface (y ≥ 0.70)
[16]. The observed change in the form of the interface
agrees with the experimental data [16] on the change in
the order of the phase transition: substantial internal
mechanical stresses that arise as the result of an
increase in y in the (KBr)1 – y(KCN)y crystals are
accompanied by a second-order phase transition. It
should also be mentioned that the y–T diagram of
PHYSICS OF THE SOLID STATE      Vol. 43      No. 8      200
(KBr)1 – y(KCN)y [17] at T ≤ 100 K and 0.60 ≤ y ≤ 0.90
exhibits an alternation of ferroelectric phases that is
similar to the alternation of PZT ferroelectric phases in
the vicinity of the morphotropic boundary (see figure).
Specifically, when y increases, the ferroelectric phases
become stable in the following order: rhombohedral,
monoclinic, and tetragonal. The coexistence of rhom-
bohedral and monoclinic phases, or the formation of
the states which depend on the prehistory of
(KBr)1 − y(KCN)y crystals, takes place in a limited
region of the y–T diagram. The results obtained in [15–
17] and the calculated data given in the table need fur-
ther experimental verification: it is necessary to investi-
gate experimentally how the domain (twin) structure of
the Cm phase and internal mechanical stresses affect
the R3m–Cm phase transition in PZT solid solutions.

The results obtained in this work illustrate different
ways of relaxing internal stresses upon elastic matching
of the ferroelectric phases in PZT solid solutions. The
Cm phase plays an important role in stress relaxation,
which is confirmed by the calculated data in the table.
This study dealt with bulk crystal samples or individual
crystallites for which the conditions of stress relaxation
in the case of the coexistence of phases slightly differ
from the corresponding conditions in ceramic samples.
Nonetheless, the features of the change in the parame-
ters of the unit cells, their spontaneous strains, and dis-
tortions in different intervals of (x, T) are the most sig-
nificant factors in the formation of heterophase struc-
tures and stress relaxation in PZT solid solutions.
1
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Abstract—The temperature behavior of the low-frequency Raman spectra of vitreous and supercooled liquid
benzophenones is investigated experimentally. The structural phase transformations are studied by differential
scanning calorimetry. The results obtained suggest that the structure of glasses involves nanometer-sized frag-
ments similar to the structural elements of the crystals. © 2001 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

Investigations into different glasses have revealed
many interesting features associated with their univer-
sal properties. These properties are usually considered
anomalies as compared to the properties of their crystal
analogs. In particular, Raman spectra of all glasses
exhibit two characteristic features irrespective of their
chemical composition, namely, the boson peak and
quasi-elastic light scattering, which are not observed
for their crystal primogenitures [1–5]. Speculations on
the nature of the boson peak have aroused considerable
interest in the low-frequency vibrational excitation
spectra of vitreous structures.

In the present work, we analyzed the low-frequency
Raman spectra of benzophenone over a wide tempera-
ture range (12–350 K), including the glass–liquid tran-
sition temperature (T = 216.8 K) and the melting point
of the crystalline benzophenone modification (T =
323.9 K). Particular attention was focused on the study
of vibrational excitations near the temperature of the
glass–liquid phase transition upon heating and cooling
of the samples. The phase transformations of ben-
zophenone were also studied by differential scanning
calorimetry.

It is known that molecules of benzophenone
(C6H5)2CO consist of two phenol rings C6H5, which are
joined to each other through a carbonyl group CO. The
stable crystalline modification of benzophenone (the α
modification) contains four molecules per unit cell and
has an orthorhombic structure [6]. At low temperatures,
benzophenone can exist in the β modification. It is
assumed that the β modification has a monoclinic struc-
ture.

2. EXPERIMENTAL TECHNIQUES
AND RESULTS

2.1. Phase transitions in benzophenone. The
phase transitions in benzophenone were thoroughly
examined by differential scanning calorimetry.
1063-7834/01/4308- $21.00 © 21589
Measurements were performed on a Perkin-Elmer
DSC-7 instrument at a heating (cooling) rate of
20 K/min in the temperature range 143–353 K. The
sample weight was 0.880 mg.

The vitreous modification of benzophenone (X-ben-
zophenone) can be prepared by rapid cooling of the
melt. The α and β modifications can be obtained upon
transition of vitreous benzophenone to the supercooled
liquid state. This is clearly seen in the thermograms
shown in Fig. 1.

As is evident from the heating curve for the α mod-
ification of benzophenone (curve 1 in Fig. 1), an
increase in temperature leads to a strong transition at
T = 323.9 K, which corresponds to the melting point of
α-benzophenone. Upon cooling, molten benzophenone
undergoes a low-energy transition at T = 211.7 K (curve 2
in Fig. 1), which corresponds to the formation of the
vitreous phase (X-benzophenone).
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Fig. 1. Thermograms measured using differential scanning
calorimetry upon (1) heating of crystalline benzophenone,
(2) cooling of molten benzophenone, and (3) heating of vit-
reous benzophenone. The scanning rate is 20 K/min.

T, K
001 MAIK “Nauka/Interperiodica”



 

1590

        

DAVYDOVA 

 

et al

 

.

                                   
7000

6000

5000

4000

3000

2000

1000

240 180 120 60 0
Wavenumber, cm–1

35000

30000

25000

20000

15000

10000

5000

0
260 200 140 80 20

Wavenumber, cm–1

210

225

230
330

210

190

160
130
70

12

(a)

(b)

C
ou

nt
s

C
ou

nt
s

Fig. 2. Evolution of the low-frequency Raman spectra during heating of vitreous benzophenone (a) from 12 to 210 K and (b) from
210 to 330 K.
The experimental heating curve for vitreous X-ben-
zophenone is also depicted in Fig. 1 (curve 3). It is seen
that curves 1 and 3 differ significantly. Curve 3 exhibits
a deep exothermal minimum in the temperature range
250–263 K, which is associated with crystallization. A
visual examination revealed that, in the supercooled
liquid phase, continuous growth of white microcrystals
occurs throughout the bulk of the sample. These micro-
crystals belong to the unstable β modification of ben-
zophenone, which transforms into the α modification
with an increase in temperature. This is confirmed by
the data of luminescent-emission spectroscopy [7]. The
first peak in curve 3 is attributed to the transformation
of vitreous benzophenone into the supercooled liquid at
P

T = 216.8 K. As the temperature increases, the endot-
hermal peaks are observed at temperatures of 301 and
323.9 K (curve 3 in Fig. 1), which correspond to the
melting points of the α and β modifications, respec-
tively.

It should be noted that the crystallization of ben-
zophenone from the supercooled liquid state is
observed only in the case of heating, i.e., when the
glass–liquid phase transition occurs with an increase in
temperature, but the reverse reaction is not true.

2.2. Raman spectra. The Raman spectra were
excited by the 514.5-nm line of an argon laser. The laser
radiation power was 200 mW. The spectra were
recorded on a spectrometer with a Jobin Ivon mono-
HYSICS OF THE SOLID STATE      Vol. 43      No. 8      2001
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chromator in a 90° scattering geometry. The bandwidth
of the spectrometer slit was equal to 2 cm–1. The sample
was placed in a glass capillary and mounted in a cry-
ostat, which provided temperature variation in the
range from 12 to 350 K.

The evolution of the Raman spectra of vitreous ben-
zophenone with an increase in the temperature is shown
in Fig. 2. This case corresponds to curve 3 in Fig. 1. At
a temperature of 12 K, the Raman spectrum contains
two lines at 17 and 100 cm–1 (Fig. 2a) which are not
observed in the spectra of crystalline benzophenone.
The former line is the so-called boson peak. The latter
(broader) line is associated with molecular motions
which correspond to libration optical phonons. This
spectrum also exhibits two high-frequency modes of
intramolecular vibrations at 223 and 290 cm–1. How-
ever, in this work, we will consider the frequency range
of the boson peak.

It can be seen from Fig. 2a that an increase in tem-
perature leads to an increase in the intensity of the
boson peak as compared to the libration line. At tem-
peratures close to the glass–liquid transition point
(216.8 K), the spectrum contains a contribution from
quasi-elastic light scattering. The line of quasi-elastic
light scattering has the shape of a broad peak that
reaches a maximum at the zero frequency (the Rayleigh
line) [8]. At T = 210 K, the boson peak overlaps with a
strongly broadened Rayleigh line. At temperatures
above the transition of vitreous benzophenone to the
supercooled liquid state, the Raman spectrum changes
considerably (Fig. 2b). As the temperature increases to
T = 225 K, the intensity of the Rayleigh line decreases
and a new structure that corresponds to the crystalline
modification of benzophenone appears in the spectrum.
This structure becomes more pronounced at a tempera-
ture of 230 K. At T = 330 K, the benzophenone crystal
undergoes melting and only the Rayleigh line wing is
observed in the spectrum.

The evolution of the Raman spectra of liquid ben-
zophenone with a decrease in temperature from 324 to
160 K is shown in Fig. 3. This case corresponds to
curve 2 in Fig. 1. A decrease in temperature leads to the
appearance of a shoulder in the Rayleigh line wing (T =
PHYSICS OF THE SOLID STATE      Vol. 43      No. 8      200
210 K), which, upon further cooling, transforms into a
clearly pronounced boson peak. At the same time, the
intensity of the Rayleigh line substantially decreases in
the frequency range 20–10 cm–1. As follows from the
Raman spectra and the data of differential scanning cal-
orimetry, a decrease in the temperature of liquid ben-
zophenone does not lead to its crystallization.

3. DISCUSSION

The universally accepted approximation for the
interpretation of the Raman spectra of different glasses
is the assumption that light scattering is due to disorder-
ing, and, hence, vibrations cannot be described by cer-
tain wave vectors. Consequently, all these vibrations
can contribute to the scattering spectra.

According to Shuker and Gammon [9], the intensity
of light scattering is proportional to the density of
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Fig. 3. Evolution of the low-frequency Raman spectra dur-
ing cooling of molten benzophenone from 324 to 160 K.
Table 1.  Parameters of phase transitions in benzophenone

Peak designation Number of the 
curve in Fig. 1 Tst, K Tmax, K Tf , K Entropy, J/(g K)

X 2 206.6 211.7 214.6 0.36

X 3 213.2 216.8 218.0 1.00

α 1 320.7 323.9 327.9 56.48

α 3 321.2 323.9 328.0 74.40

β 3 299 301 305 16.8

γ 3 294.2 295.4 296.6 0.74

Note: Tst, Tmax, and Tf  are the temperatures of the onset, maximum, and completion of the phase transition, respectively.
1
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vibrational states g(ν) and the matrix element of cou-
pling the vibrational modes to light C(ν); that is,

(1)

where [n(ν) + 1] = {1 – exp(–hν/kT)}–1 is the Bose fac-
tor and C(ν) depends on the particular mode of the per-
mittivity modulation produced by vibrations in the
medium. The theoretical predictions regarding the fre-
quency dependence of the matrix element C(ν) are
rather contradictory. The same is also true for the avail-
able experimental data. For example, Martin and
Brenig [10] assumed that the frequency dependence
C(ν) is described by a square law. Sokolov et al. [11]
argued that the C(ν) is well approximated by a linear
frequency dependence. Shuker and Gammon [9] postu-
lated that C(ν) is frequency independent.

Unfortunately, the light-to-vibration coupling coef-
ficient C(ν) cannot be precisely determined from the
low-frequency Raman spectra, because the frequency
dependence of the density of vibrational states g(ν) is
unknown. In principle, the data on the density of vibra-
tional states g(ν) can be obtained from analyzing the
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Fig. 4. Raman spectra of vitreous benzophenone (normal-
ized to [n(ν) + 1]ν).

Table 2.  Exponents α at different temperatures

T, K α

12 1.25

40 0.91

70 0.78

100 0.66

130 0.64

160 0.63
P

low-frequency neutron scattering spectra. However, as
far as we know, data on neutron scattering in benzophe-
none are unavailable. For this reason, we made an
attempt to determine the frequency dependence C(ν)
from relationship (1) under the assumption that g(ν)
can be represented by the Debye frequency depen-
dence, i.e., g(ν) ~ ν2.

Figure 4 displays the Raman spectra of vitreous ben-
zophenone, which were normalized to [n(ν) +1]ν. In
this normalization, the slope of the curve specifies the
exponent. It can be seen from Fig. 4 that, in the fre-
quency range 20–50 cm–1, where the contribution of
quasi-elastic scattering is insignificant, the frequency
dependence C(ν) obeys a power law; i.e., C(ν) ~ να

with the exponent α, which was found to be tempera-
ture dependent. Table 2 lists the exponents α deter-
mined from Fig. 4 for different temperatures.

It is seen from Table 2 that, as the temperature
increases from 12 to 160 K, the exponent α decreases
from 1.25 to 0.63 and C(ν) follows a linear frequency
dependence only at a temperature of 40 K.

According to the majority of existing models, the
nature of the boson peak is explained by the medium-
range order in the atomic arrangement. This idea was
first put forward by Martin and Brenig [10] and then
developed in [2, 5, 12, 13]. At the same time, alternative
models ascribe the origin of the boson peak to the pres-
ence of defects in the structure [14], fractals [15], and
localized excitations in the soft potential model [16].

The results obtained in the present work suggest that
a medium-range order exists in the structure of vitreous
benzophenone. Analysis of the Raman spectra (Figs. 2,
3) and thermograms (Fig. 1) revealed that the crystalli-
zation of benzophenone occurs only in the case of a
transition from the vitreous state to the supercooled liq-
uid state and not from the liquid to the vitreous state.
This can easily be explained by the fact that glasses
involve fragments of a crystal structure which is
retained within several coordination spheres; i.e., the
structure of glasses can be characterized by a medium-
range order. According to numerical estimates obtained
from the experimental data, the characteristic medium-
range order size is equal to 1–5 nm [17]. It is believed
that the crystal structure plays the role of crystallization
centers on the nanometer scale. This is confirmed by
visual observations: the crystallization occurs uni-
formly throughout the bulk of the supercooled liquid.
These observations also suggest that the medium-range
order is retained in the supercooled liquid. It is quite
reasonable that the cooling of molten benzophenone
characterized by absolute disorder does not lead to
crystallization.

In our opinion, the above findings are direct evi-
dence of the existence of a nanostructure in glasses. In
this case, the boson peak reflects the vibrational prop-
erties of the medium and its origin is associated with an
excess density of vibrational states which appears in the
absence of a long-range order. The selection rules for
HYSICS OF THE SOLID STATE      Vol. 43      No. 8      2001
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the phonon wave vector k are violated as the result of
breaking the translational symmetry, and all phonon
states can contribute to light scattering.

Special mention should be made of the following
interesting result. Upon heating of the studied samples
from temperatures below the glass transition range to
the melting point of α-benzophenone, the formation of
the α phase was always preceded by the formation of
the β modification. This suggests that the elements of a
local structure of vitreous benzophenone are similar to
the crystal structure of β-benzophenone. It seems likely
that, upon rapid cooling of the melt, the formation of a
monoclinic structure of the unstable β phase would be
a more thermodynamically favorable process compared
to the formation of the orthorhombic α phase. How-
ever, when the α modification was melted and held at
room temperature for a few hours (or days), benzophe-
none invariably crystallized in an orthorhombic struc-
ture of the α phase.

In conclusion, we note that the structure of glasses
on the medium-range order scale is the fundamental
property, which, in our case, is responsible for the spe-
cific features of low-frequency Raman spectra and the
features of the phase transformations in benzophenone.
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Abstract—Optical polarization and x-ray diffraction studies of powders and single-crystal plates of different
cuts of an (NH4)3GaF6 crystal are carried out in a broad temperature range, including the phase transition point.

The following sequence of symmetry changes is found to occur:  – Fm3m (Z = 4)   – I  (Z = 16).
© 2001 MAIK “Nauka/Interperiodica”.
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(NH4)3M3+F6 (M3+: Al, Cr, Ga, V, Fe, Sc, In) crystals
with cryolite structure (the space symmetry group
Fm3m, Z = 4) belong to a family of perovskite-like
compounds. The three-dimensional crystalline frame-
work of these compounds is formed by the octahedra
(NH4)F6 and M3+F6, which are connected through their
vertices, and the polyhedra between the octahedra are
occupied by ammonium ions.
For most ammonium cryolites, transitions from the
cubic phase are accompanied by a change in the orien-
tation of two structural groups: (NH4)+ and (M3+F6) [1].
It has been shown [2, 3] that the temperature at which
the cubic phase becomes unstable depends on the M3+

ion size. The number of the observed phase transitions
(PTs) and the sequence of symmetry changes also
depend on this factor. In substances with a trivalent ion

of small radius (  ≤ ), only one PT takes place,
while in compounds with larger cations (In), two PTs
are observed [3]; in (NH4)3ScF6, three PTs occur [4, 5].
Recent studies of powders and single crystals [6]
revealed the following series of symmetry changes in

cryolite containing scandium:  – Fm3m (Z = 4) 

 – P121/n1 (Z = 2)    – I12/m1 (Z = 16) 

 – I  (Z = 16).

The lowest symmetry phase is triclinic. Its Bravais
cell is chosen to be body-centered and is four times
larger in volume compared to the initial face-centered
cubic cell.

For the (NH4)3GaF6 compound containing a small
trivalent cation Ga3+ [3], x-ray diffraction studies of
powders in a temperature range including the PT have
shown that the crystals have cubic symmetry Fm3m
(Z = 4) above T0 = 250 K, while line splitting is
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observed on diffractograms below the phase transition.
Superstructure reflections, which possibly indicate a
change in the translation symmetry, were not detected.
The diffractogram line identification was carried out for

a tetragonal pseudocell with parameters a
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According to [5], all ammonium cryolites have the
same symmetry of the lowest temperature phase. This
conclusion was made on the basis of the similar values
of the total entropy changes in the phase transitions in
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 and from their (
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) dia-
grams.

It is well known that x-ray diffraction studies of
small structure distortions should be carried out on sin-
gle-crystal samples, not on powders. In [6], a complex
series of changes in the symmetry of (NH

 

4

 

)

 

3

 

ScF

 

6

 

 was
determined by studying crystal twinning and by
observing x-ray reflections from oriented single-crystal
plates. In that paper, in contrast to [3], a superstructure
was observed and a change in the translation symmetry
was detected. The present investigation is carried out
with the aim of obtaining detailed information on the
symmetry of the (NH
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GaF
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 low-temperature phase.
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 compound was synthesized by
means of interaction of equivalent amounts of a GaF
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 ·
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O solution in 40 vol % hydrofluoric acid (evapo-
rated until the onset of crystallization) and of an NH

 

4

 

F
saturated solution. Small (2–3 mm

 

3

 

) well-faceted sin-
gle crystals were grown by means of slow controlled
evaporation of a solution of the synthesized substance
in 10 vol % HF acid by gradually lowering (over
7 days) the crystallization temperature from 333 to
293 K.
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Investigations with the help of a polarizing micro-
scope were carried out on thin crystalline platelets cut
along different crystallographic directions. On cooling,
a PT from the cubic phase was observed at the temper-
ature T0 = 250 K. This PT was accompanied by the for-
mation of twins and by cracking. An extremely compli-
cated mixed twinning structure with a nonuniform,
temperature-dependent, extinction position is observed
in polarized light in a very thin (<0.05 mm) sample. The
domain walls are oriented along the [100] and [110]
directions. In general, the twinning structure is analo-
gous to that observed in the triclinic phase of
(NH4)3ScF6. However, in our case, the domains are
smaller. Unfortunately, we were not able to obtain suf-
ficiently large monodomain areas; for such areas, it
would have been possible (as was done in [6]) to mea-
sure the temperature dependence of the orientation of
the optical indicatrix precisely. However, the results
obtained are sufficiently accurate for us to draw the
conclusion that the following symmetry change takes
place in an (NH4)3GaF6 crystal: cubic (G0)  tri-
clinic (G1).

X-ray diffraction studies of (NH4)3GaF6 crystals
were carried out in a broad temperature range 100–
300 K on a Dron-2.0 diffractometer equipped with a
low-temperature URNT-180 attachment (CuKα radia-
tion, graphite monochromator). Single-crystal platelets
of the (110)0 and (111)0 cuts, as well as powders
obtained from (NH4)3GaF6 single crystals, were used as
experimental samples. Here and further on, subscripts
on the symbols of planes and directions designate the
crystal phase.

The set of x-ray reflections in the initial G0 phase
corresponds to cubic symmetry with a face-centered
cell F [7]. The parameters of this cell at 353 K are
shown in the table. Below the PT temperature T0 =
250 K, changes in the profiles of the x-ray reflections
from single-crystal plates arise and splitting of reflec-
tions on the powder diffractograms are observed (see
table).

Moreover, below the phase transition temperature
(the G1 phase), a system of superstructure reflections
of the (hk0), (hkl), and (h + 1/2, h + 1/2, h + 1/2) types
is formed. Here, h is an arbitrary integer. The reflection
splitting in the G1 phase corresponds to triclinic sym-
metry. The formation of superstructure reflections
characterized by noninteger values of index h indicates
a change in the Bravais cell volume due to the PT. Fig-
ure 1 shows the temperature dependence of the integral
intensity of the (5/2, 5/2, 5/2) superstructure reflection.
It is evident from Fig. 1 that, in the course of the transi-
tion from the G0 to the G1 phase, the above-mentioned
reflection arises suddenly and almost immediately
reaches saturation. Since the superstructure reflection
intensity characterizes shifts in the atom in the elemen-
tary cell with respect to their initial positions, we draw
the conclusion that the main structural distortions in the
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crystal studied take place in a narrow temperature range
below the PT.

The temperature dependences of the linear and
angular parameters of the crystal cell in the G0 and the
G1 phases were determined from the positions of the
components of the (8, 8, 0) reflection. The results of
these investigations are represented in Figs. 2 and 3. It
is clear from Fig. 2 that the elementary-cell parameters
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Fig. 2. Temperature dependence of the linear dimensions
and volume of the Bravais cell for an (NH4)3GaF6 crystal.
The elementary-cell volume V is four times smaller in the
G1 phase.

Fig. 3. Temperature dependences of the angular parameters
of the Bravais cell for an (NH4)3GaF6 crystal: (1) 90 – β,
(2) 90 – γ, and (3) 90 – α.

0.4

0.20 0.4 0.6 0.8

0.8

1.2

(90 – α), (90 – β); deg

(J
/J

m
ax

)2

1 2

Fig. 4. Dependence of the square of the integral intensity of
the (5/2, 5/2, 5/2) superstructure reflection upon distortion
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(NH4)3GaF6 crystal: (1) 90 – α and (2) 90 – β.
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are changed abruptly in the course of the transition
from the cubic 
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 to the 
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1

 

 phase. However, the jump
in cell volume is not large and equals approximately
0.4 percent of 

 

V

 

0

 

. The linear dimensions of the triclinic
cell of (NH
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3
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6

 

 along the 

 

a

 

 and 
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 directions are
decreased and virtually coincide in value, while the cell
parameter along the 

 

c

 

 axis is increased. Similar temper-
ature dependences of the cell dimensions have been
observed in scandium cryolite, whose parameters are
approximately 0.2 Å greater.

The angular parameters of the Bravais cell (Fig. 3)
also have many common features in these two crystals.
In triclinic phases, 

 

β

 

 < 90

 

°

 

 and α > 90° and γ does not
differ considerably from 90°. At T = T0, the deviations
of the angular parameters of the Bravais cell from the
right angle (90 – α) and (90 – β) appear in a jump and
then grow gradually over the whole temperature range
studied. This dependence differs considerably from the
behavior of the intensity of the superstructure reflec-
tions (Fig. 1).

The extinction of the structural and the superstruc-
ture reflections, as well as the splittings of the specially
chosen x-ray reflections from the single-crystal plates,
allowed us to determine the crystal group of the crystal.
By standard definition (see [7]), the Bravais cell of the
triclinic G1 phase should be simple. However, for con-

venience, we took the bulk-centered cell I  (Z = 16). It
is clear that this Bravais cell of the G1 phase has a four
times greater volume than that of the G0 phase. How-
ever, the primitive cells of the G0 and G1 phases contain
1 and 8 formula units, respectively. The data on the
(NH4)3GaF6 phase symmetry and sizes and orientation
of the Bravais cells are listed in the table.

Contrary to the results of [3], where the G3 phase

symmetry was determined to be P  but the Bravais cell
was not chosen, our findings allow one to establish the
point symmetry group and are indicative of the change
in the translation symmetry. Thus, the studies carried
out by us allow one to affirm that the high-temperature
phases, as well as the low-temperature phases, of the
two ammonium cryolites (NH4)3GaF6 and (NH4)3ScF6

have the same symmetry, namely, Oh5–Fm3m (Z = 4)

and  (Z = 16), respectively. The former crystal
is immediately converted into the triclinic phase on
cooling, while the latter is transformed in three steps.
Studies of the heat capacity [5] also revealed that the
structural changes due to phase transitions are identical
in these two crystals. The total entropy change in
(NH4)3ScF6 in the course of the three PTs is Σ∆Si =
20.79 ± 1.53 J mol–1 K–1, while in (NH4)3GaF6, we have
∆S = 23.0 ± 1.6 J mol–1 K–1.

Our investigations allow one to make some conclu-
sions regarding the possible relation between the order
parameter of the phase transition and the shear defor-
mation that appears below the phase transition. As

1

1

Ci
1 I1–
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shown above, the changes in elementary-cell angular
parameters are not proportional to the changes in super-
structure reflection intensity. However, according to
Fig. 4, these quantities have a quadratic relation. On
this basis, one can conclude that the ferroelastic PT in
(NH4)3GaF6 is improper and that the dependence
shown in Fig. 1 reflects the temperature behavior of its
microscopic parameter.

ACKNOWLEDGMENTS

This work was supported by the Russian Foundation
for Basic Research, project nos. 00-02-16034 and 00-
15-96790.

REFERENCES
1. A. Sasaki, Y. Furukawa, and D. Nakamura, Ber. Bunsen-

ges. Phys. Chem. 93, 1142 (1989).
PHYSICS OF THE SOLID STATE      Vol. 43      No. 8      2001
2. K. Kobayashi, T. Matsuo, H. Suga, et al., Solid State
Commun. 53 (8), 719 (1985).

3. A. Tressaud, S. Khairoun, L. Rabardel, et al., Phys. Sta-
tus Solidi A 98 (2), 407 (1986).

4. I. N. Flerov, M. V. Gorev, and T. V. Ushakova, Fiz. Tverd.
Tela (St. Petersburg) 41 (3), 523 (1999) [Phys. Solid
State 41, 468 (1999)].

5. M. V. Gorev, I. N. Flerov, and A. Tressaud, J. Phys.: Con-
dens. Matter 11, 7493 (1999).

6. S. V. Mel’nikova, S. V. Misyul’, A. F. Bovina, and
M. L. Afanas’ev, Fiz. Tverd. Tela (St. Petersburg) 42 (2),
336 (2000) [Phys. Solid State 42, 345 (2000)].

7. International Tables for X-ray Crystallography (The
Kynoch Press, Birmingham, 1952), Vol. 1. 

Translated by A. Sonin


	1401_1.pdf
	1420_1.pdf
	1426_1.pdf
	1433_1.pdf
	1438_1.pdf
	1442_1.pdf
	1445_1.pdf
	1449_1.pdf
	1454_1.pdf
	1464_1.pdf
	1468_1.pdf
	1476_1.pdf
	1478_1.pdf
	1483_1.pdf
	1488_1.pdf
	1499_1.pdf
	1503_1.pdf
	1509_1.pdf
	1515_1.pdf
	1518_1.pdf
	1522_1.pdf
	1527_1.pdf
	1533_1.pdf
	1538_1.pdf
	1543_1.pdf
	1549_1.pdf
	1552_1.pdf
	1556_1.pdf
	1563_1.pdf
	1567_1.pdf
	1572_1.pdf
	1576_1.pdf
	1580_1.pdf
	1585_1.pdf
	1589_1.pdf
	1594_1.pdf

