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Abstract—The temperature dependences (5-300 K) of the Raman spectra of E,q phononsand optical constants
in zinc single crystals are measured in the excitation energy range 1.4-2.54 eV. It isfound that phonon damping
decreases upon an increase in the wavelength of exciting radiation. The obtained results are compared with the
dependence of the phonon width on the excitation energy (the probed wave vector of the excitations under
investigation), which are presented for the first time for the transition metal osmium, as well as with the calcu-
lated electron—phonon renormalization of damping, taking into account the actual distribution of wave vectors.
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1. INTRODUCTION

The exceptionally strong dispersion of self-energies
(anomalous frequency dispersion and threshold damp-
ing of optical phonons) in arange of small wave vectors
(g ~ 108 cm™) recently observed during an analysis of
Raman spectraof transition metals[1] raised aquestion
as to the origin of electron excitations that determine
nonadiabatic effects in electron—phonon interaction.

The effects of nonadiabatic renormalization of the
long-wavelength optical-phonon spectrum (anomalous
dispersion and the Landau damping threshold) [2—4] in
theregion of q ~ wy/ v (0 isthe phonon frequency and
v isthe Fermi velocity for electrons) are based on the
intraband mechanism and, hence, must exist in transi-
tion (d) aswell asin simple (s, p) metals. Such effects
were sought for the latter metals (Zn [5-7], Cd [9], BI,
Sb[5, 7], Be [8]) while studying the temperature depen-
dences of the phonon frequencies and width by using the
method of indlastic light scattering. The experiments
with these metals revealed an increase in energies and a
narrowing of phonon lines during cooling and made it
possible to estimate the contributions of anharmonism
and of the electron—phonon interaction to the frequency
shifts and to the damping of phonons at low tempera-
tures. However, early measurementswere madein anar-
row excitation energy range (2.41-2.54 eV), which did
not permit study of the dependences of the phonon self-
energieson their wave vector. An estimate of the thresh-
old vaue of the wave vector g, ~ wy/ Ve (near which the
renormalization effects must increase) obtained from the
available data on the average electron velocity at the
Fermi surface gives the value ~1.6 x 10° cm for zinc,
while the effective value of the momentum probed in
such experiments was an order of magnitude larger:

~16 x 10° cm. In the present work, the range of exci-
tation energiesis considerably extended in the course of
investigating the temperature dependences of the
phonon frequencies and widths for the p-metal Zn with
a view to obtaining information on the change in
phonon parametersin the accessible range of wave vec-
tors being probed, and the obtained results are com-
pared with theoretical predictions and observed anom-
aliesin transition d metals.

2. EXPERIMENT

The measurements were made on a zinc crystal with
aresistivity ratio psgo /P42« = 560. This ensures con-
servation of the wave vector so that gl > 1, wherel is
the electron mean free path. Previous investigations
were either carried out on polycrystals [5, 6] or con-
tained no information on the purity of the single crys-
tals under investigation [7]. The surfaces used for mea-
surementswere prepared by cleaving the crystal at right
anglestoitshexagonal axis. Since we studied backward
scattering in our experiments, the obtained results cor-
respond to the phonon wave vector directed aong the
c axis. The excitation was carried out through krypton
and titanium-sapphire laser radiation (1.4-2.6 eV),
which allowed usto study afairly widerange of phonon
momenta, (7-16) x 10° cm for T = 5 K. The spectral
resolution in our measurements was <1 cm. The mag-
nitude of the momentum being probed and its uncer-
tainty asaresult of absorptioninthe surface layer of the
metal were estimated on the basis of ellipsometric mea-
surements of the optical constants on the crystal under
investigation at temperatures of 80 and 300 K in the
energy range 0.5-3 eV, aswell as on the basis of earlier
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optical measurements at 4.2 K [9]. The optical parame-
ters were measured on a sample placed in a ultrahigh-
vacuum chamber with a residual gas pressure of 108
Pa. Before measurements, the sample surface was
cleaned again by bombarding it with argon ions (accel-
erating voltage 300V, ion current 1 pA, cleaning time
10 min). The obtained optical constants were also used
for determining the efficiency of light scattering for
various excitation energies and for simulating the
observed resonance dependence of the scattering cross
section. The temperature of the samples placed in an
Oxford cryostat varied from 5 to 300 K. The light scat-
tering spectra were analyzed using a Dilor XY (with a
cooled multichannel detector) or a DFS-24 (single-
channel detection on the basis of a cooled photomulti-
plier) spectrometer.

300K 5K
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60 70 80
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Fig. 1. Raman spectra of Eyy phonons in Zn measured at

various temperatures for the two extreme laser lines in the
range of excitation energies used.
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3. DISCUSSION OF RESULTS

The Raman spectraof zinc measured at various tem-
peratures and wavelengths A, of laser light are shownin
Fig. 1. As was also reported in earlier publications, a
decrease in temperature leads to an increase in fre-
quency of the single Raman-active E,; modeinacrystal
with a hexagonal close-packed structure (space group

Dgh) and narrows the spectral lines. The experimental

profiles of the phonon lines were approximated by
Voigt profiles, which are a convolution of a Gaussian
(instrumental contour) and a Lorentzian (phonon line).
The phonon energy and width obtained as a result of
this analysis are shown in Figs. 2 and 3 for the two
extreme points of the excitation energy range.

The frequencies of optical phonons measured with
the two wavelengths of incident radiation coincide at
high temperatures (to within experimental error). At
the lowest temperatures, the phonon energy measured
for laser radiation of the larger wavelength is found to
be 0.5 cm™ higher (Fig. 2). Much larger differences
are observed for the widths of the phonon lines at low
temperatures; the width is less by half for the case of
A, = 8507 A (Fig. 3). The change in the phonon energy
iswithin the experimental error, while the differencein
the line width is undeniable. The low-temperature
width ~1.7 cm* measured by us at A, = 4880 A turned
out to be dlightly larger than the value determined ear-
lier [5, 6] (in those experiments, the measurements
were made on polycrystals with an unknown purity and
with an insufficient spectral resolution), while the
width measured for the first time at A, = 8507 A isas

small as~0.8 cm™. Figure 3 a so showsthe temperature
dependences of the phonon line width in the transition
metal osmium for two values of the wave vector q || ¢
(probed using incident radiation with wavelengths
4880 and 6764 A) in the range of considerable disper-
sion of the phonon branch.

It was in osmium [1] that we observed (in the spec-
tra of light scattering by electrons) electron excitations
with energies close to the phonon frequency, which
determine the renormalization of vibrational excita-
tions and depend not only on the magnitude but also on
the direction of the wave vector. Thefact that the differ-
ence between the phonon widths measured at different
wavelengths of laser radiation (i.e., for phonons with
different values of momenta) increases upon cooling in
both metals suggests that the effects observed both in
zinc and in osmium are determined by interactionswith
electron excitations. It can be seen from Fig. 3 that the
difference between thetwo metalsliesin that the differ-
ence between the low-temperature widths is larger in
the transition metal osmium, which demonstrates an
anomal ous temperature dependence of the linewidth in
contrast to conventional anharmonic behavior in the
case of zinc. This indicates that the electron—phonon
interaction in the case of osmium makes a dominant
contribution to the line width even at high tempera-
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tures; this isin contrast to zinc, in which anharmonic
processes of phonon decay predominate upon an
increase in temperature.

The temperature variation of the phonon frequen-
cies and widths in zinc was considered in [5-7] taking
into account the contributions of anharmonic three- and
four-phonon processes. As a result of processing the
experimental temperature dependences, anharmonic
coefficients were determined and the contribution of
the electron—phonon interaction was estimated. Since
the low-temperature data [5, 6] obtained for excitation
at the 4880 and 5145 A lines are close to our results for
the same values of excitation energy, we believethat the
results of the analysis carried out in those publications
can be used for estimating the anharmonic contribu-
tions to the phonon parameters at |low temperatures. It
follows from [5, 6] that the contributions from anhar-
monism to the residual width at low temperatures
amount to ~0.15-0.4 cm. It should be noted that the
similar analysis contained in [5—7] presuming the pres-
ence of constant electron contributions to the phonon
energy and damping is not quite correct, because it
leads only to order-of-magnitude estimates of low-tem-
perature contributions to the phonon parameters. This
also follows from the results presented by us here and
earlier [1, 10], indicating that the temperature variation
of the phonon line widths and energies in metals
depends on the frequency of the exciting radiation used,
that is, on the magnitude and direction of the momenta
of the phonons involved.

Returning to the observed changes in the low-tem-
perature phonon damping in zinc, we note that apart
from the electron—phonon interaction, there are other
possible contributions to the phonon line width that
depend on the excitation energy (phonon momentum).
One of such contributions, which was consideredin[5],
is associated with dispersion of the optical branch near
the center of the Brillouin zone as a result of short-
range ion—ion interactions. The estimate of this contri-
bution for the phonon wave vectors and their uncertain-
ties in question was based on the neutron diffraction
data for phonon dispersion and led to an insignificant
value equal to ~0.1 cm™. Another possible reason
behind the dependence of the line width on the excita-
tion energy might be the presence of stresses or disor-
der inthe surface layer of the crystal. However, such an
explanation appears vague since the damping mainly
changes in the energy range 2—2.54 eV, where the skin
depth remains practically unchanged (or even increases
dightly).

The width I of a phonon line associated with one-
particle electron excitations (Landau damping) is usu-
aly estimated by replacing the wave vector g in the
dependence

Lo

M(aq) = q

)
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Fig. 4. Dependence of the phonon line width in Zn on the
electron velocity calculated from Eq. (5) for the two
extreme laser wavel engths of incident radiation.

with the effective value 4. Here, I'g = T isthejump
in damping at the threshold wave vector g, and A isthe
electron—phonon interaction constant averaged over the
Fermi surface. While estimating I () qualitatively, it
is often assumed that gy ~ 1/0 ~ 106 cm™, where d is
the skin depth for the corresponding laser radiation fre-
guency. Consequently, the line width is proportional to
the skin depth [5, 6].

In the case of Zn, the skin depth varies insignifi-
cantly aimost in the entire excitation energy range used
by us, exhibiting a considerable (almost threefold)
increase only over the region below 1.6 eV. According
to the above estimate, this must lead to an increase in
the linewidth for the lowest values of excitation energy.
However, thelinewidthfor A| = 4880 A wasfound to be
twice as large as that for A, = 8507 A. The reason
behind this discrepancy is probably an inaccurate esti-
mate of gy. The effective value of q emerging as a
result of an uncertainty in the wave vector of probing
radiation in the absorbing medium (metal) must be
determined taking into account the distribution W(q) of
the light field in the metal over the wave vectors:

[

M (d) = 7f T (@W(Eda @
0

For example, for thedistribution used in[11] and taking
into account the specular reflection of phonons at the
metal—vacuum interface, the line width ' (g) depending
on g is blurred with aweight

W(q) = |4¢| 3

MM
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where the doubled complex wave vector gy, of a light
wave propagating inthe metal isgivenby gy ={; —i{,=
(41vA)(n—ik). Asaresult of blurring, we obtain

1 _ 1 41— i+ aq
— = —-=rctan—— + arctan——-—-. 4
Cest ”Q%ar ¢, ¢, U @
Thus, the value of gy dependsnot only on theimag-
inary part of the complex refractive index n — ik of the
metal but also on its real part and, which is important,
on the magnitude of the threshold wave vector ¢, at
which the Landau damping appears. For small thresh-
old vectors g, < {; <<€ {5y, We have [(Qgs) ~ Wed/ VE;
however, for q, > {4, {, (small electron velocities), the
inverse dependence on the skin depth holds: I (Qg) ~
veloyd. Thedifferencein optical constantsfor the laser
lines 8507 and 4880 A leads to the effect where the
relation between the phonon line widths for different
values of the excitation energy can change depending
on the value of v on account of the dependence of g
on the characteristic velocity of electrons. An addi-
tional factor determining the shape and width of the
phonon line isthe dispersion of the phonon branch near
the Landau damping threshold. The electronic parame-
tersfor the possible scenario of electron—phonon inter-
action were estimated on the basis of numerical calcu-
lations of the spectral profile of phonon lines, with the
polarization operator calculated in the model of free
electrons[3, 4] and integrated over the wave vector dis-
tribution in Eq. (3):

I (w)
_1 Aal (9, @) W(g)dg B
”{[wz—wé—zwéz(q, @)]” + 405l (0, @)

Here, gy =T 5 + Z"(9, w) and Z'(g, w) and 2"(q, w) are
the real and imaginary parts of the polarization opera-
tor, respectively [3, 4]:

[

_ 4 g’qv  ds
2(9, @) = anv—(ooHy)T/—’ ©)

where ds is the area element of the Fermi surface,
which was assumed to be spherical, and g is the matrix
element of the electron—phonon interaction. The bare
line width I ,, including the contribution of anharmon-
ism and other temperature-independent contributions,
was assumed to be 0.6 cm; the el ectron-scattering fre-
quency, Y = 1 cm. The matrix element g of the elec-
tron—phonon interaction was varied for fitting of the
calculated widths to experimental data. The results are
presented in Fig. 4 in the form of the dependence of the
line width on the Fermi vel ocity of electronsfor thetwo
extreme excitation energies. It can be seen that the
phonon line width corresponding to the shorter wave-
length excitation is almost twice as large if phonons
interact with electronswith low velocities~107 cm/s. At
the same time, phonons excited at A, = 8507 A and hav-
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ing a smaller wave vector must give broader lines as a
result of interaction with faster electrons (v ~ 10° crm/s).
Thesefacts may indicate that even if the el ectron mech-
anism of anomalous dispersion of phononsis of purely
intraband origin, it is associated with sheets of the
Fermi surface corresponding to very low vel ocities and,
hence, with local regions of the phase space. The mul-
tisheet nature of the Fermi surface of Zn permits several
spikes in the Landau damping due to charge carriers
belonging to different sheets of the Fermi surface.
These groups of carriers might differ considerably in
their values of characteristic velocity and in the elec-
tron—phonon coupling parameter involved. Therelation
between the phonon line widths for excitation at 8507
and 4880 A observed for Zn can be attributed to the
Landau damping due to a group of charge carriers with
anomalously low velocities, which, however, interact
intensely with E,, phonons.

In addition, the degeneracy of bandsintheAL direc-
tion of the Brillouin zone for hexagonal metals and the
small band gaps in the vicinity of this direction, which
are due to spin—orbit interaction, could be responsible
for another mechanism of formation of the electron
continuum that interacts with phonons. Interband tran-
sitions may also lead to dispersion of phonon frequen-
cies and to Landau damping characterized by specific
values of parameters (such as q,) which are not related
to the values of the electron velocity and the electron—
phonon coupling constant averaged over the Fermi sur-
face. The complete pattern of the phonon spectrum
renormalization in the region of small wave vectors can
be obtained taking into account the actual band struc-
ture of the metal.

4. RESONANCE EFFECTS

The energies corresponding to the spectral lines of
pumping laser radiation at which our measurements
were made lie in the region of high-intensity interband
absorption with a peak shifting upon cooling from
1.7 eV (300K) to 1.9 eV (4.2K) and arelocated within
the band half-width interval (Fig. 5). According to the
interpretation based on the pseudopotential model [12],
this absorption band correspondsto transitions between
amost parallel bands that are formed in the free elec-
tron spectrum in the presence of the Fourier transform

Vit Of the pseudopotential; the positions of the

peaks of the absorption band correspond to a doubled
value of [Vlio, ,1- Thedoubly degenerate (1, 2) and (3, 4)

bands in the AHL plane are aimost parallel in the LH
direction, and high-intensity transitions are realized in
the vicinity of the bottom of the Brillouin zone,
bounded by empty states of bands 1 and 2 at H on one
side and by electron packets of bands 3 and 4 at L on
the other. Since the band degeneracy isremoved outside
of the AHL plane, and (due to the spin—orbit interac-
tion), in this plane also (except the AL direction), the
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Fig. 5. (8) Optical conductivity in Zn at various tempera-
tures T, K: (1) 300, (2) 80, and (3) 4.2[9]; and (b) corrected
dependences of the intensity of scattering by Epy phonons
(dark circlesand solid curve) and the derivative |ds/dm|2 ca-
culated from optical data (dashed curve) for 80 K.

absorption band associated with the pseudopotential
component V 5, , is formed by many types of transi-

tionsl—21—31—>42—32—4,
3—4.

The excitation of Raman spectrain theregion of this
absorption band leads to considerabl e resonance effects
and makes it possible to make measurements down to
excitation energies of ~1.4 eV. In order to obtain a cor-
rect dependence of the scattering cross section on the
energy of incident (scattered) radiation, the measured
intensitieswere corrected to take into account the trans-
mission coefficients at the air—sample interface, the
change in the solid angle in the sample, and the skin
depth, and were calibrated by comparing them with the
intensities of scattering for a standard CaF, sample
measured under the same conditions. The obtained res-
onance behavior isillustrated in Fig. 5 together with the
energy dependence of the function |de/dwp (calculated
from the measured optical constants), which is nor-
mally used for describing the contribution from two-
band termsin an analysis of resonancesin semiconduc-
tors [13]. This derivative was calculated using only the
interband component of the permittivity. The obtained
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resonance enhancement band in the scattering cross
section isin satisfactory agreement with the behavior of
|de/dwP in the energy range under investigation; the
observed difference in the form of the resonance may
be due to the difference in the deformation potentials
for the above-mentioned multitude of transitions form-
ing the absorption band.
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Abstract—The evolution of the elastic properties and the character of the structural changes occurring during
the crystallization of amorphous Mg-Ni-Y aloys are investigated. The process of crystallization is shown to
proceed in two stages with formation of an intermediate metastable phase at the first stage. This phase has
higher elastic characteristics than those of the stable crystalline phases of this system. © 2001 MAIK

“ Nauka/Interperiodica” .

1. INTRODUCTION

Recently, noticeable attention has been paid to the
investigation of materials whose new physical proper-
ties are determined by the formation of nonequilibrium
amorphous, quasicrystalline, or nanocrystalline phases.
First and foremost, thisoccursin the case of light alloys
based on magnesium or aluminum. As was shown in
our previous works [1, 2], the evolution of the amor-
phous-nanocrystalline structure of Mgg,Ni,sY 55 aloy
during its thermal treatment substantially affects its
final elastic and dissipation characteristics. The crystal-
lization of this aloy from an amorphous state was
found to be a multistage process (proceeding through
the formation of a metastable phase named the Mg,
Ni,Y, phase). The appearance of the metastable phase
was accompanied by an anomalousincreaseinYoung's
modulus of the alloy. This phase was assumed to pos-
sess higher elastic characteristics than those of the sta-
ble phases of this system. The obtained diffraction pat-
terns of the metastable phase were analyzed and com-
pared with the diffraction patterns of the known
structures of magnesium, nickel, yttrium, and their
compounds. However, we failed to identify the meta-
stable phase because of the absence of data on phases
with characteristics corresponding to this particular
phase. The appearance of metastable phases during the
crystallization of magnesium—nickel aloys close in
chemical composition was later detected in works [3,
4], wherein the effect of the structure on the hydrogena-
tion of these alloys was studied. In this work, we tried
to clarify whether the discovered anomaly in the behav-
ior of the elastic characteristics is typical of ternary
Mg-Ni-Y aloys solely or if it is more general and can
be observed in binary alloys of the Mg-Ni type aswell.

2. EXPERIMENTAL

As the main subject of investigation, an Mgg;Niy;
alloy of eutectic composition was chosen. For compar-

ison, alloys containing up to 4% Y were also used. The
alloys were obtained as bands approximately 0.03 mm
thick and 1 to 3 mm wide as a result of fast quenching
(at acooling rate of 5 x 10° K/s) from a temperature of
510°C on a copper wheel in a vacuum. Young's modu-
lus of specimenswas measured with the use of the tech-
nique of flexural vibrations (“tongue’) at frequencies
around 250 Hz in atemperature range from 20 to 330°C
in avacuum of 1073 torr. Thistechnique is described in
detail in [5]. The rate of temperature changes used in
heating—cooling cycles was approximately 1.5 K/min.

Specimens for structural study were prepared by
annealing in vacuumed ampoules at a constant rate
(1.5 K/min) of heating up to achosen temperature with
subsequent gquenching in water. The structures were
investigated [6] at room temperature with the use of the
x-ray diffraction technique on a SSEMENS D-500 dif-
fractometer with CuK, radiation. The diffractometrical
measurements were carried out at the reflection orien-
tation; the specimens were fastened to a monocrystal
silicon plate positioned in such a manner that the plate
did not affect the diffraction pattern.

3. RESULTS AND DISCUSSION

Upon being obtained, the specimens were amor-
phous. No sign of crystalline phases could be noticed in
the x-ray patterns.

The behavior of Young's modulus of specimens
with various yttrium contents undergoing heat treat-
ment was qualitatively the same and similar to that of
the MggNi,:Y 55 dloy studied earlier [1, 2]. Figure 1
shows the temperature dependence of the relative
change in Young's modulus of the MggNi;3 aloy
exhibited during two heating—cooling cycles of the
specimen. Up to approximately 140°C, Young's modu-
lus E linearly decreases with an increase in tempera-
ture. This change is practically completely reversible
and corresponds to the temperature dependence of E.

1063-7834/01/4310-1807$21.00 © 2001 MAIK “Nauka/Interperiodica’
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Fig. 1. The relative change in Young's modulus E of the
Mgg7Niq3 dloy that occurs during two heating—cooling

cycles. In the first cycle, the specimen is heated to 200°C
(filled squares) and cooled to room temperature (open
squares). In the second cycle, it is heated to 330°C (filled
circles) and cooled to room temperature (open circles). The
rate of temperature change is 1.5 K/min.

Above 140°C, Young's modulus sharply increases (by
nearly 50% with respect to the amorphous state). This
changeisirreversible, whichisindicated by the character
of the temperature dependence of E during cooling from
atemperature of 200°C (Fig. 1). Asthe specimen isfur-
ther heated (or during repested heating, asin Fig. 1) to a
temperature of approximately 230°C, E dightly
decreases linearly with temperature, which satisfacto-
rily corresponds to its temperature dependence. During
the subsequent increase in temperature, Young's modu-
lus beginsto irreversibly decrease, so that upon cooling
of the specimen from 330°C, its value at room temper-
ature is only 20% higher than that in the amorphous
state (and, accordingly, approximately 30% lower than
the maximum value recorded after annealing at a tem-
perature of 220 to 230°C). A similar temperature
change in Young's modulus (with dlight differencesin
the values of characteristic temperature points) is
observed also for aloys containing yttrium (Fig. 2).
This behavior, which was earlier discovered in the case
of the MggNi»5Y 35 aloy [1, 2], was explained on the
basis of a hypothesis concerning two-stage crystalliza-
tion from the amorphous state through the formation of
a metastable crystalline phase with a high Young's
modulus.

This idea is confirmed by the data of structural
investigations carried out in this work. Figure 3 shows
diffraction patterns of a MggNi;3 Specimen after
annealing at various temperatures. Upon heating above
140°C (curve a), there appear maximain the diffraction
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Fig. 2. The relative change in Young's modulus of
(1) MggsNiq3Y 5 and (2) MggNiq3Y 4 aloys during acycle
of heating to 330°C (filled symbols) and cooling to room
temperature (open symbols). The rate of temperature
changeis 1.5 K/min.

pattern corresponding to the reflections of magnesium
and an unknown phase. Upon heating from 200 to
230°C (curve b), the intensities of these lines substan-
tially increase and small traces of the Mg,Ni can be
noticed in a number of cases. At the same time, no
reflections related to certain other known phases of
Mg—Ni system are present. Upon further increasein the
temperature of annealing (curve c), the intensities of
lines attributed to the unknown phase decrease, but the
reflectionsrelated to the Mg,Ni phase becomewell pro-
nounced (the maxima are marked with triangles). Heat-
ing to 360°C (curve d) resultsin adiffraction patternin
which only those lines that represent Mg and Mg,Ni
crystalline phases remain, and the whole diffraction
pattern corresponds to the equilibrium of this system.
Thus, the x-ray data confirm the two-stage character of
the crystallization of the alloy from the amorphous state
and the appearance of an intermediate metastable phase
at thefirst stage.

A similar metastable phase is observed in aloys
containing yttrium aswell. Figure 4 shows comparative
diffraction patterns for alloys with and without yttrium
after annealing at close temperatures corresponding to
the maximaof the temperature dependences of Young's
modulus (Figs. 1, 2). Curve a in Fig. 4 represents an
Mgg;Ni,5 alloy upon annealing at 200°C, while curve b
corresponds to an aloy containing 4 at. % yttrium
(MggsNiy3Y ) annealed at 230°C. As can be seen, both
spectra have the same set of lines, which indicates the
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Fig. 3. The diffraction patterns of Mgg;Ni3 specimens after annealing at temperatures (°C) (a) 180, (b) 210, (c) 290, and (d) 360.
Asterisks, triangles, and diamonds mark the lines of Mg, Mg,Ni, and the metastable phase, respectively.
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Fig. 4. The diffraction patterns of (a) Mgg;Ni;3 (annealed at 200°C) and (b) Mgg3Niq3Y 4 (annealed at 230°C). Asterisks and dia-
monds mark the lines corresponding to magnesium and the metastable phase, respectively.
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formation of the same metastable phase in both alloys.
The differences in the haf-widths of the diffraction
linesarerelated to the differencein the grain size of the
nanocrystal structure formed in the aloys, and the
small deviationsin therelativeintensities correlate with
the unequal parts of magnesium and the metastable
phase caused by the dependence of the crystallization
temperature on the chemical composition of the alloy.
Note also that in the case of compositions containing
yttrium, Mg lines are slightly shifted toward smaller
diffraction angles, which means that yttrium is at least
partly dissolved in the Mg lattice.

A similar phase with the same set of characteristic
lines was found in the Mgg,Ni;,Y, aloy in [3]. The
authors of that work supposed that this metastable
phase had an MggNi; composition and a face-centered
cubic lattice with an a parameter of about 2.01 nm. On
the other hand, the author of [6] concludesthat the same
set of lines of the metastable phaseis better reproduced
by a simple cubic lattice with a = 1.004 nm, because
some of the strong lines typical of fcc structures pro-
posed in [3] are absent in the experimental spectrum,
and suggests Mg;Ni as a possible chemica composi-
tion of the phase. At present, x-ray diffraction measure-
ments do not allow one to unambiguously determine
the chemical composition of the intermediate phase.
However, we can aready state that intermetallides with
a heightened elasticity can form in magnesium-nickel
alloys under certain conditions. A smple calculation
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supportsthisidea. On the basis of the variants of chem-
ical composition proposed in [3, 6] and the analysis of
X-ray patternsrecorded after annealing the alloysat var-
ious temperatures, we can conclude that the part of the
metastabl e phase does not exceed 70% at the maximum
values of Young's modulus, while its own Young mod-
ulus is higher than that of compositions of the stable
phases (Mg and Mg,Ni) by at least 40%.

This work was financialy supported by the Russian
Foundation for Basic Research, project no. 99-02-17477.
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Abstract—This paper reports on the electrical resistivity and thermal conductivity of polycrystalline
Y blng 7Agg sCu, at temperatures from 4.2 to 300 K, which exhibits, at T,,, a continuous isostructural first-order
phase transition from a Curie-\Wei ss paramagnet with localized magnetic moments (for T>T,) to aPauli para-
magnet in a nonmagnetic Fermi liquid state with theYb ion in a mixed valence state (for T< T,). It is shown
that for T < T,,, the Lorenz number behaves in accordance with the theoretical model developed for heavy-fer-
mion materials, whilefor T>T,, it acquiresthe value typical of standard metals. © 2001 MAIK “ Nauka/Inter-

periodica” .

During the last decade, theworld’sleading laborato-
ries (particularly in the USA, Japan, and Germany)
have been paying particular attention to the inves
tigation of the YbInCu, and YbAgQCu, intermetallic
compounds and their intermediate compositions,
YbIn, _,Ag,Cu,.!

These compounds crystallize in the AuBes-type fcc

lattice [C15b structure, F43m(T§) space group] and
possess very unusual physical properties.

At T, ~ 40-80 K under atmospheric pressure,
Y bInCu, undergoes an isostructural phase transition
from a Curie-Weiss paramagnet with localized mag-
netic moments (for T > T,) to a Pauli paramagnet in a

nonmagnetic Fermi liquid state with the Yb ion in a
mixed valence state (for T< T,).

It isgenerally agreed that at the phase transition, the
Yb vaence changes from 3 in the high-temperature
phase to 2.9 in the low-temperature phase. At the same
time, studies of the L3 x-ray absorption spectra [5, 6]
and x-ray K-line shifts [7] suggest that the Yb valence
forT>T,is~2.9[5-7] andfor T<T,is~2.8[5, 6]. The
high- and low-temperature phases are a semimetal and
a metal, respectively, with weak and strong hybridiza-
tion of the Yb 4f electrons with the conduction elec-
trons, accordingly. For T<T,, YbInCu, has ahigh den-
sity of states at the Fermi level, afeature characteristic
of heavy-fermion and mixed-valence rare-earth sys-
tems. The parameter y (the coefficient of the term linear
in temperature in the electronic thermal conductivity)
of the YbInCu, low-temperature phase is ~50 mJmol

1 References to numerous studies on the physical properties of
Y blnCu, and Y bAgCuy, can be found in [1-3].

K?[6, 8, 9], which indicates afairly large effective car-
rier mass.

The YbInCu, system is classed among the light
heavy-fermion systems[5].

YbAQCu, is a heavy-fermion compound. It under-
goes atransition from the single-impurity Kondo regime
at high temperatures (T > T; Tk is the Kondo tempera-
ture) to a coherent Kondo lattice (the heavy-fermion
regime) that persists at low temperatures (T < T). The
value of Ty derived from analyzing various physical
effects varied from 40 to 130 K [10-16]. The effective
carrier massinYbAQCu, for T < Ty is~60m, (m, isthe
electronic mass) [13, 17], and theY b ion valence at tem-
peratures both below and above Ty is close to 3. The
parameter y for T < Ty is ~200-250 mJ¥mol K?[1, 6, 9,
17-19], which permits one to assign Y bAgCu, to mod-
erately heavy-fermion systems[19], because for classi-
ca heavy-fermion systems, y > 400 mJmol K2,

Ybln, _,Ag,Cu, featuresacontinuoustransition from
the properties characteristic of Y bInCu, to those typical
of YbAQCu,. Thelimiting critical concentration X, up to
which, in the effects studied, a distinct enough phase
transition at acertain T, is still observed (similar to that
occurring in Y bInCu,) was found to be ~0.2-0.25 [6, 9,
19-22]. Within theinterval x = (0.2-0.25)-0.5, thereisa
continuous phase transition from a Pauli paramagnet in
a nonmagnetic Fermi liquid state with amixed Yb ion
valence (~2.8) at low temperatures to a Curie-\Weiss
paramagnet with localized magnetic moments (and a
Ybionvalenceof ~2.91) at high temperatures[6, 9, 19—
21]. At the sametime, no sharp changes are observed to
occur in the temperature dependences of the magnetic

1063-7834/01/4310-1811$21.00 © 2001 MAIK “Nauka/Interperiodica’
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Fig. 1. Temperature dependence of Ky for an'Y blng 7Agg 3Cuy

sample; (1) measurementsfrom 300to 4.2 K and (2) reverse
run (4.2 to 200 K). Theinset isthe dependence of the lattice
constant of Y blng 7Agg 3Cu, on x; (1) our dataand (2) data
from [19].

susceptibility [19-22], electrical resitivity [9, 21], heat
capacity [6, 9], Hall coefficient [6], and volume expan-
sion coefficient [6]. An increase in x in the
Ybln, _,Ag,Cu, system entails an increase in T,. The
value of y remains constant and approximately equal to
50 mI¥mol K2 withintheinterval x=0-0.5[6, 9]. Thus,
it can be maintained that, within this interval of x, the
corresponding compositions in the Ybln,; _,Ag,Cu,
system (similar to Y bInCu,) should likewise be classed
among the light heavy-fermion systems. Calculations
[6] show that, with increasing X in this interval, the

Kondo temperature Ty for the high-temperature state

increases, while T for the low-temperature state first
grows (up to x = 0.2) then falls off. For instance, for the
Y blny 7Ag,sCu, composition, Ty ~ 150 K and T, ~ 580
K (whereasforYbInCu,, Ty ~ 25K and T ~500K) [6].

For x > 0.5, YbIn, _,Ag,Cu, undergoes afairly fast
transition to properties characteristic of the heavy-fer-
mion compound Y bAgCu,.

To make the picture complete, we list other physical
parametersof Ybln, _,Ag,Cu, that have been studied in
various laboratories of the world in recent years. The
lattice constant [19, 21], *®In NMR [20], magnetic
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phase diagram [23], neutron scattering [24], and ultra-
sound propagation [22] have been measured.

The thermal conductivity of Y blnCu, and Y bAgCu,
was measured in [2, 3, 25, 26]. Unfortunately, we have
not been able to locate information on measurements of
the thermal conductivity intheY bin, _,Ag,Cu, system.

WechoseY bln, _,Ag,Cu, with x = 0.3 asthe subject
for our study. The main reasons which account for our
selection were that (i) the physical parameters of this
compound do not undergo sharp changes at the phase
transition® and that (ii) this composition belongs to the
light heavy-fermion systems.

This choice also makes the goal of our study clear.
It was of interest to see whether the electronic thermal
conductivity of a light heavy-fermion system would
reveal features of the behavior of the Lorenz number
that are inherent to classical heavy-fermion systems
[27, 28].

We carried out measurements of the thermal con-
ductivity k and of the electrical resistivity p of a cast
polycrystalline’Y bin, ;A g, sCu, sample in the tempera-
ture 4.2-300 K.

The sample was prepared according to the technique
described in [7]. Y blny ;A g, sCu, was synthesized from
YbInCu, and YbAgCu, obtained from stoichiometric
mixtures of pure metals. We used doubly sublimatedY b
that was recast in a tantalum crucible (to remove the
oxide), Ag and In of 99.99% purity, and Cu of 99.998%
purity. Y blng -A g, sCu, was melted in atantalum crucible
in an induction furnace in a vacuum of ~10“ mm Hg
with subsequent annealing at T ~ 700°C. The sample
was characterized on aDRON-2 x-ray diffractometer in
CuK, radiation. It was found to be single phase and to
have an AuBe;-type structure (C15b) with alattice con-
stant of 7.159 A at 300 K, which isin good agreement
with literature data[19, 21] (seeinset to Fig. 1).

The thermal conductivity k and electrical resistivity
p were measured on a setup similar to that used in [29].
Figure 1 presentsthe experimental dataobtained for the
total thermal conductivity K,(T); Fig. 2, for the electri-
cal resistivity p(T). The forward (300 — 4.2 K) and
reverse (4.2 — 200 K) runs of the K4(T) measure-
ments were found to coincide.

Theinsetsin Fig. 2 are a comparison of the data on
p(T) obtained by us for Yblng,AgysCu, with those
guoted in [21]. Our data and that found in the literature
are seento coincide quitewell. Significantly, thex=0.3
composition studied by us exhibits a continuous rather
than stepwise phase transition (the upper inset in
Fig. 2).

According to the available data on the Hall effect
[6], throughout the temperature range covered (before
and after the completion of the phase transition), our

2 As follows from studies of the thermal conductivity of Y blnCu4
[2], interpretation of experimental results obtained at sharp phase
transitions presents certain difficulties.
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Fig. 2. Temperature dependence of p for an
Y blng 7Agg 3Cu,4 sample; bottom inset is the dependence of

P(300 K) on x for theYbin, _,Ag,Cu, system; (1) our data
on anYblng 7Agg 3Cu, sample and (2) data from [21]. The

top inset is the temperature dependence of p(T)/p(300 K)
for theYbln, _,Ag,Cu, system; the data for x = 0.3 relate

to our sample, and those for the samples with x = 0, 0.25,
and 0.5 were taken from [21].

composition with x = 0.3 can be classed among those
metals whose K, can be presented as a sum of the lat-
tice (Kyn) and electronic (k) components of thermal
conductivity [30]:

Ktot = Kph + Ke; (1)

K. Obeys the Wiedemann—Franz law and can be writ-
ten as

Ke = LT/p, (2

where L is the Lorenz number. For T = ©/3 (© is the
Debye temperature) and at very low temperatures for
“pure’ metals, aswell asfor low and high temperaturesin
“dirty” metals, L = L, [30], where L, is the Sommerfeld
value of the Lorenz number (L, = 2.45 x 108 WQ/K?).
The Yblngy-Ag,3Cu, sample studied by us can in no
way be classed asavery pure metal; therefore, through-
out the temperature region covered here, one can accept
L =Ly in afirst approximation.
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100 150 200 250 300

0 50
T,K
Fig. 3. Temperature dependence of Ky, for

Ybing 7Agg 3Cuy. The solid curve is the calculation of Ky,
using Egs. (1) and (2) with L = L. The pointswere obtained
through calculations from the averaged values of Ky and p
presented in Figs. 1 and 2 using Egs. (1) and (2). The dashed
line ( th ) plotsthe lattice thermal conductivity obtained by

extrapolation of the experimental data for Kph from the
high-temperature region. The inset is the temperature
dependence of L,/Lq for our Y bing 7Agg 3Cu, sample.

Figure 3 plots Ky (T) as calculated from Egs. (1)
and (2) under the assumption of L = L, Within the
140-300 K region, Ky, is seen to follow a power law
(Kpnh ~ T°®), while at ~140 K, it deviates strongly from
this law. Therma conductivity Kg, increases with
decreasing temperature, passes through a maximum,

and decreases subsequently to the values of kg,
obtained by extrapolating K, from the high- to the low-
temperature region. How can one explain this behavior
of Kpn? A power-law growth of K,,(T) at temperatures
from60to 300K and for T >T,, which ischaracteristic
of amorphous materials, was observed in YbAQCu, [3]
andYbInCu, [2], respectively, and was assigned to their
having strong site disorder. For instance, strong site
disorder in'Y bInCu, can appear both for T> T, and for
T < T, asaresult of indium substituting for Yb [31] or
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Fig. 4. Dependenceof T, for x for theYbln, _,Ag,Cu, sys-

tem derived from literature data for the temperature depen-
dences of the magnetic susceptibility, electrical resistivity,
heat capacity, volume expansion coefficient, and elastic
constants and from our present data on the lattice thermal
conductivity; (1) data from [6, 9, 20-22], (2) [9, 20, 22],

(3) [20], (4) [19], (5) [6]. (6) [9], (7) [33], (8) [21], (9) [22],

(10) our data obtained from the behavior of kyy(T) (Fig. 3),

and (11) [34].

of In being replaced by copper [32]. The presence of
strong site disorder can also account for the behavior of
Kpn IN'Y bIng A gy 5Cu, Within the 140-300 K region.

The behavior of K, of Ybing ;Ag, sCu, at tempera-
tures T < 140 K comes as a surprise. What could pro-
ducethesharpriseof Ky, at T~ 140 K?Asalready men-
tioned, no sharp changes in the temperature depen-
dences of the magnetic susceptibility, electrica
resistivity, heat capacity, and volume expansion coeffi-
cient were reported to occur at this temperature. There-
fore, there are no grounds for the jumplike growth of
the lattice thermal conductivity at T ~ 140 K. This
anomaly is most probably the result of our having
wrongly taken into account the contribution of K. to K,
[more specifically, of having wrongly taken into
account the Lorenz number in Eq. (2)]. As mentioned
above, at low temperatures, the Y bln,-Ag,sCu, com-
position transfers to a state corresponding to a light
heavy-fermion system. The point T = 140 K (Fig. 3)
could correspond to the temperature of this phase tran-
sition T, (Fig. 4) The behavior of the Lorenz number
ina classcal heavy-fermion system differs consider-
ably both in magnitude and in temperature dependence

3 The data on T, for YbIn, _,Ag,Cu, presented by points 1-9 in

Fig. 4 refer to samples synthesized by a technology which per-
mits preparation of Y blnCu, with T,, = 40 K. The technique used

to prepare our composition with x = 0.3 yields ~80 K for the T,,
of YbInCuy, [2].
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from that characteristic of both pure and dirty metals. In
aclassical system, L/Lyincreasesfrom 1 (at T =0), then
passes through a maximum and falls off down to 0.648,
and grows again to reach unity at T = Ty [27, 28]. Let
us accept the explanation that the anomaly we observed
inthe behavior of Kn(T) for T < 140K isdueto our hav-
ing wrongly taken into account the Lorenz number in
deriving K,(T) from the experimental values of Kq(T).
We shall assume that K, scales as k,, ~ T throughout
the temperature range covered by us (asis the case for
T>140K, T>T,). We extrapolate K ;(T) from the 140

300 K region to low temperatures (th) and determine
L,/Ly(T) for the 4-140 K interval from the relation

Kph = th =L, T/p. Theresultsof thiscal culation are plot-

ted in the inset to Fig. 3, which shows that L,/Ly(T)
behaves in accordance with the above theoretical pattern
for the Lorenz number behavior in a heavy-fermion sys-
tem [27]. One can thus conclude that the features
observed in the behavior of the Lorenz number inaclas-
sica and in alight heavy-fermion system are similar.
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AND SUPERCONDUCTORS

An Exact Solution to the Problem of Current Transport
through the Grain Boundary in a M etal
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Abstract—The problem of electrical resistance of aplanar boundary between two crystalline grains of a poly-
crystalline metal is solved analytically. The solution is derived using the Case method. The electric field and the
electron distribution function are represented in the form of an eigenfunction expansion of the corresponding
characteristic equation. It is demonstrated that the electric field at the interface increases drastically when the
Debye frequency substantially exceeds the frequency of electron collisionsin the bulk of the metal. It isfound
that the resistance of the grain boundary does not depend on the frequency of electron collisions in the bulk,
i.e., on their mean free path. © 2001 MAIK * Nauka/Interperiodica” .

1. INTRODUCTION

The majority of the metals used in practice have a
polycrystalline structure. For these materials, the esti-
mate of the contribution from the crystal boundaries to
thetotal electrical resistanceisof great practical impor-
tance. However, the calculation of the electrical resis-
tance due to planar defects presents considerable math-
ematical difficulties.

In this work, we considered the problem of the elec-
trical resistance of a planar boundary between two crys-
tallinegrainsin the case when the direction of theelectric
current is perpendicular to the interface. This problem
has already been treated in our earlier work [1]. How-
ever, in the present work, the solution of the problem was
worked out up to a numerical value and the electric field
and the electron distribution function at the interface
were determined in an explicit form. For thispurpose, we
used the expansion of the solution to the boundary value
problem in theregular and singular eigenfunctions of the
corresponding characteristic equation. This method was
proposed by Case for solving problems of the neutron
transport theory (see, for example, [2]). The Case
method is particularly appropriate for analyzing bound-
ary vaue problems of the transport theory, because it
allows one to describe al the physically significant
modes of the solution in an explicit form and alows one
to calculate the distribution function and itsintegral char-
acterigtics at the boundary. For example, asimilar calcu-
lation within the framework of the Wiener—Hopf method
involves special procedures [3, 4]. The Case method, as
applied to solid-state plasma, was elaborated in our
recent work [5]. Mention should be made of the work by
Landauer [6], who treated the problem only qualitatively
and, for the most part, restricted his consideration to the
case of one-dimensiona systems; in particular, the
behavior of the electric field in the vicinity of the bound-
ary was not analyzed.

2. THEORETICAL BACKGROUND

Let us assume that the Fermi surface for ametal has
aspherical form. Theinterface istaken to be perpendic-
ular to the direction of the eectric field E. It is adso
assumed that the electric field is small enough for the
linear approximation [7] to be applicable. In this case,
we can seek the electron distribution function in the
form

)
f = fo_wé_sfo

Here, f, is the Fermi distribution function and € is the
kinetic energy of electrons. In all the cases under con-
sideration, the temperature can be taken equal to zero.
Hence, we have

0
EEfO = _6(€_EF)1

where g¢ isthe Fermi energy and d(x) is the &-function.

We assume that the x axisis aligned with the electric
field and the origin of coordinatesonthex axisis placed
at the interface. In this case, the Y(x, v) function satis-
fiesthe following equation [8, 9]:

V(X V) = eV, E-VW-T). ()

Here, g, is the electron charge, v is the collision fre-
guency, and I isthe excess electron density,

P = 2J'(2nh)_3(f —fo)d’p.
Thefield E(x) obeys the equation
E'(X) = 4me, . (2
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Since v, = v£C0s6, it is appropriate to introduce the
variable i = cosB. In addition, we introduce the follow-
ing dimensionless coordinate, function, and parameter:

X =xv/ve, e(x)=E(X)/Ey, k*=3(w,/v)?
where w, is the frequency of plasma oscillations and
E, isthefield far away from the interface. Let usintro-
duce the function ¢ = v(e,Eyve) . Consequently, the

set of equations (1) and (2) for the ¢ and e functions can
be written as

u(%(CIJ(X, ) + ¢ (X, W) = pe(x) + (x), ©)

e(x) = K(x), @)

where

B0 = 5[004 Wk,

In view of the symmetry of the problem, we will
restrict our consideration to the case of ahalf-space x >
0. The condition for e(x) at infinity followsfrom its def-
inition and has the form

e(o) = 1. ©)

It is assumed that electrons undergo diffuse scattering
by the surface. The probability of the forward scattering
of an electronisequal toa (0 < a < 1 for electron scat-
tering by the surface). Because of the diffuse scattering
of electrons by the interface, the condition imposed on
the distribution function at x = 0 has the form

(O, ) =a, O<p<lil. (6)
The value of ais determined from the condition
0
a= —2(1—2G)Iu¢(0, H)du. (7
-1

In the case of isotropic scattering (a = 1/2), we have
a=0.

Away from the surface, the distribution function is
transformed into its asymptotic form

d(x, 1) =pn+o(1), -1<u<0. (8

The boundary sets up an additional electrical resistance
to the current. This resistance can be determined from
the condition

X*»+00,

[

R=j" J[E() ~Eqldx. 9)

Here, j isthe current density and Ris normalized to the
unit area of the interface. By virtue of the symmetry of
the problem, relationship (9) can be written in the form
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00

R = 2j_1J'[E(x)—E0] dx.
0

Now, we change over to the dimensionless variables
and obtain

R = {b{(e(x)—l)dx}uuﬂo’ u)du} , (19

where b = 4mv/(3n eg) = 4vd(3ov) and o isthe elec-
trical conductivity of the metal.

3. EIGENVALUES AND EIGENFUNCTIONS

We seek the solution to Egs. (3) and (4) in the fol-
lowing form:

On(x, W) =N, Wexp(-x/n),
&) = E(n)exp(—x/n).
As aresult, we obtain the characteristic system

(n—-W)¥(n, ) = %nn(n) +UNE(n),

E(n) = -K3nn(n),

where
1

n(n) = J’W(n,u)du-

Let us adopt the normalizing condition

1 _
snn(n) = 1. (11)

Under this condition, the characteristic system can be
rewritten in the form

(N-W)W(n, k) = 1-Kun, E(n) = K.

From thefirst equation of this system and condition (11),
we determine (see [10]) the generalized eigenfunctions
of the continuous spectrum, that is,

W0, =+ (1=K P+ 22—,

12
-1l<n<1. (12)

Here, P isthe symbol of the principal integral value and
A(2) isthe dispersion function,

A@) = (1-KZ)o(2),
where Ay(2) is the Case dispersion function [2],

1

_ 1_,.drt
Ao(2) = l+22J'T_Z.
-1
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By definition, the discrete spectrum consists of the
zeroes of thedispersion equation A(2)/z=0. Inthiscase,
there are three zeroes. ny = « and n.; = Uk (k > 0).
They correspond to the following eigenfunctions:

W(No 1) = -k, E(no) = &,
1FK
YNy, p) = Tﬁ‘ﬂ* = =k, E(#ny) = K"
=1

Now, we write the corresponding characteristic (partic-
ular) solutions of the initial system that satisfy condi-
tion (8); that is,

q>rIo = —k2|..l, eﬂo = _kz;
by, = kexp(x), &, = —K*exp(—kx)

(the Debye mode). Thefirst mode ¢, describesthe elec-
trical conductivity of the metal; the second mode¢,, cor-

responds to the Debye screening of the electrlc field
(the Debye screening radiusis rp ~ 1/K).

4. EIGENFUNCTION EXPANSION
OF THE SOLUTION

Let us now demonstrate that the solution of the
boundary value problem (3)—6) can be represented in
the form of the eigenfunction expansion

(X H) = u+ A exp(—kx)

1

(13
+Iexp(—x/n)LP(n, H)A(n)dn,

1

e(x) = 1— A kexp(—kx) — K* I exp(=x/n)A(n)dn. (14)

Here, A; and A(n) are the coefficients of the discrete
and continuous spectra, respectively. Note that expan-
sions (13) and (14) satisfy the boundary condition (5).
Substituting relationship (12) into expansion (13)
and using the boundary condition (6), we obtain a sin-
gular integral equation with the Cauchy kernel [11]:

1

—atp+A - kuIA(r])dr]+(1 kzuz)J’A(n)dn

(15)
+2}%A(u) =0, O<p<1l
We introduce the auxiliary function
1
- A(n)dn
N(z) = n-z (16)
0

This function is analytical in the complex plane with
the dimension along segment [0, 1], for which the
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boundary values from above and below within the cut
arerelated through Sokhotsky formulas:

N"(u)=N"(W) = 2miA(u), O<p<1,
1. v (17)
SINT(K) + N ()] = N(p),
where
1
N(p) = M, O<p<l1.

n-u
0

The Sokhotsky formulasfor the A(2) function are asfol-
lows:

AN -A () = mp(l-Kp®), -1<p<i,
200 () + A =A@,
where
Ap) = (l—kzuz)%+glnl+tﬁ, d<p<l.

Now, we solve Eq. (15) using the Carleman—Vekua
method [11] under the assumption that the regular part

J‘;A(n)dn of this equation is known. By designating

1

W(H) = a—p—A + kzujA(n)dn
0

and using the boundary values of N(2) and A(2), we
change over from Eqg. (15) to the Riemann boundary
value problem [11]

AS()INT (1) = W(p)/ (1= Ku*)] =A5(R) (189

x[N"(H) —p(W]/(1-Kp%) =0, 0<u<l,

As a solution to the appropriate homogeneous
problem

X"(1) _ Ao(k)
X(1)  Ao(K)
we take the following solution bounded at zero:

O<pu<li,

X(2) = %expV(z), V(2) = %J%i—zdr.

0
Here, {(t) = 6(T) — Ttand B(t) = argA;(1) istheregular

branch of the argument of the A;(T) function, whichiis

specified at zero by the condition 6(0) = 0. It is easy to
see that

T

((r) = arctanz)\ 0

T[e+(TO - T)v
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where 1, = 0.8335565596... is the zero of the Ay(1)
function, 6,(1) isthe Heaviside function, 8,(t) =1, 1=
0, 6,(t) =0, and 1 < 0. Using the homogeneous prob-
lem, we transform the inhomogeneous problem (18)
into the boundary value problem for determining the
analytical function from its zero jump, that is,

X (IN" (W) = W(W)/(1-K1)]
=X (WIN (W) -w(/(1-Kp)] =0, 0<p<l.
Its general solution has the form

$@ ,_ ¢

1-KZ (1-KZ)X(2)
where Cisan arbitrary constant. In order for the general
solution (19) to be taken as the auxiliary function (16),
it is necessary to eiminate the singularities (poles) of

the general solution. Since the pole z=-1/k doesnot lie
in the cut, it can be eliminated under the condition

W(=1/k) + C/X(=1/K) = O. (20)

Atk> 1, thepolez=1/kliesinthecut (0 < L/k< 1), and

when 0 < k < 1, it does not. If this pole does not liein

the cut, it can be eliminated under a similar condition,
Y(1/k) + C/X(1/k) = 0. (21

We now assume that this pole lies in the cut. In this
case, the general solution takes the form

N(z) =

(19)

S bW ,_C 1r 1 1
(L) < 1 _

() 1_k2u2+1—k2u22[x+(u) X_(M)}
or

N(u) = L), C costu)

1-Kp? 1-Kp? X(W)

Itisclear that the pole under consideration can be elim-
inated under the condition

W(1/K) + CeosZ(1/K)/X(1/k) = O. (22)

Therefore, in order to determine unknown constants A,
and C of the general solution, it is necessary to solve
Egs. (20) and (21) when 0 < k< 1 or Egs. (20) and (22)
when k > 1. However, a certain subtlety should be rec-

ognized. The value of the integral OA(r])dr] involved

in Y(2) depends on whether or not the pole 1/k liesin
the cut. From expression (19), we determine the coeffi-
cient of the continuous spectrum:

C 1 1
A = - . 23
e e e
Consequently,

1

_ 1
k-!)'A(r])dr] = —C3[I(L/K) = I(=1/K)],
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where

1 ] dt (24)

1
1 1
I2) = — [ = .
2”'{ X'(n) X (n)IT-2
According to [5], in the casewhen z[J (0O, 1), we abtain

J(2) = A—Z+V1,

e (25)

where

1
_ 1 _
V, = TJZ(T)dT = 0.71045,
0
and when z [0 (0, 1), we have

M—U*—Vl' (26)

Jw) = 50070 + T (] = SR

Hence,

1
_ 1 6,(k—=1)cosZ(1/k) +6,(1—k)
k.[ Aln)dn = C[R‘ 2X(1/K)

1
* 2X(—1/k)]

In both cases (0 < k < 1 or k > 1), we obtain from
Egs. (20), (21) or (20), (22) that C = 1 and the formulas
for A; can be combined into the formula

, 8u(k—=1)cos{(1/k) + 8,(1-k)
2X(1/k)

1
T IXCIK)

Thus, we determined the coefficients A; and A(n) of
expansions (13) and (14). However, the A; coefficient is
expressed in terms of an unknown constant a. In order to
determine the a constant, we substitute expansion (13)
into condition (7). Taking into account the property of
the eigenfunctions,

A =a

(27)

1

J’u‘P(n, Wdu=0, 0<n<l,
-1

we obtain

1

[Ho(0, W = 2 (28)
)

Consequently, according to condition (7), we can write
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30 T

20 - .

R(0)

10f —

0 0.5 1.0
a

Fig. 1. Dependence of the electrical resistance on the prob-
ability of electron forward scattering.

600 .

(a)

400 .

e(k)

200+ .

e(k)

10 50 100

Fig. 2. Dependences of the electric field at the grain bound-
ary on the quantity k (0 < k < 100): (a) a = 0.1 (solid line),
0.3 (dotted line), and 0.5 (dashed line) and (b) a = 0.7 (solid
line), 0.8 (dotted line), and 0.9 (dashed line).

the relationship

1 1

a=(4a-2) J’u¢(0, u)du—ju¢(0, H)du

- (40(—2)%—% .

Hence, it follows that a = (4a — 2)/(3a).

5. THE ELECTRICAL RESISTANCE, FIELD,
AND DISTRIBUTION FUNCTION

Substituting the value of the current density (28) and
expansion (14) into expression (10), we abtain

R = _gb[Al+ kZInA(r])dn}. (29)
0

According to expression (23),
1

2 — 1
k {nA(n)dn = —5[3(1/K) + I(=1/K)],

where J(2) [see EQ. (24)] is determined by expression (25)
when 0 < k < 1 or by formula (26) at k > 1. According
to formula (29), in both cases, the electrical resistance
is expressed through the same formula (Fig. 1),

3 1
R = b[év1 p a] (30)
Hence, it can be seen that, in the case of purely isotropic

reflection of electrons from the interface (a = 1/2), we
have R = 1.5bV, = 1.06568(4vm)/(3ney).

Thus, we obtain the exact solution (30) of the prob-
lem of electrical resistance of a planar boundary
between two crystalline grains. The results of thiswork
can be used in determining the electrical resistance of a
polycrystalline metal.

It follows from formula (30) that the resistance R
does not depend on the electron collision frequency in
the bulk of the metal. It is also evident from formula
(30) that, when a — 0, the resistance increasesindef-
initely, which corresponds to the impenetrability of the
crystalline grain boundary with respect to electrons.

L et us now determine the electron distribution func-
tion and the electric field at the boundary between two
crystalline grains. From expansions (13) and (14), we
have

1

¢(0, ) = u+A1—k2uIA(n)dn +(1-Kp?)
0

L (31
«(A)dN 4 o <o
.!: n-u ’
1
e(0) = 1—k2A1—kIA(r])dr]. (32)
0

Using relationships (16), (17), (19), and (21), we recast
expression (31) into the form

40 -2 1

00 ) = —-— +m-
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If we substitute the above coefficients into formula (32),
in both cases, we obtain the same formulafor the elec-
tric field at the grain boundary (the plots of the dimen-
sionlessfield are depicted in Figs. 2 and 3), that is,

_ 1,40 10
“O) = H g a3

The electric field profile in the half-space (x > 0) is
determined using the formulas derived for coefficients
A, and A(n). As a consequence, for the cases of k> 1
and 0 <k < 1, we obtain two expressions which are then
combined into the formula

e(x) = 1—kexp(—kx)

«[a+ 0. (k—1)cos¢(1/k) +6,(1-k)
[ 2X(1/K)

(33)

1 9 1c.o0%x snin)dn
* X(—l/k)} o s nHn?-k?)x(n)’

The profiles of the electric (dimensionless) field on
each side of the boundary between two crystaline
grains (x = 0) are shown in Fig. 4. Figure 5 displays the
profiles of the electron (charge) density on both sides of
the interface, which is determined by the formula

e'(x) = kK*exp(—kx)
0, (k—1)cosZ(1/k) +8,(1—k)
2X(1/K)

X|:a+

1

1 1

* 2X(—1/k)} e
0

Now, we consider the case when the frequency of
plasma oscillations wy, is considerably higher than the
electron collision frequency v(w, > v). Thisistrue for
the magjority of the metals under normal conditions. In

this case, X(=1/k) = X(-0) = —./3. Hence, the electric
field [see expression (33)] is given by

e(0) = k[%—%%}—%}.

It is evident from formula (34) that, in the case under
consideration, the electric field &(0) at the grain bound-
ary substantially exceeds the field that is far from the
interface (in our designations, e(0) = 1). This phenom-
enon (an abrupt increase in the electric field at the grain
boundary) is explained by the fact that, as the electron
collision frequency v decreases (and k increases with
the proviso that wy, = const), the bulk conductivity of the
metal increases and, consequently, the electric current
in afixed field increases. The interface has a constant
electrical resistance. In this case, the potentia differ-
ence should increase; in turn, an increase in the poten-

OxJ__sin{(n) dn
I -k xm) n

(34)
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a
Fig. 3. Dependences of the electric field at the grain bound-

ary on the probability of electron forward scattering: k=1
(solid line), 20 (dotted line), and 100 (dashed line).
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Fig. 4. Profiles of the electric field on both sides of thegrain
boundary at k = 16.

1.15

tial difference is accompanied by an increase in the
electric field.

L et us consider the Debye mode for the electric field
a the interface [see formula (27)]. It follows from
expression (27) at k> 1 that

_ 1 11

A=A o%E0) T 2X(0) T T
i%_lm_i &
3a 2 /3
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X
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02 03 04

Fig. 5. Profiles of the electron density on both sides of the
grain boundary (o = 0.9, k = 16).

A comparison of the Debye mode (35) with the electric
field e(0) [see expression (33)] demonstrates that the
field at the interface in the limit K — oo is determined
by the Debye mode: &(0) = e, where e; = KA. Since
the Debye mode is damped out at distances of the
Debye radius, the deviation of the electric field from its
value determined away from the interface is predomi-
nantly concentrated at distances of the order of the
Debye radius from the boundary between the crystal-
line grains.

It can be seen from Fig. 4 that, when a is close to
unity, the dependence of the electric field on the dis-
tance to the grain boundary exhibits a nonmonotonic
behavior. The case of a > 1/2 corresponds to the situa
tion when electrons at the interface undergo essentially
forward scattering. The mean velocity of electrons
decreases as the result of scattering. By virtue of the
electron conservation law, a decrease in the velocity
leads to an increase in the electron density, which, in
turn, gives rise to a space charge (the configuration of
this charge can be seenin Fig. 5). At a < 1/2, this effect
isleveled out due to the predominant backscattering of
electrons.

At large distances from the interface, a dominant
role is played by the effects of decrease in the effective
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conductivity of the metal (due to the scattering by elec-
trons on the interface). This brings about anincreasein
the electric field. This effect becomes progressively
pronounced with an increase in the k quantity (propor-
tiona to the plasma oscillation frequency ratio) and
corresponds to the decrease in frequency of electron
collisions in the bulk of the metal. Consequently, the
effect of electron scattering on the interface on the con-
ductivity increases.
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Super conducting Film in a Parallel Magnetic Field

D. A. Luzhbin

Institute of Metal Physics, National Academy of Sciences of Ukraine, pr. Vernadskogo 36, Kiev, 03680 Ukraine
e-mail: luzhbin@d24.imp.kiev.ua
Received January 10, 2001

Abstract—The structure of a vortex lattice in thin (d < A, where d is the film thickness and A is the London
penetration depth) superconducting films is investigated in a magnetic field parallel to the film surface. It is
shown that the stable configuration has the form of discrete vortex rows whose number changes discretely with

an increase in the applied magnetic field. The entry fields H(CT) (d) for vortex rows are calculated for N = 1, 2.
It is shown that the structural transition in the vortex ensemble is a second-order phase transition. A simpler
method (as compared to the Monte Carlo technique) is proposed for calculating the vortex lattice parameters.
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1. The structure of the vortex lattice in athin film of
a type Il superconductor in a constant magnetic field
paralel to thefilm surface differs considerably from the
vortex lattice structure in an infinite crystal, in which
vortices (in an isotropic sample) are known to be
ordered in the absence of pinning to form a 2D regular
triangular lattice [1]. It was proved for the first time by

Abrikosov [2, 3] that the field H (d) at which the for-

mation of vortices becomes energetically favorablein a
film placed in a parallel field is much stronger than the

field H>'™ for abulk sample and is given by
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et (d) = 1—1/cosh(d/2\) - @

This formula leads to asymptotic expressions
HO @)= H* (1 + 2exp(=d/2\)) for d > A and

HE (d) = (20y/Td?)In(yd/TE) ~ (Md)2Hgr for d < A.
Here, ¢ isthe coherence length and y = €° = 1.78.

InafiddH = Hﬁll) (d), the vortex structure is a row

of vortices arranged at the center of the film. As the
external field H increases, the only parameter that is
dependent on the field is the separation a(H) between
vortices (Fig. 1a). As the field increases further to

H f:T) (d), the vortex lattice structure changes so that the

number of vortex rows in the film increases by unity.
This effect was studied in [4, 5] for isotropic films
(through the summation of modified Bessel’s func-
tions) and in [6, 7] for anisotropic samples (by using the
Monte Carlo method), where it was proved that the
structural transition is virtually jumpwise at a small

number (N = 1, 2, 3, 4) of vortex rows. In other words,
the transition interval AH < HO " — HY . This dis-
creteness was observed experimentally in [7-9] in the
form of peaks in the curve of the reversible magnetic
moment of the film and in the magnetic field depen-
dence of the critical current [10]. The experiments
based on the vibrating-reed magnetometer method [9,
11] revealed a nonmonotonic dependence of the mea-
sured quantities on the external magnetic field; conse-
guently, the discreteness in the variation of the number
of vortex rows in a film can be regarded as an experi-
mentally confirmed fact.

In this work, the structure of a vortex ensemble at
N= 1, 2 was analyzed in detail and the transition
between these states was studied in an increasing exter-
nal dc magnetic field. The proposed method made it
possible to caculate numerically the vortex lattice
parameters without resorting to the Monte Carlo proce-
dure or to the summation of modified Bessel's func-
tions. The changein the Gibbs free energy upon astruc-
tural transition from one row to two rows allowed us to
treat the structural transition in the vortex system as a
second-order phase transition.

2. For atype Il superconductor withk > 1, the dis-
tribution of the field Hy, of a vortex ensemble is
described by the equation [12]

H, + AcurlcurlHy, = CDOZE')(F—Rn,m) ()
nm

with the boundary conditions
HV|z:—d/2 = HV|Z:d/2 =0, 3

which are equivalent to the physical condition of zero
current transport through the surface. Here, R, isa2D
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Fig. 1. Structure of the vortex lattice in a film in a parallel
magnetic field H: (8) one row of vortices exists at the center

of thefilm in afield HY(d) < H < H®(d) and (b) the struc-
ture splits into two vortex rows in a field H(Z)(d) <H<

H(?’)(d) Dark points depict vortices. The external field is
perpendl cular to the plane of the figure.
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Fig. 2. Separation a(H) between neighboring vortices as a
function of the external field H.

radius vector with coordinates (X, m, Z, .- This condi-
tion can be satisfied by introducing an infinite aternat-
ing series of images symmetric relative to the film sur-
faces[4, 12] and by solving Eq. (1) for an infinite super-
conductor with alternating series of vortices. Naturally,
the solution has a physical meaning only in the range
—-d/2 < z < d/2. The solution is an aternating sum of
modified Bessel’s functions K,. However, it isinconve-
nient to operate with this sum and we will seek another
representation of the solution to Eq. (2).

An equivalent solution to Egs. (2) and (3) in the case
of asingle vortex row (X, m = Ma, z, n = Z, M= 0, +1,
+2...) can be presented in the form [12]
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where z, isthe coordinate of the row relative to the film
center and a = a(H) isthe distance between neighboring
vortices (Fig. 1a).

Using the equalltyz exp(inp) = 2112 d(p — 2rm)
and the relationship [13]

nicosh((1t—|y))a)
sinh(Ta)

)3 exp(iyn) _
— n’+a” @

we can write solution (4) in the form

@, © COSAH (z Z,) — cos——(d+z+zo)
HV(X1 Z) = 2d)\ Zl Vn

cosh%/ a— 2>q] ®)

smh%/nz)\D gnnd, A0

whichisvalidfor—d/2<z z,<d/2,and0< x< a, where

" 1+ (nn)\/d)2 . If thefilm contains several vortex
rows, the total field is equal to the sum of fields (5).

The structure of the vortex ensemble in afilm for a
givenfield H is determined by the condition of the min-
imum of the Gibbs energy. It was proved in[14] that the
free energy G of the vortex ensemble is defined by the
formula

n(0)q> Ho (0)
G = z o_ e (6)

where summation is carried out over all vortices, H,(0)
isthefield at the center of the nth vortex created by the
vortex system alone, and ®,,(0) istheflux of the nth vor-
tex. According to [2, 3], the equilibrium structure at
N = lisasinglerow of vorticesat the center of thefilm.
At N =2, the equilibrium structure (away from the tran-

sition field H(Czl) (d)) has the form of two rows of vorti-

ces separated by a distance 2u,,, from each other,
where a = a(H) and 2u,,, = d/3 is independent of H
[7, 8]. It isreasonable to assume that in the immediate

vicinity of the transition, i.e., for H DH% (d), botha =
a(H) and u = u(H) are functions of the field H and the
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STRUCTURE OF THE ABRIKOSOV VORTEX LATTICE

transition corresponds to a change in the value of u
from 0 to U, (Fig. 1b).

In this case, the free energy (6) (per unit area) has
the form

Py

o %L—( 1) cosznnLDcosh%/ a ED+ H:osznnu (- 1)’Dcosh%/

1825
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~al sn

cosh(u/A)
cosh(d/2))

Hdbo[l_

4mn (7)

where H,/(0), in accordance with Eg. (5), has the form

n)\D

Hy(0) = >dx

n=1

(in order to avoid divergence in the intrinsic energy of
the vortex, we used the standard truncation at adistance
& from the vortex axis). Obviously, the case of u =0
corresponds to a structure with N = 1.

In order to find the equilibrium parameters of the
vortex lattice, we will use the system of equations (fol-
lowing from the condition of the minimum free energy)

PGy _ @G _

o, = Toa), = & ©)
which enables us to calculate numerically the equilib-
rium parameters u(H) and a(H) for agiven value of H.

3. For our caculations, we used a sample with
parameters d = 0.5\, kK = 100, and A = 10° cm, which
correspond to the characteristic parameters of HTSC
materials.

The results of numerical solution of system (9) are
presented in the figures. Figure 2 shows the magnetic
field dependence of the separation between vortices (in

the form d/a); the singularity at point H = Hffl) (d) is
associated with the transition at which one planez, =0
in the vortex structure splitsinto two planesz, = tu at a

constant density of vortex rows (Fig. 1). Figure 3 pre-
sents the dependence of the distance u(H) between vor-
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0.251

§ 0.20F
0.151
0.101
0.05-

H/H)(d)

Fig. 3. Dependence of the distance u(H) between vortex
rows on the external field H.
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tex rows (in d/2 units) on the external field H. Thevalue
of u(H) varies continuously from O t0 Uy O d/6
(according to [7, 8]). Therefore, thefield H'? (d) of the
transition can be determined as a solution to the system

P°GU=0 _ @G _

O 0 LI2 Da ED a|:| B (10)

=0

For the specified parameters, we have Hfl) (d) =
2.35HY (d).

It can be proved that for small values of u < U,
Eq. (7) satisfies the Landau expansion

G(H) OG(0) + G,u* + G,u”, (11)
where G, constyy and G, O(H (d) —H)const. The
field dependences of the free energy (7) and its second
derivative are depicted in Fig. 4. The behavior of the
free energy with an increase in the field (continuity of
thefunction in thevicinity of Hffl) (d) and discontinuity
of the second derivative in the same region), aswell as
the possibility of expanding Eqg. (10), in which the coef-
ficient of u? changes sign at the transition point H =

5 0
4L 4-0.5
3 | __1.0
g L +4-1.5 g
S 4-2.0 &
a1 1 — E
(D —4-2.5 "
O N\ 30
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Fig. 4. Field dependences of the free energy of the film and
of its second derivative with respect to the field.
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H ffl) (d), leadsto the conclusion that the structural tran-

sition from one to two vortex rowsis, at the sametime,
a second-order phase transition. It should be noted that
the algorithm of the solution itself presumed a second-
order phase transition (since we assumed that the quan-
tity u(H), which can serve asthe order parameter, varies
continuously from 0 to U, hence, we can differentiate
system (9) with respect to u). If this assumption were
incorrect, system (9) would not have a solution for
small values of u.

Thus, using the approach proposed above, we can
calculate the equilibrium parameters of the vortex lat-
tice in the entire range of fields H < H'Y (d) and state

that the structural rearrangement of the vortex latticein
a parallel field, which corresponds to a discrete varia-
tion in the number of vortex rows [4-7], is a second-
order phase transition.
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Abstract—The effectiveness of magnetic pinning of vortices in a layered system formed by a uniaxial ferro-
magnet and type Il superconductor is considered. It is shown that, irrespective of the saturation magnetization
of the ferromagnet, the energy of pinning at the domain structure does not exceed, in order of magnitude, the
energy of artificial pinning at acolumn-type defect. Thelimitation of pinning energy is caused by theinteraction
of external vortices with a spontaneous vortex lattice formed in the superconducting film when the magnetiza-
tion of the ferromagnetic film exceeds the critical value. © 2001 MAIK “ Nauka/Interperiodica” .

1. INTRODUCTION

Static and dynamic properties of type |l supercon-
ductors are determined to a considerable extent by the
vortex structure and pinning of vortices. It is well
known [1, 2] that the most effective pinning of vortices
at defects occurs when the characteristic size of the
defects is of the order of the vortex core diameter, i.e.,
the correlation length & or the diameter of thefield com-
ponent of avortex, i.e., the London penetration depth A.
In many superconducting materials (including high-
temperature superconductors), pinning is quite weak
and, hence, the critical current is small, which consid-
erably narrows the range of their practical application.
In order toincreasethe critical current, various methods
of artificial pinning of vortices have been used. These
methods include the introduction of ferromagnetic
impurities [3] and the decoration of the superconduct-
ing-film surface [4] (even by producing a system of
holes of micrometer size in it [5]). In recent years, the
pinning of vortices at column-type defects obtained by
bombarding a superconductor with heavy ions[6-8], as
well as the pinning at ferromagnetic particles [9-11]
and magnetic dots [12-16] on the surface of a super-
conducting film, has been studied intensely.

The physical mechanisms leading to vortex pinning
in superconducting films with ferromagnetic impurities
and particles on the surface are not completely clear.
Although Alden and Livingston [3] assume that the
electromagnetic interaction of impurity spinswith con-
duction electrons in the superconductor is responsible
for pinning, the proximity effect cannot be ruled out.
The latter effect leads to the suppression of the super-
conducting order parameter and is apparently more
effective. In experiments with superconducting films
with ferromagnetic particles or magnetic dots deposited
on their surface, the presence of a buffer layer between

the superconducting and ferromagnetic materials cannot
be controlled either. According to Marty et al. [17], ina
weak external magnetic field normal to thefilm surface,
magnetic dots have a multidomain structure, the mag-
netization in each domain being paralle to the plane of
the superconducting film. For such amagnetization dis-
tribution, the magnetic coupling of perpendicular vorti-
ces with the magnetization must be very weak and the
strong pinning is, in all probability, due to the suppres-
sion of the superconducting order parameter by the
proximity effect.

The above-mentioned methods of artificial pinning
of vortices require the use of labor-consuming technol-
ogy. Moreover, magnetic impurities, surface decora-
tion, holes, and bombardment with heavy ions damage
the structure of the superconducting film and consider-
ably deteriorate its transport properties. In the present
work, we will estimate the effectiveness of vortex pin-
ning by the field of magnetic domainsin alayered sys-
tem formed by a uniaxial ferromagnet and a type Il
superconductor. The indisputable advantage of such a
system is the simplicity of its preparation and the pos-
sihility of easily controlling the presence and thickness
of theinsulating layer between the magnetic and super-
conducting materials. The system can be monoalithic or
compound. In the latter case, the electromagnetic inter-
action between the magnetic and superconducting sub-
systems can be controlled by varying the distance
between the ferromagnetic and superconducting layers.

2. FORMULATION OF THE PROBLEM.
THE ENERGY OF THE SYSTEM

Depending on the thickness and physical parameters
of ferro- and ferrimagnetic films, the size of domainsin
them can change from fractions of amicrometer to tens

1063-7834/01/4310-1827$21.00 © 2001 MAIK “Nauka/Interperiodica’
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Fig. 1. Layered structure formed by (1) a ferromagnet with
a domain band structure and (I1) a type Il superconductor
with a vortex—antivortex pair; the directions of magnetiza-
tion in domains are denoted by bold arrows and the posi-
tionsand directions of vortices are indicated by thin arrows.

of micrometers[18-20]. However, the domain structure
period in amagnet with aconsiderably large anisotropy
and coercive extends from afew micrometersto tens of
micrometers, which considerably exceeds the correla
tion length and the London penetration depth. In the
case of magnets with weak anisotropy, the size of
domains can be small, but the stray field of the domain
structure and, hence, the electromagnetic coupling
between vortices and magnetization are weak because
of the presence of closure domains. For this reason, we
cannot expect a strong force of vortex pinning in the
two-layered system under investigation. For the same
reason, the size effects observed in superconducting
films with artificial periodic defects[5, 11, 15, 16, 21—
23] will be manifested weakly. Neverthel ess, the energy
of vortex pinning in the case of magnets with adomain
structure of the open type can be high since the interac-
tion between the layersis quite strong.

Let us calculate the pinning force and energy for
vortices in a superconducting film under the action of
thefield of the domain structure of auniaxial ferromag-
netic film. We assume that the superconducting and fer-
romagnetic materials are insulated from each other by
a buffer layer of thickness & ({ < 6 < A) and that the
interaction between the spin subsystem of the magnet
and the conduction electrons in the superconductor is
purely electromagnetic. Let the ferromagnet possess
magnetic anisotropy of the easy-axistype and thedirec-
tion of the anisotropy axis n, be perpendicular to the
developed surface of the system. Since most high-T,
superconductors are typical type Il superconductors,
we confine our subsequent analysis to superconducting
materials characterized by a large Ginzburg—Landau
parameter Kk = A/ > 1. In addition, we can disregard
the vortex pinning at intrinsic defects of the supercon-
ductor. The system geometry is presented in Fig. 1.
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The energy U of the system in a zero external mag-
netic field has the form

WX dv(V xH)?
8n_[ ’
VS

where H isthe magnetic field; M is the magnetization;
V is the total volume of the system; V; and V, are the
volumes of the ferromagnetic and superconducting lay-
ers, respectively; a is the nonuniform exchange con-
stant; and 3 > O isthe anisotropy constant. Thefirst term
in Eq. (1) isthe magnetic field energy, the second isthe
sum of the exchange and anisotropy energies, and the
third is the kinetic energy of paired electrons.

The spatial distributions of magnetization M and
magnetic field H in the ferromagnet in vacuum are
described by the magnetostatics equations

VxH =0, VIB=0 2
and by the equation of state
[M xHgl =0, )

while the distribution of the magnetic field H in the
superconductor is described by the London equation

H+ NIV X[V HI] = @0 [dr,d(r—r.), (4

where B = H + 41iM is the magnetic induction, Hy; IS
the effective magnetic field

Her = H +BMyn,—al’M, (5)

and r, is the distance from the origin to an infinitely
small element dr, of the vth vortex; summation in
Eq. (4) is carried out over all vortices and integration
extends over the total length of each vortex. At the
interface between the media, the standard electrody-
namic continuity conditions for the tangential compo-
nents of the magnetic field H and the normal compo-
nent of the magnetic induction B must be satisfied.
Moreover, the normal component of the superconduct-
ing current density j must vanish at the superconductor
surface.

The magnetic field H in the system isthe sum of the
vortex field H, ,; of the superconductor and thefield Hy,
created by the magnetization of the ferromagnet:

H = Hvort+ HM' (6)
The latter field includes the dipole field Hp of an iso-
lated ferromagnet and the field H,,4s Of Meissner cur-

rentsin the absence of vortices. Accordingly, the energy
U of the system can be presented in the form

U= UM+Uvort+Uintv (7)
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where U,, is the energy of the magnetic subsystem
together with the energy of the Meissner currentsin the
absence of vortices, U, is the energy of the vortex
subsystem, and U,,; is the energy of interaction of vor-
tices with the magnetization:

= SiTJdef,ﬁ%J’dv
Y V¢

N dv[V xHyl?
81'[,[ Ml
V.

oM oM ER

X, 0X; L
8

1
Usont = é—n[dv{Himﬂz[VxHVm]z}, 9

m - d v{H vor
it TJ { M t (10)

NIV X Hy] OV X Hyol} -

The energy Uy, as afunction of the spatial distribution
of magnetization M, London penetration depth A, and
the thicknesses of the superconducting and ferromag-
netic layers is presented in [24-26]. In the present
work, thisenergy is of nointerest to usfor thefollowing
reasons. If the thickness of a layer of a magnetically
soft material is sufficiently large, the magnet is divided
into domains whose size depends only weakly on the
state of the superconductor [24]. On the other hand, the
domain structure of a magnetically hard material does
not change upon an increase in the external magnetic
field up to the coercive field and the effect of the super-
conductor on the domain structure can be disregarded.
We will confine the subsequent analysis to ferromag-
netic films with a high coercivity and assume that the
magnetization distribution in them is preset and the
potential Uy, is constant.

Following Brandt [27], we represent the vortex field
H,ot inthe form

Hvort = Hv + Hstrayv (11)

where H, isthe sum of thefield H,, of real vortices and
the field H,; of image vortices,

Hv = Hvr+Hvi1 (12)

and Hg,, isthe stray field. Then, the energy U, of the
vortices can be presented as the sum of two terms:

Ut = Uy + Ugray,s (13)
where
- sirJdV{Hiﬂ\z[VXHv]Z}, (14)
\
1
Usray = grfdV{Ham + ATV xHam]} . (15)
\
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It will be shown in the Appendix that the interaction
energy U, between the magnetic and vortex subsystems
is equal to the Zeeman energy of a ferromagnet in an
external field equal to the stray field of the vortices:

Uint = _J.dVM |:Hvort = _IdVM [H%ﬂ’a)"
Vi Vi

The thickness | of the superconducting film is usu-
ally smaller than the period D of the domain structure.
Consequently, the tilt of vortices can be neglected and
it issufficient to consider a superconducting film with a
system of vortices perpendicular to its surface. The
general expressions for energies U, and Uy, have the
form [28]

(16)

U, O[®P31/(4TPA?)]

. (17)
xS Ko lpu—pf*+ £),
W, v

4rJ - PP

where Kq(X) isthe zero-order Macdonald function; p,, =
{X., 0, z,} isthe radius vector that connects the origin
with the axis of the pth vortex and lies in the plane of
thefilm; n, = 1if the pth vortex is parallel to they axis
andn, =-1if itisantiparalel tothey axis, q = {q, 0,
a4, @, isthe Fourier transform of the potentia of the
stray field Hg,, Of vortices;

®, = TP,/[q(T +qcothTl/2)]; (19

and P, is the Fourier transform of the field component
H,, a the lower surface of the film:

(18)

stray

. — r
Pq - Hqu(o) - }\szgnueXp( Iqu)! (20)

where T2 = g7 + A2,

We assume that domain walls in the ferromagnetic
film are infinitely thin and that the magnetization in the
domains is parallel or antiparallel to they axis. In this
case,

Up = jdqcb M [l-exp(—al)]  (20)

(here and below, the subscript y on the magnetization
component M, is omitted).

3. MAGNETIC VORTEX PINNING ENERGY

Let us suppose that the axis of a solitary vortex
passes through the point py = { xo, 0} onthe xz planeand
is parallel to the y axis. We calculate the interaction
potential between the vortex and the field of a stripe
domain structurewith period D (Fig. 1). Inthiscase, the
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Fourier transform of the normal magnetization compo-
nent has the form

+00 .2
. sin“Tn/2
M, = 8miM o(g,—k,)o(q,),
q OZO ———0(0x—kn)3(a) 22)
k, = 2rin/D

and the interaction energy between the vortex and mag-
netization is given by

20,M,D —  sin’(1n/2)sin(k,Xo)
T & n\t [T, + k,coth(t,1/2)] (23)
X [1—exp(_kn|—)]! Tﬁ = kﬁ+)\_2'

If the layer thicknesses are large enough (I > A, L >
D > 1), then the periodic potential (23) has minima at
the centers of domains in which the magnetization is
parallel to the direction of the vortex and maxima at the
centers of domains with the opposite direction of mag-
netization. The absolute value of the interaction energy
at the maximaand minimais the same. The vortex pin-
ning energy U,,,, which isequal to the differencein the
values of U, at the maximaand minima, isfound to be

Uint =

U in 0(4/T6) DM, D.

In this case, we have

(24)

U gl

(m—2) Py
16 A

The interaction energy of antivortices with the magne-
tization is opposite in sign to that in EQ. (23); conse-
guently, the potential maxima and minima change
places relative to those for vortices. When the magneti-
zation of the ferromagnet exceeds the critical value M,
[28],

U, O®31/(8T7A%)Ink, < U,.(25)

M. O[®,l/(16A°D)] Ink , (26)

the total energies of a vortex at the potential minima
and of an antivortex at the potential maxima become
negative and the superconducting film acquires a spon-
taneous lattice of vortices and antivortices. Otherwise,
the equilibrium state of the superconductor is the
Meissner phase.

If the system is in a weak external magnetic field
Ho [| ny, the concentration of external vortices is low
and the interaction between them can be disregarded.
When the ferromagnetic film magnetization M, < M,
spontaneous vortices and antivortices are absent; how-
ever, the presence of the periodic potential (23) ham-
pers the motion of external vortices in a direction per-
pendicular to domain walls. In other words, the interac-
tion with the stray field of the domain structure can lead
to magnetic pinning of the vortices. The pinning energy

U, for asystem of thick layerswith | > A, L > D > |
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is defined by formula (24), and the maximum pinning
force fmax = Max(aU;/0x,) is given by

fomae (2T ®MoIn(D/1) DU, /D, (27)

The logarithm appearing in this formula is associated
with the divergence of the derivative of the series in
Eqg. (23) and with its truncation at n [J D/I. In the gen-
eral case, the seriesin Eq. (23) must be truncated at n [
min(D/I, D/A, D/A, DId), where A is the domain wall
width and 9 is the thickness of the buffer layer.

In order to estimate the pinning energy U, numer-
ically, we consider aY Ba,Cu;0; superconducting film
with Curie temperature T, 090 K, A = 3 x 105 cm,

| =10 cm, and Ink O 1. Let the saturation magnetiza-
tion of the ferromagnet be M. and the domain structure

period D =5 x 104 cm. In this case, 41tM, 120 G and
Uy, OD31/(41°A?) Ink, (28)

so that Uy, 0 1070 erg and f,5 0 107 g cm s2 It
should be noted for comparison that the pinning energy
for a vortex at a column-type defect of diameter & is
given by

Upin O ®31/(B4TCN®); (29)

i.e, it is of the same order of magnitude as the energy
given by Eq. (28). However, the pinning force at a
defect of the column type is several orders of magni-
tude larger than the magnetic pinning forcein Eq. (27).

The saturation magnetization of ferro- and ferrimag-
nets can exceed 10° G, but an increase in magnetization
does not lead to an increase in the pinning energy and
forcefor external vortices, because they interact with the
spontaneous lattice of vortices and antivortices. For
example, the stray field of domains at the surface of the
ferromagnet for 41V, [ 10° G is of the order of 21iM,, [
10° G and the concentration of spontaneous vortices and
antivorticesin thiscaseisn [ 41tMy/®, [0 10° cm2. The
field components of neighboring vortices and antivorti-
ces strongly overlap in this case, and the energy of their
interaction is high. An externa vortex created by a bias
field interacts not only with the magnetization but also
with the spontaneous structure of vortices and antivorti-
ces. As a result, the effective potential of this vortex is
strongly renormalized. The equilibrium spontaneous
structure of vortices and antivortices exhibitsaminimum
in free energy; consequently, the emergence of an exter-
nal vortex in the presence of spontaneous vortices, as
well as in the presence of spontaneous antivortices,
increasesthetotal energy of the system. The dependence
of the potential created by an external vortex on coordi-
nate X, is quaitatively the same as that in the case when
M, < M.. This means that its effective pinning energy
does not exceed, in order of magnitude, the pinning
energy of an external vortex for My = M.

The critical current in this case can be even smaller
than that for My = M., since the spontaneous vortex—
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antivortex structure can be set in motion by the Lorentz
force induced by the transport current, which is accom-
panied by annihilation and production of vortex—anti-
vortex pairs[28]. If the effect of the spontaneous lattice
of vortices and antivortices is disregarded, the estimate
obtained for the pinning effectivenessfor vorticesinthe
field of adomain structure is exaggerated [29].

If the saturation magnetization of the ferromagnetic
film is equal to the critical value, but its thickness is
small and the inequality L > D is not satisfied, the pin-
ning energy Uy, is approximately equal to double the
vortex energy (25) and coincides with (28). It follows,
hence, that the maximum value of U, in a system of
thick films is proportional to the superconductor film
thickness and depends only weakly on the thickness of
the ferromagnetic film.

With decreasing thickness of the ferromagnetic film,
the pinning energy decreases, while the critical magne-
tization M, increases, which allows us to compensate
for the decrease in the pinning energy by using ferro-
magnets with a higher saturation magnetization.

Let us now calculate the interaction potential
between avortex and the magnetization in the case of a
regular lattice of cylindrical magnetic domains of
radius R and distance a between the centers of neigh-
boring domains (Fig. 2). Magnetization M isparalel to
the y axis in the domains and antiparallel to this axis
outside the domains. The position vectors p,,, of the
domain axes in the plane of the ferromagnetic film are
given by

Pmn = Mby+nb,, mn =0%£1,+2, ...,

b, = (a/2)(n,+n,/3).

The magnetization distribution in the ferromagnetic
film has the form

(30)
b, = an,,

Mx,zzov My=M0|:_l+ZZe(R_|p_pmn|) ’

(31)
1 >0
8(x) = 01, x
1 X < Ol
and the Fourier transform M, is given by
6T My —iJ;(qR)
Myq - R : - q 6(q_Gmn)1 (32)
m,n
where G,,,, are the reciprocal |attice vectors,
_ 21 (2n—m)
G = —[ nx+—nz},
"ooa NE (33)

mn=0,=%1,%2,...;

J,(X) isthefirst-order Bessel function; and the prime on
the sum symbol in formula (32) indicates the absence of
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Fig. 2. Triangular lattice of cylindrical magnetic domains.

the term with m=n = 0. Substituting Egs. (32) and (19)
into Eq. (21), we obtain the interaction energy U,; asa
function of the position vector p, of the vortex axisin
the xz plane:

U _ 8T[¢0MOR
int — _ﬁ az)\z
! Jl(GmnR) COS(Gmn [po)

> 34)
m,n TmnGmn[Tmn + GmnCOth(TmnI/Z)]

X [1 - exp(—Gan)] :

The distance a between the centers of the nearest cylin-
drical magnetic domains and the ratio R/a depend on
the thickness L, saturation magnetization M, exchange
constant a, and anisotropy constant (3 of the ferromag-
netic layer. We will not dwell on the details of calculat-
ing the domain lattice parameters and will assume, in
the subsequent analysis, that a and R are connected
through the relation

R* = (./3/4m)a’. (35)

Condition (35) follows from the equality to zero of the
total magnetic charge on each surface of the ferromag-
netic plane. It holds to a high degree of accuracy for
thick filmswith L > a.

The potential of the external vortex (34) hasminima
at the points at which the vortex axis coincides with the
center of one of the cylindrical domains and maxima at
the points where the vortex axis coincides with the cen-
ter of aregular triangle, with its apexes coinciding with
the centers of the three nearest domains (Fig. 2). In con-
trast to Eq. (23), the absolute values of the interaction
energy (34) at minimaand maximaare generally differ-
ent. Nevertheless, only vortex—antivortex pairs can be
formed spontaneously in a system with a lattice of
cylindrical magnetic domains, as well as in a system
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with a stripe domain structure. Thisis due to an abrupt
increase in the magnetic field energy upon violation of
the equality between the concentrations of vortices and
antivorticesin alayered system with alarge transverse
dimension. When the minimum val ues of the reciprocal

periods coincide (a = D/./3), the absolute values of the
maxima and minima of the interaction potential of an
external vortex with the magnetization for a lattice of
cylindrical magnetic domains are dightly smaller than
in the case of a stripe domain structure.

4. DISCUSSION OF RESULTS
AND CONCLUSIONS

Thus, we have proved that the energy of vortex pin-
ning by a domain structure for D > | > A cannot
exceed, in order of magnitude, the vortex pinning
energy at defects which are formed as aresult of bom-
bardment of the superconductor by heavy ions. The
limitation of the pinning energy is due to the formation
of a spontaneous vortex—antivortex lattice, when the
magnetization of the ferromagnet exceeds its critical
value, and to the interaction between an external vortex
and the spontaneous vortex structure. The pinning
energy can be increased by increasing the supercon-
ducting-film thickness. The critical magnetization
increases in this case, but the pinning energy per unit
vortex length remainsvirtually unchanged. The pinning
force for vortices in such a system is relatively small.

Instead of monocrystalline ferro- and ferrimagnetic
films, one can use polycrystalline films, provided their
surface quality is high enough; otherwise, the nonuni-
form interaction potential between the magnetic and
superconducting layers will be low. The crystallite size
in polycrystalline magnets varies from afew microme-
tersto hundredths of a micrometer. In a substance with
large uniaxial magnetic anisotropy, the domain size is
of the order of the crystallite size. Using such materials,
it ispossibleto attain not only ahigh pinning energy but
also a considerable pinning force, since the nonunifor-
mity scale of the interaction potential is comparable
with the London penetration depth. Unfortunately, our
results are inapplicable in this case and can only be
used for obtaining rough estimates.

The effect of interaction between vortices and the
domain structure on pinning was analyzed by Gaivoron
et al. [30]. They used a compound system formed by a
polycrystalline film of the high-temperature supercon-
ductor Y Ba,Cu,O, and a monocrystalline Fe-Y garnet
film. Instead of the expected growth of the critical cur-
rent, its slight decrease was observed. The Curie tem-
perature of the transition to the superconducting state
was a so lower than in the absence of the magnet. The
results obtained in that publication were not explained.
Taking into account the estimates given above and the
results obtained in [28], we can state that one of the
most probable reasons behind the decrease in the criti-
cal current observed in [30] isthe motion of the sponta-
neous vortex lattice.

PHYSICS OF THE SOLID STATE Vol. 43

BESPYATYKH et al.

ACKNOWLEDGMENTS

This study was supported by the Polish Committee
on Scientific Research.

APPENDIX

In order to reduce expression (10) for U;, to the
form of Eqg. (16), we transform the integrals appearing
in Eq. (10). Using the formulas of vector analysis

[V xAJ[V xB] (A1)
= V[Bx[VxA]]+B[V X[V xA]]

and the equation for the magnetic field H,, in the super-
conductor,

H, + A [V x[VxH,]] =0,
we obtain

(A2)

1
arf @V (HuHy + ATV X HI IV < H)
VS

2

= },Jde[Hvx[VxHM]] (A3)

= AZ X X
= G astHL X[V xHyll.
S

The integral over the volume outside the superconduc-
tor is given by

%T I dvHH,

V-V

’ (A4)
_ 1
_41T.[ dvByH, - I dvMH,,
V-V V-V,

where B, = Hy, + 41tM isthe magnetic inductionin the
absence of vortices. Taking into account the potential
nature of the magnetic field of vorticesH, = V® out-
side the superconductor, the vortex nature of the mag-
netic induction By, (VBy, = 0), and the identity

A(VY) = V(YA)-Y(VA), (A5)
we can reducethefirst integral on the right-hand side of

Eq. (10) to theintegral over the surface S, of the super-
conductor:

1 1
V=V, S,

This transformation is valid if the product ®B,, rapidly
tendsto zero for y — oo, The stray field of the domain
structure with period D (for y > D or |y + L| > D)
decreases exponentially with increasing distance to the
magnetic film, while the potential @ either decreases

(A6)
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exponentially or exhibits a power-low dependence on
the coordinate y. The normal component of the induc-
tion By, is continuous at the interfaces; consequently,

we can subgtitute Hy, =—-Aq[V x[V x H,/]] for By, inthe
superconductor on the right-hand side of (A6). Since
WIVxA] = [Vx(PA) +[Ax(VW)], (A7)

the following equality holds:

2
4%1 [ dvBuH. =—2—rd'ds{[V X (®[V xHyl)]
V-V S

s

(A8)
+[[VxHu] xH,]}.

In order to calculate the surface integral in the last for-
mula, we must know only the values of ® and its deriv-
atives with respect to coordinates x and z on the super-
conductor surface. However, the transition from the
surfaceintegral in (A8) to the volumeintegral cannot be
made since the function @ is not defined in the super-
conductor.

Using formulas (A3), (A4), (A6), and (A8), we
obtain the following expression for U;,;:

)\2
Uy = —[dvMH, + —[ds[V x (®[V xH,])].
va 4"£ (A9)

If the edge effects are insignificant, the surface integral
in this formula can be omitted and expression (A9) is
transformed into Eq. (16).
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Abstract—A theoretical analysis is made of the Nernst—Ettingshausen coefficient Q for the case of a narrow
conduction band present in the band spectrum of amaterial. It is shown that the presence of such aband results
in a qualitative change in the mechanism responsible for the Nernst—Ettingshausen effect as compared to the
classical case of abroad conduction band and that the behavior of this coefficient reveals a number of specific
features that are different from the case of the classical theory of transport coefficients in semiconductors and
metals. It is demonstrated that the pattern of the Q(T) relation in the case of anarrow band isdrastically affected
by the asymmetry of the dispersion curve, whereas the other features of the band spectrum and of the properties
of the carrier system, including the character of the energy dependence of the relaxation time, are less signifi-
cant and, in afirst approximation, can be disregarded. The calculated Q(T) curves are in qualitative agreement
with the experimental relationships obtained for doped HTSCs of the Y Ba,Cu3O,, system. The possibility of
using this approach for a complex analysis of the experimenta temperature dependences of the four transport
coefficientsin the normal phase of HTSC materialsis demonstrated. © 2001 MAIK “ Nauka/Interperiodica” .

1. INTRODUCTION

The band structure and, more generaly, the nature
of the normal state in HTSC materials has been a sub-
ject of intenseinterest since the moment of discovery of
this class of compounds. Among the bright manifesta-
tions of the unusual properties of the norma state,
which are directly related to the band spectrum struc-
ture of these compounds, one can class the experimen-
tal results obtained in studies of the electronic transport
phenomena. A wealth of experimental data on the tem-
perature dependences of the transport coefficients (the
electrical resistivity p, the Seebeck coefficient S and
the Hall constant R,) in high-temperature superconduc-
tors of various kinds, aswell as on the character of their
transformation for various deviations from stoi chiome-
try, has been accumulated (see [1-3]). These depen-
dences were found to exhibit a number of nontrivial
characteristics that discriminate HTSC compounds
from traditional subjects of investigation in solid state
physics, namely, metals and semiconductors.

In contrast to the copious experimental information
on the behavior of the three transport coefficients men-
tioned above, data on the temperature dependences of
the Nernst—Ettingshausen (NE) coefficient Q in the nor-
mal state are presently scarce. Attempts at analyzing
the experimental Q(T) relations [4-6] are limited to a
qualitative discussion of one Q(T) curve obtained for a
specific sample and are based on assumptions which
are insufficiently validated and require serious addi-
tional examination. An approach drawing on a compar-

ative analysis of a large volume of experimental data,
including information on the character of transforma-
tion of the Q(T) relations caused by a purposeful varia-
tion of the sample composition, could become truly
useful and of value to the theory. It aso appears impor-
tant to consider the behavior of the NE coefficient not
separately but rather combined with the results
obtained for the other coefficients. This approach
would permit one to explain, within a common frame-
work, the totality of data on the electronic transport
phenomena in the normal phase. This would offer the
possibility, first, to obtain more complete information
on the specific features of eectronic transport in the
normal phase of the HTSC compounds and, second, to
extract more useful and objective information from the
Q(T) relations.

We chose, asabasisfor such an analysis, the narrow
band model first proposed in [7] and described in con-
siderabledetail in[8]. Thismodel draws on the assump-
tion of the existence of a narrow density-of-states peak
inthe HT SC band spectrum. Note that anumber of both
experimental [9-21] and theoretical [22—28] studies
have also come to the conclusion that the HTSC spec-
trum has anarrow conduction band or anarrow density-
of-states peak in which the Fermi level is located. We
see the narrow-band model as more advantageous in
that it is based on asmall number of parameters having
a clear physical meaning, permits one to describe the
behavior of three rather than one transport coefficient
(the electrical resistivity and the Seebeck and Hall coef-
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ficients), and offers the possibility of deriving the
parameters of the band spectrum and of the carrier sys-
tem in the normal phase from a quantitative analysis of
experimental datafor samples of different composition.
It appears important to include data on the NE coeffi-
cient in analyzing the electronic transport phenomena
made in terms of the narrow-band model. Because no
analysis of the NE effect in narrow-band conductors
has been carried out systematically thus far (with the
exclusion of [29], a paper briefly discussing the depen-
dence of Q on thefilling of a narrow band by electrons
in ametal for the case of an energy-independent relax-
ation time), realization of this approach requires pre-
liminary, comprehensive, theoretical consideration,
which isapoint of independent significance.

This has stimulated the present theoretical analysis
of the NE coefficient for the case of a harrow density-
of-states peak located in the band spectrum of a mate-
rial, aswell asaconsideration of the specific featuresin
the application of the results of this analysisto treating
experimental temperature dependences of the NE coef-
ficient in high-temperature superconductors of the
Y Ba,Cu;0, system in the normal state.

2. SPECIFIC FEATURES OF THE NERNST-
ETTINGSHAUSEN EFFECT IN THE CASE
OF A NARROW CONDUCTION BAND

The NE effect isessentially asfollows. Let asample
be placed in a magnetic field H, whose vector is
directed perpendicular to the temperature gradient OT
applied to the sample. An electric field Ey, perpendicu-
lar to the magnetic field and to the temperature gradient
and proportional to their magnitude, Ey, = QHOT, will
be created. It is the coefficient of proportionality Q in
this expression that is the NE coefficient. In the classi-
cal case, its magnitude and sign are determined by the
character of the energy dependence of the carrier relax-
ation time 1. If T increases with increasing energy, the
coefficient Q is positive; if it decreases, Q is negative;
and in the case of the relaxation time being independent
of energy, Q = 0. Thus, by analyzing the data obtained
for the NE coefficient, one can draw a conclusion con-
cerning the mechanism of carrier scattering in the mate-
rials under study.

Thisisvalid, however, only in the classical case of a
wide conduction band and aquadratic dispersion law. If
the band structure contains a narrow conduction band,
the behavior of the NE coefficient is characterized, as
with other transport coefficients, by a number of spe-
cific features which do not appear in classical theory. To
establish the origin of these features, we consider qual-
itatively the mechanism giving rise to the NE effect in
the case of a narrow conduction band.

In the limit of anarrow band, its width Wis compa-
rable to kgT, where kg is the Boltzmann constant; in
other words, the Fermi broadening covers asizable part
of the band. If the chemical potentia U lies near the
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band center (situation characteristic of HTSC materials
[8, 30-36]), the energy interval € = u = (1-2)kgT
includes both the upper and lower parts of the band.
Under these conditions, it is unreasonable to introduce
the concept of a hole and to study the motion of two
types of carriers, electrons and holes, because thermal
energy drivesthe el ectrons continuously from the lower
to the upper half of the band and back. We shall, there-
fore, assumethat all of thetransport in anarrow bandis
governed by one type of carrier, namely, by electrons,
which have apositive or anegative effective massin the
lower and upper halves of the band, respectively.

We shall consider, within this condition, a particular
case of the band being symmetrical and of the chemical
potential level being at its center. Note that, in this case,
the dispersion law in the energy region of interest is cer-
tainly not quadratic. If atemperature gradient isapplied
to the sample, the thermal diffusion current, according
to the solution to the Boltzmann kinetic equation in the
relaxation time approximation, will be given by

N CE T

where f; is the equilibrium Fermi—Dirac distribution

function, V is the mean electron velocity, and D(g) is
the density-of-states function; the energy is reckoned
from the band center and integration is run over the
whole band, i.e., from “W/2 to +W/2.

As seen from Eg. (1), electrons with an energy
above the chemical potential will move in one direc-
tion; those located below the level, in the opposite
direction. Because the chemical-potential level lies at
the band center, the effective mass of the € ectrons with
€ < W will be positive and that of the electrons with
€ > n will benegative. Theintegrand of Eqg. (1) contains
the product of two even and one odd function of energy;
hence, the integral is zero, which means that the See-
beck coefficient is zero (similarly, the Hall coefficient
in this case is zero). However, although the net thermal
diffusion current is zero, the sampleistraversed by two
counter-propagating flows of electrons with energies
above and below the chemical potential, respectively.
Because these flows consist of electrons with a positive
and a negative mass, a magnetic field applied to the
sample will deflect them to the same side. Asaresult, a
carrier flow will form along an axis perpendicular to the
temperature gradient and the magnetic field vector and,
therefore, an oppositely directed drift current will arise.
Thisisthe Nernst—Ettingshausen effect. In this particu-
lar case, the existence of the effect is due not to the
character of the energy dependence of the relaxation
time but to the dispersion law for the narrow band not
being quadratic. Note that the sign of the NE coefficient
in our particular case of a symmetric and half-filled
band will be positive at any temperature.

Thus, the narrowness of the conduction band brings
about a qualitative change in both the mechanism
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responsible for the NE effect and the behavior of the
NE coefficient compared to the classical case of awide
conduction band. To make amore comprehensive anal-
ysis, we consider the expression for the NE coefficient
in terms of the narrow-band model.

3. THE NERNST-ETTINGSHAUSEN
COEFFICIENT IN THE NARROW-BAND MODEL

Adopting a relaxation time approximation and
assuming atemperature field and aweak magnetic field
to be present, the Boltzmann kinetic equation can be
solved in the standard way and yields the following
expression for the NE coefficient:

10, 1o 1,0

R
where we accept the notation
Io(e)D of d] lo, J’o(e) eds
(©)
d]
- IGH(s)D P ds ls,, = J’GH(S)D asDsads
1e°V?
and a(g) = 3 D(¢) is the differential conductivity,
oy(e) = V D(g) = uo(e) is the Hall differential

conductivity, D(s) is the electronic density-of-states
function, u is the electron mobility, and m* isthe elec-
tron effective mass; the integration in Eq. (3) is per-
formed throughout the band.

Relation (2) is general and valid for band spectra of
any kind. The only constraint is the condition of isot-
ropy. In an anisotropic case, the expression for the NE
coefficient becomes complicated because of the need to
take different dispersion relations for different direc-
tions into account. As for the HTSC materials, their
strong anisotropy results in the conduction becoming
two-dimensional; taking into account this factor and
considering the conduction in the ab plane may give
rise only to an insignificant change in the coefficients
entering the expressions for the integrals in Eq. (2)
while not affecting their general form. For simplicity,
we shall limit ourselvesto an analysis of the expression
for Q in the isotropic case in what follows.

To make a quantitative analysis of the NE coeffi-
cient, one should first prescribe the form of the D(g),
o(g), and o,4(€) functionsin theintegralsin Eg. (3). We
shall approximate them in terms of the narrow-band
model. As shown in [8], if the band spectrum contains
anarrow density-of-states peak W~ 100 meV broad, it
is the narrowness of this peak, rather than any features
in the band structure and in the properties of the carrier
system, that determines, in a first approximation, the
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behavior of the transport coefficients. This permits one
to use the simplest rectangular approximation of the
D(g), o(g), and o,4(€) functions:

D(g) = DO for -Wp/2<e <Wp/2,
D(g) = 0 for € <-Wp/2 and & >W,/2,
o(e) = [oldfor -W,/2<e<W,/2,

4
o(g) = 0 for e<-W,/2 and &>W,/2, @)

loy(e)] = B0 for —“W,/2<e <W,/2,
oy(g) = 0 for e<-W,/2 and €>W,/2,
where oy (€) < 0for e <0, oy(€) >0for e >0, and

Wp/2

I D(g)dE,

-Wp/2

W,/2

I o(€)de,

—W,/2

EDD:i

1
W, Ty

0 W, /2

_ 2 _ 2
o, 0= W, J’ oy(e)de = W, I oy(e)de.
0

—W,/2

With this approximation, the relaxation times, elec-
tron velocities, and electronic masses (to within the
sign) become averaged in anarrow interval of energies,
€ from -W,,/2 to W,,/2, comparable to the Fermi broad-
ening. This permits one to derive fairly simple analyti-
cal expressions describing the temperature depen-
dences of the chemical potential and of the three trans-
port coefficients [8]. The merits inherent in the
application of a similar approach to the analysis of the
NE coefficient are obvious: indeed, it simplifiesthe cal-
culation of the coefficient substantially and, hence,
makes possible a qualitative and quantitative consider-
ation of its behavior. In addition, this approach permits
one to carry out ajoint analysis of the behavior of the
four transport coefficients in terms of the same model.

The narrow-band model containsthree main param-
eters, namely, the total effective band width W, the
effective band width in conduction W, (with the ratio
C = W,/Wj, characterizing the degree of carrier local-
ization), and the band filling by electronsF, whichisthe
ratio of the total number of carriersto the total number
of states in the band and, together with W, determines
the temperature dependence of the chemical potential:

FW,p/2ksT
(1-F)Wp/2KsT'

pr=gks = ©)

To take into account the possible weak asymmetry
of a narrow band, these three main parameters should
be complemented by an additional parameter b, which
characterizes the shift of the center of the differential
conductivity rectangle relative to the band center (the
degree of band asymmetry). Inthiscase, thevalue of p*
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obtained from Eq. (5) to calculate the transport coeffi-
cients should be replaced by

()" = u* —bWp/kgT. (6)

Note that, as shown in our previous publications, the
valuesof all four model parametersfor HTSC materias
belonging to different families can be derived from a
guantitative analysis of experimental data on the See-
beck coefficient [8, 30-36].

Within approximation (4), the integras in Eq. (3)
are simplified considerably, thus permitting a qualita-
tive analysis of the specific features in the behavior of
the NE coefficient in the narrow-band model. We shall
start by studying the change in the character of the Q(T)
relation when taking the limits of awide and a narrow
band.

In the high-temperature limit (i.e., when the kgT >
W;/2 condition is met), we substitute Eq. (4) into Eq. (3)
and integrate Eq. (3) within the limits —W,; < € < W,
taking into account that [d,[0= 0o, where U isthe
band-averaged electron mobility, to obtain

imQ =
Xugisgn(a)sds _J’%sgn(s)dsf%edsé _,
> .
E J'%sds a’%gd% E

Thus, irrespective of any features in the narrow-
band structure and of the extent of the band filling by
electrons, the high-temperature NE coefficient tends to
zeroasQ O UT.

In the other limiting case of T — 0 (i.e., for
Wp/2 > kgT), our approximation reduces to the classi-
cal situation of a wide band with an energy-indepen-
dent relaxation time. When taking integrals in Eq. (3),
one can limit the integration to the energy interval

within which the function E—%fe—da is nonzero. Clearly
enough, if the chemical-potential level lies far enough
from the band center, where the quadratic dispersion
law isno longer valid, i.e., if the condition || > kgT is
satisfied, the energy € in integralsin Eq. (3) retains its
signwithintheinterval under consideration. Asaresult,
lg,, =Ulg, ls = Ul, ,andtheexpressionin parenthe-
ses in Eqg. (3) vanishes. Hence, as considered in the
wide-band limit, the NE coefficient is zero irrespective
of which half of the band contains the chemical-poten-
tial level. This behavior of Q coincides fully with the
classical wide-band case if the relaxation time is
assumed to be energy independent.

Thus, in the case of a band of intermediate width,
the NE coefficient calculated by the narrow-band
model will tend to zero at both high and low tempera-

PHYSICS OF THE SOLID STATE Vol. 43 No. 10

1837

tures and the Q(T) relation will have a maximum at an
intermediate temperature. In the intermediate-tempera
ture region, the Q(T) dependence will be affected con-
siderably, in addition to the narrowness of the band,
both by the magnitude of the main model parameters
(F, Wp, C, b) and by finer featuresin the band structure,
which can be taken into account within the model in
guestion by properly varying the model functions D(g),
o(g), and a4(€). The results of quantitative analysis of
these effects are considered bel ow.

4. SPECIFIC FEATURES IN THE TEMPERATURE
DEPENDENCES OF THE NERNST—
ETTINGSHAUSEN COEFFICIENT IN THE CASE
OF A NARROW CONDUCTION BAND

Let us analyze the character of the Q(T) depen-
dences for a narrow-band material and consider the
possibility of describing the experimental data on
HTSC compoundsin terms of anarrow-band model. To
do this, we have first to choose model approximations
of thefunctions a(€) and a,4(€), which, on the one hand,
are physically meaningful and, on the other, permit one
to obtain calculated Q(T) relations that qualitatively fit
observations. Moreover, the approximations used and
the values of the main model parameters should make
it possible to calculate curves which fit experimental
datafor the p(T), YT), and R,(T) dependences. A com-
prehensive analysis of our experimental data on the
Q(T) dependences in doped HTSCs of the Y Ba,Cu;0,
system will be given in another paper. Without discuss-
ing these results here in any detail, we limit ourselves
to pointing out the following main characteristic fea-
tures of the Q(T) dependences found by usin [37, 38]
and observed in [5] on samples of various composi-
tions:

The NE coefficient of YBa,Cu,O, at T = 300 K is
always positive; in the low-temperature region, a cross-
over to negative values of Q takes place in some com-
positions.

The magnitude of Q grows weakly as the tempera-
ture decreases from T = 300 K.

The Q(T) dependence passes through a broad maxi-
mum at T = 200-260 K depending on the sample com-
position.

The magnitude of Q drops sharply as the tempera-
tureislowered even more.

Any model developed to describe the behavior of
the NE coefficient in HTSCs should take into account
all these features.

First, let us consider a symmetric narrow band with
the Fermi level near the band center, acase that we have
already discussed. The temperature dependence of the
NE coefficient calculated for various values of F and C
in terms of the model approximation (4) isdisplayed in
Figs. 1a and 1b, respectively. The band width was
assumed equal to W, = 100 meV; the carrier mobility,
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Fig. 1. Q(T) dependences for a symmetric narrow band cal-
culated (a) for various band fillings F: (1) 0.5, (2) 0.4, 0.6,
and (3) 0.3, 0.7; and (b) for various degrees of carrier
localization C: (1) 0.1, (2) 0.2, (3) 0.3, and (4) 0.4. The

model parameters used were W = 100meV, u=0.5cm?V s,
(3) C=03and (b) F = 05.

tou=0.5cm?V s. As seen from Fig. 1a, at high tem-
peratures, the NE coefficient scalesas T~ and its val ue,
asalready pointed out, does not depend on the band fill-
ing. Irrespective of the band filling, the NE coefficient
is always positive. For instance, for F = 0.3, where the
Seebeck and Hall coefficients cal cul ated within the nar-
row-band model are negative, the NE coefficient
remains positive. As the band filling changes, the Q(T)
dependence aso changes; significantly, both an
increase and a decrease in F relative to the half-filling
brings about the same change in the character of the
Q(T) dependence and, in the low-temperature domain,
the NE coefficient reachesamaximum at F = 0.5, i.e,,
the value at which p is located in the region with the
strongest deviation of dispersion from the quadratic
law. Thus, as F is varied, the Q(T) dependence varies
symmetrically relativeto the band half-filling. Note that
these features of the Q(T) dependence agree with the
results reported in [29]. As for the degree of carrier
localization C, the value of Q, as seen from Fig. 1b,
increases with one increase in the fraction of extended
states throughout the temperature interval covered, but
the Q(T) dependence retains its qualitative pattern.
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Fig. 2. Q(T) dependences for a symmetric narrow band
calculated for various band widths. The model parameters

used were C = 0.3, u=0.5cm?/V s, F = (a) 0.6 and (b) 0.5;
Wy = (1) 100, (2) 200, (3) 500, and (4) 1000 meV.

Consider the effect of the band width on the Q(T)
dependence. Figure 2a presents Q(T) plots calculated
for various values of W, and fixed F = 0.6 and C = 0.3.
As shown earlier, the Q coefficient should vanish in
both the high- and the low-temperature limit. In the
low-temperature limit, we have || > kgT; i.e., thislimit
is realized in the case where the Fermi broadening of
the distribution function does not extend to the center of
the narrow band, where the quadratic dispersion law
breaks down, and the effective mass reverses its sign.
The band broadening at a fixed F initiates an increase
in |1, and, accordingly, the |u| > kgT conditionis satis-
fied at higher temperatures. This brings about a shift in
the part of the Q(T) dependence where the NE coeffi-
cient increases with increasing temperature toward
higher temperatures.

The decrease in Q with increasing temperature
observed to occur in curves 1 and 2 in Fig. 2ais con-
nected with the onset of the high-temperature limit,
where the half-width of the narrow band becomes com-
parable to the Fermi broadening. As the band width
continues to grow, this condition becomes satisfied at
increasingly higher temperatures. Therefore, curves 3
and 4 do not exhibit the part of the dependence where
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Q falls with increasing temperature, because it lies
beyond the temperature interval shown (50-300 K).

A particular case is the band haf-filling (F = 0.5)
where the Fermi level lies at the band center, i.e,
directly in the region in which the quadratic dispersion
law breaks down. Under these conditions, the chemical
potential calculated from Eq. (4) is zero and the condi-
tion |u| > kgT isnot met at any temperature; this means
that the low-temperature limit is not realized. Accord-
ingly, the calculated Q(T) dependences do not have a
region of Q that grows with increasing temperature
(Fig. 2b). In the high-temperature limit, the band half-
filling does not qualitatively affect the behavior of the
NE coefficient. The calculated curvesfall off to zero the
faster, the smaller the band width.

Most of the Q(T) dependences plotted in Figs. 1 and
2 do not agree with the ones observed experimentally in
HTSC materials. The exceptionsto the rule are curves 3
in Fig. 1laand 2 in Fig. 2a. However, as already men-
tioned, an analysis of experimental Q(T) dependences
within the narrow-band model does not offer a wide
choice of values for the model parameters, because
they are rigidly determined from the T) relations
obtained for the same samples. The values of the param-
eters F = 0.6 and W = 200 meV, for which curve 2 in
Fig. 2awas calculated, and, especialy, thevaluesF = 0.3
and W, = 100 meV (curve 3in Fig. 1a) are not realized
for YBa,Cu;O, samplesat y =7 [8].

Thus, ajoint analysis of the §T) and Q(T) depen-
dences made within the symmetric narrow-band model
does not provide qualitative agreement between the cal-
culations and experimental data. At the same time, as
pointed out in publications[8, 34, 36], in which the nar-
row-band model was used to describe the transport
properties of HTSCsin theY Ba,Cu;0, system, the con-
duction band in these compoundsis close to symmetric.
A possibleway out liesin assuming that the band spec-
trum has features which, while not affecting the behav-
ior of the electrical resistivity and the Seebeck coeffi-
cient (or affecting them only weakly), influence the NE
coefficient. The most natural approach appears to be to
takeinto account the effect of the energy dependence of
the relaxation time, the asymmetry in the dispersion
relation (k) and, accordingly, in m*(k), and the asym-
metry in the density-of-states function. Consider possi-
ble versions of the model approximation of the D(g),
o(g), and oy (€) functions, which result from taking into
account these factors, while at the same time leaving
the general characteristics of the model unchanged.

First of al, we consider the effect of the t(€) depen-
dence on the form of the calculated Q(T) curves. The
relaxation time entersinto the expression for the differ-
ential electrical conductivity o(g) as a factor and into
the Hall differential electrical conductivity oy(€) qua
dratically. This means that the energy dependence of
the relaxation time should affect the form of o4(€) more
strongly. Retaining the rectangular approximation, one
can simulate the case where the relaxation time varies
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Fig. 3. Different modeling of the energy dependence of the
relaxation time in anarrow band. The magnitude of T varies
(a) from the lower to the upper band edge or (b) from the
band edges to the band center.
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Fig. 4. Q(T) dependences cal cul ated within the approxima-
tion shown in Fig. 3a. The model parameters used were F =

0.51, Wp =100 meV, C=03,u=05 cmév s,and V =
(2) 0.5, (2) 1.0, and (3) 2.0.

in going from the lower to the upper band edge by
assuming the o(€) and o,(¢) rectanglesin the upper and
lower band halves to be of different height. The differ-
ence between the heights of the rectangles approximat-
ing 0y4(€) should be larger than in the case of a(g)
approximation, as shown in Fig. 3a. If T variesin going
from the edges of the band to its center, this should
change the dimensions of the rectangles approximating
04(€) relative to those of the a(€) rectangle (by anal ogy
with the difference between the rectangl es approximat-
ing D(€) and o(g) within the narrow-band model in[8]),
as shown in Fig. 3b.

The calculated Q(T) for thefirst caseisdisplayedin
Fig. 4 for different values of the V parameter describing
the character and degree of 1 variation with increasing
carrier energy in the band. Figure 5 plots the calcula-
tions performed within the approximation presented in
Fig. 3b. It is seen that both scenarios of taking into
account the character of the t(€) dependence do not
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Fig. 5. Q(T) dependences calculated within the approxima-
tion shown in Fig. 3b. The model parameters used were F =

0.51, Wp = 100 meV, C=0.3,u=0.5cm?Vs, andt = (1) 0.3,
(2) 05, (3) 0.7, (4) 1, (5) 1.2, (6) 1.5, and (7) 2.
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Fig. 6. Approximation of the density-of-states, differential
conductivity, and Hall conductivity functions used in the
calculation of the Q(T) dependence within the narrow-band
model.

change, in most cases, the form of the Q(T) depen-
dence, which still does not fit the experiment. An
exception is curve 7 in Fig. 5; however, an analysis of
the Hall coefficient showed that the R, (T) dependences
calculated in terms of the model approximation pre-
sented in Fig. 3b disagree qualitatively with experimen-
tal data obtained on'Y Ba,Cu,0,.
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Thus, in the case of a narrow conduction band, the
character of the energy dependence of the relaxation
time does not exert, in contrast to the classical case, any
noticeable effect on the behavior of the NE coefficient.
Asfollowsfrom our calculations, aweak asymmetry in
the density-of-states function, while somewhat chang-
ing the behavior of the Q coefficient, also does not
affect the Q(T) dependence qualitatively.

The effect of the dispersion relation (k) on the NE
coefficient is of interest. The expression for o(g) con-
tains the squared velocity V2, where V = d¢/dk, and the
expression for oy(€) involves, in addition, the effective
electron mass m* = #2/(9%€/0k?). In astandard band and
for a symmetric g(k) relation, V2 is maximum at the
band center (on the energy scale) and falls off toward
the edges and m* reversesits sign at the band center. If
e(K) isasymmetric, the V?(€) dependence shiftsrelative
to the band center and, in the case of a rectangular
approximation, this asymmetry brings about a shift in
the a(g) rectangle, as well as in the upper and lower
boundaries of the a,4(€) rectangles, with respect to the
center of the D(g) rectangle. We note that the energy
position of the point at which the oy(€) function
reverses its sign is determined by the energy at which
the effective mass reverses sign; therefore, taking into
account the asymmetry in the g(k) function will shift
not only the boundaries of the o,(€) rectangles but also,
which is particularly important, the position of the sign
reversal point. This will transform the model approxi-
mation of the above functions as shown in Fig. 6.
Expression (2) for the NE coefficient can be written in
terms of this approximation as

1 Oy 1y lO
= —=0G— - -, (7)
2
eT oo 120

where

W,/2 + bWp

- 09fg
Iy = I D—EDCIS,

—W,/2 + bW,
W,/2 + KW
ly, = J’ 5—%%@(5 —KWp)de,
T e, ®
I, = I E—%ﬁsds,

—W,/2+ bW,
W, /2 + KW,

_ nofg

Iy, = J' D—Emsgn(s—kWD)sde.
— W, /2 + kW,

Obviously enough, such achangein the a,(€) func-

tion should produce avery strong effect on the Hall and

NE coefficients, whereas aweak asymmetry in the o(g)
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function, as shown in [8], does not influencein any way
the form of the R,(T) dependence and affects S(T) only
weakly for band fillings above F = 0.505. This permits
one, in afirst approximation, to disregard, in calcula
tions, the asymmetry of the o(€) function and to use, in
most cases, the approximation presented in Fig. 6 and
expressions (7) and (8) for b =0 but k # 0. The value of
the model parameter k characterizes the degree of
asymmetry of the dispersion curve. In a general case,
where an analysis of the §(T) dependencesindicatesthe
presence of asymmetry in the density-of-states function
(which, as shown by us earlier, is observed in the
HTSCs of bismuth [32] and lanthanum [39] systems, as
well as in calcium-doped YBa,Cu;0, [33, 35]), one
should also take thisfactor into account and use, in cal-
culating the NE coefficient, the value b # 0 found from
the analysis of the S(T) dependences.

This correction dramatically changes the qualitative
pattern of the behavior of the NE coefficient. Figure 7
displays Q(T) dependences calculated within the
approximation shown in Fig. 6 with the use of Egs. (5),
(7), and (8) for b = 0 and for different asymmetries in
g(k) (i.e., different values of the k parameter). In the
high-temperature domain, the NE coefficient remains
positive as before; however, as the temperature
decreases, a broad maximum appears in the Q(T)
dependence beyond the region of itsgrowth (thisregion
is also observed with other model approximations),
whereupon Q falls off fairly rapidly. For certain values
of the model parameters, the NE coefficient reversesits
sign at low temperatures. Thus, the Q(T) dependence
has undergone a substantial change and it now exhibits
all the above features, which are characteristic of Q(T)
curves measured experimentally on doped HTSCs of
yttrium systems.

As seen from Fig. 7, the Q(T) dependences calcu-
lated within this approximation that fit the experiment
qualitatively are observed at both positive and negative
values of the model parameter k (curves4, 5). To get rid
of the ambiguity in determination of the band parame-
ters, we carried out a calculation of the temperature
dependence of the Hall coefficient using the same
approximation and values of k differing in sign. Asfol-
lows from these calculations, the Ry(T) dependence
calculated for k < O fits the Hall experimental data[2],
i.e.,, Ry>0and Ry(T) O T, whereasin the case of k >
0, the values of R, are negative throughout the temper-
ature range covered. Thus, it is the use of negative val-
ues of kin model calculations that permits oneto reach
qualitative agreement between experimental data and
calculations in the case of HTSC materials not only for
Q(T) but aso for the temperature dependences of other
transport coefficients, including the Hall coefficient.
Hence, when choosing the values of the model param-
etersto fit the Q(T) dependence, one should set k < 0.

We should point out the extremely high sensitivity
of the NE coefficient to the details in the band spec-
trum. Taking into account a fairly weak asymmetry in
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Fig. 7. Q(T) dependences calculated in terms of the approxi-
mation presented in Fig. 6 for b = 0. The model parameters

used wereF = 0.51, Wp = 100meV, C=0.3,u=0.5cm?/V s,
andk=(1) 0, (2) -0.05, (3) -0.1, (4) -0.14, and (5) 0.14.

(k) givesriseto aqualitative change in the shape of the
calculated Q(T) dependences. Note that this asymmetry
does not affect the character of the p(T) and S(T) depen-
dences, because the model approximation of the D(g)
and o(g) functions entering the expressions for these
coefficients within the narrow-band model remains
unchanged and, as already mentioned, does not affect
the shape of the R,(T) dependences, which fit the
experimental data as within the standard model of a
symmetric narrow band. Thus, the proposed model
approximation of the density-of-states functions and of
the differential and Hall conductivities can be used to
advantage not only in describing the Q(T) dependences
but also in a combined analysis of the totality of exper-
imental data on the temperature dependences of the
electrical resigtivity and the Seebeck, Hall, and Nernst—
Ettingshausen coefficients obtained on YBa,Cu;0,
HTSC samples of different composition.

To make a quantitative analysis of the temperature
dependences of the NE coefficient in the case of a nar-
row conduction band, one should use Egs. (5)—(8) on
expressing Q through the narrow-band model parame-
tersF, W, C, b, k, and u. One more point should be men-
tioned. As aready noted, in a combined analysis of
experimental data on the Seebeck and NE coefficients,
the values of the main model parameters, namely, F, W,
and C (and, if needed, b), can be derived unambigu-
ously from §T) relations to be subsequently used to
analyze Q(T) by means of Egs. (7) and (8). Asaresuilt,
the behavior of the NE coefficient is determined only
by two additional parameters, namely, k and u. Note
that the mobility, which enters Eq. (7) as afactor, turns
out to be essential only when cal culating the magnitude
of the NE coefficient and does not change the form of
its temperature dependence. Thus, if the parameters F,
Wy, W, and b are fixed, the character of the Q(T)
dependenceisfully determined by the magnitude of the
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parameter k; the absolute values of Q, by the value of u,
which permits one to unambiguously extract these
parameters from experimental data for Q(T). The
results of an analysis of experimental data obtained on
doped HTSCs of the YBa,Cu;0, system will be pre-
sented in another publication.

5. DETERMINATION OF THE PARAMETERS
OF THE CARRIER SYSTEM
FROM AN ANALY SIS OF THE Q(T) RELATIONS
IN TERMS OF THE NARROW-BAND MODEL

An analysis of the effect of various features in the
band spectrum on the behavior of the NE coefficient
showed that the most significant factor in the case of a
narrow conduction band is the character of the disper-
sion relation (k). Other features in the band structure
and in the properties of the carrier system (the asymme-
try in the density-of-states function or the character of
the energy dependence of the relaxation time) are less
significant and may be disregarded in afirst approxima-
tion. In particular, the coefficient Q does not vanish
even if T isindependent of €. This means that an analy-
sis of the NE coefficient cannot give information on the
carrier scattering mechanism and the character of the
1(€) dependence in materials with anarrow conduction
band, unlike the classical case of semiconductors and
metals, where measurements of the Q(T) relations and
their analysis in terms of the classical transport theory
are performed primarily with this purpose in mind. At
the same time, analyzing the Q(T) relations within the
narrow-band model in sampleswith a purposefully var-
ied composition offers the possibility of following the
variation of the degree of asymmetry in the dispersion
relation.

When deriving the carrier mobility from an analysis
of the Q(T) dependence, one should bear in mind the
following. In aclassical case of abroad band, the elec-
tron energy interval of the order of afew kgT that is of
importance in treating transport phenomena is small
compared to the total band width, which permitsoneto
neglect the m* (€) dependence and, using the band-aver-
aged relaxation time [T to determine the carrier mobil-
ity u = @&/m*. In the narrow-band case, one can aso
use the relaxation time averaged over energy, but the
m* (€) dependence cannot be neglected. In particular,
the effective mass at the band center reverses its sign,
and it is this energy region that plays a crucia role in
the HTSC materials whose band is close to being half
filled. Assuming the effective masses in the upper and
lower halves of the band to be equal to within the sign,
i.e., approximating the m* (€) dependence with rectan-
gles, the magnitude of u can be defined as the mean
electron mobility in the narrow band. It is this mobility
that enters Eqg. (7) and that can be derived from the
experimental Q(T) dependence within the narrow-band
model. Hence, asin the classical case, astudy of the NE
effect in narrow-band conductors can be employed to
determine the carrier mobility. Note the following cir-
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cumstances. First, intercrystallite layersin polycrystal-
line samples affect the electrical resistivity substan-
tially, which entails errors in the determination of the
absolute values of . Second, in the narrow-band case,
the Hall concentration is not actually the true carrier
concentration [8]. Both these factors are essentia in
analyzing the experimental data obtained on HTSC
materials, so that the determination of the mobility
from resistivity and Hall measurements as u = oR,
appears invalid. Therefore, experimental investigation
and analysis of the NE coefficient is, in this case, avery
efficient and informative method for determining the
carrier mobility.

6. ANALY SIS OF THE APPLICABILITY
OF THE TRANSPORT EQUATION

Because in the analysis of the Q(T) dependence we
made use of the Boltzmann transport equation and
solved it in the relaxation time approximation, it
appears necessary to verify the validity of thisapproach
in the case of narrow-band materials in general and as
applied to HTSC materialsin particular.

The first condition for applicability of the transport
equation is based on accepting the concept of the mean
freetime, i.e., on assuming that collisonsarefairly rare
events. Because the distribution function, which varies
strongly within an energy interval of the order of kgT,
can be used only if the uncertainty in energy satisfies
the inequality Ae < kgT and the first approximation of
perturbation theory that is employed in calculating the
collision integral isinvalid if the electron suffers more
than one coallision, the time At = A/Ae should be less
than 1. As aresult, we conclude that the following ine-
quality should be met:

keT > A/ 9)

This may be considered the condition for shortness of
the collision time compared to the time between two
successive collisions. Using the expression u = e@l/m*,
where [lis the relaxation time averaged in the corre-
sponding way, criterion (9) can be recast in the form

kg T >eh/m*u. (10)

Condition (9) is satisfied for a broad class of high-
conductivity semiconductors. Assuming the effective
mass to be approximately equal to the free-electron
mass, the carrier mobility at T = 300 K should be,
according to (10), more than 40 cm?/V s. In the case of
YBa,Cu;0,, however, evaluation of the mobility by
using the expression u = R,0 yields very small values
u=1-10cm?V s.Asaresult, the carrier mean free path
| can turn out to be less than the interatomic distance,
which invalidates the assumption of free electron
motion within the length |.

As a way out of this situation, one can take into
account that the narrow-band case is characterized by
large effective carrier masses. The low mobilities may
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not only result from small mean free paths, whichisin
conflict with the uncertainty relation, but may aso be
caused by large effective masses. In this case, the relax-
ation time can remain long enough, T > 1014-10"°s, to
leave criterion (9) satisfied.

If the band is narrow enough, it may turn out that the
uncertainty in the energy of a scattered electron
becomes larger than the width of the band responsible
for conduction, W < #/t, thus making the band pattern
meaningless. Estimation of the width of the narrow
band in HTSC compoundsyields W= 100 meV [8, 33—
36, 39]. Inthiscase, if criterion (9) is satisfied, the con-
dition W > A/t will be certain to be met.

Another possible problem consists in that, in the
case of very narrow conduction bandswith awidth W <
ks®p (Op isthe Debye temperature), carrier interaction
with lattice vibrations cannot be treated using the meth-
ods of perturbation theory. In these conditions, elec-
tron—phonon interaction cannot be considered a small
perturbation and electrons can transfer to polaron
states. For YBa,Cu;0,, we have O, = 400 K [40] and
the condition W > kz@p, is certain to be met. Moreover,
Y Ba,Cu;0,-based superconductors are structures with
strong site disorder, which permits the assumption that
scattering from lattice defects is a dominant scattering
process.

A magnetic field imposes certain limitations on the
applicability of the transport equation. The Boltzmann
equation is essentially classical, which isindicated by
the coordinate and momentum being simultaneously
set in the distribution function. The condition for appli-
cability of classical mechanics is known to reduce to
the following requirement on the particle wavelength:
A <L, whereL isacharacteristic length determining the
extent of action of forces, i.e., the region of space
within which the potential energy changes noticeably.
In a magnetic field, such a characteristic length is the
electron orbital radiusr = V/w. Because A = #/m*V and
m*V? = kg T, we come to the condition #w < kg T, where
the carrier rotation rate in a plane perpendicular to the
magnetic field vector H is w = eH/m*. In the narrow-
band case under consideration, where the carrier mass
is large, the condition 7w < kgT will be met within a
broad range of H and, even at high H electronic orbits,
will not be quantized.

Thus, the band theory and the Boltzmann equation
can be used, although with certain reservations, in ana-
lyzing experimental data on transport coefficients in
HTSC materials, including the NE coefficient.

7. CONCLUSIONS

Thus, we have carried out a comprehensive analysis
of the Nernst—Ettingshausen effect in conductorswith a
narrow conduction band and considered some aspects
of thisanalysis as applied to describing the temperature
dependences of the NE coefficient in the normal phase
of high-temperature superconductors of theY Ba,Cu;0,
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family. The main results obtained and the conclusions
drawn are as follows.

(1) We have qualitatively analyzed the reasons for
the onset of the NE effect, as well asthe featuresin the
Q(T) dependence originating from the narrowness of
the conduction band. It was shown that the NE coeffi-
cient tendsin this caseto zero in both thelow- and high-
temperature limits. The applicability of the approach
employed to HTSC materialsis validated.

(2) An analysis of the NE coefficient made in terms
of the narrow-band model hasrevea ed anumber of fea-
tures in its behavior compared to the classical wide-
band case. It was shown that the temperature depen-
dence and the sign of the NE coefficient are determined
not by the energy dependence of the relaxation time but
rather by the extent to which the dispersion relation (k)
deviates from the quadratic law. In asymmetric narrow
band, the NE coefficient assumes, irrespective of the
energy dependence of the relaxation time and of the
degree of band filling by electrons, only positive values
and it does not vanish even if T isindependent of €.

(3) The Q(T) dependence in the narrow-band model
has been calculated. An analysis of the effect of various
features in the band spectrum showed that only taking
into account the asymmetry in the dispersion relation
g(k) permits one to obtain calculated temperature
dependences Q(T) which fit qualitatively the relations
observed experimentally in the Y Ba,Cu;O, HTSC sys-
tem. Other features of the band spectrum and of the
properties of the carrier system [an asymmetry in the
density-of-states function or the character of the 1(g)
dependence] were found to be less significant and can
be neglected in afirst approximation.

(4) It was shown that the narrow-band model can be
used to advantage in acombined analysis of the temper-
ature dependences of the four transport coefficients in
the normal phase of HTSC materials. Including experi-
mental data on the NE coefficient into the analysis per-
mits one to estimate, in addition to the main band-spec-
trum parameters, the degree of asymmetry of the dis-
persion relation and to determine the average carrier
mobility in a narrow band.
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Abstract—The temperature dependences of the electrical resistivity of (Sn, _,Pb,); _xInTe alloys with differ-
ent concentrations of lead (z= 0-0.60) and indium (x = 0.03-0.20) were studied at temperatures T = 0.44.2 K
in magnetic fields from zero to H = 15 kOe. A resistivity drop of no less than three—four orders of magnitude
was observed in thisrange of alloy compositions. Application of a magnetic field above acritical level resulted
in arecovery of the sample resistivity to the original value. The observed resistivity drop is identified with a
superconducting transition. The critical parameters of the superconducting transition (T, and H,) were deter-
mined at the drop to one half the normal resistivity level. Experimental dependences of the critical supercon-
ducting-transition temperature T, and of the second critical magnetic field H., on the contents of lead () and
indium (x) were measured. The data obtained confirm astrong localization of the In impurity states and are evi-
dence of the extrinsic nature of superconductivity in the class of materials under study. It was established that
as the Pb content in (Sny _,Pb,); _,In,Teincreases, T. and H, decrease as the Fermi level E¢ (fixed in the In
impurity resonance band) leaves the A extremum and the superconductivity breaks down when E leaves the

L> saddle point in the valence-band energy spectrum. © 2001 MAIK “ Nauka/Interperiodica” .

1. INTRODUCTION

Resonance states of Group I11 impurities (In and TI)
have been revealed experimentally and studied in nar-
row-bandgap materials based on the chalcogenides of
lead (PbTe, PbSe, PbS) and tin (SnTe) [1, 2]. Some
compositions of these materials (with the Fermi level
lying within the resonance state band, i.e., with the lat-
ter filled partially by electrons) exhibit a superconduct-
ing transition with critical temperatures T, and critical
magnetic fields H, which exceed, by an order of mag-
nitude (see, eg., [1-5]), the critica parameters of
superconducting semiconductor compounds free of
impurities that create resonance states within the
allowed electron spectrum in crystals. Note that the vol -
ume character of superconductivity in Sn, _,In,Te was
established independently in studies of low-tempera-
ture heat capacity [6].

This paper reports on a systematic investigation into
the effect of the content of lead z and indium impurity x
in (Sn,_,Pb,), _«In,Te aloys on the critical parameters
of the superconducting transition.

2. SAMPLES AND EXPERIMENTAL
TECHNIQUES

Samples  with  the  chemica formula
(Sn,_Pb),_«InTe (z = 0-0.60 and x = 0.03-0.20)
were prepared using ceramic technology [1, 2]. The
preparation procedure consisted of aloying the starting
components of semiconductor-grade purity in vacuum,

with subsequent room-temperature quenching. The
ingots were crushed to agrain size of d ~ 0.1 mm, and
the material was hot-pressed (P = 2000 kg/cm?). Next,
the samples were annealed in vacuum at 600°C for
200 h. X-ray microprobe analysis did not revea any
traces of a second phase in the samples studied.

The low-temperature measurements were carried
out directly inliquid He®. Thetemperature of 0.4 K was
reached by evacuating saturated He* vapor with an
adsorption charcoa pump cooled by liquid He*. The
temperature dependences of the electrical resistivity p
of the samples were studied at 0.4—4.2 K in magnetic
fields H up to 15 kOe. The jump in the p(T) depen-
dences observed within a narrow temperature interval
AT ~ 0.1 K and the recovery of the sampleresistancein
a magnetic field at temperatures below T, indicated a
superconducting transition. The transition to the super-
conducting state was also observed to occur in studies
of the temperature dependence of the magnetic suscep-
tibility of some samples. The critical parameters T, and
H(T) were determined from the condition p = 0.5py
(py s the normal-state resistance at T < 4.2 K). The
H(T) dependences were used to find the derivatives

|0H,/0T |7 . 1 for each sample, after which one could

estimate the critical magnetic field H,(0) a T = 0 K
using the extrapolation expression

Heo(T) = Hea(0)[1—(T/T,)?] (1)

1063-7834/01/4310-1845%$21.00 © 2001 MAIK “Nauka/ Interperiodica’
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and the relation H(0) = 0.69T(dH,/dT) |+ .

The hole concentration was determined at room
temperature from Hall effect data by means of therela-
tion

p=(eR)7, 2)
where R is the Hall coefficient and e is the absolute
value of the éectronic charge. The experimental data

obtained in this work are presented graphicaly in
Figs. 1-6.

3. EXPERIMENTAL DATA AND DISCUSSION

We consider our experimental data. Figures 1-3
present the dependences of the critical temperature T,

Byr=0.04

0 0.1

02 03 04 05 06 07
4

Fig. 1. Dependences of the critical temperature of the
superconducting transition T, on lead content z in

(Snq - ,Pby)q _yIn,Te solid solutions. Here and in the other
figures, the indium content x isidentified at the correspond-
ing curve for each lot.

60

H.,(0), kOe
[0%)
[«]

02 03 04 05 06 07
z

Fig. 3. Dependences of the second critical magnetic field
extrapolated to zero temperature, H»(0), on lead content z
in (Sny _,Pb,)q _xIn,Te solid solutions.
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[7], |0H /0T |r .+, and H(0), respectively, on the

lead content z in solid solution. These relations bear a
clearly pronounced nonmonotonic character but follow
asimilar pattern. They have maximawhose magnitude
and position depend substantially on the alloy compo-
sition (z, X). The following trends are observed: the
parameters of the superconducting transition grow with
increasing the In content and the maxima of the above-
mentioned dependences shift toward higher lead con-
tents in the alloys. As the indium content x increases,
the superconductivity breakdown is also observed to
occur at higher lead contents z.

These data, combined with the values of py (Fig. 4),
were used to estimate the density of states at the Fermi

25 T T T T T T T

[\
S

—_
|9}

—_
=)

dH ,/dT, kOe/K

N

*
x=0.20

02 03 04 05 06 0.7
z

Fig. 2. Dependences of the derivative of the second critical
magnetic  field with  respect to  temperature,

[OH/0T |1 T, 0N lead content zin (Sny _,Pby)q _yINnTe
solid solutions.

04 05 06 07
zZ

0 01 02 03

Fig. 4. Dependences of the electrical resistivity in the
norma state (T = 4.2 K) py on lead content z in
(Snq - ;Pby)q _xIn,Te solid solutions.
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Fig. 5. Dependences of the density of states at the Fermi
level N(O) on lead content z in (Sny _,Pb,); _yIn,Te solid

solutions.

level in the normal state, N(0), from the expressions

N(0) = 2.84x 10™|0H,/0T|; _ 1 px, 3)

N(0) = 4.83 x 10™H_,(0)/(T.pn)- (4)

The estimation yielded similar results, which are
plotted in Fig. 5. As seen from Figs. 1 and 5, thereisa
correlation between the dependences of the critica
temperature and density of states on the composition (z
and x) of the alloys studied.

We consider the effect of the In impurity on the
properties of the samples. As follows from the data
on the Hall concentration of holes presented in
Fig. 6, an increase in the indium content x in the
(Sny _ Pb), _«InTe aloys results in an increase in the
hole concentration p and, accordingly, in the Fermi
level Er being displaced deeper into the valence band.
We note that in (Sn,_,Pb), _.InTe aloys with fixed
lead and indium contents, the hole concentration and
the Fermi level remain unchanged when an excess of
tellurium (which behaves as an acceptor in IV-VI com-
pounds) is added to the sample charge. We studied this
effect in more detail on a(Sng gPy 2)0 051 Mo s T€; 4y AllOY
[8]. The stabilization of Er and the superconducting
transition at liquid—helium temperatures, observed by
usin the (Sn, _,Pb,), _,InTe alloys, are typical of IV—
VI compounds doped with Group 11 impurities, which
produce resonance states deep in the valence band [1—
5]. Based on this, we shall attempt interpretation of our
datain terms of the concept of In resonance states, tak-
ing into account the band structure rearrangement in
(Sn,_,Pb,); _«In,Te aloys induced by increasing lead
content.

We consider the data on the critical temperature in
more detail. For afixed indium content in the alloy (for
instance, x = 0.05), an increasein thelead content in the

PHYSICS OF THE SOLID STATE Vol. 43 No. 10

Fig. 6. Dependence of the Hall concentration of holes p on
lead content zin (Sny _Pb,); _In,Te solid solutions.

solid solution entails a growth of T, which for z> 0.2
isreplaced by itsdecrease, so that for z> 0.4 the critical
temperature becomes less than 0.4 K (Fig. 1) and the
Hall concentration of holes falls off monotonically
(Fig. 6). Because the Fermi level in our aloys, as
already mentioned, is fixed in the band of In impurity
states, the decrease in p should be assigned to a dis-
placement of the In resonance states toward the
valence-band top.

Earlier studies [1, 2] showed the resonance state
band to contain two states per Group |11 impurity atom
and one valence electron not involved in the chalcogen
bonds. In the IV-VI compounds, metals (Pb, Sn) have
avalence of 2* and the In substituting for metal atoms
on the cation sublattice has only three valence elec-
trons, with two of them being involved in chemical
bonds with the chalcogen atoms. Therefore, the In res-
onance band is exactly half-filled by its electrons and
the Fermi level lies at its center.

When the impurity band is within the valence band
(below its top), electrons transfer from higher-lying
band statesto the impurity states and increase their fill-
ing by electrons, so that the hole concentration in the
valence band is equa to the number of electrons trans-
ferred to the impurity states. In this case, the degree of
the In band filling by electrons can be roughly esti-
mated from the expression (similar to [3])

k = 0.5+ p/2N,,. (5)

In equation (5), we have used for p the Hall concen-
tration of holes and N,, is the concentration of the
indium impurity in the aloy.

As the In band shifts toward the valence-band top,
the concentration of electrons transferred to the impu-
rity states (and the concentration of the holes in the
valence band) decreases. In accordance with Eq. (5),
thefilling of the impurity band k approaches 0.5 and the
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Fig. 7. Quadlitative pattern of the hole band spectrum of
Sn, _ ,Pb,Te aloys (after [10, 11]).

Fermi level E shifts toward the impurity band center;
thisiswhat accountsfor the observed growth in the crit-
ical parameters of the superconducting transition in the
aloys under study with increasing lead content
(Figs. 1-3). Note that the pattern of the experimental
relations does not change with an increase in the
amount of indium, N,,, from 4 to 20 at. %, which sug-
gests that the In impurity states retain their resonance
character in the alloys studied and, thus, confirms their
strong localization. According to [9], the localization
radius of the In impurity states in the Pb,,gSny»Te
solid solution is approximately 6 A.

Our estimates of the density of states at the Fermi
level (Fig. 6) are in agreement with the model under
consideration. As aready mentioned, E¢ shifts toward
the valence-band top with increasing z, which is accom-
panied by a decrease in the density of band states. This
should result in a weaker coupling between the band
and impurity states[2, 3] and, accordingly, in anarrow-
ing of theindium energy band and a growth in the den-
sity of impurity states. These processes apparently
compensate one another to a considerable extent, as a
result of which the total density of statesis observed to
vary only weakly (for z < 0.3-0.4, depending on the In
content in the alloys, see Fig. 5).

Asthelead content isincreased still morein all sam-
ples with different indium concentrations, the critical

parameters T, H(0), and [0H,/dT |; . ;. and the den-

Sity of states are observed to decrease rapidly, which we
assign to the Fermi level leaving the additional valence-
band extrema.

We consider alloy samples with a comparatively
low indium content (x < 0.05). In the lot of
(Sn; _ Pb,)o.oslNoosTe samples studied in most detail,
the dependences of the critical parameters and of the
density of states on the lead content z in the aloys
exhibit a distinct correlation with the Fermi level posi-
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tion (the hole concentration p, see Fig. 6) in the
valence-band spectrum of the alloys not doped with
indium (Fig. 7). A comparison of the datain Figs. 6 and
7 shows that T, H,(0), and N(0) begin to drop as E¢
leaves the A extremum corresponding to the hole con-
centration p = 5 x 10 cm3. The superconductivity is
observed to break down asthe Fermi level leavesthe LX
saddle point, which correspondsto p = (2-3) x 10%° cm3,

At higher indium concentrations in the
(Sn, _Pb,), _,InTe solid solutions, x = 0.08, no such
guantitative agreement between the data on the super-
conducting transition (Figs. 1-3) and that on the Hall
concentration of holes (Fig. 6) with the concentrations
corresponding to the critical band-structure points of
the alloys (Fig. 7) is observed. This may be associated
with the In impurity affecting the band spectrum of the
aloys.

4. CONCLUSION

The results of this work can be summed up as fol-
lows. The critical temperature of the superconducting
transition T, and the second critical magnetic field H,
in the (Sn, _,Pb,); _.In,Te alloys have been experimen-
taly established to depend on the contents of lead (2)
and indium (X). The data obtained support the presence
of acorrelation between the position of the In impurity
statesin the band spectrum of the alloys and the param-
eters of the superconducting state, thus indicating the
extrinsic character of the superconductivity in the class
of materials under study. It has been found that the
superconductivity in (Sn, _,Ph,); _,In,Te samples breaks
down when the Fermi level, fixed at the band of In reso-
nance states, leaves the A extremum and the LX saddle
point of the hole energy spectrum.

ACKNOWLEDGMENTS

This study was partidly supported by the Russian
Foundation for Basic Research, project no. 99-02-18156.

REFERENCES

1. V.l.Kaidanov andYu. I. Ravich, Usp. Fiz. Nauk 145 (1),
51 (1985) [Sov. Phys. Usp. 28, 31 (1985)].

2. S.A. Nemov and Yu. |. Ravich, Usp. Fiz. Nauk 168 (8),
817 (1998) [Phys. Usp. 41, 735 (1998)].

3. V. |. Kaidanov, S. A. Nemov, R. V. Pafen'ev, and
D. V. Shamshur, Pis' mazZh. Eksp. Teor. Fiz. 35(12), 517
(1982) [JETP Lett. 35, 639 (1982)].

4. G.S.Bushmaring, I.A. Drabkin, V.V. Kompaniets, etal.,
Fiz. Tverd. Tela (Leningrad) 28 (4), 1094 (1986) [Sov.
Phys. Solid State 28, 612 (1986)].

5. P P. Konstantinov, R. V. Parfeniev, M. O. Safonchik,
et al., Physica C (Amsterdam) 333, 31 (2000).

6. H. Miyauchi, T. Nakaima, and E. Kanda, J. Phys. Soc.
Jpn. 34, 282 (1973).

No. 10 2001



SUPERCONDUCTIVITY OF (Sn; _,Pb,); _In,Te ALLOYS 1849

7. R. V. Pafeniev, D. V. Shamshur, and S. A. Nemov, in  10. G. S. Bushmarina, |. A. Drabkin, M. A. Kvantov, and

Proceedings of the 24th International Conference on the O. E. Kvyatkovskii, Fiz. Tverd. Tela (Leningrad) 32
Physics of Semiconductors, ICPS 24, Jerusalem, 1998, (10), 28 (1990) [Sov. Phys. Solid State 32, 1666
Ed. by D. Gershoni (World Sci., Singapore, 1998), on (1990)].

CD-ROM. _ ,

8. S.A. Nemov, R. V. Parfen’ev, and D. V. Shamshur, Fiz. 1. A. V. Berezin, S, A. Nemov, R. V. Pafen'ev, and
Tverd. Tela (St. Petersburg) 41 (12), 2132 (1999) [Phys. D. V. Shamshur, Fiz. Tverd. Tela (St. Petersburg) 35 (1),
Solid State 41, 1956 (1999)]. 53 (1993) [Phys. Solid State 35, 28 (1993)].

9. Yu. l. Ravich, S. A. Nemov, and V. I. Proshin, Fiz. Tekh.

Poluprovodn. (St. Petersburg) 29 (8), 1448 (1995)
[Semiconductors 29, 754 (1995)]. Translated by G. Skrebtsov

PHYSICS OF THE SOLID STATE Vol. 43 No. 10 2001



Physics of the Solid State, Vol. 43, No. 10, 2001, pp. 1850-1852. Translated from Fizika Tverdogo Tela, \Vol. 43, No. 10, 2001, pp. 1776-1778.

Original Russian Text Copyright © 2001 by Gashimzade, Babaev, Gasanov.

SEMICONDUCTORS

AND DIELECTRICS

Thermopower of a Semiconductor Film with Parabolic
Potential in a Strong M agnetic Field

F. M. Gashimzade, A. M. Babaev, and Kh. A. Gasanov

Ingtitute of Physics, Academy of Sciences of Azerbaijan, pr. Dzhavida 33, Baku, 370143 Azerbaijan
Received February 8, 2001

Abstract—Relationships for the transverse magnetothermopower of a semiconductor film with parabolic
potential are derived for the cases of nondegenerate statistics and strong degeneracy. It is demonstrated that, in
the case of strong degeneracy, quantum levels lying below the Fermi level intersect the Fermi level with an
increase in the magnetic field, which leads to jumpwise oscillations of the thermopower magnitude. © 2001

MAIK “ Nauka/lInterperiodica” .

1. INTRODUCTION

In the past few decades, numerous experimental and
theoretical investigations have been focused on the
thermopower in low-dimensiona systems (films,
nanowires, and quantum dots) [1-3]. Bogachek et al.
[2] theoretically studied the longitudinal magnetother-
mopower. It was revealed that the longitudinal magne-
tothermopower exhibits an oscillatory behavior under
variations in the magnetic field. According to [2], this
behavior of the longitudinal magnetothermopower can
be explained by the sequentia switching on (switching
off) the energy levels with a change in the magnetic
field.

It is assumed that a similar behavior should also be
observed in the case of transverse magnetother-
mopower under the conditions of strong degeneracy.
This assumption stems from the fact that, under these
conditions, the dependence of the nondissipative mag-
netothermopower simply reproduces the behavior of
the density of states at the Fermi level [4].

In the present work, we cal cul ated the magnetother-
mopower in a semiconductor film with a parabolic
potential and a magnetic field applied along the film
plane. Since we considered the case of partia band
occupation, the nonparabolicity of the light-carrier
band was disregarded. In principle, the nonparabolicity
can easily be included in the calculation by using the
results obtained in [5].

Let usfirst derive the relationships for the electron
spectrum and the density of statesand then calculatethe
transverse magnetothermopower for the cases of non-
degenerate statistics and strong degeneracy.

2. ELECTRON SPECTRUM FOR A PARABOLIC
QUANTUM WELL IN A LONGITUDINAL
MAGNETIC FIELD

For the standard eectron dispersion law, the sought

spectrum can be represented in the following form [5, 6]:

2,2
Enk, ko = (N+U2)hw+ 2_mz
2,2 2 (1)
+_O_y+ .
W2 2m ogugH

Here, the Landau gauge is chosen for the vector poten-

tia A (0, x - H, 0), w, characterizes the parabolic poten-
tia of the film

U= : )

©=p1+2 (Where z= =X and oo, = S is the

Wy mc
cyclotron frequency), g isthe Bohr magneton, g isthe
factor of spectroscopic splitting, o = +1/2, and N isthe
number of the quantum level.

For semiconductors of the InSb type, this formula
can be used in the case of partia occupation of the con-
duction band [7].

The coordinate wave function, which correspondsto
the energy eigenvalue (1), has the form

On ok, k() = dn(X=Xo)exp(ikyy +ik;z),  (3)
where

dn(X—%p) = -1
" ° a2 /2 N1
4
0 (x=x)T  x=Xq
x exp[3 OH )
PE 2 g "0 a
- |
a= = ©)
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WAk, W, 2
= —a’'k,.
W MW W

0= TTL—.

(6)
The density of statesis defined by the expression
p(e) = O(&n,k, k0 —E)- ()
N, ky, k0

Then, by changing over from the summation over k,
art;(tj _ky to integration and adopting expression (6), we
obtain

p(e) = oL 2RO ¢ J’—dXO ®
. :
(2m? & W2 Je—gny — X
Here,
€vo = (N+12)fiw+ ogpgH, ©)
mey
b= 2% (10)
wC

For a typica quantum well in GaAl,_,As (see

Fig. 1in[8]), the upper limit of integration X, is deter-
mined by the degree of well occupation. Specificaly, if

2
€ — &g < b%’% , the result of integration does not
I
7
2

Otherwise, if € —gy; > b%’% , theresult of integration

depend on the quantum well width and is equal to

depends on the well width, i.e., W = L,. Note that,

2 2
. L mw, .
according to Fig. 1in[8], A, = MBCHO" in a zero

2 020

magnetic field. These relationships will be used below
to determine wy,.

Therefore, we have

L,L
p(e) = 252,
21th° Wo
0
2
ENZ H(—€+&y,+bLy/4) (11)
X [] ¢
%_2 . O/bL%/4 L
DT[Zarcst e N"’_b—f%’
O N, o

where H(X) is the Heaviside function.
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Fig. 1. Dependences of the magnetothermopower a(H)
(V/K) on the magnetic field z = w(H)/wy for InSb (solid
line) and GaAs (dashed line).

3. THE CASE OF CLASSICAL STATISTICS

In his monograph, Askerov [4] showed that the
transverse magnetothermopower can be calculated
using the Obraztsov formula[9]

S

a(H) = = (12)
Here, Sisthe entropy of the electron gas
_ 0
= —E== 13
%TDEYH ( )
Q = kT InBL+ expDE——————X———_SN’k’kZ’q]D (14)
o > 0 ol

N, ky, kz, 0
where Q isthe Gibbs thermodynamic potential and & is
the chemical potential.
For the nondegenerate statistics,

Q = —nK,T, (15)
where n is the electron concentration (in our case, nis

the two-dimensional electron concentration).

From formulas (12), (13), and (15), we obtain the
following relationship for the transverse magnetother-
mopower in a semiconductor film:

a(H) = —k—eo

()]
x =2 —1 +vcothv —v cothy — ———2
F-n Jrert(n)-

2001
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Fig. 2. Dependences of (1, 2) the normalized Fermi level
n =¢&/kgT and (3, 4) themagnetothermopower a(H) (arb. units)
on the magnetic field z = w(H)./wg for (1, 3) InSb and
(2, 4) GaAs.

Here,
bL?
t= 4k, T’ ("
erf(t) isthe probability integral [10],
_ hw _ 9ugH _ &
VEger VT g Ny (9

and k, is Boltzmann’s constant.

In our calculations, we used the avail able data[ 8] on
the well width (L, = 4000 A), the parabolic well height
(A, = 150 meV), and the electron mass (m = 0.067m)
to obtain the estimate wy, = 4.437 x 10 s,

For InSb semiconductors, we assumed that m =
0.016my, and #wy, = 7.5 meV in accordance with [7]. In
addition, weset n =2 x 10 and 5 x 10° cm2 for InSh
and GaAs, respectively. The calculated dependences
a(H) for GaAs (g = -0.44) and InSb (g = -51.2) at
T=300K areshowninFig. 1.

4. THE CASE OF STRONG DEGENERACY

In this case, the transverse magnetothermopower is
proportional to the density of states [4]:

KoK

aH) = =36

P(&F), (19)
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wherethe Fermi level & isdetermined from the expres-
sion for the electron concentration and depends, even if
only slightly, on the magnetic field,

n= Z (Er—&n,6)P(&F).

This formula makes allowance for the fact that the
Fermi levels at actual concentrations are located con-
siderably below b(L,/2)2.

As the magnetic field increases, the quantum levels
lying below the Fermi level intersect the Fermi level,
which leadsto ajumpwise decreasein the thermopower
magnitude. However, the density of states and the mag-
netothermopower between the jumps increase propor-
tionally with w(H). Hence, the dependence a(H) exhib-
its an oscillatory behavior.

Figure 2 displays the oscillatory dependences for
GaAs (n = 102 cm™) and InSb (n = 5 x 10 cm™) at
T=42K.

The concentrations are higher than in the nondegen-
erate case as our aim was to observe several oscillations
of the magnetothermopower.

For InSh, the jumps are nonuniform due to aconsid-
erable confluence of the quantum level splitting.

As was noted above, the magnetothermopower of a
guantum wire also exhibits a similar oscillatory behav-
ior. However, unlike the nondissi pative transverse mag-
netothermopower studied in the present work, Beenak-
ker and Staring [1] considered the longitudinal magne-
tothermopower.
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Abstract—The spectra of the low-temperature photoluminescence in the cases of band-to-band and subgap
laser excitation and the luminescence-excitation spectra of high-purity [111]-textured p-CdTe polycrystalswith
stoichiometric composition were measured. The spectrum of electronic states in the 1.3-1.6 €V energy range
and the changes in this spectrum as a result of annealing of the samples in cadmium vapor were studied. It is
shown that the electron levels located in the CdTe band gap that are responsible for the Z and Y luminescence
bands (Aw = 1.36 and 1.47 eV) areformed as aresult of interaction of extended defects with background impu-

rities. © 2001 MAIK “ Nauka/Interperiodica” .

1. INTRODUCTION

Despite the long-standing comprehensive studies of
wide-gap 11-VI semiconductors, the field of their practi-
cal applicationsis still very limited. The reasons for this
are well known and stimulate further investigation of
these materials. The phenomenon of self-compensation,
characterigtic to the entire family of wide-gap 11-VI
compounds, is related to the origin of deep electron
statesin the band gap and brings about an increasein the
resistivity. Determination of the origin of deep electronic
states remains a major fundamental problem at present;
successful practical application of the 11-V1 compounds
depends on solution of this problem. According to
widely accepted concepts, the deep electronic states are
formed as a result of complex processes of interaction
between impurities and structural defects during crystal
growth. In nonstoichiometric bulk crystalsgrown at high
temperatures using the liquid- and vapor-phase methods,
the concentration of native defectsis~10%-10' cm3[1]
and the concentration of background impurities is no
lower than ~10'¢ cm3,

The self-compensation models developed previ-
ously were based on consideration of the interaction
between intrinsic and extrinsic defects [2, 3]. As the
technologies for producing crystals and epitaxial films
of the II-VI compounds became more sophisticated,
notions on compensation were reconsidered on the
basis of quasi-chemical models and of lattice-relax-
ation effects as aresult of doping [4, 5]. The search for
new approaches to explaining the compensation mech-
anism is stimulated by anumber of recent experimental
datathat are difficult to interpret in terms of the existing
models. This can be exemplified by the development of

technology for growing nominally undoped CdTe crys-
talswith nearly stoichiometric composition using high-
purity components; the resistivity of these crystals was
shown to be as high as 10°-10° Q cm [6, 7].

Few publications [8-12] concern themselves with
the effect of extended defects (dislocations, twins, sub-
grains, and grain boundaries) on the optical and, espe-
cialy, transport properties of undoped I1-V1 compound
crystals. Much more data have been accumulated from
studying the optical properties of the I1-V1 epilayers
[13-17].

It is well known [18] that extended defects are
involved in the scattering of free charge carriers, arethe
sites where impurities (and intrinsic defects) accumu-
late, and give rise to local stresses and internal electric
fields that affect the potential relief. Both in bulk crys-
talsand in films, the density of extended defects varies
in awide range and may be quite high. The density and
type of adefect depend on the conditions of crystal and
film grow.

The vast mgjority of the studied objects (crystals
and films) contain a large number of extended defects
in addition to point impurities and nonstoichiometric
defects [19-22].

Theresults of annealing the crystalsin the saturated
vapor of the components are indicative of an intricate
interaction between all types of defects. Redistribution
of segregated impurities and intrinsic defects in the
vicinity of extended defects may profoundly affect the
electrical and optical properties of the crystals.

Recently, clarification of the relation between the
presence of extended defectsin undoped I1-V1 crystals
and the emergence of the characteristic Y and Z bands

1063-7834/01/4310-1853%$21.00 © 2001 MAIK “Nauka/Interperiodica’
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in the optical spectra of these crystals was attempted.
An increase in the intensity of the Y band in undoped
CdTe crystals was observed in the regions with
increased dislocation density [23]. A relation between
the dislocations and Y band was also established in the
deformed n-ZnSe samples [24]. Similar studies have
been performed for ZnTe crystals [25]. An increase in
the importance of the role played by nonradiative
recombination and the quenching of emission in the
excitonic region of the spectrum have been observed.
Scanning microprobe photoluminescence (PL) was
used at 100 K to show that the intensities of the lines at
1.47 and 1.36 eV (the Z line) excited by the radiation of
an He—Nelaser increased sharply at the siteswheredis-
locations emerged to the surface of CdTe samples[26].
In heteroepitaxial CdTe films, the intensity of the Y line
in the PL spectrum is uniquely related to specialy
introduced layers, with their crystal orientation differ-
ing from the main film orientation [27]. Although the
mechanism of forming localized deep states is not yet
clear, theinvolvement of extended defectsin theforma-
tion of some of these states has been verified.

In this study, we analyzed the spectra of low-temper-
ature PL in polycrystaline p-CdTe samples with
extremely low concentrations of native point defects and
background impuritiesin order to assess the contribution
of extended defects to the formation of localized elec-
tronic states.

- p-CdTe BE
T=5K SA
‘é I~
=
<
<
é_
&
0]
E
’4 -
(=W
1L\0
o J J_
1 1 1 1
1.2 1.3 1.4 1.5 1.6 1.7

Photon energy, eV

Fig. 1. Photoluminescence (PL) spectra demonstrating the
results of purifying the CdTe polycrystals of residual impu-
rities.
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2. EXPERIMENTAL

Polycrystalline p-CdTe ingots were obtained at the
stage of finishing purification of the compound through
vacuum sublimation at a crystallization temperature of
~620°C; the ingots were synthesized from high-purity
components [28], had stoichiometric composition (the
composition corresponding to the P,,,,, point), and were
textured in the[111] direction. The average diameter of
asingle-crystal grainin thetexturewas2 mm. Thedislo-
cation density in the grain was no higher than 10? cmr2.
Twinning lamellas were present in some of the grains.
The total concentration of background impurities in
purified CdTe did not exceed 10 cm3,

We measured the low-temperature PL either on
freshly prepared cleaved surfaces or in samples sub-
jected preliminarily to lapping, polishing, and chemical
etching in a solution of bromine in methanol. Some of
the samples were annealed in saturated cadmium vapor
for 72 hat T 0J600°C in order to study the behavior of
background impurities at the grain boundaries.

In order to study the spectrum of localized deep
states, the density of which was low in the CdTe sam-
ples under investigation, we used optical methods. PL
measurements under band-to-band and resonance exci-
tation in the excitonic region of the spectrum and the
method of excitation PL. In addition, we measured the
electrical conductivity of thesamplesat T=300K. The
PL spectra were measured in the temperature range of
2-100 K using the conventional method [29]. The PL
was excited by Ar laser radiation with lines at 515 and
488 nm or by aHe—Ne laser.

We used a tunabl e titanium—sapphire laser for reso-
nance excitation of PL and for measuring the excitation
PL spectra; the emission was detected using a cooled
photomultiplier with a GaAs cathode.

3. RESULTS AND DISCUSSION

In Fig. 1, we show three spectra of the p-CdTe low-
temperature PL, which characterize the quality of the
material after various stages of purification. The upper
spectrum (curve a) corresponds to the material after
low-temperature synthesis and the first-stage of purifi-
cation. Spectrum b was obtained after several stages of
purification. Spectrum c corresponds to the ingot after
the final purification stage.

The samples have a composition close to stoichio-
metric even after the first stage of purification; this
composition is retained after all the subsequent purifi-
cation stages. It isnotable that only the concentration of
background impurities decreases from stage to stage.

The PL was measured at T =5 K on freshly cleaved
surfaces. The intense emission related to bound exci-
tons (BE) is observed in all the spectra. As the content
of background impurities is lowered (spectrum b), the
so-called self-activated (SA) band disappears and the
intensities of emission bands related to band—impurity
(e-A) transitions and to donor—acceptor pairs and also
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of the Y (~1.47 eV) and Z (~1.36 and 1.3 €V) bands
decrease. These bands are almost indistinguishable in
the final (c) spectrum. All three samples were of the p-
type conductivity; their resistivity increased from ~10°
to 10° Q cm as the purification became more profound.
The behavior of the Z and Y bands, the formation of
which involves extended defects, is noteworthy.

Measurements of PL under local excitation of a
sample with sharply focused radiation (d ~ 5 um) of a
He-Nelaser at T =100 K showed that the Zand Y bands
were dependably detected only when the excitation
spot was in the vicinity of the grain boundary.

Electronic levels with ionization energies of
246 meV (the Z band) and 136 meV (the Y band) in
these samples manifest themsel vesin the photoconduc-
tivity spectra and in the temperature dependence of
resistivity [30].

It is well known that inversion of the conductivity
type occursin undoped and fairly pure p-CdTe crystals
asaresult of annealing in Cd vapor [31]. We repeatedly
observed this effect after heat treatment of CdTe sam-
ples subjected to the initial stages of purification.
Annealing of samples with a low concentration of
residual impurities does not result in a change in the
conductivity type; at the sametime, theresistivity of the
samples increases by two-three times.

3.1. Shallow Acceptor and Donor Satesin p-CdTe
Polycrystals with Soichiometric Composition

The low-temperature PL spectra provide a rough
idea of the purity and structural quality of the crystals
under investigation and al so of thetype of shallow-level
substitutional impurities present in the samples. The
chemical nature of the impurities can be inferred from
the spectral positions of the lines A°X related to exci-
tons bound to acceptor impurities (the lines of excitons
D°X bound to the shallow-level donors cannot be
resolved for various types of these donors), the lines
corresponding to the e-A and D-h transitions, and from
the emission related to the donor—acceptor pairs and to
the two-hole transitions (THTS) and two-electron tran-
sitions (TETS). In the samples under consideration with
donor and acceptor concentrations lower than 104 cmr3,
analysis of the impurity composition is extremely diffi-
cult.

The impurity-related transitions and the emission of
donor—acceptor pairs make themselves barely evident
in the PL spectra. The two-hole and two-electron tran-
sitions aretypically clearly pronounced in the PL spec-
trafor impurity concentrations of >10'> cm=. However,
the observation of such transitions becomes almost
impossible for a volume charge-carrier concentration
lower than 10 cm3. The probability of observation of
THT and TET processes may increase if the impurities
are preferentially concentrated in the vicinity of
extended defects, which is aided by annealing of the
sample in Cd vapor. The transitions involving bound
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excitons are most sensitive to low impurity concentra-
tions owing to the high oscillator strengths of these
transitions. However, the spectral positions of the peaks
related to excitons bound to impurities such as Na, Li,
and N differ by mere several hundredths of millielec-
tronvolts.

The following special feature of the obtained p-
CdTe PL spectra, which indirectly substantiates our
inference as to the role of extended defects (the small-
angle crystalite boundaries), is noteworthy. The spec-
tral width of the bound-exciton lines (D°X and A°X)
depends on the excitation-spot diameter and varies in
the 0.5-1.2 meV range, whereas the position of theline
peaks varies within ~0.2 meV. The peak of the A°X line
in the low-temperature PL spectra of high-purity sto-
ichiometric CdTe polycrystalsis located within 1.589—
1.5893 eV. This suggests that the main shallow-level
acceptorsin the samples arerelated to Li and Naimpu-
rities, because the nitrogen concentration becomes so
low even after the initial stages of purification that it
cannot be detected using spectral analysis.

In Fig. 2, we show atypical full-range PL spectrum
for polycrystalline stoichiometric CdTe samples
annealed in an atmosphere of Cd vapor. The measure-
ments were performed on samples polished perpendic-

p-CdTe
L T=5K A°X(Li, Na
| A%LOo)
*g ” DX
s L Gl
8 '
g B FX
g T T T
E[ 156 157 158 159  1.60
= | A°X(LO)
- w
i DX
AX(2LO)
)
I I I T
1.48 1.52 1.56 1.60

Photon energy, eV

Fig. 2. The full-range photoluminescence (PL) spectrum of
the purest samples after annealing in an atmosphere of Cd
vapor. Details of the spectrum in the excitonic region are
shown in theinset.
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p-CdTe
T=2K

PL intensity, arb. units

| |
1.585 1.590

Photon energy, eV

1.580

Fig. 3. Shape of the photoluminescence (PL) spectrain the
region of atwo-electron-transition emission and the W band
for two different sites at the sample surface in the case of

DOX-line resonance excitation.

ularly to the direction of the texture growth with subse-
guent etching in a solution of bromine in methanol. A
barely distinguishable G line (at 1.5902 eV) and a
Wiline (at ~1.586 €V) are observed in the excitonic
region of the spectrum in addition to the low-intensity
free-exciton line (FX) and the bound-exciton lines D°X
(at 1.5928 eV) and A°X (at 1.5891 eV). The intense G
lineis commonly observed in the spectra of high-resis-
tivity Cl-doped CdTe crystals, and its interpretation is
controversial [32]. The Wlineisobserved in the spectra
of p-CdTe samples annealed in an atmosphere of Cd
vapor. We discuss the W line below.

In order to reduce the role played by the surface
recombination and to attempt to detect the TET and
THT processes, we measured the PL spectra under the
conditions of resonance excitation of the excitons
bound to impurities; we also measured the excitation
PL spectra. We failed to detect the THT-related pro-
cesses with involvement of Cu, Ag, P, and As under the
resonance excitation of PL in the frequency range cor-
responding to the A°X line. It is difficult to reliably
detect the two-hole transitions with involvement of Li
and Na (thelinefor Li peaksat 1.5463 eV) because the
corresponding lines are obscured by the A°X; y,+2LO
line, which has a higher intensity.
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Fig. 4. The excitation spectrum for two-electron-transition
luminescence (at 1.582 eV).

Two low-intensity doublet lines (in addition to the
A%X line at 1.5891 eV) are observed in the PL spectrum
(Fig. 3, curve a) under resonance excitation of the DX
line (1.5928 eV). The short-wavelength doublet fea
tures two peaks at 1.5863 and 1.5953 eV. In the major-
ity of publications, the peak of the W line is typically
reported at 1.586 eV [33, 34]. The doublet band at a
longer wavelength liesin the region of the TET-related
emission. One of the peaks of the band near 1.582 eV
corresponds to TET processes with the involvement of
chlorine atoms. The peak at a shorter wavelength is
close to the spectral position of the TET processes that
involve fluorine [35]. Theinsufficiently purified deion-
ized water used in the technological process may con-
stitute the source of the above impurities (although
their concentrations are low). Spectrum b in Fig. 3 was
measured after the excitation spot had been dightly
shifted. A marked redistribution of thelineintensitiesin
both doublets may be indicative of nonuniform impu-
rity distribution in the vicinity of an extended defect.

The dominant contribution of donors to the forma-
tion of the emission bands shown in Fig. 3isalso indi-
cated by the excitation spectra of PL in the TET and
W bands. In Fig. 4, we show the excitation spectrum of
PL for two-electron transitions (at 1.582 eV). The high-
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Fig. 5. The excitation spectrum for Y-band luminescence
(1.47 eV). The luminescence-spectrum region in the vicin-
ity of the Y band is shown in the inset.

est intensity of the TET PL line is observed under the
conditions of resonance excitation of excitons bound to
donors (1.5928 eV). An amost identical excitation
spectrum is observed for one of the W lines (at
1.5863 eV). In addition to an increasein intensity under
excitation of the DX line, common special featuresin
the excitation spectra consist in sharp dips of the exci-
tation at the emission frequency of an exciton bound to
an acceptor (at 1.5891 eV for Li acceptor) and in the
absence of aresponse to the excitation of free excitons.
The sharp dip at the A°X frequency can be explained by
the high oscillator strengths for radiative transitions
related to excitons bound to acceptors, whereas the
absence of aresponse to excitation of free excitons may
indicate that the radiative-channels represented by the
FX line, on the one hand, and the D%X and A°X lines, on
the other hand, are spatially separated.

3.2. Relation between the D°X, W, and Y Emission
Bands

If the excitation is such that the incident-photon
energy islessthan the band gap and is not at resonance
with excitonic lines, the radiative channels of excitonic
recombination are highly depressed. Asaresult, anum-
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N FX
D%
FX(LO)
DX

PL intensity, arb. units

FX(LO)

| | |
1.58 1.59 1.60

Photon energy, eV

Fig. 6. Redistribution of emission intensities between the
luminescence excitonic lines for CdTe single-crystallite

excitation levels of (a) 0.25 and (b) 1 W/cm?.

ber of low-intensity emission lines are observed in the
long-wavelength region of the spectrum; anaysis of
these lines is beyond the scope of this study. We briefly
dwell on one of the above lines (the Y line peaked at
1.476 eV), the relation of which to extended defects in
undoped p-CdTe samples has been reliably established
[23]. The Y band is also observed in p-CdTe samples
doped moderately with chlorine, in which case the
intensity of this band depends on Cl concentration [32].
In Fig. 5, we show the spectrum of PL excitation for
thisline. A characteristic feature of this spectrum con-
sists in the fact that the intensity of the Y line emission
depends on the resonance excitation of the W line in
addition to the band-to-band and D°X-line excitation.
Thus, the WHine emission is also formed with the
involvement of extended defects. Furthermore, the
deep dip in the spectrum at the FX-emission frequency
is noteworthy. The PL spectra of the same CdTe sam-
ples (Fig. 6) support the inference as to the spatia sep-
aration of recombination channelsfor free excitonsand
those bound to impurities. If a crystallite is primarily
excited, a high intensity of the free-exciton PL is
observed, which is characteristic of perfect crystals
with a low impurity concentration. In addition, the
reported spectra support the inference as to the almost
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identical concentrations of the shallow-level donors
and acceptors in the samples we studied. This is sug-
gested by the fact that, as the intensity of the band-to-
band excitation increases by a mere factor of 4 (cf.
spectraa, bin Fig. 6), theintensities of thelinesrelated
(one way or another) to donors in p-CdTe increase
sharply in addition to the FX-line intensity. This may
indicate that the charged donors are neutralized by gen-
erated free electrons, which brings about a nonlinear
increase in the intensity of the DX line [36]. The rela-
tion of the W line to donors is clearly observed in the
resonance PL and the excitation PL spectra, whereas
the relation between the G band and the presence of
donors manifestsitself in theform of apeak inthe TET
excitation spectrum (Fig. 4). Moreover, asharp peak in
the emission intensity in the A°X-line excitation spec-
trum is observed under the conditions of G-line reso-
nance excitation. Both of the above facts may indicate
that the recombination centers under consideration are
primarily localized in the same regions (specifically, in
the vicinity of extended defects) and that the origin of
the G lineisrelated to excitons.

4. CONCLUSIONS

Thus, on the basis of the results reported above, we
may draw the following conclusions:

(1) The concentrations of the electrically and opti-
caly active centers are no higher than 10'3 cm2 in the
studied high-purity stoichiometric textured CdTe poly-
crystals.

(2) For alow dislocation density (<100 cm™), the
main types of extended defectsin asingle-crystal grain
arethe boundaries of textured crystallites with an angu-
lar misorientation of 1°—4° and, to a lesser extent, the
twinning lamellas.

(3) A decreaseintheintensity of theZand Ylinesin
the PL spectrameasured after successive stages of puri-
fication of the CdTe samples indicates that impurities
and extended defectsinteract and giveriseto deep elec-
tronic states with activation energies of 246 and
136 meV.

(4) The results of annealing CdTe samples in an
atmosphere of Cd vapor and the analysis of the photo-
luminescence spectra suggest that, for a low total con-
centration of background impurities, the concentrations
of the shallow-level donors and acceptors are close to
each other, and that theimpuritiesare mainly located in
the vicinity of extended defects.

(5) The detected relation between the Y-line inten-
sity and the WHine resonance excitation is indicative of
theinvolvement of extended defectsin the formation of
the electronic states responsible for the W photolumi-
nescence band.

(6) The observed relation between the intensities of
the DX, Y, and W lines may indicate that the electronic
states responsible for the Y- and WHline photolumines-
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cence emission are formed as a result of interaction
between residual donors and extended defects in
p-CdTe.
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Abstract—The spatia correlations in the arrangement of iron ions in HgSe : Fe compounds are described by
the pair correlation function calculated within the hard sphere model. The temperature effect is taken into
account by substituting the thermodynamic mean for the correlation sphere radius. The thermodynamic aver-
aging is performed using the Einstein approach. The temperature dependences of the mobility of electrons scat-
tered by a spatially correlated distribution of iron ions are calculated, and the results of these calculations are
compared with the experimental data. © 2001 MAIK “ Nauka/Interperiodica” .

1. INTRODUCTION

In HgSe : Fe crystals, the resonance level of iron
atoms is located in the conduction band and the iron
atoms themselves are donors, each giving up one elec-
tron to the conduction band. At a critical concentration
of iron atoms n, = 4.5 x 10'® cm3, the Fermi level of
conduction electrons coincides with the resonance
level. In the case when the iron concentration is less
than the critical value, all the iron atoms are ionized. It
is assumed that iron atoms are spatially distributed in a
random way. Hence, it followsthat, at ng, < n, ironions
are also arranged in a random manner. When the con-
centration of iron atoms is higher than the critical con-
centration, only a portion of iron atoms occurs in the

ionization state and the concentration of iron ions ng,
isequal to n.. Therefore, even for arandom distribution
of iron atoms, the spatia distribution of impurity ions
can be considered to be correlated. This distribution
appears very specific, because it substantially depends
on the number of vacant sites (neutral iron atoms). The
effect of spatial correlations in the arrangement of
impurity ions on the electron mobility in HgSe : Fe
crystals has been studied extensively over the last
decade [1]. In recent works dealing with HgSe : Fe
crystals [1-4], these specific distributions of impurity
ions at low temperatures (in the limiting case, T = 0)
have been calculated within the hard sphere model.

In the low-temperature range 0 < T < 50 K, the
HgSe : Fe compounds are characterized by an anoma-
lously rapid decrease in the electron mobility with an
increase in temperature [1]. Since, in this temperature
range, the degree of degeneracy of an electron gas is
rather high (e = 210 meV) and the contribution of elec-
tron scattering by phonons is small compared to the
impurity scattering, this anomaly is usually explained
by the weakening of correlationsin the arrangement of

iron ions due to the increase in temperature. Ablyazov
and Efros[5] analyzed similar anomaliesin the temper-
ature dependence of the mobility p(T) under the
assumption that iron ions form a Wigner lattice. Tsi-
dil’ kovskit et al. [6] calculated the temperature depen-
dence of the mobility with the use of the Mayer func-
tion in describing interionic correlations. In both cases
[5, 6], the authors used fitting parameters for a quanti-
tative description of the observed temperature depen-

dence pu(T).

In the present work, | propose a rigorous procedure
for calculating the temperature dependences of the pair
correlation functions describing the spatial distribution
of ironions. It should be noted that, unlike the calcula-
tions performed in [5, 6], | did not resort to any new
model concepts and restricted my consideration to the
models already used for calculating the spatial correla-
tionsof ironionsat T=0[3].

2. ENERGY OF CORRELATION IN THE SPATIAL
ARRANGEMENT OF IRON IONS

At T =0, iron ions adopt a configuration in which
the energy of the Coulomb repulsion is minimum. In
the case when the lattice temperature is nonzero, there
exist al possible configurations that can be formed by
ironions. For agiven configuration of ions, the correla-
tion energy can be defined asthe difference between the
energy of interionic interaction in this configuration
and the energy of the interaction of impurity ions spa-
tially distributed in a random manner. The probability
of finding a system of ions in the given configuration
depends on the correl ation energy corresponding to this
configuration. Therefore, first of al, it is necessary to
evaluate the correlation energy for the given configura-
tion of impurity ions.

1063-7834/01/4310-1860$21.00 © 2001 MAIK “Nauka/Interperiodica’



TEMPERATURE EFFECT ON SPATIAL CORRELATIONS OF IMPURITY IONS

Let us assume that ng, is the concentration of iron

ions (for simplicity, the crystal volumeV is taken equal
to unity). In this case, the energy of interionic interac-

tionis given by
1
Ei = éz zv(rij)- (1
joiz]
where V(r;)) isthe energy of theinteraction between two
ions. The interaction between ionswill be described by

the potential calculated in the framework of the Tho-
mas-Fermi model, that is,

2
€ r
V(r) = T exp%—r—E,
T

where r}ZF = 6me?/ke For HgSe : Fe crystals, these
parameters are as follows: the permittivity k = 20, the
electron concentration n, = n, = 4.5 x 108 cm™ (at
Nee > N), € = 210 meV, and r = 5.8 x 107 cm. The
mean energy of interionic interaction [E; s calculated
by the formula[7]

0= <§Z ZV(ru)>

@
- %fdrldrzn(rl)n(rz)V(rlz)g(rl, ry),

where g(r4, r,) isthe pair correlation function describ-
ing the spatial distribution of particles. For a homoge-
neous and isotropic spatial distribution of ironions, for-
mula (2) takes the form

[E;0 = 2nn;§Ir2drV(r)g(r). ©)

The energy of correlation E; in the arrangement of iron
ionsis defined as the difference

E. = (EO-EQ (@)
where [E;[Jis the mean energy of the interaction
between iron ions whose distribution is described by
the correlation function g(r) and DEihiD is the mean
energy of the interaction between iron ions spatially
distributed in a random manner (g"(r) = 1). By substi-
tuting expression (3) into formula (4), we obtain the

relationship for the energy of correlation in the ion
arrangement per ion, € that is,

E. = Nieg = 2nn;§jr2drV(r)[g<r)—1]. (5)
0

The correlation energy for iron ionsin HgSe : Fe crys-
tals was calculated in [8, 9]. Wilamowski [8] deter-
mined the correlation energy according to formula (5).
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The author of [9] was not satisfied with the standard
expression (5) for the correlation energy and proposed
his own rather strange relationship (see formula (9) in

[9]):
U(R) = ZV(Rij)(g(Rij) -1).

Q%]
Here, U(R) isthe correlation potential and V(R;) isthe
potential produced by the jth Fe** ion at the point R,.

The correlations in the arrangement of iron ions
emerge at a sufficiently high doping when n.. > n... In

this case, the concentration of iron ions nEe is constant

and equal to the critical concentration n.. Note that any
configuration formed by a system of ions is described
by the correlation function g(r). In the hard sphere
model, the correlation function depends on two param-
eters, namely, the concentration of iron ions and the
hard sphere diameter r.. The latter quantity istreated as
the minimum distance between the iron ions. There-
fore, at a constant concentration of iron ions, the con-
figuration adopted by the system of iron ions is
uniquely determined by the parameter r, and the corre-
lation energy isthe single-valued function g(r.) of this
parameter. The r, parameter depends on the concentra-
tionratio betweenironionsand iron atoms[1-3]. Inmy
earlier work [3], the equation relating the r, parameter

to the concentration ratio ng,/ng, Was derived in terms
of statistical physicsin the following form:

+ +
Nee = NEeW(Nge, T, 1),

. a (6)
W(nFe’ le rl) = %-_ g—EE :

Here, (Nge, I, I4) is the probability of finding an iron
atom at a distance larger than r.from the nearest-neigh-

bor ironion, a= 4nrfn§e/3 =5.92, andr, istheradius
of the first correlation sphere for a face-centered cubic
lattice.

In the hard sphere model, the pair correlation func-
tion can be caculated using standard computational
techniques with the required accuracy [7]. In [2], the
spatial distribution of iron ions was described by the
correlation function calculated by retaining only the
zeroth term in the density expansion, which corre-
sponds to the first virial coefficient; that is,

_ Ep1 r<rC
g(re, 1) = Qo orar, (")

Wilamowski [8] calculated the correlation energy €.
according to formula (5) with the use of the correla-
tion function (7). Curve 1 in Fig. 1 represents the results
of this calculation performed with the parameters
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Fig. 1. Dependences of the correlation energy on the corre-
lation radius for (1) correlation function (7), (2) correlation
function (8), and (3) the correlation function in the Percus—
Yevick approximation.

g-=210meV, k = 20, and n;, =N, = 4.5 x 108 cnr3. In
[3], the pair correlation function g(r., r) was calculated
with inclusion of thefirst term in the density expansion,
which corresponds to the second virial coefficient [7];
that is,

g(rer)
%D, r<r,
_ 0 3r 1o 8
= El+8 |::|_—4rC Iél]’_c[l}’ rc_r<2rc
E,ll, 2r.<r.

Here, n = Tirong. /6 is the packing coefficient. The cor-
relation energy €. calculated from formula (5) with the
correlation function (8) is shown by curve 2 in Fig. 1.
Kuleev [9] calculated the correlation energy with the use
of the correlation function obtained within the Percus—
Yevick approximation [7]. The results of calculations
with this correlation function are represented by curve 3
in Fig. 1. It can be seen that the results of all the calcula-
tions virtually coincide at a correlation sphere radius
intherangeO<r./r; <0.5. Asfollowsfrom expression
(6), which relates the correlation sphere radius r. to
the iron concentration ng, the r. values lying in this
range correspond to iron concentrations in the range
4.5 x 10" < n., < 10" cmr3. The experimental investiga-
tionsof HgSe: Fecrystas|1, 2] revealed that, in the con-
centration range 4.5 x 10% < ng, < 2 x 10%° cm3, the
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electron mobility increases with an increase in the
iron concentration. According to formula (6), these
concentrations of iron atoms correspond to the range
0<rJr; £0.6. In thisr, range, expression (7) for the
correlation function appears to be no more than a very
rough approximation and leads to overestimated corre-
lation energies. It followsfrom Fig. 1 that, in the exper-
imentally important range of iron concentrations, the
correlation energies calculated with the correlation
function (8) virtually coincide with the correlation
energies found from the correlation function in the Per-
cus-Yevick approximation. At higher iron concentra-
tions, the results of calculations disagree. However,
according to the estimates made in [ 3], the applicability
of the hard sphere model itself in this case becomes
problematic. For this reason, | restricted my consider-
ation to the experimentally important range of iron con-
centrations in which calculations with the use of the
pair correlation function (8) ensure sufficiently reliable
estimates.

3. CALCULATIONS OF THE MEAN PHYSICAL
QUANTITIES

The pair correlation function g(r, r) depends on the
sole parameter r.. By varying this parameter, we spec-
ify the configuration of ironions. Recall that, by defini-
tion, the r. quantity is the minimum distance between
iron ions (for a random distribution of ions, the r,
parameter is equal to zero). At T = 0, there exists only
one configuration corresponding to the r. parameter
which is calculated by relationship (6). At afinite tem-
perature, there exist all possible configurationsthat cor-

respond to all possible correlation radii inthe range 0 <

T . . . .
re <re Inthis case, the mean correlation radius is a

function of temperature: DZD =ry(T).

At anonzero temperature, the correlationsin a sys-
tem of iron ions will be described in terms of the pair
correlation function g(r.(T), r) calculated within the
hard sphere model, in which the correlation radiusr, is

replaced by the mean value [0 = r,(T). This method
is widely used in the study of equilibrium liquids and
melts in the framework of the hard sphere model (see
[10] and references therein). When cal culating the tem-
perature dependences for melts, the hard sphere diame-
ter r.isusualy replaced by the equilibrium valuer(T),
which can be obtained by minimizing the free energy of
the system.

Unlike liquids and melts, systems of impurity ions
in semiconductors, as arule, are nonequilibrium. Sam-
ples have been prepared at high temperatures (T =
1000 K). At very high temperatures, impurities are ion-
ized and the ion distribution is nearly random. As the
temperature decreases, the impurity ions are fixed; i.e.,
the spatial distribution of these ions becomes frozen.
Thisfrozen distribution is described as arandom distri-

No. 10 2001



TEMPERATURE EFFECT ON SPATIAL CORRELATIONS OF IMPURITY IONS

bution with the use of the pair correlation function
g"(r) = 1. At low temperatures, this frozen random dis-
tribution of interacting ionsis nonequilibrium. It is nec-
essary to distinguish two cases: (a) all theimpurity cen-
tersareionized and (b) one portion of the impurity cen-
tersisionized while the other portion is neutral. In the
case of complete ionization, the impurity ions are spa-
tidly distributed in a random manner. For partial ion-
ization of the impurity centers, the impurity ions
undergo a spatia redistribution owing to the presence
of vacant sites (neutral impurities) and their stable dis-
tribution turns out to be correlated. An equilibrium dis-
tribution is attained when the fraction of ions is suffi-
ciently small and the number of vacant sitesislarge.

In HgSe : Fe compounds at an iron concentration
Ne > N, the concentration of iron ions is fixed (N, =

ne = 4.5 x 108 cm®) and the vacant sites (neutral impu-
rities) giveriseto acorrelationinthe spatial distribution
of ironions. The point of the matter can be easily under-
stood from Fig. 1. Anincrease in theiron concentration
brings about an increase in the number of vacant sites,
and theiron ions undergo aredistribution. According to
relationship (6), thisis accompanied by an increase in
the parameter rJr, and, correspondingly, anincreasein
the magnitude of the correlation energy €. All the cal-
culated curves (1-3) in Fig. 1 demonstrate that the cor-
relation energy decreases in the experimentally impor-
tant range of variationsin therJr, parameter. Although
these curves over the entirerange O <rJr, < 1 areonly
illustrative in character, they suggest that there are at
least two dternatives. In the first case, the correlation
energy at a certain iron concentration ng, = n,, exhibits
an extremum that corresponds to the minimum free
energy. In turn, this iron concentration corresponds to
an equilibrium correlated distribution of impurity cen-
ters(curve 2). In the second case, the correlation energy
decreases monotonically as the rJr, parameter
increasesto rdr; = 1, at which the equilibrium state of
the system of iron ions corresponds to aWigner crystal
(curve 3). In the framework of the simple model used
in calculations, it is impossible to decide between
these alternatives. However, all the computational
variants represented in Fig. 1 suggest that, in the
experimentally important range of variations in the
rJr, parameter, the correlation energy is a monotoni-
caly decreasing function of this parameter (and,
hence, the iron concentration) and the system of iron
ions is nonequilibrium.

Therefore, in our case of a nonequilibrium distribu-
tion of iron ions, unlike equilibrium liquids and melts,
the procedure of minimizing the free energy cannot be
used to determine the steady-state value of r(T). In the
present work, the steady-state value of the correlation
sphere radius r(T) is identified with the thermody-
namic mean.

When averaging the correlation radius, we will fol-
low the Einstein approach [11], which is based on the
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generalized Boltzmann principle in the description of
nonequilibrium systems. The known Boltzmann for-
mulais used astheinitial expression

S = kglnr,

where Sis the entropy of an isolated macrosystem in
the thermodynamic equilibrium and I is the statistical
weight of this macrosystem. According to the Einstein
concept, the probability of occurring acomplete system
(thermostat + studied subsystem) in a nonequilibrium
macroscopic state is represented by the formula

0l O
WO exp Tk, SD
where §, is the entropy of the complete system. In the
Course of Theoretical Physics by Landau and Lifshitz
[12], the Einstein approach is used in the description of
fluctuations. In the subsequent presentation of thetheory,
we will follow the monograph [12]. (The Einstein and
Gibbs approaches and the current state of the art in the
study of this problem have been discussed thoroughly in
the recent review by Rudoi and Sukhanov [13].)

L et us now assume that the system composed of ng,

ironionsisin equilibrium with athermostat at temper-
ature T. The probability of finding this system in the
configuration corresponding to the correlation radius

r. isdefined by the relationship

0 AE—TAS+ PAVH

W(r,) 0 exp} SE=1E2E PRV

where AE, AS, and AV are the changes in the energy,
entropy, and volume of the iron ion system, respec-
tively, under variations in the correlation radius from
zeroto aspecified value rI and P and T arethe pressure

and the temperature of the medium, respectively [12].
The volume occupied by iron ions coincides with the
volume occupied by iron atoms and remains unchanged
upon ion ordering. Hence, it followsthat AV = 0.

All quantities that are independent of the rI param-

eter and appear in the exponent cancel out upon nor-
malization of the expression for the probability W. Asa
result, we obtain

E.—TS(r.
Qe Al (©)

W(rl) O exp
where E, isthe correlation energy for the system of iron
ions and S(rI) is the entropy component depending on
the r] parameter.

For a homogeneous and isotropic distribution of
iron ions, the correlation energy E. = nr. &, is deter-
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Fig. 2. Temperature dependences of the correlation radius
for HgSe : Fe samples at different concentrations of iron

atoms Ng,, 1018 ecm3: (1) 7, (2) 11, (3) 29, and (4) 85.

4.0

3.6

Tay/[TnS

Fig. 3. Temperature dependences of the electron mobility
u* upon scattering by iron ionsin HgSe : Fe samples at dif-
ferent concentrations of iron atoms. Designations of the
curves arethe same asin Fig. 2.

mined according to formula (5). The entropy compo-

nent S(rz ) for the system of iron ions has the form
S(re) = NelnW(nig, 1, o), (10)

where the probability W(n., rz , 1) iscalculated from
formula (6). Substitution of the expressionsfor the cor-
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relation energy and the entropy into relationship (9)
leads to the factorization of the formula for the proba

bility W(r{), that is
Nee

W(re) = [ Wolre).

Here, Wo(rl) isthe probability that aparticular ironion

at atemperature T islocated at adistance larger than rI

from the nearest-neighbor ion. This probability is
defined by the formula

+ €
Wo(r) = W(nke 1, r)expg=. (1)
Formula (11) makes it possible to perform thermody-
namic averaging of the r_ parameter as follows:

e

J'XWO(x)dx

G0=ryT) = &——
J’Wo(x)dx
0

(12)

From relationships (5), (6), (8), (11), and (12), we cal-
culated the temperature dependences of the correlation
radius r(T) for HgSe : Fe samples at iron concentra-
tions ranging from ng, = 7 x 108 cm3 (Fig. 2, curve 1)
to N, = 8.5 x 10%° cm2 (Fig. 2, curve 4). It can be seen
from Fig. 2 that, as the temperature increases in the
range 0 < T < 50 K, the mean correlation radius r(T)
decreases by 30-40%. Therefore, we can assert that, in
the system of iron ions, the spatia correlations in the
iron ion distribution described by the pair correlation
function g(r(T), r) weaken with an increase in the tem-
perature.

4. EFFECT OF TEMPERATURE
ON THE ELECTRON MOBILITY

The electron mobility at a nonzero temperature was
calculated by the same methods and with the same cor-
relation function as were used earlier in the calculation
of the electron mobility at T=0[3]. The sole difference
from the calculations carried out in [3] resided in the
fact that ther, parameter in the correl ation function was
replaced by the thermodynamic mean r(T), which was
calculated from formulas (5), (6), (8), (11), and (12).
Now, we recall the scheme used for calculating the
electron mobility p [1-3]. The differential cross section
of electron scattering o(q) (where q is the scattering
vector) can be expressed through the cross section dy(q)
for scattering by one of the centers, that is,

a(q) = go(q)(q). (13)
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In turn, the structure factor §q) and the Fourier trans-
form of the pair correlation function, which describes
the spatial distribution of scatterers, are related by the
equation

q) = 1+nEeJ'[g(fc(T),r)—1] exp(iqr)dr. (14)

In the framework of the Thomas—Fermi model, the

mobility py of electrons scattered by a random distri-
bution of impurity ions is described by the Brooks—
Herring formula[14]. According to expression (13), the
ratio between the mobility u* of electrons scattered by
agpatially correlated distribution of ions and the mobil-
ity pg of electrons scattered by random ion distribution
ions can be written in the form [3]

L qdg Iamqm
Mo 0 [q2+r1_'|:] [q° + 177

By using formulas (5), (6), (8), (11), (12), (14), and
(15), we calculated the temperature dependences of the
electron mobility p* for HgSe : Fe samples at different
iron concentrations.

(15

Figure 3 displays the temperature dependences of

the mobility p*/p; for HgSe : Fe samples at iron con-
centrations ranging from ng, = 7 x 10'® cm3 (curve 1)
to Nge = 8.5 x 10*° cm3 (curve 4). The results of calcu-
lations (Fig. 3) demonstrate that the weakening of cor-
relations in the arrangement of scatterers with an
increase in the temperature leads to a substantial
decrease in the mobility of degenerate electrons in the
temperaturerange 0 < T < 20 K, in which electron scat-
tering by phonons is negligibly small. This effect
depends on the degree of correlation in the arrangement
of scatterers at T = 0. At the iron concentration ng, =
8.5 x 10%° cm3 (curve 4), the packing coefficient n(0)
at T=0isequal to 0.29 and the decrease in the electron
mobility is 50%. For ng, = 7 x 10 cm (curve 1),
n(0) = 0.05 and the mobility is decreased by 15%.

Thetemperature dependences of the el ectron mobil-
ity for the Hg, _Fe Se sample at theiron concentration

X = 0.003 (ng = 4.5 x 10 cm3) are plotted in Fig. 4.
The experimental data are taken from [15]. The mobil-
ity pp of electrons scattered by a random ion distribu-

tion corresponds to the experimental mobility in the
sample at the iron concentration ng, = n, = 4.5 x

108 cm3. According to the data obtained by Pool et al.
[15], 4y = 3.5 x 10* cm?/(V ). The calculated temper-

ature dependence of the mobility p*/p; isshown by the
solid line in Fig. 4. The dashed line represents the
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T,K

Fig. 4. Temperature dependences of the electron mobility
for the Hg, _,Fe,Se sample with x = 0.003 (nNg, = 4.5 x

10'° cm™3). The solid line shows the mobility of electrons
upon scattering by ironions. The dashed line correspondsto
electron scattering by iron ions and neutral iron atoms.
Points are the experimental data taken from [15].

dependence of the mobility p/pg calculated with due
regard for electron scattering by neutral iron atoms:

TN TR T (16)

The electron mobility associated with scattering by
neutral iron atoms is calculated according to the rela
tionship [4]

Ho = A/(nFe_ nlte)v (17)

where the constant A isequal to 1.46 x 10 cmtV-1st,
A comparison of the theoretical curves and the experi-
mental points (Fig. 4) demonstrates reasonable agree-
ment between theory and experiment. In conclusion, it
should be noted that, unlike the calcul ations performed
in [5, 6], we calculated the temperature dependence of
the electron mobility without recourse to fitting param-
eters.
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Abstract—The electron—hole exchange interaction in semiconductors is analyzed in the framework of the
empirical tight-binding method. It is demonstrated that intra-atomic and interatomic contributions to the long-
range exchange interaction enter in an inequivalent way. In particular, for the I'g %X I'; exciton in a spherical
nanocrystal with a cubic lattice, the dipole—dipole contribution associated only with the intra-atomic (or intra-
site) transitions does not lead to singlet—triplet splitting of the exciton level. The interatomic transitions, for
exampl e, anion-to-cation transitions between the nearest neighborsin binary semiconductor compounds, deter-
mine the so-called monopol e-monopol e contribution to the exchange splitting of the I'g x ', exciton, and this
contribution does not vanish in a spherical nanocrystal. © 2001 MAIK “ Nauka/lnterperiodica” .

1. INTRODUCTION

The exchange interaction between an electron and a
hole bound into an exciton in a semiconductor crystal
was extensively investigated in the early 1970sin rela-
tion to the study of the fine structure of exciton levels
[1-6]. It is common practice to consider two contribu-
tions to matrix elements of the exchange interaction
operator. The first (long-range) contribution only
dlightly varies at distances of the order of the lattice
constant and depends on the wave vector of the elec-
tron—hole pair involved. The second contribution is
governed by the short-range part of the Coulomb poten-
tial and does not depend on the wave vectors of the
electrons and holes. The matrix elements of the long-
range exchange interaction operator between Bloch
wave functions are calcul ated either within the effective
mass method [1, 2, 4, 7] or with the use of an expansion
inWannier functions (see[5, 6] and referencestherein).
Note that the matrix elements of the velocity (momen-
tum) operator between Bloch functions at band extrema
in the former case and the coordinate matrix elements
between Wannier functionsin the latter case are identi-
fied with the corresponding interband optical matrix
elements. However, these two methods give different
matrix elements of the long-range exchange interac-
tion. This difference is usually explained by the
inequivalent separation of the initial exchange interac-
tion operator into the long-range and short-range parts
in the former and latter methods [6, 8]. However, our
analysis (performed in thefirst part of the present work)
of the long-range exchange interaction in the frame-
work of the empirical tight-binding method shows that

* Present address: School of Electrical and Computer Engineering,
Georgia Institute of Technology, Atlanta, GA 30332-0250 USA.

a different factor is responsible for this difference. It
turnsout that the vel ocity operator matrix element com-
ponents associated with interatomic and intra-atomic
transitions, which are naturally separated in the tight-
binding method, make inequivalent contributions to the
matrix element of the long-range exchange interaction.
At the sametime, in both the effective mass method and
the Wannier function expansion method, we deal with
functions that characterize band states and different
contributions to the velocity operator matrix element
cannot be separated within the framework of these
methods. It has been demonstrated that intra-atomic
transitions are not included in the velocity operator
matrix element in the effective mass method. By con-
trast, the interatomic component of the velocity opera-
tor is ignored in the Wannier function expansion
method. The matrix elements of the long-range
exchange interaction in these two methods can be
derived upon changing over to the corresponding limits
in the relationship obtained within the empirical tight-
binding method for similar matrix elements.

In recent years, the electron-hole exchange interac-
tion in semiconductors has attracted considerabl e atten-
tion in connection with extensive investigations into
guasi-zero-dimensional structures (quantum dots). In
these objects, the quantum confinement effect can lead
to anincreasein the exchange splitting of exciton levels
by a factor of several tens compared to the splitting
observed in bulk semiconductors. The theory of the
exchange interaction in quantum dots was constructed
either within the effective mass method [9-12], or with
the use of the expansion in Wannier functions [13, 14].
The approaches proposed in [15-17] were also based
ontheresultsobtained in [13]. Asfor bulk semiconduc-
tors, these approaches led to different results. In this

1063-7834/01/4310-1867$21.00 © 2001 MAIK “Nauka/Interperiodica’
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respect, the theory developed in the first part of the
present work is applied to an exciton localized in a
guantum dot. As an example, we consider a g x T
exciton in a spherical semiconductor nanocrystal of the
T4 crystal class with a radius R, which is small com-
pared to the exciton Bohr radius ag.

2. THE TIGHT-BINDING MODEL
FOR A BULK SEMICONDUCTOR

In the tight-binding model, the Bloch electronic
state |nk[is expanded in terms of atomic orbitals (AQS)
(see [18-22] and references therein):

[k = ﬁ; explik(a+1,)] "
X Cpg (N, K)®Ppe(r —a—1,).

Here, k isthe electron wave vector, n isthe band index,
aisthe vector specifying the position of aunit cell, bis
the index for numbering of atoms in a particular unit
cell, 1, is the vector determining the site of the b atom
inside the unit cell, and a isthe AO index. Taking into
account the spin and spin—orbit splitting, o involvesthe
indices of the orbital angular momentum | = s, p, d,
s*...; the total angular momentum j; and the projection
j, of the total angular momentum onto the z axis. In the
sp® model for a homogeneous semiconductor crystal
with a zinc blende lattice, the above designations have
the following meaning [18]: b labels the sort of atoms,
i.e, cations(b=c)oranions(b=a);a=1,j,j,al=s
orp;j=1l2al=sandj=1/2and3/2at|l =p;andj, =
+1/2aj=12andj,=x1/2and £3/2 a j = 3/2. Some-
times, AOs will be denoted using one vector R =a + 1,
rather than the pair a and b. For convenience, the mul-

tiplier 1/./N (where N isthe number of unit cellsin the
Born—Karman quantization box) is introduced into
relationship (1). In this case, the expansion coefficients
Ciq(n, k) satisfy the normalization condition

Z|Cb(,(nk)|2 = 1. )
ba

Now, we introduce the tight-binding parameters
H> (R'—R). In the k representation, the Schrodinger
equation takes the form

3 Haa(K)Coo(n k) = EnCoa(n k) (3
ba
with the e ectronic Hamiltonian
Hoo(K)
(4)

= Y explik(a+t,— 1) Hao(T~2 - 10).
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Specifically, inthe sp® model, when only theinteraction
between the nearest neighbors is taken into consider-
ation, there are the following ten linearly independent
parameters. the diagonal energies Eg,, Eg, Ep,, and Ey
for the sand p orbital s on an anion and a cation (without
regard for the spin—orhit interaction); the spin—orbit
splittings A, and A, of the p orbitals; and four interac-
tion matrix elements Ve, Vi, Voo sa = Ve pe N Vi o =
Vg, pa fOr the nearest cation and anion (for simplicity,
the Interatomic spin—orbit interaction is neglected).

In the tight-binding method, the coordinate matrix
elements

(@'b'a’|rlabod = [R'a'[r|Ral
in the AO basis set are defined by the expression
Ra'|r|Ro0= (R8yq *+ I'ga)Srr, (5)

which is diagonal with respect to R and includes two
terms. Thefirst term is diagonal with respect to the ath
orbital, proportional to the R vector, and independent of
o. The second term does not depend on the position of
the unit cell and describes the intra-atomic (intrasite)
trangitions:

roq = (Ra'lr —R|Ral= [&ba'|r —a—1,aball (6)
With due regard for the relationship

v = flL(Hr—rH)

between the velocity (v) and coordinate (r) operators,
the velocity operator matrix elements in the tight-bind-
ing method can be represented in the form of two terms

Vi e (R, R) and Vi oo (R, R). Thefirst term

(7)

isuniquely determined by the tight-binding parameters
and describes the electron transfer from the atom (a, b)

tothe atom (&, b"). The vector vff;., by ISOriented aong

a straight line connecting these atoms and is propor-
tiona to the corresponding tight-binding matrix ele-
ment. The second term

1 i L} ) 1
Vioba (R R) = 2(R=R)Hg o(R'=R)

D 1
Eoe —Epa)laa @ R = R

0
a2
ViR R) = 505 [ (R —R)ra (8)

O b b'b ' '
C-reeHew(R -R)] @ R#R

is proportiona to the intra-atomic coordinate matrix ele-
ments and differs from zero for both intra-atomic and
interatomic transitions. Relationship (8) takes into

account that the H2® (R' — R) matrix element at R' = R is
diagonal with respect to a and is equal to the energy E,,
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of an electron on the a orbital of the b atom. In the k
representation, the velocity operator matrix elements
are given by

Voa(k)

9
= Zexp[ik(a+tb—t;0)] [Db'a’|v|aball ©

Specifically, term (7) in this representation at k = 0 has
the form
Vije: ba(k = 0)

(10)
Z(a"' Th— Tb)Hau(Tb a—"1p).

The set of the C,(n, k) coefficients can be repre-
sented as the multicomponent column vector C (n, k).
The C(n, 0) column vector is the eigenvector of the

HZ2 (0) matrix, with the eigenvalue E; = E, , corre-
sponding to an extremum of the nth band. From rela-
tionships (4) and (10), it follows that, to the first order
of the perturbation theory in ka, (where a, is the lattice
constant), the tight-binding Hamiltonian takes the form

Haa(K) = Haq(0) +fikVig pe(k =0).  (11)
The C,,(n, k) coefficients in the nth nondegenerate
band are defined by the formula

kv
Coa(, k) = Coa(n,0) + 5 = 2:Ca(1,0),

| n |

(12)

where

Vi =Y Call 0)Via,ba(0)Coa (N, 0)
bb'aa’
and the prime indicates summation over the states with
E|O z Eg. Note that, unlike expression (12), the expan-
sion of the periodic Bloch amplitude u,, , = e*¥"|nkin

powers of k contains the full matrix element of the
velocity operator:

vhkv,

alr) = o)+ 3 o ggtho) o (19
I
where
Vin = Vip + V{7,
(i) * (1) (14)
Vit = 3 Chall, 0)Vit, pa(k = 0)Coa(n, 0).

bb'aa’
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For completeness, we also write an expression to relate
the Wannier functions w,,(r) to the AOs [5], that is,

1

5 Couln k)
kaba

x exp[ik(a—a' +1,)]Ppa(r —a—1y),

w(r—a’) = (15)

where summation is performed over all wave vectors of
the Brillouin zone. It is evident that the use of the Wan-
nier functions characterizing the band states n compli-
cates the separation of the contributions from inter-
atomic and intra-atomic transitions to the velocity
matrix element.

In tight-binding calculations, the question that nec-
essarily arises is what are the relative contributions
from intra-atomic and interatomic transitions to the
interband matrix elements of the electron velocity (or
electron momentum) operator and, what is the same,
what isthe probability of optical absorption or emission
in semiconductors? Chang et al. [23—-25] accounted for
both transitions, but used intra-atomic matrix elements
of the momentum operator that were larger than the
analogous elements for anion-to-cation transitions. In
[26, 27], the contribution from interatomic transitions
was ignored altogether. At the same time, many authors
[28-32] have completely neglected intra-atomic transi-
tions. We will show below that the intra-atomic and
interatomic contributions areinequivalently includedin
the matrix elements of the long-range electron—hole
exchange interaction in semiconductors, unlike the
matrix elements of the optical transitionsin which these
contributions cannot be separated.

3. THE ELECTRON-HOLE EXCHANGE
INTERACTION OPERATOR

The operator of the electron-hole exchange Cou-
lomb interaction in a semiconductor crystal can be
specified by the matrix elements[1, 2]

<m Kk, ', kh|Uexch|m Ke nk>
= —<m', Ke; D, ﬁ',—kh>

e? (16)
Iwm ke (rl)wn —kh( 1)

K|r1 2

h|Uexch| m, ke;

X Pp e (M)W (ro)drydr .

Here, the indices ee and eh refer to the electron—elec-
tron and el ectron-hol e representations of operators|[2],
respectively; K is the (high-frequency) permittivity;
Im, ke N, kO sthetwo-particle excited state of the crys-
tal; the states |n, k[(Jand |n, —k Care related through the
time reversal operation; and Yy, _(r) = [ |m, kland
W, «, (r) = |n, kyCare the Bloch wave functionsin the

electron and hole representations, respectively. As fol-
lows from the trand ational invariance of abulk crystal,
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the matrix elements (16) are nonzero only for coincid-
ing resultant wave vectors of an electron—hole pair:

K = ko+k, = ki+Kk. (17)

The Bloch functions in the form of expression (1)
with the coefficients C,,(m, k) and Cy4(n, ky,) for elec-
trons and holes are used in the tight-binding method.
The calculation of the exchange integral in this method
reduces to summation over six discrete variables:

Z eiK(Rz

RiR;

X Cglai(mll k:e)cblal(n

Z U(Ry, ai, 03; Ry, 03, 01p)

al, aq, ab,a,

(18)
Kn) Co, (M, Ke) (N, K4,
where

U(Ry, ag, ay; Ry, 0, 0p)

dr,dr,

Kﬂlfl—f |q>;1(,.1(r1—

R2) (D;Zaz(r 2—Ry).

Hereafter, we will focus our attention only on the
long-range exchange interaction (sometimesreferred to
as the nonanalytical exchange interaction). Hence, we
assume that k. and kj, are small compared to the recipro-

ca agl of thelattice constant and thetermswithR; =R,
do not enter into sum (18). The corresponding operator

will be denoted as U2 . Apparently, when formulat-

ing the tight-binding model, we should eliminate the
terms with R; = R, from the general formulas (16) and
(18) beforehand. Instead of these terms, we should add

the independent short-range contribution US™™ to

expression (18) and introduce additional parameters
(describing the intrasite exchange interaction) into the
theory.

R)®pq (ri—Ry) (19

X q)bza‘z(r 2=

In order to determine the tight-binding exchange
integral (19), we expand the Coulomb potential in a
power series of r —R in thevicinity of the points R; =

a+ 1, andR,=a,+ 1, (R ZRy), thatis,

1

= r —(r,—R
i ey i (USUNEGELD)
Ri—R,
X +(r;—Ry),(r,—Ry) (20
|R1—R2|3 1 1/A\' 2 2/n

< [Ri=Ry|’8\, ~3(R: ~R,), (R =Ry),
Ry=R"
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By using the orthonormality of AOsfor aparticular site
and formula (6), relationship (19) can be rearranged to
give

U(Rl, a;_, a]_, RZ; GIZ! GZ)

2
eTl b,
= E[ﬁé“i“laaé%_(r“idléu'zaz o, Zu ) (21)
by by Rzé)\n - 3R)\ Rr]
+ ru'lcxl; }\ru'zcxz; HT )
where R =R; —R, and R= [R|. In calculating the long-

range exchange interaction, the summation in expres-
sion (18) over R, and R, can be replaced by integration
according to the scheme

drldr2

2 22 2

RiR> b,b,a,a, b, b,

where Qg istheunit cell volume. Itisworth noting that the
regions of ther, and r, variablesinside the same unit cell
make a negligibly small contribution to the double inte-
gra. Hence, the difference R, —R,=a, —a, + 1, — 1, in
the integrand can be replaced by r, —r,, irrespective of
whether b, and b, coincide or differ.

Next, we use the identities
rl_rz — a 1
ri—ry®  Orafra—ry’

9’ 1 @ 1
arl')\ar2’n|r1_r2| arl’)\arl’nlrl_r2|

|r1_r2|25)\n —3(ri=ro)(ri—ro),

= (22)
ro—rg’
ATt
+ 58, 8(11 1),
iK(ry—ry)
e 41
dr,dr = V—
.I.I ! 2| ri—ry K2
and the relationships
) fi (ko + k) VD
> Cha(m. ke)Coa(n, —kp) = ettt (23
o Em_En
|ﬁvfnzﬂ
ZC (m O)raacba(n O) - 70 o (24)
ba'a Em_En

where the matrix elements v (j = 1, 2) are defined by

formula (14) and V is the crystal volume. Relationship
(23) was derived with due regard for expansion (12)

and the orthonormality of the C (n, 0) column vectors.
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Formula (24) was deduced by multiplying and dividing
the r’., vector into ES, — ES and using the identity

Y Coa(m, 0)(Enf grq = aEn) Coa (M. 0)
ba'a
= ¢'(m, 0)(HF —FH)C(R, 0),
where H is the tight-binding Hamiltonian (4) at k = 0
and f isthevector matrix with the components r 2., 3y,

As aresult, we obtain the matrix element of the long-
range exchange interaction in the following form:

[, K 1, K| USo?| m, ke; 0, ki
Cameé B2 OKVEL) (KD
KV (En-ED'D K
(Kv(l) )(KV(Z))* + (KV(Z) (Kv(l)
K2

(25)

L [(RvER (Kvi)”
K2

1 @+ |U
. Yo }D
H

where the first, second, and third terms in the curly
brackets correspond to the contributions from the first,
second, and third terms in the square brackets in rela-
tionship (21). Expression (25) can be conveniently
rewritten as

{1,z UL ki k= 4T

26
KKV 1 or]s O
X——3 2 ~3VmnVmn O »

(Em_En) K

where the full matrix element v, of the velocity opera-
tor is given by formula (14).

Relationship (26) is convenient for analyzing the
validity range of the effective mass and Wannier func-
tion expansion methods. In the effective mass method,
the expression for the matrix element of the long-range
exchange interaction [1-4, 10-12] coincides with the
first term in the square brackets in formula (26). This
impliesthat, in the effective mass the method, theintra-

atomic transitions are ignored, v( ) =0, andv,, = v|,11) In

the case of the expansion of the Bloch functionsin terms
of the Wannier functions, the interatomic transitions are

neglected and it is actually assumed that vy = 0 and

Vi = vIn Thisisaso indicated by the fact that the solu-

tion obtained within this approach involves interband
coordinate matrix elements between the Wannier func-
tions centered on the same unit cell [5, 6]. The higher
the degree of localization of the Wannier functions, the
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stronger the grounds to disregard the interband coordi-
nate matrix elements between the functions centered on
different cells. Therefore, this approximation should be
best fulfilled in the limit when the Wannier functions
are localized within one unit cell and the interatomic
transitions can beignored. Many authors have noted the
difference between the matrix elements of the long-
range exchange interaction in the effective mass and
Wannier function expansion methods |6, 8]. Thisdiffer-
ence was attributed to different separations of the
exchange interaction into long-range and short-range
contributions with due regard for the d function that
arisesupon inverse Fourier transform of thefirst termin
the square brackets in relationship (26) [see aso for-
mula (22)]. In actua fact, the genera formula (26)
includes the solutions from both methods as limiting
cases. Moreover, asis shown in the Appendix in consid-
ering the exchange interaction in quantum dots, the
above & function isunrelated to the short-range interac-
tion associated with scales of the order of the lattice
constant and less.

With the aim of illustrating formula (26), let us con-
sider a pair of simple bands, namely, the conduction
band I' s and the valence band I"; in semiconductors of
the GaAs type. Taking into account the twofold spin
degeneracy of the I'; conduction and I, valence bands,
the ground exciton level consists of four sublevels char-
acterized by thetotal angular momentaJ=0 (singlet, I,
representation) and J = 1 (triplet, s representation). It
is convenient to change over to the electron—hole exci-
tation basis set, in which the three states |v, k., kyO
(wherev = x, y, and 2) are optically active at the polar-
ization e || vand the optical transition to the fourth state
[T, Ke, ki, Cdsforbidden. Thelong-range exchangeinter-
action (26) affects only the |v, k¢, k,Cstate and, in the
new basis set, has the form

2
', K, kp| US|y, ke, kD = 4_{/[%%
9 (27)
[K K, -3, }5
K 3 v, v YK K

where v, istheinterband matrix element of the veloc-
ity operator, v isthe contribution [defined by expres-

sions (8) and (14)] to v, and E, is the energy gap
between the I'g and I'; bands. For a 1s exciton, we have

(1s, K|USH?|1s, v, K)
KK, 1

= foo =z = 3hol0,,0,

(28)

wherefiw, 1= (4/k asB )(eh|ve, I Eg; )?isthelongitudinal—
transverse exciton splitting, ag isthe Bohr radius of the

2001



1872
1s exciton in abulk semiconductor, and

(2 2
(2) _

hw? = hw Y ev[]
LT LTD/CVD

(29)

4. EXCHANGE INTERACTION
IN A SPHERICAL QUANTUM DOT

Now, let us consider the exchange splitting of alevel
of alg x I; zero-dimensional exciton with the wave
function

l'IJexc(ref r.h) = (pe, m(re)(ph,n(rh)! (30)
which isthe product of the electron and hole one-parti-
cle wave functions localized on the ground size-quanti-
zation levels el and hl in aspherical quantum dot. The
indicesmand nin expression (30) take the values of the
projections of the electron spin (£1/2) in the conduction
band and the angular momentum of the hole (j = 1/2) in
the I'; valence band that is split out from the I'g band
owing to the spin—orbit interaction. It is assumed that
the quantum dot radius R is large compared to the lat-
tice constant a, and, at the same time, is sufficiently
small; therefore, the admixture of the e ectron-hole
states of the upper size-quantization levels to function
(30) dueto the Coulomb interaction can beignored. For
the simple bands ' and I, the envelopes of the two
wave functions @, (re) and @, ,(ro) in the effective
mass method at infinitely high barriers coincide and
have the form

sin(tr/R)
rJ2mR

Earlier [10, 12], within the effective mass method,
we obtained the following expression for the singlet—
triplet splitting of the ground level of the g % T'; exci-
ton in ananocrystalline ball:

F(r) = (31)

_ bulk Orée”
F(R) = mCG" +3 ﬁwL = (32)

TORO -

Here,

(33)

0

A%'™ is the short-range exchange interaction constant,
hwy 1 isthe longitudinal—transverse exciton splitting, ag
is the exciton Bohr radius in the bulk semiconductor,
and the background permittivity k of the nanocrystal is
assumed to be equal to the permittivity K, of the matrix
(theformuladerivedin [10, 12] isalso valid at K # K ).
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Taking into account that the @, (r) [or @, (r)] func-
tion can be represented as the sum

J\_/Z Fmk D
k

[where F, isthe Fourier transform of envelope (31) and
V isthe Born—Karman box volume] and using relation-
ship (1) for |mkL] we obtain that, in the tight-binding
method,

(pe,m(r) = Zsoa(rn a)qu(x(r_a_rb)’
aba (34)

Spa(m, @) = «/ﬁoz explik(@a+ )] Coa(m, K)Fy.
K

At R > a,; we can neglect the difference of
exp(i kty,) from unity and use expansion (12). Then, the
expression for the S,, coefficients written as a multi-
component column can be transformed to the form

S(m,a) = ./Q
v

{C(m 0) + Z Vim

where F(a) is the envelope F(r) at the discrete values
r = a. It should be emphasized that, with due regard for
the second term in the square brackets in relationship

(35), the S(m, a) and S(n, a) columns are nonorthog-
onal,

(35)

C(I O)E—la%g F(a),

ﬁVEnl%a 2
= ﬁF (a),

g

&' (m a)3(n a) = iQ, (36)

just asthe C(m, k) and C (n, —k;,) columns are nonor-
thogonal at k + k, # 0 [see formula (23)].

The exchange interaction matrix elements between
functions (30) are calculated in much the same manner
as in the preceding section for the Bloch states in the
bulk crystal. For brevity, we will present only the result

for the specific case rz.a = 0 and then discusswhat hap-

pens when the intrasite matrix elements rz,a are taken

into consideration. In our specific case, the exchange
interaction matrix elements are given by

2
S5 T S, (M a)S,e (M a)

R, % R,0y, Oy

1 .
X R, =Ry euea(M 82) S, (M, ).

(37)

For the m states in the I'g conduction band and the
nstates in the I; valence band, the product

Sy, (m, a)S,,(n, a) is nonzero only with alowance
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made for the derivative in formula (35). Therefore, this
product is expressed through the components of the
vector dF2(a)/0a, which, in particular, leads to identity
(36). Asis demonstrated in the Appendix, the summa-
tion inrelationship (37) can be replaced by independent
integration over r, and r, and division into Qg. With
dueregard for expression (36), relationship (37) isrear-
ranged as follows:

inng
2 lep

r.dr 0 0
H|r11—r22|EBr“F (rl)ggrmpzaz)g.

By changing over to the differentiation of the [r; —r,|*
function and using identity (22), we obtain the integral

<e, m’; h, n'|US>?cnhg)|ev m; h,n>

4Trgeﬁ{] e (1) (39)
3K|:E[| mn mn IdrF (r)

Out of two terms on theright-hand side of identity (22),
only the second term proportional to the d function con-
tributes to integral (39). For envelope (31), we have

JarFi) = R%,

where the C coefficient is defined by formula (33).

The r’,, intrasite matrix elements can be allowed

for with the use of formula(20). For the "4 x I'; exciton,
the third term in relationship (20) after the summation
over R; # R, or the equivalent integration does not
make a contribution and, instead of expression (39), we
obtain

(1) (1)*

mn’,)\ mn, n

(38)

{exc, v|uo?|exc, v)
(40)

(2,3
VR R36v 2l

iC
-3 (o r—
where w1+ and w ) are introduced into expression (28).

Thelong-range contrl bution (40) differsfrom asimilar
contribution in formula (32) in its multiplier,

(2) (2) 2
_ Wr—W 7 _ e[
= — - =1- . 41
Y Wt Oy, 0 (1)

Franceschetti et al. [33] numerically calculated the
exchange interaction in spherical nanocrystals by using
the pseudopotential method. Relationship (37) or (39)
corresponds to the monopole—-monopole contribution
to the exchange interaction according to the terminol-
ogy used in [33]. Inturn, thetermslinear and quadratic

in rga correspond to the monopol e—dipol e and dipole—
dipole contributions. Furthermore, it should be noted
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that the quantity g, in formula (6) in [33], to within the
common factor, coincides with the quantity defined by
formula (36). For the ' x I'; exciton in the spherical
guantum dot, the dipole—dipole contribution vanishes
and the monopol e-dipole contribution is proportional to
wr— w3 —w? 0[vEvE)|. Inthe case of the g x
I'g exciton, the dipole-dipole contribution is nonzero
even for spherical nanocrystals. The pseudopotential
calculations show that the monopole-monopol e contri-
bution to the long-range exchange interaction in the
typical semiconductors CdSe, InP, and GaAs is pre-
dominant (see Table 1in [33]). Therefore, the results of
our earlier calculations (within the effective mass
method) of the fine structure of exciton levelsin CdSe
nanocrystals [10, 12] remain valid. It can be expected
that, for wide-gap semiconductors, the relative role of

the r’., intrasite matrix elements introduced into rela-
tionships (5) and (6) will become more important and
the y coefficient will noticeably differ from unity.

Thus, we demonstrated that, for the I'g % I'; exciton
in the spherical semiconductor nanocrystal, the inter-
atomic transitions determined by the velocity operator
matrix elements v'%) lead to the monopole-monopole

contribution (38). In the coordinate representation, the
corresponding contribution to the long-range exchange
interaction is made by the second derivative,

0’ 1
arl,)\arz,n|r1—r2|,

which, according to identity (22), can be written as the
sum of two terms. The first term describes an interac-
tion of the dipole—dipole type and does not affect the
singlet—triplet splitting (32). The second term has the
form of a  function. However, physically, this & func-
tion does not imply that the contribution associated
with it is of a contact character and is governed by the
regionswith r, andr, lying within one or two unit cells,
asisthe case with short-range exchangeinteraction. We
emphasize that the main contribution to sum (37) or
integral (38) is made by the pointsr, and r, located at
distances comparableto R.

In earlier works, the electron—hole exchange inter-
action was considered under the explicit or implicit
assumption that either only interatomic [1-4, 9-12] or
only intra-atomic [5, 6, 13—17] transitions contribute to
the interband matrix elements of the velocity (or
momentum) operator. In the present work, the analyti-
cal theory of the long-range exchange interaction with
due regard for transitions of both typeswas constructed
for thefirst time. Formulas (26), (27), and (40) are orig-
inal.

Platonov et al. [32] noted that the interatomic and
intra-atomic contributions to the matrix elements of
optical transitionsin type-11 heterostructures enter in an
inequivalent way. In this respect, in addition to the
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investigation into the exchange interaction in type-l
heterostructures, the experimental study of the lateral
optical anisotropy in type-11 multilayer nanostructures,
such as ZnSe/BeTe or CdS/ZnSe[32, 34, 35], can be of
help in assessing the role of intra-atomic transitions.

APPENDIX
Let us analyze the double sum
1 0o 0O
Z@am a]lj'al a2|@aszaD (A1)
a;za,

where a, , arethe vectors of acubic Bravais|attice and
H, isthe invariant function localized within a sphere of
radius R. When theradius Ris considerably larger than
the lattice constant a,, the summation can be replaced
by integration with division into the unit cell volume

squared Q3
dl’ldl’zm 0 D 1 0 d 0
! _.[I 2 @rl)\ ’D|r1—r2|@r2>\HrE

Thisintegral can be calculated by using integration by
parts and relationship (22) for the second derivative of
the Coulomb potential. From symmetry considerations,
it immediately follows that the first term in formula (22)
doesnot contributeto integral (A2). The secondtermin
formula (22) leads to the contribution

drldrz 4T[ 2
| = r,))H, = —drH;. (A3
[[=0r IH,, = ZosfdrHy. (A3
It should be emphasized that the change-over from the

differentiation of the H, functions to the differentiation
of |a; —a,[* in sum (A1) isincorrect, that is,

(A2)

H _6(1

1 o HD
a,|lba,, U

Z Q)a1 N D|a1
a,Za,
0 1
#
Z HalHazaal \0aylap—ay’
a,za,
The left-hand sum is nonzero, whereas the right-hand
side sum (at the invariant function H,) is equal to zero.
It isinstructive to estimate the used approximations.
When H is estimated in the order of magnitude at R,

weobtainl ~(Q R3)_1. According to relationship (A2),
compared to theintegral |, the smallness of the contribu-
tion from the r, and r, regions within the same unit cell
to this integral can be estimated at (ay/R)? O (Qy/R°)?3.
Apparently, the same smallness occurs for the difference
between sum (A1) over the discrete variables a; # a, and
the double integral (A2), in which the integration vari-
ablesr, and r, independently vary throughout the vol-
ume of the sphere with radius R. The main contribution
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to theintegral is made by ther, and r, points located at
distances of the order of R. Consequently, the formal
use of the & function, when changing over from formula
(A2) to formula (A3), does not indicate the particular
role of regions with closely spaced r, and r, pointsin
distinction to short-range exchange interactions, which
are intrasite in character. Therefore, at R > a; sum
(A1) and integral (A2) remain virtually constant when
the denominator [a; — a,| under the double summation
signor |ry—r,|intheintegrand isreplaced by |a, —

T, = To, | OF [F1 =T+ T, — Ty, |, respectively, at arbi-
trary 7, and t,,. This circumstance was aready noted

in Section 4 in considering the exchange interaction in
a homogeneous crystal.
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Abstract—The spectral density (SD) in the ARPES spectra of antiferromagnetic (AFM) dielectrics
Sr,CuO,Cl, and Ca,CuO,Cl, along the principal symmetry directions of the Brillouin zone was studied by the
generalized tight binding method. At the valence band top of these undoped cupratesin the AFM state, thereis
apseudogap of magnetic nature with E(k) ~0-0.4 eV between avirtua level and the valence band proper. The
observed similarity of dispersion along the '-M and X-Y directions can be explained by the proximity of the
3Blg triplet and the Zhang—Rice singlet levels. The value of parity of the polarized ARPES spectraat thel, M,
and X points calculated for the AFM phase of undoped cuprates with an allowance for the partial contributions
is even. The conditions favoring observation of the partial contributions in polarized ARPES spectra are indi-
cated. Due to the spin fluctuations, the virtual level acquires dispersion and possesses a small spectral weight.
Probably, this level cannot be resolved on the background of the main quasi-particle peak as a result of the
damping effects. © 2001 MAIK “ Nauka/Interperiodica” .

1. INTRODUCTION

Investigation of dielectrics such as Sr,CuO,Cl, and
Ca,CuO,Cl, by the method of angle-resolved photoe-
mission spectroscopy (ARPES) is a means of studying
evolution of the electron structure of doped high-tem-
perature superconductors. The available ARPES spec-
tra, measured along the principal symmetry directions
for various polarizations of synchrotron radiation,
allow the valence states to be classified with respect to
the symmetry properties. Indeed, data on the electron
structures of both Sr,CuO,Cl, and Ca,CuO,Cl, alow
three groups of the valence states to be distinguished,
the first group being invariant relative to the reflection
from the plane of emission and the second and third
groups being even and odd with respect to this reflec-
tion. According to the selection rules [1], the ARPES
spectra measured with a polarization vector parallel to
the plane of emission should show only the even group
of states, while the spectra recorded for the perpendic-
ular polarization should display only the odd group. In
the perpendicular geometry, the polarization vector is
always parallel to the CuO, plane. Therefore, contribu-
tions due to the p, and d, valence states binding the
planes into a unified tree-dimensional structure will be
observed only in the spectra measured in a paralel
geometry.

Let us summarize the main ARPES results [2]
related to the problem under consideration:

() An anaysis of the level occupancies n(k) [3]
obtained from the ARPES spectra of antiferromagnetic
(AFM) dielectrics Sr,CuO,Cl, and Ca,CuO,Cl, shows
the presence of a singularity in n(k) at the intersection
with a k contour (close to the Fermi surface) predicted

previously based on the results of band calculations. The
quasi-particle peak dispersion on the k contour of the
“remnant Fermi surface” is close to a d-like dependence
of the |cos(ka) —cos(k,a)| type. Sincethelast functionis
analogous to a d-like dispersion of the pseudogap in
undoped Bi,Sr,CaCu,Og . 5(Dy)and the superconducting
gap in the optimum doped compound, thereis an evident
relationship between the three energy gap values.

(ii) On the other hand, the |cos(k,a) — cos(k,a)| rela-
tionship has a linear character in the vicinity of the
point M = (172; 172). A similar linear relationship

~JJ cosz(kxa) - cosz(kya) was observed for the dis-
persion of spinons [4]. However, the experimental dis-
persioninthevicinity of M seemsto be quadratic rather
than linear [2].

(iii) Although the observed dispersion is well
described within the framework of the t—t'—t"—J model,
thereisone special point in application of this model to
real systems. According to the t—t'-t"—J model, disper-
sion aong the (0, 0)-M(1t, ) and X(1t, 0)-Y(O, )
directions is related to different parameters (J and t',
respectively). Therefore, the observed analogy of the
dispersion rel ationships along these different directions
poses inexpediently strict limitations on the model
parameters. The existing explanations of the observed
universality are related to the self-consistent Born
approximation in the t—t'-t"—J model theory [5].

(iv) The results of experiments with polarized radi-
ation are indicative of an even parity of the ARPES
spectra of dielectrics in the symmetric points ', M, X,
and Y [6], thevalue of the parity being dependent on the
doping level. However, parity cannot be interpreted
within the framework of the t-t'-t"-J model. For this
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reason, theoretical investigations devoted to polarized
ARPES spectra usually employ the local density
approximation (LDA) in the density functional method
(DFM) [7]. The results obtained within the framework
of LDA allow the parity to be analyzed. Unfortunately,
the dispersion law isnot treated as successfully asisthe
t—t'<t"—J model. In particular, the LDA approach fails
to reproduce the quasi-particle peak corresponding to
the Zhang—Rice state at the valence band top.

The purpose of this study wasto analyze the density
of states (SD) spectrum for oxychlorides Sr,CuO,Cl,
and Ca,CuO,Cl, based on the ARPES data for various
polarizations. The results obtained within the frame-
work of the generalized tight binding method (GTBM)
[8] offer anatural generalization of the t—t'—t"—J model
and alow clear physical interpretation.

Thefirst section of this paper givesabrief outline of
the GTBM and introduces basic formulas for the dis-
persion and SD. The second section presents the result
of numerical calculations of the dispersion relation-
ships and the quasi-particle peak amplitude in the spec-
tral density along the T-M—X-Y and X-Y directionsin
the paramagnetic (PM) and AFM phases. Partial contri-
butionsto the SD dueto various orbitals are calcul ated,
which isimportant for identification of ARPES spectra
that may differ both in the parity and in scattering cross
sections for the incident radiation. The nature of the
energy gap is established and the shape of dispersionis
determined along the k contour of the remnant Fermi
surface. The third section gives a symmetry analysis of
the partial contributionsat thel”, M, X, and Y pointsand
indicates polarizations for which these contributions
can be observed, and the even parity of the total contri-
bution is revealed. The fourth section considers the
influence of spin fluctuations on the energy band struc-
ture of oxychlorides.

2. SPECTRAL DENSITY OF STATES
IN THE GENERALIZED
TIGHT-BINDING METHOD

Here, we will briefly formulate the GTBM for a
CuO; (CuQ,Cl,) cluster considered as a unit cell. The
problem of nonorthogonality of the molecular orbitals
of neighboring clusters is explicitly solved by con-
structing the corresponding Wannier functions on the

d. vy d.. 2, P Py P, five-orbital initial basis set of

3z —r

atoml C states.

In the new symmetric basis set, asingle-cell part of
the Hamiltonian is factorized, making it possible to
classify, according to symmetry, all the possible effec-
tive single-particle excitations in the CuO, plane. Sub-
sequent exact diagonalization of the unit-cell Hamilto-
nian and the transition to the Hubbard operator repre-
sentation make it possible to take into account the
hopping part of the Hamiltonian.
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The initial Hamiltonian of a multiband p—d model
can be written in the standard form:

H=Hy+H,+H,+H,, Hy= ZHd(r),

1 o -0
Hd(r) = Z|:(£)\ “)d)\rod)\rc"'zu n)\rn)\r

Ao

O + + g o O
+ Z B_Jdd)\rcd)\ro'd)\'ro'd)\‘ro + Zv)\)\'n)\rn)\'rDi|’
Ao O r O

Hp(i) = Z |:(€o( —M) p;iopuio

ao

Hp = 3 Hy(i),
(D)
+5 U ngln;?-'- ZVGG n(XIn(XI:|

a'i'c’

Hog = Z Hpa(i, 1),
G,rd

pd(I I’) - Z (t)\apouc r)\0+Va)\na|n)\r)

aAoa’

Hop = z Z(taﬁp;iop[}jo+ H.c.),

0, jdopo

where nf; = dyisthis and NG = Paic Paio- Here, the
indices r and i run through the positions of dxz_yz,
d,._ . andp,, py, p, sets of localized atomic orbitals.
Similarly, &, = €4 (A =dy), &, (A =d) and &, = ¢,
(a=p Py, €, (0 =p,) are the energies of the corre-
sponding atomic orbitals; t,, =ty (A =d,; a =p,, p,)

and t,y/+/3 (A =d, a =p,, p,) are the matrix elements
for the copper—oxygen hopping; t,g = t,,, are the matrix
elements of hopping between nearest-neighbor oxygen
ions; U, = Uy (A = d,, d,) and U, = U, (@ = py, py, P)
aretheinteratomic Coulomb interactions on copper and
oxygen atoms, respectively; and Vg, = Vg (0 = py, Py,
A=d,, d)and V, (o =p,; A =d,, d,) are the copper—
oxygen Coulomb repulsion energies. All matrix ele-
ments of the Coulomb and exchange interaction are
assumed to be independent of the shape of thed or pin-
plane orbitals. The primed values refer to the interac-
tion with apical oxygen in CuQg4 or with chlorine in
CuO,Cl,. Subsequent steps in the conversion of Hamil-
tonian (1) are analogousto those described in [8]. Here,
we will only write the key formulas. All calculations
were carried out for the CuO, plane divided into CuQq
(CuO,Cl,) clusters.
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Using the linear transformation S, we introduce the
new operators a,, and b, of the hole annihilation in the
molecular orbitals of oxygen:

P _ o3 _ B I3/ FEPe
Piol] OPykold s,/ =i s/ 00Pykel]  (2)
ui=si+s;, [§ =1
The new operators satisfy the required commutation

relationships{ by, 8yt = 0. Inthe new representation,
Hamiltonian (1) acquires the form of a sum of intra-
cell (H.) and intercell (H,,) contributions

H=Hc+He, Ho= Y Hig, Hig=h®+h®+n®,

fo

1 —
h® = (epMp + 8dxngx) + éUdngxndS
1 g _—0 g 0 +
+ éubnbnb + vadndxnb _Tb(dXO'bO' + HC),
e

(@ _ (o] (o} o 1 o o, 1 g _—0
h™ = (e.na + €4 Ny +€,Np ) + éudndzndz + éuanana

1 " 0 _—O g 0o o 0o
+ zupnpznpz + Z(Vpdndznpz"' VpdaNa,Na)
<

+ Ta(d;cac + hC) _Tlpd(d;o + hC) _t;)p(a:; Pz * h.C.);
h® = Z Udngxng; + U pnany
+ Vg g + Voanong +Voang ny |
b b
Hee = 3 (higp + hiop + higy).
(i£]) o
b + + +
hfw)p = _2tpduij(dxi0bjc + bicdxic) - thpvijbiobjav
2t
hiep = —2A,(di0a)5 + H.C.)

NE

+ 2t V81680 — 2N (Prisde + H.C,

2t +
hiay = —2Ugy(d;.b; + H.C.)

J3
+ 2tpr”(a:0bJ0' + hC) _Zt;)pzlj(p;(jbjc + HC),
where
&, = sp—2tppvoo,
Tb = 2tpd“001 Ta = 2tpd)\00/'\/§,
Tho = 26/ 3, Tpp = 2the.

€ = €pt+ 2t Vo,
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The coefficients ;;, v;;, and A;; concern to the hybrid-
ization of states of the same symmetry and depend only
on the distance between the ith and jth cells. The coef-
ficients &; and x;; concern to the hybridization of states
belonging to different a, and b, representations and
change sign upon reflection along either the x and y
?é(isé.] Expressions for these coefficients are derived in

Now let us determine the eigenval ues and eigenstates
of the single-cell Hamiltonian H,, after which the total
Hamiltonian can be rewritten in terms of these eigen-
states. In the vacuum sector, the eigenstate is a'°pf or [0

In the single-hole b, sector on the basis of |d;,/00and
|b; |00 states, the eigenvectors [b,0= By(b)Iby |00+
Bp(dx)|d:0 [0Cwith the energies €15, (p=1, 2) can be
found through exact diagonalization of the matrix:
" [l 1.0
h(b) -0 €4, TbD. 4
-1, &, U
In the single-hole a, sector on the basis of |a;, |00
|pys 00} and |d;, |00 states, the eigenvectors |&, 0=
ap@la; PO+ ay(p)lps 00+ ay(d)lds, POwith the
energies €1a, (p =1, 2, 3) can be found through exact
diagonalization of the matrix:

UJ v g

® 0 €, Ta —Tpa[

n@ _ [ v g

h™ = % Ta € —tp E ©)
0~Tpd ~tpa Ep, O

By the same way, we determine the eigenstates |AqD
with the energies €24, in the two-hole A, sector |Aq[F

. AqilAiLlwhere the coefficients are the eigenvectors
A (i, g = 1-9), and the basis set of singlet functions

|Aq [J One of these basis set states represents the
Zhang—Rice singlet |ZRLIn the two-hole B, sector, we

find the triplet eigenvectors |Bqu = Zi By [Bim(q =

1-6; M = -1, 0, 1) with the energies €28, coefficients
By, and basis set functions |B, L1 Thus, diagonalization
of the Hamiltonian for a CuOg (CuO,Cl,) cluster is per-
formed separately in various sectors with the number of
holesn=0, 1, or 2.

Previoudly [10], we found two basic possibilitiesfor

stabilizing the |B1w Cstate as the ground state: (i) with
decreasing energy of the p orbitals of O (or Cl) ionsin
the apical position and (ii) with decreasing crystal-field
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parameter Ay = €4 — €4 . According to estimates [10],
the energy interval between triplet and singlet satesis
Ag, ~ 0.5 eV. The existence of two states |A; Dand

|B1mCOwith competing energiesin the region of realistic
values of the parameters implies that both these states
have to be taken into account as basis states in our
model and that no further reduction to an effective sin-
gle-band Hubbard model or the t—t'—t"—J model is pos-
sible. As a result of the exact diagonalization, the
Hamiltonian H, for theAFM phase acquiresthe follow-
ing form:

He = z (SlpG_U—)X?zo"‘ z (EzqG_ZH)X?gca
pfgo qfgo
_ EfA, fOA
Ofe, bOB.

(6)
fo

Here, p and q enumerate the single- and two-hole terms

of acell, respectively, and X" = |plI| are the Hubbard
operators constructed on the exact states of the cell. The
sublattice levels are split by the field of the AFM state:
€1pa = €1p — ON, €155 = €1, + 0N, Where the quantity h ~
JIg,O0and J is the effective exchange interaction
between nearest neighbors. As the doping level
increases, the h value drops to vanish completely in the
PM phase. In this paper, the consideration is restricted
to a non-self-consistent calculation in which the mag-
netic state is assumed to be known (AFM or PM at T =
0). In the new basis set, the single-electron operators
are expressed as

Ciro = zy)\a(m)xrfno! (7)

where Gyt = Uyior Aoty s iy Paie @A Misthe number
of the root vector a,(pq). To simplify treatment of the
Hubbard operators, we use a convenient notation pro-
posed by Zaitsev [11]. The matrix elementsy,,(m) (m=
0, 1, ..., 31) corresponding to the above root vectors
can bedirectly cal culated upon exact diagonalization of
the Hamiltonian H; the results of such acalculation are
presented in [8]. We take into account only two lower

terms: by, a; in the single-particle sector and Aq, élM
in the two-particle sector. This corresponds to |pd=
|a, [J |bs Oand |g0= |A1 [ |Bim Cin Eq. (6). All other
terms correspond to higher energies and can be ignored
as far as the physics of low-energy excitations is con-
sidered. The corresponding dispersion relationships for
the valence band were derived using equations of
motion for Green's functions constructed on Hubbard
operators:

Cﬁ:\f = le)\0|cz)\'0[|q§ = zy)\o(m)y;'o(n)DE?1 (8)
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Do = E?ko(AA) [:)kc(AB) %,
U Dys(BA) Dko(BB) U
Do (AB) = [MXi| Yio ML
In the Hubbard | approximation, the dispersion rela-
tionship is determined by the equation

(E— Q) 8/ Fo(m)

(9)

—2gv:0<m>T§’S<k)vm(n> = 0.

Thisrelationship is similar to the standard single-elec-
tron equation for the tight-binding method but differs
from the latter in two respects. First, the single-particle
energies are determined as resonances between multi-

electron states. Second, the occupation factors FS (m) =

X P9 0+ DXT9, Dlead to a concentration dependence of
G G

both the dispersion relationships and the quasi-particle
peak amplitude in the SD. Mathematically, we deal
with an equation of the generalized eigenvalue prob-
lem, with the matrix of the inverse occupation factors
replacing the ordinary “nonorthogonality matrix.” Each
root vector o, determines a charged Fermi quasi-parti-

clewith spin /2 and local energy Q, = €546 — £3pc-

Equation (9) is a convenient means of calculating
the dispersion relationships, which alows all possible
guasi-particle states to be determined. However, not al
of these theoretically possible sates can be observed in
experiment. As is known, the ARPES measurements
give the amplitude of the quasi-particle peaksin SD

Aok, E) = E—%glmmtﬁ,) = B33 Vaelm)

Amn

(10)
X Yro(N)IM(Dis (AA) + Dy (BB)),

rather than a dispersion law as such. Owing to the cor-
responding occupation factors, the SD may become
negligibly small or even vanish for some quasi-parti-
cles. Asaresult, the corresponding peak will be missing

from the spectrum. The high dimensionality of the Dye
matrix (32 x 32) makes analytical representation of SD
impossible. We have performed anumerical calculation
of the SD using relationship (10) for the principal sym-
metry directions of the Brillouin zone at T = 0. For the
PM phase, the dispersion law and the SD can be
obtained using single- sublattice analogs of Egs. (9)
and (10).
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3. NUMERICAL CALCULATION
OF SPECTRAL DENSITY

Figure 1 shows the results of the numerical calcula-
tion of dispersion along the principal symmetry direc-
tions of the Brillouin zone for a quasi-particle peak at
the valence band top of Sr,CuO,Cl, and Ca,CuO,Cl,
compoundsinthe AFM and PM statesat T = 0. In the
PM phase, the calculated dispersion law is analogous
to that observed in optimum doped samples of
Bi,Sr,CaCu,Og, 5(Dy) [12]. The most interesting fea-
ture of our theoretical spectrum is the presence of an
energy level with a zero SD at the very top of the
valence band, which is not manifested in the experi-
mental ARPES spectra. Indeed, the undoped AFM sam-

ple contains only aOO(BlT -A1) and o by, —Al)
guasi-particles at the valence band top. At zero temper-
ature, with neglect of the quantum fluctuations, the fill-

ing numbers for a single-hole |b1s (state in one of the
spin projections are zero for both A and B sublattices.
Therefore, one of the spin projections in the undoped
compound possesses a nondispersive level called the
virtual level [8]. Since the transitions between empty
states have zero amplitude, a peak corresponding to
transitions involving this level is not observed in the
SD. Thisis atypica manifestation of the strong corre-
lation effect.

Thus, the energy gap between the valence and con-
duction band in oxychlorides at T = 0 can be repre-
sented as Ey(K) = Eq(K) + Es(k), where E(K) is the
charge transfer gap and Eg(Kk) is the gap between the
virtual level and the valence band. Since both these
termsrefer to quasi-particles of the same type (with the
same spin projection) existing on the background of
different components of the spin doublet |b,[) the gap
Es(k) has a magnetic nature and is absent in the PM

0 TT T T

T
1
1
1
1
1
1
1
1
1
1
1
1
1
1
T
1

Energy, eV
S
o

1 1 1 1

(1. 0)

(0, 0XTL 0)(0, 1)
k

0.0 (mm

Fig. 1. Dispersion at the valence band top along the main
symmetry directions of the Brillouin zone of the AFM
(solid curve) and PM (dashed curve) phasesat T = 0 calcu-
lated by Eq. (9).
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phase. Taking into account the absence of the main
characteristic signs of the semiconductor gap and the
zerovalue at k = M, the Eg(k) value will be referred to
as the pseudogap.

Figure 2 presents the dispersion of the pseudogap
Es(k) along the boundary of the AFM Brillouin zone on
the background of the d-like dependence of the
|cos(k,a) — cos(k,a)| type. This diagram demonstrates a
clear relationship between the pseudogap in AFM
dielectrics, the pseudogap in weakly doped com-
pounds, and the superconducting gap in optimum
doped samples [2]. Proximity of the calculated law to
the experimentally observed dispersion [2] suggests
that the k contour of the remnant Fermi surface
observed by Ronning et al. [3] in AFM dielectric
Ca,CuO,Cl, can be an ARPES signal from the valence
band. A possible reason for this is the purely two-
dimensional character of the quasi-particle states on
any k contour close to the X == Y contour. In all other
symmetry directions, the calculation reproduces non-
zero contributionsto SD from the out-of-plane d, and p,
molecular orbitals (see below). The factors Ty, (k) =

%ZR Ty (R)€ in Eq. (9) contain no inter-sublat-

tice terms for any k on the X ==Y contour, so that the
dispersion aong this contour can be only of the
~cos(ka)cos(k,a) type. As expected, this dispersion
curve precisaly fits the results of our numerical calcula
tion (Fig. 2). The experiment more likely corresponds to
alinear dispersion in the vicinity of the point M [2] and
we believe that it is not |cos(k,a) — cos(k,a)|, but it is
cos(k.a)cos(k,a) relationship.

According to theresults of our calculations, areason
for the similar dispersion patterns observed inthe AFM
phase along the MM and X-Y symmetry directionsisa

(1L, 0)

Fig. 2. Dispersion of the Eg(k) pseudogap dongthe X<=—Y
contour, representing |cos(k,a) — cos(k,a)| (dashed curve),
|cos(k,a)cos(kya)| (solid curve), and numerical calculations
by formula (9) (points). The dispersion is given by the dis-
tance from the AFM Brillouin zone boundary to the point of
calculation.
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Fig. 3. k-Dependences of the partial contributions to the
quasi- particle peak amplitude along the '-M direction for
(@) PM and (b) AFM phases.

strong hybridization of the valence band of the Zhang—
Ricesinglet and the lower band of the 3B, triplet at the
points ' and M. According to our data, the observed
similarity is determined only by the values of parame-
ters related to apical Cl or O ions. In addition, our
results reveal a strong anisotropy of the effective mass

inthevicinity of k =M (mjf/my; ~10). Therefore, the

similarity refers only to the dispersion width in these
directions.

The SD A(k, E) was calculated along the four prin-
cipal symmetry directions of the Brillouin zone: M,
M—X, X-I", and X-Y for PM and AFM phases. Accord-
ing to Eq. (10), the SD is additive. Therefore, we may
determine the partial SD contributions due to all orbit-
alsinvolved in the calculation:

Ak, E) = 3 Ao(k,E),
Ao

where A = d,, b, a, d,, and p,. As will be demonstrated
below, the additive representation offers a convenient
approach to analysis of the polarized ARPES spectra.

Figures 3a and 3b show k-dependences of the SD
amplitude and the partial contributions along the M'-M
symmetry direction for AFM and PM phases, respec-
tively. For realistic values of the parameters used in the
calculation [8], the 3By4 triplet level is 0.7 eV higher
than the A,y level of the Zhang-Rice singlet. As
expected, the k-profile of the quasi-particle peak ampli-
tude loses symmetry relative to the point M upon tran-
sition to the PM phase. If the contribution due to the
out-of-plane orbitals Ay (K, E) = Aq (k, E) + A (K, E)

isgtill dominant at k =T, the quasi-particle peak ampli-
tude at the point M significantly decreases. Theresidual
SD at this symmetry point is due to the admixture of
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Fig. 4. k-Dependences of the partial contributions to the
quasi- particle peak amplitude along the M—X direction for
(@) PM and (b) AFM phases.

states from the conduction band involving only in-
plane d, and b orbitals.

Figures 4a and 4b show the k-dependences of the
quasi-particle peak amplitude along the M—X symmetry
direction of the Brillouin zone. In both AFM and PM
phases, only the in-plane b and d, orbitals Ay(k, E) =
Aq (k, E) +Ay(k, E) contribute at the point k =X, while
the contributions from p, and d, states at this symmetry
point vanish. The total amplitude of SD monotonically
increases along the M—X direction in both AFM and PM
phases. Of special interest was the symmetry direction
'-X (Figs. 5a, 5b). Here, in addition to the analogous
suppression of the partial contribution A,(k, E) at the
point k = X, thereisacrassover from monaotonic growth

2500

—_— = =
[ S R
o o 9O
o o O

2000

1500 -

1000

500

Amplitude of peak, arb. units

0
(1L 0) 0,0) (Tt 0)

Fig. 5. k-Dependences of the partial contributions to the
quasi- particle peak amplitude along the X direction for
(@) PM and (b) AFM phases.
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Fig. 6. Three-dimensiona k-dependences of the amplitude
of the quasi-particle peak aong the '-M direction for the
PM phase.

in the quasi-particle peak amplitude in the AFM phase
to nonmonotonic behavior with a maximum at k =
(2173, 0) in the PM phase. An anal ogous maximum was
observed in the ARPES spectra of Ca,CuO,Cl, at T =
150K [2]. Ananalysisof the eigenstatesin this symme-
try direction showed that a maximum at the point
~(21v3, 0) in the PM phase is related to a maximum
admixture of the states from the conduction band. The
same factor accounts for a maximum in the partial con-
tributions of the in-plane b and d, orbitals. Along the
X=Y symmetry direction, the quasi-particle peak ampli-
tude containing only the Ay (k, E) and Ay(k, E) contri-
butionsis virtually independent of the wavevector.

Figures 6 and 7 show three-dimensional view of
A(k, E) along the M'-M direction. The spectra of both
PM and AFM phases exhibit no quasi-particle peak in
the region of virtual level energies. The spectrum of the
PM phase shows evidence of a triplet contribution to
the quasi-particle peak amplitude.

4. POLARIZATION DEPENDENCE
OF THE ARPES SPECTRA

Additional information on the nature of statesin the
valence band can be obtained by comparing ARPES
spectra measured using paralel and perpendicular
polarizations of the electric vector relative to the photo-
emission plane.

Let us analyze the polarization dependence of the
SD (10) with allowance for parity and the magnitude of
the partial contributions. The ARPES spectra will be
considered with neglect of the magnetic scattering
effects, which are small compared to the charge scatter-
ing effects as reflected by the factor (Aw/mc?). How-
ever, the charge effects are significantly influenced by
the presence and type of magnetic ordering.

Data summarized in the table show the k groups,
irreducible representations, and parities of the in-plane
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Fig. 7. Three-dimensiona k-dependences of the amplitude
of the quasi-particle peak along the M'-M direction for the
AFM phase.

and out-of-plane orbital contributionsto thetotal SD in
thel, X, and M symmetry points of the Brillouin zone
for the AFM phase. As is seen from these data, the
presence of a nonzero photocurrent at the point I' is
related to a small E, irreducible representation of the

k group for ag,(by, 0-—1A1) guasi-particlesrather than to
an additional (satellite) quasi-particle state. A specia
feature of the photocurrent observe-d at the center of
the Brillouin zoneisthat thissignal isproportional only
to the SD contribution from oxygen orbitals. The parity
of thetotal SD A, (K, E) isindicated with allowancefor
the partial contributions at the corresponding points of
the Brillouin zone.

The states of different parity in the valence band can
be probed separately by changing the sample orienta-
tion during the ARPES measurements in combination
with the linearly polarized radiation. Moreover, it is
even possible to observe evolution of the parity with
variation of the doping level [6]. In the SD of oxychlo-
rides, a quasi-particle peak was observed in the '-M
and =X directions only for the parallel experimental
geometry. This is possible only provided that the
valence states are even. A simple comparison with the
results of polarized ARPES measurements [6] shows
that the calculated parity agrees with that observed for
the undoped compounds. Since the even parity at the
points " and M is due to the out-of-plane contribution
Auu(K, E), the quasi-particle peak amplitude must also
depend on the angle of incidence of a radiation polar-
ized in the parallel direction.

5. EFFECT OF SPIN FLUCTUATIONS
ON THE BAND STRUCTURE
OF ANTIFERROMAGNETS

In our non-self-consistent approach, dependence of the
electron structure on the magnetic ordering is mediated
by the occupation factors F4(m) entering into Eq. (9). At
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The characteristics of partial contributions to the total SD amplitudein polarized ARPES

| Il v
[(Dgn)-M(Dgp) M—X(Dan)

Aq, Odd (Byg) Odd (Byg) Even Even (Ay)
A, 0(E) Odd (By) 0 Even (A
An=Ag +A 0+ Odd Odd 0+ Even Even
A, 0(E) Even (Ay) 0 0dd (B,,)
Aot = Ay, t Ap, T As ~Even (Ayg) Even (Ayy) ~Even ~Even (Ay)
Aot = Ain + Aot ~Even ~Even ~Even ~Even

Note: Experimenta observation conditions: (columns | and 111) Adx , Ay, and A are observed using perpendicular, arbitrary, and parallel
polarization, respectively; (column I1) A;, and A, are observed using perpendicular and parallel polarization, respectively; (column V) A,

and Ay are observed using parallel polarization.

avalence band top, the determining role belongs to the
quasi-particles oy, 51, o —1A1), alc(Bl, o —3I§1, 0), and

azG(Bl, 0-—3l~31, 20); in the case of undoped oxychlorides
featuring unoccupied two-holeterms, F (ay,) = th; L

For nonzero matrix elements y,,(m) (m=0, 1, ..., 31)
given by (7), the occupation factors in the AFM phase

with sublattices A: [$,[ [$7Cand B: [$5[= —[$kan be
written in the following form (o = +1/2): F(_So(am) =

FE (o) = 12 — 20[B5[) Fo(on,) = U2 + 200850
(where G = A, B). To the present moment we restricted
the consideration to the Ising order, assuming that
(5= V2. The simplest way to provide for a self- con-
sistent calculation isto construct an effective Hamilto-
nian in the form of a Heisenberg Hamiltonian with an
antiferromagnetic exchange term J, followed by a self-
consistent calculation of [$4] Thus, we may take into
account the local spin fluctuations (zero-point fluctua-
tions in the AFM phase), while allowance for the non-

local fluctuations of the [§'S Otype would require
going beyond the scope of the Hubbard | approxima-
tion adopted in this study. A detailed analysis of the
applicability of such methods and comparison with the
available results on the magnetic polaronsin the t-t'-J
model were madein [13].

As is known, the presence of the zero-point fluctua-
tionsgivesriseto quantum spin reduction: [$41F 1/2—n,,
where the n, value can be calculated by different meth-
ods. According to the spin wave theory, two-dimen-
siona antiferromagnets are characterized by n, = 0.2
[14]. Allowance for the spin fluctuations significantly
maodifies the energy band structure (Fig. 8). Indeed, the
nondispersed level in Fig. 1 has a zero dispersion and a

zero spectral weight because Ff\(am) =0inthelsing
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calculation variant. Owing to the spin fluctuations, the
occupation factors are F7(aty, ) = ngand F (o, ) = 1 —
Ny, Which yields a nonzero dispersion and a spectral
weight ~n,. Thus, in the presence of spin fluctuations,
the band structure of an undoped antiferromagnet is
similar to the band structure of adoped |sing ferromag-
net with a hole concentration of x = n,. Because of the
small spectral weight of the corresponding band, this
band appears as a low-energy satellite in the ARPES
spectrum. It is not excluded that the damping effects
excludethe possibility of resolving this peak. Neverthe-
less, such satellites, theintensity of which (aswell as of
the spin fluctuations) increases with the temperature T,

-12}
(0,0

0,0) (rL.0) (0, T
k

mm (o)

Fig. 8. Dispersion at the valence band top along the main
symmetry directions of the Brillouin zone of the AFM
phase cal culated with an allowance for the spin fluctuations
(quantum spin reduction ny = 0.1).
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were recently obtained in cal culations performed by the
guantum Monte Carlo method within the framework of
the Hubbard model [15].

6. CONCLUSIONS

To summarize the results of our calcul ations, subse-
guent analysis, and comparison with experimental
ARPES data, we point out the following.

(i) Owing to asmall energy gap (~0.7 eV) between
the3By4 triplet level and the Zhang-Ricesinglet level, a
strong hybridization of the singlet valence band and the
lower 3B, triplet band takes place at the " and M sym-
metry points. This hybridization accounts for the like
patterns of dispersion observed in the '-M and X-Y
directions of the AFM phase. However, our calculations
predict anisotropy of the effective massat k = M with a

ratio of my; /my; = 10. On the whole, the valence band

does not possess a two-dimensional character. As a
result, when the angle of incidence of radiation polar-
ized parallel to the plane of emission deviates from nor-
mal, the amplitude of the quasi-particle peak at the I
and M symmetry pointsinthe AFM phasewill increase.

(if) At the valence band top of Sr,CuO,Cl, and
Ca,CuO,Cl, in the AFM state, there is a pseudogap of
magnetic nature with E(k) ~ 0-0.4 eV between a vir-
tual level and the valence band proper; the gap vanishes
at the point M of the Brillouin zone. The virtual level
corresponds to a small SD at T = 0, which is propor-
tional to the zero-point spin fluctuation density n,. Dis-
persion of the pseudogap in the X-Y direction agrees
well with that on the k contour of the remnant Fermi
surface. Contribution to the SD in this direction is
entirely dueto thein-plane d, and b orbitals and, hence,
the spectrum has essentially atwo-dimensional charac-
ter. In the PM phase, the pseudogap is absent and the
valence band dispersion is analogous to that of
Bi,Sr,CaCu,Og , 5(Dy) doped to the optimum level [12].

(iii) The parity calculated for the ARPES spectra at
the points I', M, and X of the AFM phase with allow-
ance for the partial contributionsis even, in agreement
with [6]. The presence of anonzero photocurrentat I' is
related to a small E,, irreducible representation for the

Ooy(b1 o — A ) quasi-particle state with k = I rather
than to an additional satellite state. A special feature of
the photocurrent observed at the center of the Brillouin
zone is that this signal is proportiona only to the SD
contribution from in-plane oxygen orbitals.

(iv) Allowance for the spin fluctuations significantly
maodifies the energy band structure. Indeed, the nondis-
persed level inthe AFM phase hasa zero dispersion and
a zero spectral weight in the Ising calculation scheme.
Owing to the spin fluctuations, the level acquires non-
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zero dispersion and spectral weight. Thus, in the pres-
ence of spin fluctuations, the band structure of oxychlo-
rides is similar to the band structure of a doped Ising
ferromagnet. Owing to the small spectral weight
acquired by thevirtua level dueto the spin fluctuations,
this band appears as a low-energy satellite in the
ARPES spectrum. It is not excluded that the damping
effects exclude the possibility of observing this peak
against the background of the main quasi particle peak.
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Abstract—This paper reports on a study of the luminescence kineticsin CsPbCl; microcrystals dispersed in a
CsCl or PhCl, host matrix, which are excited by synchrotron radiation at energies E,, . = 4-20 eV. The lumi-
nescence decay kinetics of CsPhCl; microcrystalsis found to contain different time components generated by
direct excitation of the microcrystals or reabsorption of the luminescence emitted by other centers. It is conjec-
tured that the decreased luminescence decay constant of CsPbCl; microcrystals dispersed in these hosts as com-
pared to its counterpart of CsPbCl; single crystals is accounted for by size quantization. © 2001 MAIK

“Nauka/Interperiodica” .

1. INTRODUCTION

CsPbCl; single crystals exhibit strong free-exciton
luminescence with a main decay time of the order of
0.5ns[1, 2]; this could make them potentially promis-
ing for application as fast high-energy radiation con-
verters. Nanocrystals are characterized by till faster
decay kinetics dueto the size quantization effect. It was
shown [3-5] that subjecting CsCl:Pb and PbCl,:Cs
crystals to specific heat treatment gives rise to the for-
mation of CsPbCl; nanocrystals dispersed, respec-
tively, in the CsCl and PbCl, host matrices.

Investigation of the luminescence Kinetics of
CsPbCl; microcrystals dispersed in an insulator matrix
and excited by synchrotron radiation is needed in order
to establish the mechanism of transformation of the
excited radiation to the intrinsic electronic excitation of
the CsCl or PbCl, matrix and of the CsPbCl; microcrys-
tals. Such studies a so offer the possibility of determin-
ing the application potential of these materials for the
detection and visualization of high-energy radiation.

We present the results of a study of the lumines-
cence spectra and kinetics of CsPbCl; microcrystals
dispersed in aCsCl or PbCl, matrix and excited by syn-
chrotron radiation within the 4-20 eV range.

2. EXPERIMENTAL

The CsCl:Pb (Cp, = 0.5 mol %) and PbCl,:Cs
(Ces = 0.05 and 0.5 moal %) crystals used were grown
by the Stockbarger method (the figures in parentheses
are the corresponding impurity concentrations in the
melt). To produce CsPbCl; microcrystals dispersed in
CsCl or PbCl, host matrices, a CsCl:Pb or PbCl,:Cs

crystal was subjected to prolonged high-temperature
annealing (20100 h, 180-220°C). Such heat treatment
activates thermal motion of the anion and cation vacan-
cies, clusters of the type of the CsPhCl; molecule are
formed in the CsCl and PbCl, matrices and combine
subsequently in microcrystals of a certain size that
become dispersed in the above matrices.

The luminescence kinetics of the crystals was mea-
sured using time-resolved spectroscopy on a SUPER-
LUMI station at HASYLAB (Hamburg, Germany).
The synchrotron beam was directed onto the crystal
through a 2 m long normal-incidence vacuum mono-
chromator (with an entrance dlit spectral width of
~0.2 nm). The luminescence of crystals fixed on the
holder of a helium cryostat was passed through a sec-
ondary B & M monochromator [6] and measured with
a PM tube. The luminescence decay kinetics was stud-
ied using the correlated photon counting technique. The
mathematical treatment of the luminescence decay
curves, which takes into account the temporal parame-
tersof the exciting synchrotron pul se, permitsoneto esti-
mate time constants down to 0.15 ns. The luminescence
spectra were measured within time gate of At = 5 ns
(referred to subsequently as the fast luminescence
component) and of At = 50 ns and with atime delay of
ot = 150 ns relative to the beginning of the exciting
pulse (the delayed |uminescence component).

3. RESULTS OF THE EXPERIMENT
AND DISCUSSION

3.1. Luminescence Spectra of CsPbCl; Microcrystals

Figure 1 displays luminescence spectra of CsCl:Pb
and PbCl,:Cs crystals excited in the transmission

1063-7834/01/4310-1885%$21.00 © 2001 MAIK “Nauka/Interperiodica’
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Fig. 1. Luminescence spectra of CsPbCly microcrystalsdis-
persed in (1) CsCl and (2) PbCl, matrices and (3) of a
CsPbCl; single crystal measured at Eg, = (1, 3) 5.12 and
(2)3.87evV. T=10K.

(a)
CsCI:Pb

(b)
PbCl,:Cs

400
A, nm

500

Fig. 2. Spectra of (1) the prompt and (2) the delayed lumi-
nescence component of microcrystals (a) in a CsCl matrix
measured at Eq . = 7.29 eV and (b) in a PbCl, matrix at

Eec = 10.77 €V (115 nm). T = 10K.
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regions of CsCl:Pb by photons of energy E .= 5.12 eV
(Aexc = 242 nm) and of PbCl,:Cs by photons of energy
Eoc =3.87€V (Ao =320nm) at T= 10K (curvesl, 2,
respectively). The narrow bands with a haf-width
AH =0.03 and 0.05 eV that peak at E,, = 2.98 eV
(Aen= 416 nm) in CsCl:Pb and a E,, = 2.93 eV
(Aem =423 nm) in PbCl,:Csare similar in spectral posi-
tion and half-width to those of the free-exciton emis-
sion band in single-crystal CsPbCl; (E,,, = 2.954 eV,
Aem = 419.6 Nm, and AH = 0.025 €V) (curve 3), whose
position does not depend on excitation wavelength.

The increased half-width of the luminescence band
of CsPbCl; microcrystals dispersed in the CsCl or
PbCl, matrix compared to that of single-crysta
CsPhCl; is accounted for by the formation of CsPbCl,
microcrystals that vary in size in the course of heat
treatment. The short-wavelength shift of the free-exci-
ton emission band maximum of CsPbCl; microcrystals
in the CsCl matrix relative to that of single-crystal
CsPhCl; by AE =26 meV isregarded asamanifestation
of the size quantization effect [3]. An expression relat-
ing the short-wavelength shift to the microcrystal
radius Ryp [7],

2
AE = @

2URyp
where p = 0.65my is the reduced exciton mass [8, 9]
(my isthefree-electron mass), yields Ryp = 5 nm for the
average radius of CsPbCl;-type microcrystals dispersed
in the CsCl matrix.

To find an explanation for the long-wavel ength shift
of the emission spectrum of CsPbCl; microcrystalsdis-
persed in a PbCl, matrix, we consider the structure of
the emission spectrum of CsPbCl; single crystals in
more detail (curve 3 in Fig. 1). The short-wavelength
maximum at E; = 2.954 eV (419.6 nm) is assigned to
free-exciton emission; the long-wavelength maximum
at E, =291 eV (426 nm), to trapped exciton emission
[2,9]. It is possible that the formation of CsPbCl,
microcrystalsin a PbCl, matrix distorts the structure of
clusters of the type of the CsPbCl; molecule to the
extent to which free-exciton emission is suppressed and
only trapped excitons can produce emissions. In this
case, the luminescence band of the CsPbCl; microcrys-
tal with Eg,, = 2.93 eV (423 nm) is due to trapped exci-
tons and, hence, is shifted to shorter wavelengths by
AE = 21 meV with respect to the bound-exciton emis-
sion band of single-crystal CsPbCl; with Eg,, =2.91 eV
(426 nm).

The luminescence spectra of CsCl:Pb and PbCl,:Cs
crystals excited within the exciton or intrinsic absorp-
tion bands of the corresponding matrix contain, in addi-
tion to the above-mentioned band of CsPbCl; microc-
rystal luminescence, a broad luminescence band that
peaks at E,, = 3.93 eV (315 nm) (Fig. 2a) or broad
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luminescence bands at E,,, = 3.75 €V (330 nm) and
2.69-2.58 eV (460-480 nm), depending on the energy
of excitation quanta (Fig. 2b). The luminescence band
at E,,, =3.93 eV of aCsCl:Pb crystal isassigned in [10]
to radiative transitions from the Jahn—Teller minima of

a relaxed excited state of a single Pb?*—v, emission
center to the impurity ground state.

The studies reported in [11, 12] indicate that the
luminescence band at E,,, = 3.75 eV and the short-
wavelength wing of the band at E,,, = 2.69-2.58 eV in
a PbCl,:Cs crystal (Fig. 2b) should be assigned to the
emission of two types of self-trapped excitons (STE)
and that the long-wavel ength wing of the latter band is
due to the emission of a defect. At the same time, the
bandsat E.,, = 3.75and 2.69-2.58 €V areinterpreted in
[13] as being due to the emission of two type of STEs.

As seen from Fig. 2, the narrow-band luminescence
of the crystals under study, unlike the CsPbCl; single
crystal characterized by only afast luminescence com-
ponent with E,,, = 2.954 eV, contains both a prompt and
adelayed luminescence component.

The origin of the delayed component in the lumines-
cence spectra of microcrystals can be explained by ana-
lyzing the luminescence excitation spectra of single
crystals, as well as the excitation spectra of the prompt
and delayed luminescence components of CsPhCl,
microcrystals.

3.2. Excitation Spectra of CsPbCl; Microcrystals

3.2.1. The CsCl:Pb crystal. The luminescence
excitation spectra of microcrystals contain characteris-
tic ranges associated with the transmission region of the
matrix (Eec = 4—7.8 €V) and with band-to-band transi-
tions (E, . > 8.3 €V). The first thing one notices in the
matrix transmission region is that some of the maxima
in the excitation spectrum (identified by arrows in
Fig. 3, curve 1) of the prompt luminescence-band com-
ponent of CsPbCl; microcrystals coincide with the cor-
responding minima in the excitation spectrum of the
free-exciton luminescence band of single-crystal
CsPhCl; (curve 3in Fig. 3). Minimain aluminescence
excitation spectrum are usually associated with reflec-
tion losses and nonradiative exciton decay at near-sur-
face defects. The inverse shape of the luminescence
excitation band can be readily interpreted if the micro-
crystals are so small that the exciting light passes
through them without noticeable absorption. In this
case, the excitation spectrum of the intrinsic lumines-
cence band of CsPbCl; microcrystals reproduces the
pattern of the absorption spectrum rather than being
distorted by the absorption due to surface defects, asin
a CsPbCl; single crystal.

The strong decrease in the excitation efficiency of
the prompt luminescence component in CsPbCly
microcrystals that was observed to occur with photons
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Fig. 3. (a) Excitation spectra of (1) the prompt and (2) the
delayed component of the CsCl:Pb crystal luminescence
band (Cp, = 0.5 mol %) obtained at Eg,, = 2.98 €V; and

(b) (3) free-exciton luminescence bands of single-crystal
CsPbCl3 obtained at Eqy, = 2.954 €V and (4) prompt and

(5) delayed luminescence components of single sz"—vg

emitting centersin aCsCl matrix obtained at Egy, = 3.93 V.

Symbols A and B identify the absorption bands of single
emitting centers. T =10 K.

of energy E.. > 6.8 €V (curve 1lin Fig. 3) can beinter-
preted as being due to amore efficient excitation, inthis
energy region, of the luminescence of single Pb**—v
centersin the CsCl:Pb crystal (curves 4, 5).

The similarity between the excitation spectra of the
delayed luminescence component of CsPbCl; microc-
rystals (curve 2 in Fig. 3) and the luminescence excita-
tion spectrum of single Pb**—v centers suggests that

the lead centers are involved in the formation of the
delayed luminescence component in microcrystals.

Within the 8 eV < E,. < 14 €V energy range, the
prompt luminescence component of CsPbCl; microc-
rystalsis not excited (curve 1 in Fig. 4). Thisis due to
the fact that there is no direct optical excitation of
CsPbCl; microcrystals and to direct electron—hole
recombination with CsPbCl; microcrystals.
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Fig. 4. Excitation spectra of (1) the prompt and (2) the
delayed component of the CsCl:Pb crystal luminescence
band obtained at Eg,, = 2.98 eV and (3) of the luminescence

band of single-crystal CsPhCl; obtained at Ey, = 2.954 €V;

and (4) a core-valence luminescence spectrum of the CsCl
matrix. T = 10 K. The arrows identify the position of the
long-wavelength exciton-absorption band and the onset of
interband transitions in the CsCl matrix at the same temper-
ature.

Excitation of the CsCl:Pb crystal by photons with
energiesabove 14 eV bringsabout excitation of the core—
valence luminescence (CVL) of the CsCl matrix, which
is reabsorbed efficiently by the CsPbCl; microcrystals,
because the excitation spectrum of the luminescence of
CsPbCl; microcrystals coincides with that of the CVL of
the CsCl matrix (curves 1, 4 in Fig. 4). This channd of
the CsPbCl; microcrystal excitation accounts for the
prompt x-ray-induced luminescence of CsPbCl; microc-
rystals dispersed in the CsCl matrix [4].

3.2.2. The PbCl,:Cscrystal. Figure 5a presents the
excitation spectra of the prompt and the delayed com-
ponent of the luminescence with E,,, = 2.93 eV of the
CsPhCl; microcrystals, of theintrinsic luminescence of
the CsPbCl; single crystal (Eq, = 2.954 eV), and of the
STE luminescence of the PbCl,:Cs crystal with E,,, =
3.75 eV in the E, . = 4-10 eV region. The excitation
spectrum of the STE luminescence band of the PbCl,
matrix with E4,, = 3.75 eV and its reflectance spectrum
are shown in Fig. 5b.

The structure of the excitation spectrum of the
prompt and delayed components of the luminescence
band of CsPbCl; microcrystals with E,,, = 2.93 eV
(curves 1, 3in Fig. 5) showninthe4.4 < E,.<49eV
regionisidentical to that of the STE luminescence with
Ee, = 3.75 eV of the PbCl, matrix (curves 4, 5). The
similarity between the excitation spectraof the CsPhCl,
microcrystal luminescence and of the intrinsic STE
luminescence of the PbCl, matrix with E,,, = 3.75 eV
observed in thisrange impliesthe existence of acertain
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Fig. 5. (a) Excitation spectra of (1) the prompt and (3) the
delayed luminescence component of a PbCl,:Cs crystal
(Ccs = 0.05 mol %) obtained at Eqy, = 2.93 €V, (2) of the
free-exciton luminescence band of single-crystal CsPbCly
obtained at Egy, = 2.954 eV and (4) of the luminescence
band of a PbCl,:Cs crystal (Ccg = 0.05 mol %) obtained at
Eem = 3.75 €V; and (b) (5) excitation spectrum of the PbCl,
matrix luminescence band obtained at Eqy, = 3.75 €V and
(6) the reflectance spectrum of the PbCl, matrix. T= 10 K.

mechanism of electron excitation energy transfer from
the PbCl, matrix to the CsPbCl; microcrystals. That the
excitation spectrum of the prompt component of the
CsPbCl; microcrystal luminescencewith E,,, =2.93 eV
reproduces that of the STE luminescence in the PbCl,
matrix with E,,, = 3.75 eV is possibly the result of the
presence of a prompt component in the matrix STE
luminescence. Indeed, studies reported in [14] suggest
that the STE decay kinetics of the PbCl, matrix with
Ee, = 3.75€V hasaprompt (1; = 0.61 ns) and adelayed
(slow) component (1= 11.8 us).

Thelow excitation efficiency of the delayed and the
prompt [uminescence component of CsPhCl; microc-
rystals produced by photons of energy of the range
55eV < E,.<10eV isaccounted for by the low exci-
tation efficiency of the intrinsic STE luminescence of
the PbCl, matrix in this energy range.
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The specific features of the mechanism responsible
for the luminescence excitation in CsPbCl; microcrys-
tals in the energy range under study were established
when investigating the luminescence decay kinetics of
microcrystals.

3.3. Luminescence Decay Kinetics of CsPbCl,
Microcrystals

3.3.1. Luminescence decay kinetics of CsPbCl;
microcrystals dispersed in a CsCl matrix. Figure 6
(curve 1) shows the luminescence decay kinetics of
CsPbCl; microcrystals excited in the transmission
region of the CsCl matrix (Eg. = 3.5-6.0 eV). The
decay curves of micro- and single-crystal CsPbCl,
excited in the same spectral region can be fitted by a
combination of two exponentials with decay times of
17;,=0.15ns, 1;,=12.1nsand 1;; =0.48 ns, 1;, = 7.0 ns,
respectively. The decrease in the luminescence decay
time 1¢; of CsPbCl; microcrystals compared to that of
single-crystal CsPhCl; could be due to the size quanti-
zation effect.

The luminescence decay kinetics of CsPbCl; micro-
crystals excited in the 6.0-7.8 eV region isidentical to
that of the emission band of single Pb**—v_ centers
with Eg,, =3.93 eV (curves 2, 4in Fig. 6). Thelumines-
cence decay curves of the microcrystals are described
by the decay times 1y, = 2.6 nsand T;, = 25 ns; those of
single Pb?*—v_ centers, by 1, = 2.4 nsand 1;, = 27 ns.
In both cases, there is adelayed component 1, whichis
too long to be measured by the technique we used to
study the delayed luminescence component. The exist-
ence of a prompt and a delayed luminescence compo-
nent in the band with E,,, = 3.93 eV in the CsCl:Pb
crystal supports the existence of aradiative and ameta-
stable sublevel in the relaxed state of the Pb?* ion. The
coincidence of the luminescence decay curves of the
microcrystals and single centers suggests that the
delayed component in the microcrystal luminescence
decay kineticsison the millisecond time scale, asisthe
case with single Pb**—v centers. That the temporal
luminescence parameters of microcrystals and single
centers coincide indicates that no multipole mecha-
nisms of energy transfer from single Pb**—v ; centersto
CsPhCl; microcrystals operate here, i.e., that the lumi-
nescence of the microcrystals excited in the absorption
bands of the Pb?>*—v centersis due to reabsorption of

the radiation emitted by the single centers.

The luminescence decay kinetics of CsPhCl; micro-
crystals produced when the CsCl:Pb crystal is excited
by photons of energy E.. > 14 eV contains a main
decay constant with 1, = 1.4 ns(curve 3in Fig. 6). This
is accounted for by the excitation, for E,. > 14 eV, of
the CVL with a decay constant T = 1.4 nsin the CsCl
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Fig. 6. Luminescence decay kinetics of CsPbCl3 microcrys-

tals dispersed in a CsCl matrix. The excitation is made at
Eec = (1) 3.5-6.0, (2) 7.7, and (3) >14 eV. Curve 4 illus-

trates the decay kinetics of the luminescence of single
Pb?*-V/ . centersin the CsCl matrix, which peaks at Eqy, =
3.93 eV and was excited in the spectral region Eg, = 6.0
78eV. T=10K.

matrix, which is reabsorbed efficiently by the CsPbCl,
microcrystals.

Thus, the luminescence decay kinetics of CsPbCl,
microcrystals with t; = 0.15 ns is observed only under
direct optical excitation in the transmission region of
the CsCl matrix. The component with the decay time
T; = 1.4 ns originates from reabsorption of the matrix
CVL excited for E,,. > 14 eV. The overlap of the exci-
tation spectrum of the microcrystals with emission
spectraof single Pb?**—v_ centersin the CsCl:Pb crystal
gives rise to the formation of a delayed component in
the luminescence decay kinetics of CsPbCl; microcrys-
tals with time constants of 1;; = 2.6 ns, 1;, = 25 ns, and
T, = 1 ms. Size quantization possibly brings about a
dight decrease in the luminescence decay time of
CsPbCl; microcrystals dispersed in the CsCl matrix
(t;= 0.15 and 0.48 ns for CsPbCl; microcrystals and
single crystals, respectively).

3.3.2. Luminescence decay Kkinetics of the
CsPbCl; microcrystals dispersed in a PbCl, matrix.
Figure 7 presents luminescence decay curves of
CsPbCl; microcrystals excited in the regions of trans-
mission and intrinsic absorption of the PbCl, matrix. In
both cases, one can discriminate a prompt component

2001



1890

1, arb. units

20 30 40 50 60
t, ns

Fig. 7. Decay kinetics of the luminescence of CsPhCl;
microcrystals dispersed in a PbCl, matrix, which was
excited in the regions of (1) transmission (Eg, = 3.8 €V) and
(2) intrinsic absorption of the PuCl, matrix (Eq = 14.0 €V),
aswell as of the luminescence of (3) single-crystal CsPbCl3
excited by Eg, = 3.8 eV photons. T=10K.

with 1;; = 0.30 ns and longer components with time
constants 7;, = 2 ns and t;3 = 23 nsin the luminescence
decay curves. The presence of a prompt component
with 1;; = 0.30 ns in the decay kinetics of CsPbCly
microcrystals excited in the transmission region of the
matrix originates from direct excitation of the microc-
rystals both on the surface and in the bulk of the matrix;
when excited in the region of intrinsic absorption of the
matriX, the prompt component is possibly caused by the
presence of asmall amount of microcrystals on the sur-
face of the PbCl, matrix. The luminescence decay kinet-
icsof aCsPbCl; singlecrystal excitedat E, . =3.8eV are
illustrated by curve 3 in Fig. 7. As in the case of
CsPbCl; microcrystals dispersed in the CsCl matrix,
the dightly shorter luminescence decay time of
CsPhCl; microcrystals in the PbCl, matrix (t;; = 0.30
and 0.48 ns for the micro- and single-crystal CsPbCl,,
respectively) could be due to the size quantization
effect.

There is also a delayed component T, which is too
long to be measured using the technique employed. The
existence of a delayed component T, in the lumines-
cence decay kinetics of CsPbCl; microcrystals in the
PbCl,:Cs crysta is apparently due to reabsorption of
the PbCl, STE luminescence by CsPbCl; microcrys-
tals. Indeed, the STE luminescence decay kinetics of
the PbCl, matrix was shown to be dominated by a
delayed component with T, = 11.8 ns[14].

Thus, the prompt component in the luminescence
decay kinetics of CsPbCl; microcrystals with 1;; =
0.30 nsisdetected within abroad energy range, includ-
ing the regions of both transmission and intrinsic
absorption of the PbCl, matrix.

PHYSICS OF THE SOLID STATE Vol. 43
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4. CONCLUSIONS

~ Our present study permits the following conclu-
sions.

(1) Long, high-temperature annealing (20-100 h,
180-220°C) of CsCl:Pb (Cy, = 0.5 mol %) and
PbCl,:Cs (Cs = 0.05 and 0.5 mol %) crystals initiates
theformation of CsPbCl; microcrystalsdispersedinthe
CsCl and PbCl, matrices, respectively.

(2) The luminescence of CsPbCl; microcrystals
excited in the transmission region of the CsCl matrix
originates from direct excitation or reabsorption of the
emission of single Pb**—v centers. Inthefirst case, the
luminescence decay constant isT; = 0.15 ns; in the sec-
ond, the decay kineticsfollows a curve characteristic of
single Pb?*—v centers.

(3) The prompt component with the decay time con-
stant 1; = 0.30 ns excited in the regions of transmission
and intrinsic absorption of the PbCl, matrix is caused
by direct excitation of the CsPbCl; microcrystals; the
delayed component, with t,= 10 s, isdueto reabsorp-
tion of the STE emission in the PbCl, matrix.

(4) The dlight shortening of the luminescence decay
constants of CsPbCl; microcrystals dispersed in CsCl
and PbCl, matrices compared to the corresponding
constant for single-crystal CsPbCl; is possibly due to
the size quantization effect.
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Abstract—The effect of inherent submicroporosity (regions with an excess free volume) in amorphous aloys
on the regularities of their crystallization isinvestigated. Inherent submicroporosity arisesin amorphous alloys
prepared by quenching under different conditions. It is proved that this effect should be taken into account in
the first stage of crystallization of amorphous aloys. © 2001 MAIK “ Nauka/Interperiodica” .

1. INTRODUCTION

Amorphous aloys are very promising materials
owing to their physical and mechanical properties. The
chief disadvantage of these aloysis their low thermal
stability, because amorphous alloys produced by
ultrafast quenching (the most widely used method of
their preparation) can occur either in an unstable state
or inametastable state. Thetransition to an equilibrium
crystalline state leads to a considerable change in al
properties of the amorphous alloy. This explains why a
large number of works is concerned with investigation
into the crystallization Kinetics of amorphous alloys. At
present, the genera regularities of crystallization of
amorphous alloys are known [1-7]. However, anumber
of problems, in particular, the problem of the effect of
excess free volume on crystallization processes, remain
unsolved.

Asis known, the presence of afree volume (1-2%)
in an amorphous structure is an important structural
feature that distinguishes amorphous alloys from their
crystalline analogs. The free volume in amorphous
alloys can be separated into two components, namely,
the structure-sensitive volume and excess free volume
[3, 4, 8]. The former component of the free volume is
an integral characteristic of the amorphous state. The
structure-sensitive free volume is involved in the
atomic complexes responsible for the topological and
compositional characteristics of the amorphous state.
This part of the free volume completely annihilates
only after the completion of crystallization of the alloy.
The excess free volume is considered to be a structural
defect (submicropores) whose elimination leaves the
symmetry and topological characteristics of the amor-
phous state unchanged. At the same time, the evolution
of this mobile component of the free volume substan-
tially affects the physical and mechanical properties of
amorphous aloys [8-10]. Therefore, it can be assumed
that the inherent submicroporosity and other character-

istics of the defect structure of amorphous aloys aso
have an effect on their crystallization kinetics.

The concept of inherent submicropores agrees well
with theideas of Ya.l. Frenkel [11], according to which
an amorphous state, like a liquid, is characterized by
local microdiscontinuities, i.e., holes. These holes are
not identical to vacancies in crystals and should occur
in the form of incipient microcracks or pores. The pres-
ence of microdiscontinuities (holes) already in the melt
prior to rapid cooling suggests that the quenching con-
ditions (temperature of the melt, cooling rate, and other
factors) can affect the parameters of structural defects
in the “frozen” melt, i.e., in the amorphous alloy.

In this work, we investigated the influence of spe-
cific quenching conditions on the parameters of struc-
tural defects (primarily, submicropores) and, as a con-
sequence, on the regularities of the early stage of crys-
tallization during heat treatment of amorphous aloys.

2. SAMPLE PREPARATION
AND EXPERIMENTAL TECHNIQUE

Amorphous alloysin the Fe-B system served asthe
main objects of our investigation. In addition, we stud-
ied aloysin the Fe-Co-B and Ni—P systems. The aloy
samples in the form of ribbons approximately 40 pm
thick were prepared by quenching on the outside of a
rapidly spinning copper disk. In order to choose the
appropriate conditions of quenching, the kinematic vis-
cosity v of the melts was measured by the oscillating
sample method [12]. It was revealed that the tempera-
ture dependence of the kinematic viscosity v exhibits

an anomalous behavior at a certain temperature T; and
abranching into two curves v(T)* and v(T)~ upon heat-
ing and cooling, i.e., the kinematic viscosity hysteresis
(Fig. 1). The temperature dependences of the viscosity
of the Fe—Co—B and Ni—P alloys upon heating and cool-
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ing show a qualitatively similar behavior. These find-
ings indicate that the structure of the melt undergoes an
irreversible transformation which starts at a temperature

closeto T; and ceases (at aheating rate of 9 K/min) near

the hysteresis point T, in polytherms, i.e., the point at
which the temperature dependence branches into the
curves v(T)* and v(T)~. The results obtained were used
for choosing the temperature-time conditions of heat
treatment of the melts prior to quenching. The aloys of
each composition were prepared according to the fol-

lowing three regimes: (1) quenching from T, = T} —

(40-50K) (aloy 1), (2) quenching from T, =T, + (30—
50 K) (aloy 2), and (3) heating to T, and quenching
from T, (aloy 3). The specific quenching regimes for
the FegsB,5 alloy are presented in Table 1.

The structure of the amorphous alloys prepared under
different quenching conditions was studied by the small-
angle x-ray scattering (SAXS) technique, x-ray diffrac-
tion, and transmission e ectron microscopy (TEM).

The experiments were carried out using a small-
angle x-ray camerawith the Kratky collimation (MoK,
radiation). The setup made it possible to determine the
parameters of scattering inhomogeneities ranging in
sizefrom ~3t0 300 nm. The SAXSdatawere processed
by the Guinier method. Moreover, scattering indicatrix
invariants were constructed and analyzed. With theaim
of eucidating the nature of inhomogeneities, the scat-
tering indicatrices of the alloys were analyzed prior to
and after trestment under a hydrostatic pressure of
1GPa Earlier [8], it was shown that the treatment
under pressure leads to a considerable decrease in the
intensity of scattering by submicropores due to their
partial healing, whereas the scattering by inhomogene-
ities unrelated to holes remains unchanged. The TEM

v x 107, m/s?
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Fig. 1. Polytherms of the kinematic viscosity v for the
FegsB 15 aloy upon (1) heating and (2) cooling.

PHYSICS OF THE SOLID STATE Vol. 43 No. 10

1893

Table 1. Temperature-time conditionsfor preparation of the
FegsB 15 amorphous aloys

No. of Heating tem- | Isothermal | Quenching
quenching | perature of treatment | temperature,
regime themelt, °C | time, min °C
1 1250 5 1250
2 1395 5 1395
3 1400 5 1250

examination of the samples was performed with a
JEOL 2000-EX instrument at an accel erating voltage of
200 kV. The samples were prepared using an argon-
etch apparatus with agun tilt angle of 20°. The crystal-
lization was investigated in the course of isothermal
treatment. The phase composition and transformation
kinetics were determined by x-ray structure analysison
aDRON-3 diffractometer (FeK, radiation). The viscos-
ity was measured in the tensile test. The apparent vis-
cosity n was calculated according to the formulan =
(PL/3AL)At, where P is the load, L is the sample
length, AL isthe viscous (irreversible) deformation for
thetime At (1 h), and Sisthe cross-sectional areaof the
sample. The glass transition temperature was deter-
mined as the abscissa of the point of intersection
between the temperature dependences of the linear
expansion coefficient above and below the glass transi-
tion range.

3. EXPERIMENTAL RESULTS

First, we consider how the temperature-time condi-
tions of preparation of the FeysB45 aloy affect the reg-
ularities of its crystallization. It is found that, irrespec-
tive of the quenching conditions, the crystallization of
all the alloys begins with the precipitation of a solid

In ([i, S)

121

11

10

| | |
1.70 1.75 1.80

1037, K!
Fig. 2. Dependences of the time (Int;) prior to the onset of

crystallization on the isothermal treatment temperature for
the FegsB 45 alloys prepared according to regimes 1-3.

| |
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Fig. 3. Scattering indicatrices for the FegsB45 aloy (1) prior
to and (2) after treatment under hydrostatic pressure.

solution based on the body-centered cubic (bcc) iron
phase. (In the course of the second stage, the amor-
phous matrix is decomposed into metastable boride
Fe;B and a solid solution with a structure based on the
iron bec lattice.) The experimental results obtained at
the first stage of crystallization upon isothermal treat-
ment are shown in Fig. 2 in the In(t,)—1/T, coordinates,
where T, isthe temperature of isothermal treatment and
t; is the time corresponding to the appearance of the
crystalline phase (the solid solution with a structure
based on the iron bcc lattice) in the amorphous matrix
a a given temperature of isothermal treatment. Note
that the values of t; were determined during successive
isothermal treatments from the data of qualitative x-ray
powder diffraction analysis. As can be seen from Fig. 2,

Table 2. Characteristics of the FegsB 5 alloys

BETEKHTIN et al.

the aloy prepared from the not-too-heated melt
(regime 1) possesses the highest stability against crys-
tallization over the entire temperature range. The alloys
prepared according to regime 2 (and, especiadly, regime
3) crystallize somewhat earlier.

The characteristics calculated from the experimen-
tal datafor the amorphous alloys prepared according to
the three quenching regimes are summarized in Table 2.
Itis seen from thistable that, within the limits of exper-
imental error, the activation energies E4 of the first
crystallization stage are equal to each other. At the same
time, the viscosities of al the alloys (specifically of
alloys 1 and 3) differ substantially. The enthalpy of the
first crystallization stage for alloy 3 dlightly differs
form the enthalpies of alloys 1 and 2, and the glasstran-
sition temperature T, of alloy 2 differs from the corre-
sponding temperatures of aloys 1 and 3.

It can be assumed that the differencesrevealed in the
kinetics of thefirst crystallization stage and in the prop-
erties of the alloys under investigation are associated
with the structural featuresinherited by amorphous rib-
bons after ultrafast quenching. In frozen melts, these
features are electron density inhomogeneities of the
hole nature and others.

The systematic small-angle x-ray scattering investi-
gations demonstrated that the alloys prepared with the
use of all three regimesinvolve two or threefractions of
scattering inhomogeneities. Figure 3 depicts typical
scattering indicatrix invariants for alloy 1 prior to and
after treatment under hydrostatic pressure. It can be
seen that this treatment results in a considerable
decrease in the intensity of two out of the three
observed maxima and in a change in their location.
According to the analysis of the intensity and the shape
of theinvariant curvesfor the amorphousalloys prior to
and after the treatment under pressure [8], we deal with

No. of quenching regime 1 2 3
Activation energy of thefirst crystallization 180+ 18 180+ 10 178+ 10
stage, kJ/mol
Glasstransition temperature, K 621+ 3 601+ 4 620+ 3
Viscosity at 583 K, Pa (8.9+0.6) x 103 (6.6+0.6) x 10%3 (14+0.4) x 10"
Enthalpy of the first crystallization stage, J/g 65+ 3 68+ 3 56+ 4

Table 3. Parameters of structural inhomogeneities for the FegsB5 aloys

Submicropores Quenching inhomogeneities
No. of quenching diameter. nm
regime ' relative number diameter, nm relative number
near the surface in the bulk
1 100+ 9 15+2 1 240+ 20 1
2 97+ 10 15+2 19 220+ 15 1.8
3 62+ 14 15+2 16 - -

PHYSICS OF THE SOLID STATE \Vol. 43
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scattering by two fractions of inhomogeneities of the
hole nature, i.e., with scattering by submicropores. The
treatment under pressure brings about a partial healing
of micropores, which leadsto achangein the scattering
indicatrices. Inhomogeneities of the third fraction,
whose parameters remain unchanged under pressure,
have a nonhole nature.

Table 3 presents data on the size and rel ative number
of submicropores and nonhole-type scattering inhomo-
geneitiesin the studied aloys. It is seen from thistable
that each of the alloys contains submicropores with
mean sizes of approximately 10 and 100 nm.

Analysis of the distribution of fine and coarse sub-
micropore fractions over the thickness of amorphous
ribbons reveal ed that submicropores of the coarse frac-
tion arelocalized in thin (about 1-3 pm) surface layers
of amorphous ribbons, whereas submicropores of the
fine fraction are rather uniformly distributed through-
out the ribbon thickness. These data are in agreement
with the results of our earlier investigations [8, 13] of
the scattering indicatrices for amorphous ribbons prior
to and after electrolytic etching of thin surface layers.
Therefore, the effect of the coarse submicropore frac-
tion can beignored in analyzing the regularities of bulk
crystallization. Aswas shown earlier in [13], this effect
should be included in the analysis of the specific fea-
tures of surface crystallization (as compared to bulk
crystallization).

It follows from Table 3 that the bulk concentrations
of submicropores (about 15 nm in size) in the amor-
phous alloys produced under different quenching con-
ditions differ significantly: higher concentrations are
observed in aloys 2 and 3, whereas alloy 1 hasthe low-
est concentration of submicropores. The concentrations
of scattering centers of the nonhole nature are also dif-
ferent in alloys 1-3. The scattering center concentration
inaloy 2 is nearly twice as high asthat in aloy 1. As
regards alloy 3, the nonhole-type scattering inhomoge-
neities are not found in this alloy to within the experi-
mental error of their determination.

Now, we dwell on the results of structural investiga-
tions of the amorphous alloys with the use of transmis-
sion electron microscopy. A detailed comparison of the
microstructures obtained after the first stage of crystal-
lization was performed for aloys 1 and 3. This choice
isexplained by the substantial differencein the thermal
effects of thefirst crystallization stagein alloys 1 and 3
despite the fact that the quenching rates for these alloys
are identical. (Compared to alloys 1 and 3, aloy 2 has
alower glasstransition temperature and, hence, alower
cooling rate.)

Figures 4a and 4b show the characteristic micro-
structures formed in the Fe-B alloys immediately after
completion of the first crystallization stage in amor-
phous ribbons prepared according to regimes 1 and 3,
respectively. The histograms of the size distribution of
crystals are depicted in Figs. 5a and 5b. The size of a
crystal wastaken equal to the averaged (over the results
of two measurements) maximum size of its diagonals.
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Fig. 4. Micrographs of bce crystals of the FegsB15 aloys
prepared according to regimes (a) 1 and (b) 3.
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Fig. 5. Histograms of the particle sizesd after completion of
the first stage of crystallization in the FegsB5 aloys pre-

pared according to regimes (a) 1 and (b) 3.
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4. DISCUSSION

Let us consider the physical prerequisites that can
shed light on the origin of the observed effect of the
guenching conditions on the concentration, size, and
distribution of submicropores (regions with an excess
free volume) over the cross section of amorphous rib-
bons and, as a consequence, on the kinetics of the first
crystallization stage. We proceed from the assumption
that the melt prior to rapid cooling on the spinning disk
contains discontinuities, so that the higher the tempera-
ture of the melt, the larger the number of discontinuities
[11]. Therefore, an increase in the temperature of the
melt should lead to an increase in the number of frozen
discontinuities (submicropores). Moreover, the effec-
tive guenching rate should al so affect the parameters of
these discontinuities. In the framework of the above
concepts and with due regard for the action of centrifu-
gal forces arising upon pouring of the melt onto arap-
idly spinning disk (refrigerator) [8], the distribution of
excess free volume regions over the cross section of
amorphous ribbons should not be uniform: the mean
sizes of regionsin surface layers should be larger.

Thus, the obtained data on the influence of quench-
ing conditions on the size, concentration, and distribu-
tion of submicropores in amorphous ribbons are well
explained in terms of the general physical concepts.

Now, we analyze the possible reasons for the differ-
ent thermal stabilities of the amorphous alloys prepared
under different guenching conditions. First, we com-
pare the alloys prepared according to regimes 1 and 3.
It can be seen from Tables 1 and 2 that many character-
istics of these aloys differ substantially. Since the
guenching rates of alloys 1 and 3 are identical, the dif-
ferencesin the other parameters can be explained by the
fact that aloy 3 inherits the defect structure of the
higher-temperature (1400°C) melt. The structure of
aloy 3 virtually does not involve electron density inho-
mogeneities of the nonhole nature, which can be inter-
preted as quenching nuclei, and, what is especially
important, is characterized by a larger number of sub-
micropores. It seems likely that the difference in the
stability (crystallization kinetics) of aloys 1 and 3 is
associated with the difference in the number of initia
submicroporesin theinner layers of the amorphousrib-
bons. This difference (by afactor of 1.6) can lead to a
somewhat earlier (easier) onset of the formation of
crystalline regions. Note that, owing to the low viscos-
ity of aloy 3 (most likely, due to the small concentra-
tion of quenching nuclei), the induction period of crys-
tallization of this alloy can also be shorter than that of
aloy 1.

Another feature distinguishing the amorphous
aloys prepared in regime 3 from those produced in
regime 1 is a weaker thermal effect of the first crystal-
lization stage, which can be caused by a higher density
of crystal boundaries. In [14], the retardation of trans-
formation, low latent heats of crystalization, and a
clear-cut separation of two stages were treated as char-
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acteristic features of the crystallization process with the
formation of a nanocrystalline structure. Therefore, it
can be assumed that, after the first crystallization stage,
the structure of the amorphous ribbons prepared
according to regime 3 should involve alarge number of
tiny crystalswhose sizesarelessthan thosein the alloys
produced in regime 1.

However, the TEM investigations showed that the
guenching regime (1 or 3) does not substantially affect
the size of crystals formed after the first crystallization
stage. When passing from regime 1 to regime 3, the
density and size distributions of crystals in the amor-
phous matrix becomes only more uniform. It can be
seen from Figs. 5a and 5b that, after quenching of the
alloys according to regime 3, the structure involves a
smaller number (in percentage terms) of crystals less
than 50 nm in size and contains no crystals more than
200 nminsize.

The complex shape of crystals makes evaluation of
their surface area difficult. In order to compare these
parameters for alloys 1 and 3, the crystal shape was
simulated using simple geometric figures. It turned out
that, for any model shape, the surface areaof crystalsin
aloy 3isl.25timesaslargeasthat in alloy 1. Thisdif-
ference in the interfacial area explains the difference
(by afactor of approximately 1.2) between the enthal p-
ies of thefirst crystallization stage in alloys 1 and 3.

Let us now consider the specific features in the
structure and properties of the alloy produced by
guenching in regime 2. The concentration of submi-
croporesformed intheinner layers of the amorphousrib-
bon is nearly twice the submicropore concentration in
aloy 1 and is even somewhat higher than that in aloy 3
(Table 3). Consequently, the faster crystallization of
alloy 2 as compared to that of alloy 1 can also be asso-
ciated with an increase in the inherent porosity. Alloy 2
differs from aloys 1 and 3 in that it has a lower glass
transition temperature, which, in principle, suggests a
lower cooling rate in the glass transition range. As a
result, the number of quenching nuclel formedinalloy 2
islarger than those in alloys 1 and 3 (Table 3). Despite
a considerably larger number of quenching nuclei, the
viscosity of alloy 2 at atemperature of 533 K isdlightly
less than the viscosity of aloy 1, which can be
explained by the substantialy higher value of the
reduced temperature T/T,.

Therefore, variations in the quenching conditions
(temperature of the melt and cooling rate) affect the
specific features in the formation of the amorphous
structure and, as a conseguence, its thermal stability. A
simultaneous change in two quenching parameters
(temperature and rate) makes analysis of their influence
on the structure and properties difficult. However, for
the alloys prepared with the use of all three regimes, we
can draw the common inference that an increasein the
inherent porosity in the inner layers of amorphous rib-
bons leads to an earlier (easier) onset of formation of
crystalline regions.
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INHERENT SUBMICROPOROSITY AND CRYSTALLIZATION

It is evident that other structural features of the
amorphous alloys prepared by ultrafast quenching can
aso affect the thermal stability. However, it seems
likely that the inherent submicroporosity is one of the
most universal structural factors that has an effect on
the onset of crystallization. This is also supported by
the results obtained in the study of the fast surface crys-
tallization in amorphous aloys [13] and the prelimi-
nary data on the influence of pressure on the crystalli-
zation process. It is known that the surface crystaliza-
tion is a specific type of crystalization which occursin
amorphousalloysproduced by ultrafast quenching; these
aloys are characterized by fast surface crystalization
[1]. In our previous work [13], the Fe,gNi,,SigBq5 aloy
was investigated by the SAXS technique and Auger
spectroscopy. It was shown that the submicroporosity
in outer surface layers (in contact with the atmosphere
in the course of quenching) approximately 1-3 nm
thick is substantially higher than that in the bulk,
whereas the concentrations of chemical elements
(forming thisalloy) in the surface layersand in the bulk
are close to each other. These results allowed usto con-
clude that it is this increased submicroporosity that is
responsible for the fast crystallization of the outer sur-
face in the FesgNiySigBy; aloy. (The fast crystalliza-
tion of theinner surface of this alloy was brought about
primarily by the change in the chemical composition,
because no noticeable features of the pore structure on
this surface were revealed.) This conclusion is con-
firmed by our preliminary data, according to which the
treatment under pressure leads to a decrease in the
excess free volume and slows down crystallization pro-
CeSses.

In conclusion, we dwell briefly on general consider-
ations that can elucidate the influence of the submi-
croporosity (excess free volume) on the crystallization
kinetics in amorphous aloys. It is known that the crys-
tallization, i.e., the transition of the alloy from a meta-
stable state to a stable state, is attended by adecreasein
the free volume. This change in the volume brings
about adecrease in the elastic energy, which, according
to[1], more rapidly decreases near the surface.

Thus, the increase in submicroporosity, i.e., in the
free surfaces of submicropores, should lead to an earlier
(easier) onset of the formation of crystalline regions.
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Abstract—The problem of electromagnetic emission of an edge disl ocation segment moving in anionic lattice
with a NaCl-type structure is considered. The proposed mechanism of electromagnetic emission is associated
with the appearance of macroscopic alternating polarization currents along the extraplane edge of the edge dis-
location in the course of its motion between adjacent valleys of the Peierlsrelief. The relationships for electro-
magnetic radiation fields of an arbitrarily moving segment are derived, and the problem of electromagnetic
emission of a segment that executes harmonic oscillations in the field of an external quasi-stationary elastic
wave with afrequency Q < ¢/l (wherel isthe segment length and c isthe velocity of sound) istreated in detail.
The power of the emitted electromagnetic signal and the “acoustoel ectromagnetic transformation” coefficient
(the ratio between the electromagnetic radiation power and the mechanical power required for setting the seg-
ment in motion) are determined. © 2001 MAIK “ Nauka/Interperiodica” .

1. INTRODUCTION

Electromagnetic effects that accompany the motion
of defectsin crystals have been the subject of extensive
investigations in modern solid-state physics. Over the
last few years, considerable advances have been made
in this area of science. First and foremost, these are
experimental observations [1-3] and theoretical inter-
pretation [3, 4] of the magnetoplastic effect in ionic
crystals and metals and also detailed experimental
investigations into the electromagnetic emission of dis-
locationsand cracks[5, 6]. It should be emphasized that
these phenomena are essentially dynamic in character
and, hence, are of particular importance in the under-
standing of the nature of plastic deformation in solids.
Electromagnetic phenomena in deformed solids have
long been studied both from the standpoint of basic
research [7] and in relation to applied problems arising,
for example, in geophysics [8] and fracture mechanics
of structural materials[9, 10].

An interesting dynamic effect in strained crystalsis
the emission of electromagnetic waves during disloca-
tion motion and the nucleation and growth of cracks. In
principle, it is clear that, for example, dislocation
motion brings about disturbancesin both the crystal |at-
tice and the electronic subsystem of the crystal. Asis
known, the former disturbance leads to the generation
of elastic wavesin the sample and the latter disturbance
gives rise to electromagnetic emission whose character
is determined by the specific properties of dislocations
and the medium in which the electromagnetic wave
propagates. It seems likely that ionic crystals are the
most convenient objectsfor theinvestigation of electro-
magnetic emission of didocations, because they are
dielectrics in which absorption of an electromagnetic

signal is virtualy absent down to the IR frequency
range. On the other hand, dislocations of the majority of
the typesin these crystals have acharged core[11, 12],
so that their motion is naturally attended by effective
currents. Therefore, in this case, it is rather smple to
construct adequate physical modelsin which adisloca-
tionisinterpreted as a source of electromagnetic waves
in the crystal.

Kosevich and Margvelashvili [13] studied the emis-
sion of electromagnetic waves by mobile didocationsin
ionic crystals and explained this phenomenon in terms of
amechanism based on e ectroelastic effectsin deformed
lattices consisting of oppositely charged ions. In our ear-
lier work [14], we proposed an alternative mechanism of
electromagnetic emission of edge didocations in ionic
crystals, according to which the electromagnetic emis-
sionisdueto the occurrence of macroscopic polarization
currents along the line of a moving rectilinear disloca-
tion. It turned out that the emission intensity in the latter
case is five orders of magnitude higher than that in the
former case. Therefore, it can be expected that the mech-
anism proposed in [14] isresponsible for experimentally
observable effects.

In [13, 14], the electromagnetic emission was con-
sidered for rectilinear edge dislocations. It is clear that,
inareal crystal, adislocation moving through a stopper
network is actually aset of oscillating segments. Inthis
respect, it was of interest to solve the problem of elec-
tromagnetic emission of a curvilinear dislocation
whose configuration is an arbitrary function of time.
The aim of the present work was to analyze the formu-
lated problem and to elucidate the contribution from
this emission mechanism to the total electromagnetic
emission.

1063-7834/01/4310-1898%$21.00 © 2001 MAIK “Nauka/Interperiodica’



ELECTROMAGNETIC EMISSION OF MOBILE DISLOCATION SEGMENTS

2. FORMULATION OF THE PROBLEM

L et us consider an edge dislocation in acubic cell of
the NaCl type with aglide plane coinciding with one of
the {110} planes. The Cartesian coordinate system is
chosen in such away that the dislocation glides in the
planey =0 anditslinein the absence of external distur-
bances coincides with the z axis. We assume that the
dislocation linein the course of motion isso curved that
its configuration in the laboratory coordinate system at
any instant of time can be described by the function x =
Xo(z, 1), which is single-valued with respect to the
z coordinate. This meansthat the dislocation during the
motion cannot generate loops of the Frank—Read
source type. Therefore, the charge density p(r, t) at the
extraplane edge of the curvilinear dislocation (in the
core) can be represented as

p(r,t) = €*0(y)F(X)a(x—Xo(z 1))

x Z {d(z—2ma) —d[z—(2m+ 1)a]} . @)

m= —o

Here, e* is the effective charge of a node at the extra
plane edge, 2a is the distance between likely charged
ions along the z axis [positive ions are located at the
sites z = 2ma and negative ions occupy the sites z =
(2m + 1)a], and the period of the function F(X) [|F(X)| <
1] in the direction of the dislocation motion is equal to
2b (where b isthe distance between adjacent minima of
aPeierlsrdief in the direction of the Ox axis). The mul-
tiplier F(x) alows for the effective “recharging” of the
node located at the dislocation line when this node is
displaced to the adjacent valley of the Peierls relief
[14]. It isworth noting that, unlike the rectilinear dislo-
cation [14], the sign of the effective charge at the node
through which the line of a curvilinear dislocation seg-
ment passes [see formula (1)] depends on two coordi-
nates (X, and 2).

It is evident that the evolution of the charge in the
core of acurvilinear disocation should satisfy the con-
tinuity equation

208 4 divi(r,1) = o, e
where| isthe effective current density in the dislocation

core. By differentiating relationship (1) with respect to
time and rearranging it, we have

%—‘t) = —ae*d(y) E'P%[F(X)‘%(é(x —Xo(z 1))V(z 1)

[

<y 6(2—2ma)}—F(x)(% 3)

m= —co

x [V(z, t)(%(é(x—xo(z, t))] > 5(z—2ma)§
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Here, we used the approximate expression

z [8(z—2ma) —d[z—(2m+ 1)a]]

m=—o

= agi 0(z—2ma),

which implies that we are interested only in micro-
scopic quantities that vary slowly at distances of the
order of interatomic distances. This corresponds to the
usual procedure of microcurrent averaging accepted in
electrodynamics of continua[15]. Comparison of rela-
tionships (3) and (2) demonstrates that the term under
the sign of the total derivative with respect to z in for-
mula (3) isthe current density component j, that is,

Io(r 1) = —5(Y)F(X)V(Z t) 2O(X=%(z 1)), (4)

where V(z, t) = 0xy(z, t)/dt is the distribution of veloci-
ties of motion of dislocation segment points. The other
part of expression (3) is naturaly attributed to dj,/0x.
By integrating it over x, we find

ia(r,t) = ~S8(y)

Xo(z 1)

x J' dx‘F(x')é(?—Z[V(z,t)é%é(x'—XO(Z,t))} ®)

—00

_——6(y) [V(Z )z F(xo(z 1)O(X(z 1) - X)]

When writing relationships (4) and (5), we performed
averaging of the corresponding terms in expression (3)
over the z coordinate.

Now, it is easy to calculate the components (neces-
sary for further analysis) of the dipole moment vector
d(t) of the dislocation segment. Thisvector isrelated to
the current density j by the usual expression [16]

‘1‘%' = [i(r.nav. ©6)

With due regard for relationships (4) and (6), the dipole
moment component dz is given by

L

- ez*gJF(Xo(Z t))dz.

9 F(x(Z, 1))
%o ©
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For d,, after the integration of expression (5) over y and
z, we obtain

_€* - d
dy = E_J;dx[V(zl, t)g)?OF(XO(Zl, 1)) O(Xo(zy ) _)23)
-V(z, t)aiXOF(xo(zz, 1)) O(Xo(Z 1) — x)],

where z = z, , are the coordinates of the dislocation
ends (formally, we can set [z, ,| — ). For the calcu-
lation of integral (8), we assume that the motion of the
curvilinear dislocation can be considered a superposi-
tion of displacements u(z, t) of dislocation pointsin a
certain accompanying coordinate system and the dis-
placement X(t) of this system in space; i.e., Xy(z t) =
X(t) + u(z t). To state this differently, the dislocation
motion can be treated as a superposition of the motion
of arectilinear (on the average) dislocation and the dis-
location point oscillations u(z, t) about the 0X(t) axis of
the accompanying coordinate system. The oX axis of
this system can be chosen, for example, from the con-
dition
Iu(z, t)dz = 0.

Z

Here, we will not discuss the question as to whether
this definition of the accompanying system is unique.
For our purposes, it is sufficient that such a system exists
in principle. Since integrand (8) involves the & function,
the range of integration in thisintegrand isactually lim-
ited from above by x = X(t) + u(z, t). In this case, the
integral over x from —co to X(t) becomes zero under the
assumption that V(z, t) = V(z, t) = dX/dt at |z )| —
and the didlocation ends are simultaneoudly located in
valleysof the Peiersrelief; i.e., F[xy(z, t)] = F[X%y(z, t)]-
Then,

d, = —92’: u(z, t)[V(zy, t) —V(z,, 1)] E%F(XO(ZL 1). (9)

Finally, when the segment ends are fixed at stoppers,
we obtain V(z;, t) = V(z,, t) = 0 and the dipole moment
component d, vanishes. It is this case that will be con-
sidered in the following discussion.

3. ELECTROMAGNETIC EMISSION
OF A DISLOCATION SEGMENT

In this section, we will derive the relationships that
describe the electromagnetic fieldsinduced in the crys-
tal by asingle dislocation segment, which hastheinitial
length | and isfixed at the points z= +1/2 on the Oz axis.
The dislocation, as before, glidesin the planey = 0. As
can be seen from formula (5), the current density com-
ponent j, for the segment with fixed ends vanishes, so

CHARKINA, CHISHKO

that the evolution of the radiation fields is governed
only by the dipole moment component d,(t).

It is convenient to represent the radiation fields of
the segment in the spherical coordinates r, 6, and ¢,
where the azimuthal angle 0 is measured from the Oz
axis of the Cartesian coordinate system. The formulas
for the strengths E(r, t) and H(r, t) of electric and mag-
netic fields of an elementary dipoleinthewave zoneare
given in [17]. The spectral components (Fourier trans-

formswith respect totime) E«(r, 8, ¢) = (0, Eg (1, 6, ),

0) and H%(r, 6, ¢) = (O, O, Hj‘f(r, 0, ¢)) of the radiation
fields have the form

i

H (20

2
ES(r. 8, 9) = H(r, 6, ¢) = S-dy’sinBexpH
cr

The Eg, Hy, and d; spectral components intro-

duced into expression (10) are determined in the usual
manner. For example,

+o00

dv = [ dtd,(t) exp(~icot)

(the spectral components of all the other functions of
time are determined in asimilar way).

Thus, the problem of calculating the spectral com-
ponents of the dipole moment reduces to calculation of
integral (7) under the most general assumptions about
the form of the u(z, t) function that determines the dis-
placements of dislocation segment points. It is clear
that the displacements u far from the fixed points can be
sufficiently large (~L). In any case, it is evident that, for
macroscopic segments with | > 1078 cm, the inequality
[u(z, t)] > b is true virtually for al segment points
(except for small neighborhoods of fixed points). This
allows us to evaluate integral (7) by using the large
parameter |u(z, t)|/b > 1. With the aim of simplifying
further calculations, we assume, as was earlier donein
[13], that F(x) = —cos(t¢/b) and write d, as

1/2
d, = %*J’ cosE’BTu(z, t)d%.

-2

(11)

Integral (11) includes the large parameter u(z, t)/b in
the argument of the cosine and can be estimated within
the stationary phase approximation [18]. Asaresult, we
obtain

__pr”
d(t) = - 58

(12)
X z —:}——cos%u(za, t) + %
a N Uz(Ze 1)
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where z, isaset of stationary points determined by the

condition u, = O [hereafter, the prime designates the

derivative of the u(z, t) function and the subscript indi-
catesthe variable with respect to which the derivativeis
taken]. Therefore, horizontal (u' = 0) and weakly
curved (u" — 0) portions of the oscillating segment
make the main contribution to the emission.

In order to obtain a more concrete result, we calcu-
late the segment motion in the framework of the string
dislocation model [19]. In this approximation, the
eguation of segment motion takes the form

PpUy + Bu,—Gu,, = —ba(z 1). (13)

Here, pp = (pb/4m)In(I/b) and G = (ub¥4m)In(l/b) are
the mass per unit length and the line tension of disloca-
tion, respectively; p isthe density; [ is the shear mod-
ulus of the medium; B is the coefficient of dislocation
friction; and o is the external stress. Equation (13)
should be complemented by the boundary conditions at
the segment ends u(zl/2, t) = 0 and the initial condi-
tions, which are conveniently written asu(z, 0) = 0 and
U (z, 0)=0.

In the case of the boundary-value problem (13), its
solution, which is usually represented as a series, is of
limited utility for obtaining the pictorial results of inter-
est. Since our prime concern is in the construction of
particular qualitative dependences, we consider the sit-
uation when the segment either is set in motion by a
guasi-uniform (on a scale of the order of segment sizes)
external field or executes thermofluctuation displace-
ments at low temperatures at which the contribution
from higher harmonics to the configuration of a dislo-
cation string is negligibly small. Within these approxi-
mations, the law of dislocation segment motion for cal-
culating the dipole moment can be deduced according
to the following scheme.

Let us construct the approximate solution to
Eqg. (13) by using the direct variational procedure. The
action for the dislocation string can be written as

1/12
S = (dt [ dz¥£(u, u;, u,, t),
],

where & is the Lagrangian density defined by the
expression

(14)

P(u, U, U 1) = %D(u{)z—g(u'z)z— bua(z t). (15)

The Euler equation corresponding to this variational
problem in the presence of friction forcesis given by

d[aiﬁ} d[aif} o _ 0%
prrd Bl Bl Bl el i
dtlouJ dzlou,] ou au;
The term on the right-hand side of Eq. (16) describes

the friction forces expressed in terms of the dissipative
function

(16)
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F = (dt [ dzF(u, z 1) (17)
4
with the density
F = 2(u)’ (18)

It is easy to demonstrate that the formulated variational
problemis equivalent to Eq. (13).

Note that, in the majority of practically applicable
cases, the external stressfield that excites the segment
oscillations can be treated as uniform in regions of
size ~1. Then, the segment shape at each instant of time
is nearly parabolic. Indeed, in the uniform static field
0 = const, the segment shapeis determined by the equa-
tion

Gu,, = -bo,

The solution to this equation under zero boundary con-
ditions at the ends (at z = £1/2) is represented by the
function

u@ =@, v = 3-2

DTS
Apparently, in a quasi-stationary external elastic field,
the oscillating segment has a shape similar to that
described by relationships (19), but the bending deflec-
tion varies with time, because the stress o is time
dependent.

Therefore, the configuration of the segment, which
moves under the changing external load o(z, t) at any
instant of time is approximately described by the solu-
tion of the direct variational problem with a family of
trial functions of the type

u(z t) = U(t)y(2). (20)
Substitution of expression (20) into relationship (14)

and integration over the z coordinate give the averaged
Lagrangian function

(19)

112

{<(U,U,t) = J’dz&li(u, U, Uy, 1)

-2 (21)
_IWPp,, w2 G, 2 — 0
= §RUY' - U0 - U (0]

where
1I/2
o(t) = T J' dzo(zt).
-1/2
After varying the action S = [dt€(U;,U,t) with
respect to U, we obtain the equation
U , 550U

— 2B==+wiU = f(t),
t

it (22
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where

B = (B2pp), wp = (10G/ppl?),
f(t) = (5bo(t)/pp).

Consequently, the problem of the segment motion
reduces to the equation of motion of an effective har-
monic oscillator under the action of a variable external
force.

The solution of Eqg. (22) can be written for an arbi-
trary function f(t) on the right-hand side. Thereafter,
substitution of expression (20) into relationship (11)
and integration over the z coordinate lead to the follow-
ing formulafor the dipole moment:

]JZ

_ o OLT
d(t) = —e* 15 (t)D

x [cos(s(t))C(s(t)) + sin(s(t))S(s(t))],
where s(t) = TiU(t)/4b and C(s) and (s) are the Fresnel
integrals [20]. By using relationship (23), the radiation

fieldsin the dipole approximation can be written in the
ordinary manner [16].

(23)

Now, we consider, in greater detail, the important
specific case of segment motion when the segment exe-
cutes harmonic oscillations under the action of a sinu-
soidal external stress with frequency Q, that is,

o(t) = o,cos(Qt + 9d).

Inthis case, the solution of Eq. (22) isconveniently rep-
resented in the form

U(t) = Acos(Qt +A4), (24)
where
A= 5ba, 1 ,
> (-0 + ap’0’
A=5+5, tand = —2BL
wWy—Q

The dipole moment of the segment executing har-
monic oscillations can be determined from relation-
ship (23) with alowance made for expression (24). In
thiscaseg, it isalso of interest to derive the formulasthat
describe the spectral composition of radiation. To
accomplish this, the dipole moment can be written in
the form of a Fourier series:

z d,exp(inQt). (25)

n=—o
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The Fourier amplitudes d,, of the harmonics of the
dipole moment with frequencies w, = NQ are defined by
the formulas

2TI 112
J’drIdzexp( mt)cos[T[A (z)cos(t +A)}
2 (26)
= Sep|-infh - | [ e 3,(p(2) + (=P,

where

p(2) = By (2

and J,(X) is the nth-order Bessdl function of the first
kind [20]. As a result, we find that, in the case under
consideration, only the amplitudes of even harmonics
are nonzero, that is,

112

dzn = —€* exp| ~2infh ~ 21| [ 32n(p(2)) 2
0

_ Tie* | Py i o O (27)
> /5 eXp[ 2ing ZJ}JM%EIZDJn_%[QD’
a=2
4b’
and d,,_; = 0 (the integral in expression (27) is trans-

formed in accordance with the known rules [21]).

Evidently, the amplitude of the dislocation segment
oscillationsis high compared to the Burgersvector; i.e.,
o > 1. Taking into account this circumstance, the
expressions for the electromagnetic radiation fields can
be somewhat simplified by calculating the correspond-
ing asymptotics at a — co. However, this procedure
cannot be performed immediately in relationship (27),
because the Fourier amplitudes d,, enter into infinite
sums and the asymptotics of the Bessel functions of an
arbitrary order in these sums considerably depend on
the order-to-argument ratio [20]. Consequently, in
order to deduce the formulas for the space-time evolu-
tion of the radiation fields, it is necessary to substitute
expression (27) into relationship (10) and to carry out
exact summation over the harmonics w, = nQ. As a
result, we find

nel

Eo(r, 8, ) = z( 3,5

3
xJ [QDCOSZI’]T il 'nei)- (28)
A/ ac’r
y cos(a cost)C(acost) + sin(a COST)S(G COST )
CoST '
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where

er%—— -0 e (29)

dJ

Relationship (28) for the electromagnetic radiation
fields remains finite, in particular, at cost — O,
because the Fresnel integrals in this case also tend to
zero [20].

In the asymptotic limit a — oo, relationship (28)
can be simplified only by retaining the terms of higher
order in the a parameter after differentiation with
respect to time. The Fresnel integrals C(acost) and
Sacost) cannot be replaced by the corresponding
asymptotics, since their arguments are not necessarily
large (due to the arbitrariness of cost. Therefore, at
a > 1, we have

Jret1a¥?Q%sind sin‘r
J2ctr cost (30
x [ cos(acost)C(acost) + sin(a cost)S(a cost)].

Note also that formulas (28) and (30), which are the
result of complex calculations, are similar in form to
the aforementioned expression (23).

The peak strength of the electric component of the
radiation field is determined from formula (30) at
cost =0, that is,

E, De*IQ UTAD
J2c LapD

We now estimate the radiation field strength for a sys-
tem of didocation segments in a certain typical case.
For one segment with length | ~ 10°b ~ 10 cm, oscil-
lation amplitude A ~ 10%b, and oscillation frequency
Q ~ 10* st (pumping in the kilohertz frequency range,
i.e,aQ<Qy,wefind E~ 10" V/m at distancesr ~
1 cm. For amoderate dislocation density (~10° cm™) in
a crystal, the sample 1 cm? in volume contains ~10%?
dislocation segments and the total radiation field
strength E of these segmentsis equal to E ~ 10 pV/m.
This can be measured with instruments of a standard
medium accuracy class (with asensitivity of ~1 pV/m).
Moreover, the amplitude of the electromagnetic emis-
sion sharply (~Q?2) increases with an increase in the
pumping frequency. Thus, it is obvious that the effects
under consideration can be observed directly in experi-
ments.

The spectral intensity of radiation (the intensity of
the 2nth harmonic of radiation) is represented as

Ee(r, 6, 9) =

sin®. (31)

4n‘Q |d2n|
nc®

dl,, = n°0dode. (32)

The total intensity (power) of radiation of the segment
is obtained through integrating relationship (28) over
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angles followed by summation over the frequencies,
which leads to the expression

4n2e*2|29

[P(D o
I z n Jn+1[2[| 1|:E|:| (33)
At a > 1, the estimate
2,2 4
| D2e* [ Q4D'[AD (34)

Capld
isvalid. Substitution of the corresponding values (used
above for estimating the radiation field strength) into
expression (34) gives | ~ 1072 erg/s.

Finaly, we determine the acoustoelectromagnetic
transformation coefficient, which is equal to the ratio
between the electromagnetic radiation power and the
mechanical power required for setting segments in
motion (oy/ ~ 1079, that is,

_2mer QP

0107,
15 C30 | Djj

(35)

Asisseen, only avery small portion of the mechanical
power expended for deforming the crystal is trans-
formed into the energy of electromagnetic radiation of
dislocations. However, as can be seen from the above
results, the strengths of electromagnetic fields gener-
ated by dislocations appear to be quite sufficient for
experimental detection of the effects under discussion.

4. DISCUSSION

The results obtained in the present work demon-
strate that any dislocation motion in ionic crystals
should be attended by an electromagnetic emission
whoseintensity can be sufficiently high even for amod-
erate dislocation density (~10% cm™) in the sample. The
emission mechanism discussed in this work is associ-
ated with alternating the polarization macrocurrentsin
the core of the moving dislocation and does not imply
the presence of any static charges of the charged jog
type at the dislocation line[11, 12]. Therefore, the pro-
posed mechanism can be realized in any nonpiezoel ec-
tric ionic crystal in which dislocations have edge com-
ponents. In principle, the electromagnetic emission
accompanies any motion of dislocation segments and,
in particular, thermal fluctuations of dislocation lines.
According to the estimates made in the present work,
this emission can be recorded in a properly performed
experiment. The coefficient of transformation of the
mechanical dislocation energy into the electromagnetic
radiation is very small. However, the electromagnetic
radiation intensity rapidly increases with an increasein
the frequency and amplitude of dislocation segment
oscillations.

The most efficient technique of detecting electro-
magnetic emission of dislocations in ionic crystals
most likely involves simultaneous and coherent excita
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tion of alarge number of dislocation segmentsin order
to obtain an electromagnetic signal with a sufficient
amplitude. Such an excitation in a crystal can be
achieved by applying an alternate external stresswith a
known frequency (for example, asis the case of exper-
iments on internal friction). This also makesit possible
to analyze the amplitude, intensity, and spectral compo-
sition of electromagnetic radiation as functions of the
frequency and amplitude of the mechanical pumping.
The experimental verification of the predicted depen-
dences of the radiation intensity [relationship (33)] on
the frequency and the amplitude of external pumpingis
of considerable interest in relation to the validation of
the proposed dislocation models of electromagnetic
emission in strained crystals in its adequacy. It should
be emphasized once again that the problem of electro-
magnetic emission in solids has been rather widely dis-
cussed in respect to various applications in materials
science and geophysics. However, the development of
physical aspects of phenomena associated with this
problem (their experimental study and adequate theo-
retical description of the electromagnetic emission
mechanisms in deformed solids) is, in essence, still in
its infancy. The present work is a continuation of a
series of investigations aimed at solving the aforemen-
tioned interesting and important physical problems.
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Abstract—The spin-flip scattering of conduction electrons by dislocations in metals with a strong spin—orbit
coupling is considered. Calculations are performed in terms of the model spin—orbit potential describing the
spin-flip scattering of conduction electrons. It is shown that deformation of the crystal lattice in a metal leads
to a change in the structure factor. The core of a rectilinear edge dislocation is calculated by the molecular
dynamics method. The results obtained are compared with the experimental data on conduction-electron spin
resonance (CESR) in copper. © 2001 MAIK “ Nauka/Interperiodica” .

1. INTRODUCTION

In the problem of charge carrier scattering in metals
and semiconductors, the case of spin-flip scattering has
attracted the particular interest of researchers[1]. Spin-
flip scattering is of considerable importance in the
understanding of the mechanism of conduction-elec-
tron spin resonance (CESR) [2]. It isthis scattering that
is responsible for the broadening of resonance linesin
the CESR method. Spin flips are associated with
changes in the spin—orbit interaction in metals, thermal
lattice vibrations, impurity atoms, and intrinsic struc-
tural defects (vacancies, grain boundaries, dislocations,
stacking faults, etc.). Dislocations are among the most
interesting types of structural defects. The problems
that arise in calculating the electrical resistance caused
by dislocations (in particular, the problems concerning
the role of the dislocation core and the possible reso-
nance scattering by localized levels) and in interpretat-
ing the experimental results are well known. In the case
of spin—orbit interaction, the angular dependences on
the directions of incident and scattered electrons differ
from those observed in conventional (without a spin
flip) scattering, which makes a dominant contribution
to the measured electrical resistance. In thisrespect, the
investigation of spin-flip scattering can provide addi-
tiona information on the geometric characteristics of
scattering centers.

The spin-flip scattering of conduction electrons by
didocationsin plastically strained metals with a strong
spin—orbit coupling (Ag, Cu, and Al) was experimen-
tally investigated by Beuneu and Monod [3]. It should
be noted that the conventional techniques successfully
used for observation of electron paramagnetic reso-
nance in metals with aweak spin—orbit coupling (alkali
metals) are unsuitable in this case because of the large
width of the resonance line. The necessity of using spe-
cial techniques and equipment (for example, the “spin
transparency” method [4]) apparently explains why
thereisonly asmall number of works dealing with con-

duction-electron spin resonance in metals with a strong
spin—orbit coupling, especially, studies on spin-flip
scattering by structural defects of metals.

Unfortunately, no theoretical analysis of the results
obtained was performed in [3]. The attempt made by
these authorsto interpret the experimental datain terms
of the phonon scattering mechanism can only be con-
sidered qualitative.

The calculations of spin-flip scattering of conduc-
tion electrons by dislocations were carried out in [5-7]
within the framework of the method applied earlier to
liquid metal alloys[8] and phonon scattering [9]. In this
approach, information on the spatial features of adefect
is contained in the structure factor. The theoretical
treatment was performed either using the standard
spin—orbit operator and the orthogonalized-plane-wave
theory for the description of conduction electrons[5, 6]
or with the model spin—orbit pseudopotential (proposed
by Animalu [10]) [5, 7]. The spin-flip scattering was
calculated in the Born approximation. A dislocation
core (the region where the linear theory of elasticity is
inapplicable) was simulated by a hollow cylinder, as
was done in previous works on the electrical resistance
caused by didlocations. The cylinder diameter was cho-
sen by fitting the calculated electrical resistance to the
experimental data.

These calculations for copper and silver demon-
strated reasonable agreement between the theoretical
and experimental values of the spin relaxation time, the
guantity characterizing the spin-flip scattering. How-
ever, the calculated time of spin relaxation for alumi-
num was found to be considerably shorter than the
experimental spin-relaxation time.

In the present work, the spin-flip scattering of con-
duction electrons by dislocations was considered using
the numerical molecular dynamics simulation of the
core of arectilinear edge dislocation without invoking
the dislocation core model mentioned above.

1063-7834/01/4310-1905%$21.00 © 2001 MAIK “Nauka/Interperiodica’



1906

2. CALCULATION TECHNIQUE

L et us assume that the metal lattice potential can be
approximated by the sum of sphericaly symmetric
nonoverlapping potentials. In this case, the model
pseudopotential Vy, [10], which accounts for the spin—
orbit interaction, can be represented in terms of the con-
ventional model Heine-Abarenkov potential Vi, [11]
and the potentia V,, (characterizing the spin—orbit
interaction) according to the relationship

Vi = Vya + Vg, (1)

where
Ve, = ZsljZ)\,fl(|r—r,-|)P|. ()]
j |

Here, |; is the operator of the angular momentum of a
conduction electron with respect to the ion located in
the position r;, s is the electron spin, A, stands for the
parameters of the model potential, and P, is the projec-
tion operator on the space of states with the orbital
guantum number |. Itisassumed that fi(r) = 1latr <Ry,
and fi(r) =0 at r > Ry, (where Ry, isthe model radius).

In the Born approximation, the relaxation time T, of
the longitudinal magnetization component (the quan-
tity characterizing the spin-flip scattering of electrons
due to the spin—orbit interaction H, ;) is defined by the
relationship [2]

T = 2T[p0(E,:) dQdQ’
L=

.U (4Tt )2|DPkFS| soN”kJ:F, (3

where po(Er) = p(Ep)V is the density of states near the
Fermi level, V is the sample volume, W, ; is the con-

duction-electron wave function, s is the spin state, and
ke isthe Fermi wave vector. In this expression, the inte-
gral isto be taken along the directions of the wave vec-
tors of incident and scattered electrons.

In the spin-flip scattering of electrons, both interac-
tions described by relationship (1) should be taken into
account. In the case of dislocations, spin-flip scattering
arises from the perturbation of potential (1) dueto dis-
placements of ions from the initial positions. This
means that the displaced ions of the host lattice play the
role of scattering centers. In this case (see the discus-
sion of the efficiency of two spin-flip mechanisms in
[1]), the spin-flip scattering can be evaluated by dou-
bling the numerical value of the matrix element in
expression (3). The same conclusion was made by Ani-
malu [10].

On this basis, we now substitute Vs, and ¥,  for

H., and the pseudowave function, respectively, and
then approximate the orbital part of the pseudowave
function by a plane wave. Using the relationship
derived in [10] for the model pseudopotential matrix
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element calculated in terms of plane waves, we obtain
the following expression:

= p"( F)Hdﬁmlgas(qx Istke x K92 (4)

Here,

- %"Z 2\ (21 + 1)APi(cos(kr k),
09

where Q, is the unit cell volume, P, = dP,/dx, and P,
stands for the Legendre polynomials.

In the spherical Fermi surface approximation, the
expression for /\; can be written as

Ru

A = ij(kFr)rzdr. (5)
0

In expression (4), 05q) is the change in the struc-
ture factor §(q) of a perfect crystal lattice of the metal
due to the deformation produced by dislocations. The
structure factor §q) is given by the usual relationship,

S(a) = £ 3 exp{-i(ar,)} ©)
i

where g = ki — kg and N isthe total number of ionsin
the volume V.

The dislocation core is calculated by the molecular
dynamics technique with the use of the pair central
Morse potential [11]

u(r;)
= D[exp{—2a(r—ro)} —2exp{—a(rj—ro)}],

wherer;; isthe distance between twoions, r isthe equi-
librium distance between two ions, D isthe dissociation
energy of anion pair, and a is the constant characteriz-
ing the “rigidity” of the interaction.

Now, we assume that atomic displacements along a
rectilinear dislocation are equal to zero; i.e., we con-
sider the two-dimensional problem in the plane perpen-
dicular to the didocation line (z= 0). Theinitial atomic
displacements about the rectilinear edge dislocation are
specified by solving the problem in terms of the elastic-
ity theory [12], that is,

(7)

- b DO Xy
U, = 2n[arctanB(D + 2(1—0)r2} +Cy,
b 1-20 ®
_ - X
Uy = 4n(1—o)[ 5 In(r) + ; }J’CZ’

where r2 = x2 + y?, 0 is the Poisson ratio, b is the
strength of the dislocation, and C; and C, are the con-
stants of integration. The starting configuration is con-
structed in such away that the dislocation intersectsthe
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plane z = 0 at the point with coordinatesx=0and y =
0.5. The C,; constant is determined from the condition

Uy .40 =0, U =0,
y>0 y>0
Uy|xso = =02, Uy, = D/2.

y_,—oo yﬁ—oo

The condition u,(x, y) = u/(-X, y) is satisfied at any C,.
Therefore, C; =b/l2atx>0andy>0,C,=—-bh/2at x<
Oandy >0, and C, =0 at any values of x and y.

The plane z = 0 is separated into two regions. the
interior region | (the computational cell) and the matrix
region Il. The atomic displacements in region Il obey
the linear theory of elagticity, and the atomic positions
inregion | are determined by solving the dynamic equa-
tions [12] with the chosen interatomic potential. This
method, as applied to the calculation of the dislocation
corewith afixed boundary betweenregions| and 11, has
certain limitations. The chief limitation of the method
liesin the fact that the boundary conditions at the inter-
face between these regions are ignored in the eastic
solution for region 1. Different improvements of this
model that account for many of the subtle effects of the
interplay between the regions under consideration and
the construction of models with a mobile boundary
have been described by Teodosiu [13]. In our case, the
spin relaxation times were estimated by the fixed
boundary method. As criteriafor choosing the radius R
of region |, we used the smallness of the difference
between the atomic displacements determined from
dynamic equations and relationships (8) for the corre-
sponding atoms at the boundary and the smallness of
the strain arising at the same boundary (which makesit
possible to use the linear theory of elasticity in our cal-
culation). It was found that, for the potential defined by
Eq. (7), theregion with aradius of the order of teninter-
atomic distances satisfies the above criteria. The strain
at the boundary of this computational cell did not
exceed 0.01.

In the course of molecular dynamics cal culations of
the atomic positions in the computational cell region,
we used the procedure of artificial energy dissipation
(artificial damping) [14]. Thisprocedure consistsin set-
ting al the velocity components equal to zero at the
instant the kinetic energy of the system reaches a max-
imum. In addition, the velocity of the jth particle was
taken equal to zero at theinstant of timet when the par-
ticle began to move in a direction opposite to the force
F;(t) acting between the other particles[12], that is,

Fi(v;()<0, j=1,2,...,N, 9)

where v; isthe particle velocity.

The criterion for completion of the calculations is
the small accumulation of the kinetic energy of the sys-
tem between the damping procedures.
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A theoretical analysis showed [5, 7] that, in the case
of copper and silver, it is sufficient to leave the term
with | = 1 in expression (4). In order to calculate the
time of spin relaxation due to dislocations, it is neces-
sary to carry out averaging of expression (4) over the
angles (which alows for arbitrariness in the direction
of the external constant magnetic field with respect to
the dislocation axis in the experiment with conduction-
electron spin resonance), to integrate the resulting
expression along the dislocation axis, and to average it
over the directions of the incidence and scattering of
electrons.

After this averaging in our special case, we obtain

1281°p(E;) \

2
Flo

X = N“Hd¢d¢'|65(¢,¢')|2
x[1—cos(¢ —¢") +2sin’ (¢ —9")],

where ¢ and ¢' arethe polar angles of the vectorsk and
ki, respectively, and p, is the dislocation density. The

quantity (¢, ¢") informula(11) representsthe change
in the part of the structure factor (6) that describes the
atomic positions in the plane (z = 0) perpendicular to
the dislocation axis. This quantity is proportional to
N-23, where N?2 is the number of atomsin the plane.

T, = INIXpy, (10)

(11)

3. NUMERICAL ESTIMATES AND DISCUSSION

Let us now carry out the numerical evaluation for
copper. When calculating the X parameter defined by
relationship (11), the quantity 0S¢, ¢") was determined
from the atomic positions obtained using the molecular
dynamics method for adistorted crystal lattice. Thecal-
culation was performed for the following parameters of
potential (7): D = 0.3429 eV, a = 1.3588 AL, and r, =
2.866 A [11]. The Poisson ratio o and the strength of
didocation b in expression (8) for atomic displace-
ments were taken as follows: 0 =0.345[7] and b = r,,
With these parameters, the X parameter was found to be
equal to 10. The estimate for copper was obtained using
the following parameters. A, = 0.003 au, Ry, = 4.3 au,

p(Ep) =1.35x 10* erg? cm3, and kg = 1.36 x 108 cmt
[7]. Asaresult, the spin relaxation time T per unit den-

sity of disocations was estimated at 4 x 103 s cm?.
According to [3], the experimental half-width of the
resonance line per unit dislocation density is equal to

1.5 + 0.3 G cm? which corresponds to T;" = 2.7 x

103 st cn?. Itisclear that thereal structure of disloca-
tion networks under deformations used in the experi-
ment is more complex than the structure of the rectilin-
ear edge dislocations used in our model. From this
viewpoint, agreement between the results of calcula-
tions and the experimental datais wholly satisfactory.
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A number of general remarks need to be made. In
the present work, we used the Born approximation. Itis
evident that this approximation failsto account for scat-
tering when the condition ga < 1 (where g is the mag-
nitude of the change in the wave vector and a is the
characteristic size of the scattering region) is not satis-

fied. Since, in our case, a= k;l for the dislocation core,

the above condition means that large-angle scattering is
disregarded. Apparently, this factor is not of critica
importance in interpreting the experimental CESR
data, because, in this case, the observed resonance line
width is determined by the scattering of all conduction
electrons (i.e., the fraction of eectrons involved in
large-angle scattering is small) and the dislocation
structure in the sampleisdisordered. Note that the used
assumption as to the dominant role of small-angle scat-
tering made it possible to compare the scatterings by
dislocations and phonons[1, 3].

The calculated vaue of T;" is close to the estimates
obtained by Contrerasand Heman[6] (0.54 x 103 st cn)
and Denisenko and Ermakov [7] (4.6 x 1078 st cnv?).
Nonetheless, this result is of undeniable interest,
because it has been derived without invoking the model
concept of dislocation core.
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Abstract—A strain-hardening mechanism is considered theoretically for crystals with large shear strains (y =
1-10). According to this mechanism, the emergence of the fourth and fifth stages in the strain-hardening curve
for acrystal is associated with geometrically essential dislocations (GEDs) appearing as a result of accommo-
dation processes accompanying large plastic deformations. Geometrically essential dislocations are concen-
trated in the boundaries of strongly disoriented fragments of the crystal. A comparison of the experimental and
theoretical results leadsto the conclusion that the density evolution of GEDs with deformation at the fourth and
fifth stages is described by the same kinetic equation as for the evolution of the density of statistically random
dislocations at the second and third stages, but with lower values of the kinetic coefficients. © 2001 MAIK

“ Nauka/Interperiodica” .

1. INTRODUCTION

The strain hardening of crystals with large shear
strains (y = 1-10) [1-6] and dislocation structures [7—
15] has become an object of intensive study over the
last two decades. These strains emerge as a result of
rolling and drawing of a material and under torsion of
cylindrical samples with a special annular cut [2, 3, 6].
Experiments on torsion make it possible to obtain
strain-hardening curves 1(y) under various conditions
and to analyze them quantitatively.

An analysis shows [ 1-6] that the dependence of the
strain-hardening coefficients 8 = dt/dy on the flow
stress T (Fig. 1) exhibits, in addition to the three hard-
ening stages studied earlier, two more stages for y > 1.
These stages are denoted by numerals4 and5in Fig. 1.
The strain-hardening coefficient 6, at the fourth stage
for metals with a face-centered cubic (fcc) lattice is
approximately equal to 0.050,, where 6, is the strain-
hardening coefficient at the second stage. At the end of
the fifth stage, this coefficient vanishes and the flow
stress acquires the steady-state value T,

It is well known that the second stage of hardening
is associated with the interaction and multiplication of
dislocations at forest dislocations, while the third stage
is associated with the annihilation of screw dislocations
through cross slip [16-21]. Annihilation of screw dislo-
cations constrains the dislocation accumulation rate in
a strained crystal and ensures equilibrium between
hardening and recovery at low and moderate tempera
tures. The steady stress 1. corresponding to this equilib-
rium (Fig. 1) isnot attained in actual practice dueto the
fourth stage of hardening being followed by the fifth
stage; at the end of the last stage, this equilibrium sets
in. By analogy with the third stage (of dynamic recov-

ery), the fifth stage is called the second stage of
dynamic recovery.

There exist various opinions concerning the pro-
cesses and mechanisms responsible for the emergence
of the fourth and fifth stages[2, 22-27]. These hypoth-
eses will be considered in Section 3 of this work. In
Section 2, the experimental data on the strain-harden-
ing coefficient are analyzed for anumber of metalswith
anfcclattice under large plastic strains[3, 5, 6]. Inlight
of thisanalysis, the proposed models of the new stages
are revised in Section 3. A new possible approach to
analyzing strain hardening is considered in Section 4
for crystalline materials under large plastic deforma-
tions. In Section 5, the dependence of the strain-rate

Fig. 1. Schematic dependence of the stress-hardening coef-
ficient on the flow stress. Numerals near the curve indicate
different stages of strain hardening.

1063-7834/01/4310-1909$21.00 © 2001 MAIK “Nauka/Interperiodica’
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sensitivity of flow stresses on the stressfor large plastic
deformations is considered taking this approach into
account.

2. ANALY SIS OF EXPERIMENTAL DATA

Itisimportant to find out, at the very outset, whether
the recovery mechanisms at the third and fifth stages
are interrelated or are basically different mechanisms,
as has been proposed by a number of authors [22, 24,
26]. Figure 2a shows the results of processing data [3]
on the 6(t) dependence at various temperatures in
experiments on the torsion of copper and aluminum
polycrystalline samples. The straight line 1 in this fig-
ure indicates that there exists a linear correlation
between the steady stresses 1 at the third stage, which
are extrapolated to 8 = O (dashed linein Fig. 1), and the
steady stresses T; at the fifth stage for variation in the
experimental temperature over awide range 77473 K:

s _

=10 +C1H

(1a)

(Ts/p) X 103

8
(T/W) x 103
10} (b)
8 -
o 6 B
=
X 4 |
3 Ts
=
® T,
oL K
0 1 1 1 1 1
100 200 300 400 500
T, K

Fig. 2. (a) Correlation between stresses 1 and 15 correspond-
ing to the limit stresses at the third and fifth strain-hardening
stages: (1) Cu[3], (2) Al [3], and (3) Au[5]. (b) Temperature
dependences of these stresses for copper [3].
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where [ is the shear modulus and ¢, = 1.34. A similar
dependenceis also observed for gold single crystals[5]
in the temperature range 296675 K (straight line 3in
Fig. 28). These resultsindicate that the recovery mech-
anisms at the third and fifth hardening stages differ
insignificantly. The empirical expression (1a) should be
supplemented with the empirical relationship between
the strain-hardening coefficient 6, at the fourth stage
and stress 1, which was derived earlier in [2, 3, 6]:

8, = C,T, (1b)
where ¢, = 0.05-0.1 in the case of metals with an fcc
lattice.

It was mentioned above that the dynamic recovery
mechanismsin these metalsis associated with the anni-
hilation of screw dislocations through the cross dip.
According to [16, 18, 21], the temperature and strain-
rate dependences of 1, are defined by the formula

(T,¥) = 1(0)expt- "Tlnfl‘D @

where 1(0) isthe flow stress at temperature T=0, y is

the plastic strain rate, y, is the preexponentia factor,
Alis the energy constant depending on the number of
stacking faultsin the metal [28], and k isthe Boltzmann
constant. Figure 2b shows the results of processing the
data obtained in [3] for stresses 1, and 15 in copper at
various temperatures on the basis of formula (2). It can
be seen that in accordance with this relationship, the
experimental pointsfor 1,and 15 fall on straight linesin

the semilogarithmic coordinates. For In(y,/y) = 23, we
find from the slopes of the straight lines that constants A

in Eq. (2) for stresses 15 and 15 are equal to 0.75 and
0.87 eV, respectively.

At the second and third stages, the changein the dis-
location density p under strainsis described by the fol-
lowing equation [16, 21]:

dp _
dy kfp

—kap, ©)
where bk; = 102, b is the Burgers vector, k; is the coef-
ficient determining the intensity of dislocation multipli-
cation at forest dislocations, and k, is the coefficient of
annihilation of screw dislocations through cross slip
[21, 29]:

ka(T.§) = ko(0)exptKT In‘\’;D

= @

where k,(0) isthe annihilation coefficient at T = 0. Tak-
ing into account the fact that the flow stress depends on
the dislocation density as

T = apbp™” (5)
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and relationship (3), we find that the strain-hardening
coefficient at the third stage decreases linearly with an
increase in the stress [16]:

8(1) = 92%—% (6)

Here, 6, = (U/2)aubk; isthe strain-hardening coefficient
at the second stage, 1. = apbk/k, is the steady stress at
the third stage, and a is the coefficient of interaction
between dislocations.

Equations (3), (5), and (6) lead to the following two
relationships[17]:

— LmAY

Te - eZTS%_iDTS1 (7)
- L qub)de

10 = 2(omb) ay’ (8)

The parabolic nature of variation in the product 10 with
achangein the stress at the second and third stages has
been confirmed by numerous experiments [16-20].
Relationship (8) shows that the parabolic form of this
dependence is associated with the kinetics of multipli-
cation and annihilation of dislocations.

Figure 3 shows the results of data processing on the
basis of formula (7) for the dependences 6(t) obtained
in experiments[6] onthetorsion of polycrystalline cop-
per samples at various temperatures. It can be seen that
the 18(t) dependences have a clear parabolic shape
within the second and third strain-hardening stages.
The curves plotted for various temperatures in the
10/(10) ..« — T/T coordinates (Fig. 4a), where (10),, =
(1/4)8,1, are the values of this product that correspond
to peaks of the parabolas, confirm this fact. The solid
curve in this figure illustrates the theoretical relation-
ship

©  _ o 10t
o - A0 ®)

The results presented in Figs. 3 and 4a show that, for
flow stresses at the end of the third stage, the 16(1) curves
deviate from the parabolic law (9). The fourth stage cor-
responds to a slight ascent in the curves, while at the
fifth stage, the value of 16(1) becomes zero at stresses
15 = 1.51,. Thisrelationship is similar to the above rela-
tionship (1) connecting t5 and Ts. It can also be seen that
a the fourth and fifth stages, the dependences 16(1) at
various temperatures do not fall on the same curveinthe
coordinates specified by expression (9).

In Fig. 4b, the dependences 16(1) at the fourth and
fifth stages are given in the 10 ,,_5/(10,4 5),na — T/Ts COOF-
dinates, where 8, 5(1) isthe strain-hardening coefficient
a 1 > 1, Inthese coordinates, the 18, 5(T) dependences
at various temperatures can be approximated by the
same curve within the experimental spread of paints.
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Fig. 3. Product 16(t) asafunction of stressfor copper at dif-
ferent temperatures [6].
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Fig. 4. Products (a) 16(t) and (b) 104 _5(1) at the fourth and
fifth stages of strain hardening for copper [6] asfunctions of
stress at different temperatures in reduced coordinates.

3. MODELS OF STRAIN HARDENING
AT THE FOURTH AND FIFTH STAGES

Most of the models proposed for explaining the
emergence of the fourth and fifth strain-hardening
stages are based on the assumption that the new stages
of this process appear dueto achangein the parameters
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of the dislocation cell structure formed at the preceding
(second and third) stages under large strains. For exam-
ple, the emergence of thefourth stageisattributedin[2]
to the formation of additional obstacles (so-called
debris) to the motion of disdlocationsin the walls of dis-
locationscells. In[23, 25], this effect is associated with
an increase in the density of dislocations in the walls
due to their redistribution from the bulk to the cell
boundaries and due to thinning of the dislocation cell
wallsunder large strains[25]. In[24], the emergence of
additional strain hardening at the end of the third stage
is explained by the emergence of long-range stresses
inside the cells due to misorientation of the lattice
between neighboring cells, whereas in [27], this effect
is attributed to the resulting emergence of a network of
disclination dipoles that additionally strengthen the
crystal.

The following question arises: is the formation of a
dislocation cell structure a necessary condition for the
emergence of the fourth and fifth stages of strain hard-
ening? It iswell known that, for example, the cell struc-
ture is manifested weakly in AI-Mg solid solutions at
35 at. % Mg, but the fourth hardening stage is
observed in these materials[2, 13]. In Ge crystals[30],
a dislocation network (rather than dislocation cell)
structureisformed at the fourth stage; nevertheless, the
fifth stage is observed. These facts indicate that the
strain hardening of a crystal is not associated directly
with the dislocation distribution in it but is determined
by the local interaction of dislocations and the evolu-
tion of their density under deformation. The nonuni-
form nature of the dislocation distribution affects only
the quantitative parameters of strain hardening.

For example, in accordance with the two-phase
model of the dislocation cell structure, the flow stressis
given by [31]

T=ft,+(1-")t,, (10)
where f is the relative volume occupied by the cell

wallsinthecrystal and 1, . = ombpvlflC and p,, . arethe
flow stresses and dislocation densities in the walls and
in the bulk of the cells, respectively. Since p. < p,,, we
have 1 = ft,,; i.e, the formation of the cell structure
causes only adecrease in the effective constant of inter-
action between dislocations (fa < a), the relative vol-
ume (f = 0.2-0.3) remaining unchanged at the second
and third stages [21] by virtue of the similitude princi-
ple which holds for dislocation cell structures[22].
Whether or not this principle holds at the fourth and
fifth stages, when there is no dislocation cell structure
and a strongly disoriented (fragmented) dislocation
structure dominates [7-15], has been unclear until
recently. This problem has been asubject of discussions
[25]. The experimental proof of the validity of the
similitude principlein the case of fragmented structures
has been obtained recently in[14, 15]. According to the
results obtained in [15, 32], the volume fraction f =
0.05-0.1 of the boundaries of fragmentsinwhich dislo-
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cations are concentrated remains unchanged at the
fourth and fifth stages. The deformation only enhances
thelatti ce misorientation due to an accumulation of dis-
locations of like sign in the boundaries of the frag-
ments. In contrast to the walls of disdocations cells
formed as a result of interaction between statistically
random dislocations, fragment boundaries form the so-
called geometrically essential disocations (GEDs) [14,
15]. Their emergence is associated with accommoda-
tion processes [33], whose intensity increases with an
increase in the plastic strain of the crystal.

The evolution of dislocation density in the fragment
walls apparently determines the strain hardening at the
fourth and fifth stages by analogy with the evolution of
didocation density in the walls of dislocation cells,
which determined the strain hardening at the second
and third stages [21]. Experiments show [11, 13-15]
that the boundaries with a high dislocation density in
which GEDs are concentrated start to be formed at the
third strain-hardening stage. Upon an increase in the
degree of strain, the separation between the boundaries
decreases and becomes comparable to the distance
between the walls of dislocation cells at the beginning
of the fourth stage.

4. GEOMETRICALLY ESSENTIAL
DISLOCATIONS AND ASSOCIATED STRAIN
HARDENING

The existence of a dislocation cell structure at the
second and third stages of the strain-hardening curves
and afragmented dislocation structure at the fourth and
fifth stagesindicates that atwo-phase state isformed in
the crystal in the course of plastic deformation. Conse-
guently, the total density of dislocations in the crysta
under the assumption of a small dislocation density in
the bulk of the cells and fragments should be described
by the following expression:

P(Y) = f1pa(y) + f2p2(Y), (11)

where p, and p, are the densities of dislocationsin the
wallsof the cellsand fragments, respectively, and f, and
f, arethe volumefractions of cell and fragment wallsin
the crystal. In accordance with the similitude principle
for dislocation structures, these quantities remain
unchanged during deformation. For the flow stress, we
have

T(y) = apb[fip(y) + f20,(y)] ™. (12)

The evolution of the dislocation density in the cell
walls, in accordance with Eq. (3), is described by the
following expression [19]:

2 2
) = HH A -ewR -

As regards the evolution of the dislocation density in
the fragment walls, we assumethat it is described by an

(134)
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equation of type (3) with the GED annihilation coeffi-
cient Bk, and with the coefficient dk; of GED multipli-
cation at forest dislocations, where<land d <1 are
certain phenomenological coefficients. As a result of
dislocation density evolution in the fragment walls, we
obtain the following expression, which is similar to
Eq. (13a):

po(Y) = EBk s %l epd -2
Substituting expressions (13a) and (13b) into Eq. (12),
we arrive at the dependence of the flow stress on strain
at the secondfifth stages:

T(y)=T1 {%L expD 2k \E.E

(13b)

1913

Putting y — oo in this expression, we obtain the fol-
lowing relationship between the steady stresses at the
third and fifth stages:

2

To = T, € = (1+¢)*? . (14b)

1

According to the results presented in Fig. 4a, we have
the quantity ¢, = 1.5 and, hence, ¢ = 1.25 for polycrys-
talline copper. Curve 1in Fig. 5 depicts the t(y) depen-
dence for ¢; = 1.5 and 3 = 0.1. Curve 2 in this figure
illustrates this dependencefor f, = 0, i.e., in the absence
of GEDs. Since k, = 5 for copper at room temperature
[21], it can be seen from Fig. 5 that the onset of the
fourth and fifth strain-hardening stages takes place at
strainsy > 1 and y > 10, respectively.

Differentiating Eq. (144) with respect toy, weobtain

143
f.52 1 212 (4 the following dependence of the strain-hardening coef-
+ 2—2 —exp E——Bk%% ficient 8 = dt/dy on strain at the second-fifth stages on
f.B 2 the strain-hardening curve:
o(r) = 6 (1—exp(-T/12))exp(—T/2) + (,0°/f,B) (1 - exp(— BI‘/Z))exp( BF/Z)
- V2

(15

[(1- exp(-T/2))* + (f,8°/1,6°) (1~ exp(-Br))7 "

where 6, = (1/2)a ffz bk;; for brevity, we have intro-
duced the notation I' = k,y. Curve 2 in Fig. 6a demon-
strates the dependence of the strain-hardening coeffi-
cient 6(y) (15) ontheflow stresst(y) (14a). The straight
line 1 in this figure shows the dependence 6(t) plotted
accordingto Eq. (6), i.e., inthe absence of GEDs. It can
be seen that the emergence of these didocations is
responsible for the plateau in the 6(t) curve for large
stresses (T > 1y). Using Eq. (15), we abtain the follow-
ing estimate for the strain-hardening coefficient at the
fourth stage for k,y = 10 (t/t,= 1.1):

94 = C392,
_ 18 0.24B (16)
f,1B%[1+0.161,8%,p] "

= 0.03.

The calculated value of c; is of the same order of mag-
nitude as the experimental values of ¢; = 0.05-0.1 [1—
6]. As regards the empirical relationship (1b) between
0, and 1, it follows from relationships (16) and 1, =
20,/k, that coefficient ¢, in Eq. (1b) isequal to czk,/2 =
0.1; i.e, it has a correct value but depends on tempera-
ture.

Curve 2 in Fig. 6b shows the dependence of the
product

B(M)t(r) = 0,1 [(1—exp(-T/2))exp(-T/2)
+(,8°/f,B)(1— exp(-Br/2))exp(—Bri2)]
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on 1(y) in the dimensionless B1/(0T),,,—Tt/Ts coordi-
nates. It can be seen that the presence of the fragmented
structure leads to the emergence of an additional peak
in the 81—t curves for large plastic strains (under
stressesT > 1. This can be seen especialy clearly if we
subtract dependence 1 in Fig. 6b, which demonstrates
the purely parabolic variation of the product 01 at the
second and third stages of strain hardening of the crys-
tal in accordance with formula (7), from the total
dependence 2 in the samefigure. The result of this sub-
traction is depicted by the dashed linein Fig. 6b and by
the solid linein Fig. 4b. It can be seen that the theoret-
ical dependence isin good agreement with the experi-
mental data.

2_
1
5 2
= Ir
=
1 1 1 1 ]
0 20 40 60 80 100

kay

Fig. 5. Strain-hardening curves for the crystal according to
Eq. (149) in the (1) presence and (2) absence of the fourth
and fifth strain-hardening stages.
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Fig. 6. Dependences of (a) the strain-hardening coefficient 0
given by Egs. (15), (16), and (14d) and (b) the product 6t on
the stress T at parameters 3 = 0.1 and ¢; = 1.5.

Concluding this section, we give the numerical esti-
mate of coefficient & obtained by using formula (14b).
Sincef,=0.05[15] and f; = 0.25[21], we have = 0.22
for ¢, = 1.5 and 3 = 0.1. Thus, the coefficients of multi-
plication and annihilation of GEDs are approximately
an order of magnitude smaller than the corresponding
coefficients for statically random dislocations. This is
apparently due to the fact that in contrast to the latter
didocations, GEDs are predominantly didlocations of
the same sign, which might affect their multiplication
and annihilation.

5. FLOW STRESS RATE-SENSITIVITY
COEFFICIENT

Another way of verifying the proposed approach to
analyzing the strain hardening of crystals under high
plastic strainsis to compare the theoretical and experi-
mental dependences of the rate sensitivity coefficient
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Fig. 7. (a) Dependences of the strain-rate sensitivity coeffi-
cient mof flow stress on the stress T in copper [6] at temper-
atures of (1) 77 and (2) 293 K. The curves are calculated on
the basis of formulas (19a) and (14a). (b) Temperature
dependence of the strain-rate coefficient for copper [6] at
the fourth strain-hardening stage.

m= (dInt/dIny); of the flow stress on these stresses.
Figure 7a shows the experimental dependences of coef-
ficient m for polycrystalline copper at temperatures of
77 and 293 K [6]. It can be seen that at stresses corre-
sponding to the third strain-hardening stage (first stage
of dynamic recovery), the coefficient increases
smoothly with an increase in the stress 1. At the fourth
stage, it remains approximately unchanged, while at the
fifth stage (second dynamic recovery stage), it starts
increasing again.

The dependence of the flow stress on the strain rate
may be due to the following two reasons. The first is
associated with the rate and temperature sensitivity of
the constant of interaction between dislocations in the
case of their crossing:

Ho = KTIN(Yo/¥)
gub®

where a; is the temperature-independent constant of
interaction between dislocations; H, is the total height
of the potentia barrier in the case of crossing of dislo-
cations, which is overcome due to thermal fluctuations;
Yo is the preexponential factor; and € is a numerical
coefficient of the order of unity. The second cause of the
temperature and rate sensitivity of flow stressesis asso-
ciated with annihilation of screw dislocations through

a(T,y) =0+ (18)
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Fig. 8. Dependences of the strain-rate sensitivity coeffi-
cient m of flow stress on the strain y according to formula
(199 at the (1) second-fifth, (2) second and third, and
(3) fourth and fifth stages of strain hardening.

crossdlip, namely, with therate and temperature depen-
dence of the dislocation annihilation coefficient (4).

Taking into account these circumstances and
expressions (13) and differentiating Eqg. (12) with
respect to y , we obtain the foll owing dependence of the
strain-rate sensitivity of the flow stress on the degree of
strain at the second—fifth stages in the strain-hardening
curve of the crystal:

_ i —(3/2)exp(=T /2)7f1p1
m() = mo+ | 5 e T 0
(199)
+Dl—(1+(UZ)B)exp(—BF/Z)szpz}m
T 1-ep(-pr) O p ™
_ @lnog _ kT
b = vl 3
LoinyH, aub (19b)
m, = _Mﬂ = k_T
@ Dainyl  A°

Curve 1 in Fig. 8 shows the theoretical dependence of
coefficient m on the degree of strain for my = 3 x 103
and m, = 5 x 1073, The genera nature of this depen-
denceisin accordance with the results presented in [ 34]
on the strain dependence of coefficientsmfor polycrys-
talline aluminum at various temperatures at the second—
fifth stages of strain hardening. Curves2 and 3inFig. 8
illustrate the contribution of the second-third and
fourth—fifth strain-hardening stages, respectively, to the
total coefficient m.

The solid curvesin Fig. 7a show the dependence of
mon the flow stress for two experimental temperatures
in accordance with Eq. (14a) and (19a). At 77 K, m, =

102 and m,=1.8 x 1073 (curve 1), whileat 293 K, m, =
3x 102 and m, =5 x 1072 (curve 2). It can be seen that
these curves are in satisfactory agreement with the
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experimental results obtained in [6] for copper (and in
[35] for auminum). This is aso confirmed by the
approximately linear temperature dependence of the
strain-rate coefficient m, at the fourth strain-hardening
stage, which follows from formulas (19) (Fig. 7b).

CONCLUSION

Thus, the above analysis of the strain hardening of
crystals under large plastic strains shows that, asin the
case of thefirst three stages, the strain hardening at the
fourth and fifth stages is determined by the contact
interaction of dislocations and the evolution of their
density in the course of deformation.
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TheHardening and Loss of Strength of Thin Surface Layers
of LiF Monocrystalsand Zirconium Ceramics
under Conditions of Cyclic Nanoindenting
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Abstract—L ow-cycle surface fatigueis still relatively poorly investigated, especialy in the case of accumula
tion of surface fractures during nanocontact interactions between solids. A new technique of modeling fatigue
during a short nanocontact interaction based on repeated dynamic nanoindenting is proposed. The results of
investigation of model LiF crystals and industrial ZrO, ceramics show that, at a small number of cycles N of
about 20, the material is hardened under the indenter. As N increases, the hardening is replaced by a loss of
strength reflected in the formation and growth of microcracks. © 2001 MAIK “ Nauka/Interperiodica” .

The most widely spread type of loading of struc-
tures, devices, and machines during their operation is
cyclic loading (either aternating or more complex),
under which fatigue phenomena develop. According to
some estimates [1], more than 80% of al failures are
caused by fatigue. They are typical of aerospace and
rocket machinery, all kinds of engines, transport
devices, etc. The exclusive importance of the diagnos-
tics of fatigue fractures promoted the development of
numerous diverse contact (such as the visualization of
microcracks with luminescent solids) or contactless
(ultrasonic and y-defectoscopic; magnetic and electro-
magnetic) techniques of determining fatigue cracks. At
the sametime, the problem of the nature of fatigue frac-
tures, which is still unclear, stimulated intense labora-
tory studies of high-cycle, low-cycle, fretting, impact,
thermal, surface, corrosion, and other types of fatigue
[2, 3]. Recently, substantial progress was reached in
understanding the physical nature of fatigue: a mecha-
nism of the formation and development of fatigue
cracks was proposed, defects in a crystal lattice were
shown to play a decisive role in the hardening and
destruction of metals, and the important role played by
oxidation processes was noticed. On the other hand, the
sphere of the so-called low-cycle fatigue, related to the
operation of a material under substantial plastic defor-
mations when submicrocracks appear after several tens
or hundreds of cycles of loading [4], remains poorly
studied.

Until recently, laboratory fatigue tests of materials
were carried out chiefly with macroscopic bulk speci-
mens according to a conventional technique of uniaxial
tension—compression or bending. As early as in the

beginning of the XXth century, the exclusive role
played by the surface in the nucleation and develop-
ment of fatigue cracks was discovered [5] (by some
estimates, up to 75% of fatigue fractures nucleate on
the surface of a structural material). Moreover, the
development of modern technologies requires a new
scale of sizes asregards the surface fatigue when a con-
tact spot from a nanometer to tens of micrometers
undergoes short cyclic loading. A typical example of
thiskind isthe working element (aball made of awear-
resistant material such as ZrO, ceramics) in a ball mill
used for obtaining fine-disperse powders. The surface
of such a ceramic ball periodically repeatedly contacts
for a short time (of tens or hundreds of microseconds)
with the treated material and neighbor balls. The
fatigue surface fracture of one of the balls causes an
avalanche-like destruction of the remaining balls,
because ZrO, powder is the strongest abrasive com-
pound. The macroscopic fatigue tests of such materi-
als [6] are scarcely applicable to prediction of its
working capacity under actual conditions, because,
with adecrease in the size of the loaded zone by many
orders of magnitude, a number of new factors affect-
ing the properties of the material appear [7]. A high
localization of the load results in stronger hardening
of the material in the zone of deformation, so that,
even in mild materials, the stresses can approach the
theoretical ultimate strength (about 0.1 of Young's
modulus) [8].

One can approach the actual conditions of short
nanocontact interactions during milling, grinding, dry
friction, fretting, etc., including the effects of periodic
alternate loading, by repeatedly dynamically nanoin-
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Fig. 1. A scheme of the cyclic loading and the kinetics of the
formation of an indentation for the symmetrical triangular
load used in the experiment.

denting the same surface spot. A nanocindenter with
high spatia (~0.1 nm) and time (to 0.33 us) resolutions
provides a high degree of control of the conditions of
contact dynamic loading and deforming, which is espe-
cially valuable in modeling actual nanocontact interac-
tions. In contrast to macroscopic techniques, in which
the interactions of bodies are averaged over a large
number of contact points, dynamic indenting enables
one to study the dynamics of elementary processes at
the level of a short nanocontact. Similarly, cyclic load-
ing of the same indentation allows one to model an ele-
mentary act of a low-cycle fatigue, while wide varia-
tions in the amplitude, duration, duty factor, and the
number of pulses of applied loads of various forms
allow oneto investigate the time and rate characteristics
of the appearance and accumulation of fatigue cracksin
thin subsurface layers of a material.

To approve the applicability of the technique of
nanoindenting to the investigation of low-cycle fatigue,
we used an experimental device developed in the
nanoindenting laboratory of the Tambov State Univer-
sity. The details of construction and operation of itspro-
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totype are outlined in [8]. An el ectrodynamic drive con-
trolled by a computer allowed us to create loads from
10 pN to 250 mN with a duration from 20 msto 50 s.
In this work, the loading pulse had a symmetric trian-
gular shape with a duration T of 0.02, 0.04, 0.1, and
0.2s at an amplitude of 100, 125, 150, 200, and
250 mN. The cycling of loading was either continuous
or had a delay between cycles of 5 or 10 ms (Fig. 1).
Depending on the hardness of the specimen, the depth
of penetration of the indenter Ah was measured at a
limit of 10 pm with aresolution Ah of 10 nmor 1 um
(Ah =1 nm). In order to ensure loading of the same sur-
face spot during the whole experiment, along with
cyclic loading with the drive, the indentation was con-
stantly additionally loaded at a 5% level of the maxi-
mum load used in the experiment. The main parameters
of the experiment, namely, the depth of penetration of
the indenter h and the load P as functions of time, were
stored on a computer, and the resulting P(h) depen-
dence was shown in adisplay in rea time. As the sub-
ject of investigations, we used nominally pure LiF
monocrystals (as the model material for indentometry)
and a bulk specimen of ZrO, ceramics alloyed with
MgO for obtaining a partially stabilized zirconia (PSZ)
structure.

Figure 2 shows typical dependences of the load on
the depth of penetration of an indenter in the studied
materials after the first ten cycles of loading—off-load-
ingat T =0.2sfor (a) LiF and (b) ZrO,. As afactor of
the mechanical losses during the macroscopic fatigue
tests, people conventionally use the ratio of the work
W, (Fig. 1) spent on plastic deformation to the total
work W, spent by the drive: W = W /W As follows
from Fig. 2, the part of the energy of plastic deforma-
tioninthework spent by the drive, which is determined
by the area of the loop formed by the curves of loading
and off-loading [9], is large only in the first cycle of
loading. Already in the next cycle, it does not exceed
several percents of the energy of plastic deformation in
thefirst cycle. By thefourth or fifth cycle, the character
of the deformation of a material under the indenter
becomes practically macroscopicaly elastic. As fol-
lows from our results (Fig. 3), at various times of the
loading—off-loading cycle both on LiF and ZrO,, W
quickly decreases by the fourth or fifth cycle and
reaches a constant value that does not change for hun-
dreds or, sometimes, many thousands of cycles. One
can expect this state to change only when fatigue frac-
ture begins, i.e., when microcracks nucleate in the con-
tact zone between the indenter and material [10, 11].

Despite the common tendencies in behavior of ionic
crystals and ceramics, which can be qualified as the
hardening of subsurface layers under the effect of a
local load, there are certain quantitative differences.
One such difference is a strong rate dependence of the
low-cyclefatigue of LiF. For example, at T =0.02 sand
P..x = 200 mN, thefirst signs of fatigue fracture appear
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Fig. 2. Typica dependences of the load on the penetration depth of an indenter under cyclic loading (N = 10) for (a) LiF and
(b) ZrO,. The duration of acyclet = 0.2 s and the maximum load on the indenter Py, MN: (&) 250 and (b) 125.

within the first 50 to 100 cycles (Fig. 44), which is not
noticed at T = 0.2 s. The indication is a sharp increase
inthe vibration of the indenter, which resultsin the cor-
responding widening of the hysteresis loop and
increase in W, and, accordingly, in ¥ (because the
energy of elastic deformation W, remains practically
constant after thefirst four or five cycles). This stage can
be considered the loss of strength that leads to the
appearance of fatigue cracks. Upon further increasein N,
Y fluctuates around a value which is severa or, some-
times, ten times as large as those typical of 5< N < 10
(Fig. 4b). The depths of both the maximum unrecov-
ered (hy,) and plastically recovered (hy) indentations
in LiF increase with an increase in N, but their ratio
n = hyhn,, which characterizes the elastic recovery
[12], remains practically unchanged (Fig. 5). At the same
Prax @d N values, but with T = 0.1 s, the signs of fatigue
fracture of LiF are much weaker (Fig. 4b, curve 2) and,
at1=0.2s, arenot noticed up to N = 10°.

In ZrO, ceramics, the fatigue fracture manifests
itself in a similar increase in the vibrations of the
indenter (Fig. 6a) but at asubstantialy larger number of

PHYSICS OF THE SOLID STATE Vol. 43 No. 10

cycles (N ~ 150-200) and T = 0.2 s (Fig. 6b). This fact
indirectly confirms the conclusion from [13] that the
cracks that appear during statistical hardness tests in
PSZ ceramics are much longer than those formed dur-

Wp/Wlot
1.0F Poax = 200 mN
max —
T
L - 100 ms
—= 200 ms
- 500 ms
- 1s
0.5 - 2s
=1 —p—p ¥ &
1 1
0 5 10
N

Fig. 3. The factor of mechanical losses W/(W, + W) under
cyclic loading (N < 10) in materials with different hardness,
dynamic strength, and wear resistance: (1) LiF and (2) ZrO,.
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Fig. 4. Theloss of strength of LiF monocrystals during cyclic loading at N < 100 manifested itself (a) in the widening of hysteresis
loops and (b) in the change in energy spent on plastic deformation under the same conditions: (1) T = 20 ms and Py = 200 mN;
(2) T =100 ms and P,z = 200 mN.
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Fig. 6. The fatigue loss of strength of ZrO, ceramicsat T = 0.2 s and P4 = 125 mN manifested itself (a) in the widening of the
hysteresis loops and (b) in the change in energy spent on plastic deformation.

ing dynamic tests, which means that the fracture
strength of PSZ increaseswith an increasein the rate of
loading. The recovered and unrecovered maximal
depths of an indentation very rapidly increase after the
beginning of fatigue fracture and do not relax to the
origina values for al 800 cycles of loading. Further-
more, the reproducibility of theresultsismuchworsein
the case of ceramics: only intwo of theten tests carried
out under the same conditions could we noticethe signs
of fatigue fracture, while in LiF they were observed at
a100% probability.

Thus, the first experiments showed that the tech-
nique of dynamic indenting is, in principle, applicable
to low-cycle fatigue tests of thin subsurface layers of
materials with various structure, hardness, and impact
strength. Similarly to macrotests, the material is hard-
ened in the first cycles of loading and then looses its
strength under the concurrent formation of cracks. The
fatigue fracture is manifested in a sharp increase in the

PHYSICS OF THE SOLID STATE Vol. 43 No. 10

vibrations of an indenter at the nucleation of a microc-
rack and its subsequent growth, which resultsin asharp
increasein theirreversiblelosses of energy inthecycle.
Moreover, the appearance of afatigue crack in the sub-
surface layer causes a very rapid change both in the
unrecovered maximum (h;,.) and plastically recovered
(hy) depths of an indentation, although their ratio n =
hy/hma is not affected by the fatigue fracture, which
means that the elastic recovery of the indentation depth
weakly depends on the number of cycles of loading, as
well as on the generation and growth of fatigue micro-
cracks.
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Abstract—An expression for the el ectromagnetic field penetration depth in ametallic magnetic layer isderived
taking into account the complexity of the high-frequency permeability under the conditions of ferromagnetic
and spin-wave resonance. The frequency dependences of the skin depth and its dependences on the magnitude
and type of spin pinning are determined from a numerical analysis of the solutions of the motion equation for
magnetization. Some features of the dependences associated with the nature of the spin-wave spectrum are

revealed. © 2001 MAIK “ Nauka/lInterperiodica” .

1. If the mean free path of conduction electronsin a
nonferromagnetic metal is much smaller than the pene-
tration depth &, of the electromagnetic field in asample,
the normal skin effect takes place and the skin depth is

determined by the relationship &, = ¢/ /2TTo W, where
cisthe speed of light in free space, w is the field fre-
guency, and o is the conductivity of the metal [1]. The
skin depth for a ferromagnetic metal is defined as 6 =

do/+/1, Where the permeability p of the sample is a
function of frequency that takes the magnetic character-
istics, geometry, and orientation of the sample with
respect to the microwave field into account [2]. How-
ever, at the ferromagnetic resonance frequency in the
absence of dissipative processes in the spin system, we
obtain 4 —» o0 and =0, which isnot observed in real-
ity. The inclusion of dissipation makes the quantity
M= —ip" and the quantity & complex-valued. In this
case, the quantity & loses its simple physical meaning
and the magnetic field penetration depth in the metal is
determined not by itsreal component & but by the quan-

tity 3, = &y/Re./ll . In the present work, we analyze the
frequency dependence of the penetration depth &;(w)
for the microwave field in a layer of a ferromagnetic
metal of thickness h(t) under resonance conditions
when the microwave field h(t) is perpendicular to the
magnetizing field H oriented along the normal to the
layer surface.

2. Directing the Z axis along the normal and placing
the origin at the center of thelayer, we can writethedis-
tribution of the microwave field in the layer by assum-
ing that the amplitude of the wave incident on the layer
isequa to hy [1]:

h(z) = hoexp[(L —2)/9]

= hoexp[(L_z)%ll_a'_E} (D

where
0 0

JTul coso’ Julsing’
Wl = S+, ¢ = %arctan(u"/u').

It can be seen from Eq. (1) that the actual depth of pen-
etration of the microwavefield in the layer is defined by
0,. In order to determine this quantity, we should deter-
minethevalue of |, whichinvolves solving of the equa-
tion of motion for magnetization M. Taking into
account the attenuation in the spin system, we writethis
equation with arelaxation term in the Hilbert form [3]:

M = YIMHT] + (MM, @

whereyisthe magnetomechanical ratio, & isthe dimen-
sionless parameter of attenuation, and the effective
magnetic field is given by

H = Hy+h(t) + a0’M +Bn[nM] —4ntNM. (3)

Here, the magnetizing field H, and the unit vector n of
the easy magnetization axis are oriented along the nor-
mal; a and 3 are the exchange interaction and uniaxial

anisotropy constants, respectively; and N is the tensor
of the demagnetizing coefficients.

Introducing small deviations of magnetization m(r, t)
from the equilibrium magnetization M, into Eq. (2),
linearizing this equation, and taking into account the
axial symmetry of the problem, we obtain the following
equation for the circular components m* = m, +im, [4]:

dzmi 2+ 1, +
+v'm = —=h(2). 4
= ~h*(@) (4

1063-7834/01/4310-1923%$21.00 © 2001 MAIK “Nauka/Interperiodica’
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Fig. 1. Frequency dependences of the skin depth &, (solid
line) and the imaginary susceptibility component X"
(dashed line) in the absence of surface pinning of spins.

We will carry out the subsequent analysis for the
component m*" = m responsible for natural oscillations
of the spin system. The solution to Eq. (4) should be
sought with the general boundary conditions

d
B:limia%%

where d, are the parameters of spin pinning at the sur-
faces of the layer.

It is difficult to find an analytic solution to Eq. (4)
with a nonuniform distribution of the microwave field
over thelayer thicknesswhich isdefined by Eq. (1). For
thisreason, we will find an approximate solution corre-
sponding to a uniform field distribution in the layer,
which isvalid, strictly speaking, only at L < d. In this
case, m(2) does not depend on 8. Averaging m(z) over
the layer thickness, we obtain

L

= o [m@dz = (X=X )

=0, ©)

z==*L

where the real and imaginary components of the high-
frequency magnetic susceptibility of the layer are
defined as

LGt

X == [(P1Gy + P20) (V2 —V3)* —4v2v3)

— 4V 1V, (VE = V3)(PoGs — Pidz) AV —V3)],
o+ (7)

X" = W[(plqz—pzq1>(<vi—v§>2—4viv§>

_4V1V2(Vi _Vg)(pl(h +P.0y) + 24V, V,].
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In these expressions, we changed over to the dimen-

sionless parametersv = vL, d, = d,L, and a = L% and

introduced the following notation:

(d; +dy)v

p,+1p; = tanv + 2d.d,

ql + Iq2 - dldz dldz

1
\Y

s (-iDe-a
ay Mg

A= (C+a)(Vi-vD), v = v —iv,.

The complex microwave susceptibility in the genera
form describes the entire excitation spectrum of the spin
system in a thin layer. Considering that i = 1 + 471Y,
we see that the real and imaginary components of the
permeability appearing in Eq. (1) satisfy the equations
W'=1+ 4y and p" = 4y

3. We will describe below the results of a numerical
analysis carried out on the basis of relationships (1) and
(7). The curves presented in the figures are plotted on
the semilogarithmic scale and are the frequency depen-
dences of two quantities on the pinning parameter: the
depth 6, of penetration of the microwave field into the
sample and the imaginary component x" of the high-
frequency susceptibility, which determines the spec-
trum of the spin-wave resonance (SWR) in the film.
Here, the frequency dependence is the dependence of
the above quantities on the normalized detuning Aw/wy,
from the frequency of the uniform (ferromagnetic) res-
onance. The dependence of the pinning parameters is
shown at a fixed frequency detuning. For our calcula-
tions, we chose the parameters of amagnetic permalloy
film, namely, 0 = 10'" s, £ = 102, M, = 10° G, and
Wy = 10 GHz.

Figure 1 shows the frequency dependences of the
guantities, and X" for d; = d, = 0 in the absence of pin-
ning on both surfaces of the film. It iswell known that
the absence of pinning leads to vanishing of the spin-
wave resonance spectrum and to the excitation of only
a homogeneous mode at the ferromagnetic resonance
frequency. The &,(w) dependence in this figure indi-
cates that the electromagnetic field penetration depth in
the sample, as expected, decreases abruptly under fer-
romagnetic resonance conditions. However, an analysis
shows that the skin depth in the immediate vicinity of
the resonance freguency increases insignificantly and
attains a local maximum at the point corresponding to
the peak of X", which can be clearly seenin the inset to
Fig. 1. The existence of this local maximum is due to
the fact that the quantity &, depends not only on || but
also on the phase ¢. Since the inequality || < u" holds
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Xn

110

10.1

Fig. 2. Frequency dependences of the skin depth &, (solid
line) and the imaginary susceptibility component X"
(dashed line) for (@) symmetric (d; = dy — ) and (b)
asymmetric (d; — o and d, = —3) pinning of surface
spins.

in the vicinity of the resonance frequency, for w 0wy,
we have

20 _o- % g [1+4nyp
R Tt ey 0 ©

On account of the characteristic dependence X'(w) pass-
ing through zero for w = wy, relationship (8) leadsto the
existence of alocal maximum at w = wy, so that &,(wy) [

Bon/2/lg = 8y/J2T1X; , Where W = p'(ax) and X =
X"(wp).

Figure 2 shows similar dependencesfor two types of
pinning: symmetric pinning (Fig. 2a), whend, =d, —
oo (the spins are completely pinned on both surfaces),
and asymmetric pinning (Fig. 2b), when d; — o and

PHYSICS OF THE SOLID STATE Vol. 43 No. 10
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Fig. 3. Dependences of (a) the imaginary susceptibility
component and (b) the skin depth on the type and degree of
surface pinning at the frequency detuning Aw/wy = (1) 0, (2)
0.17, (3) 0.28, and (4) 0.4.

d, = =3 (incomplete pinning on one of the surfaces).
The existence of surface pinning of spins leads to the
emergence of resonance peaks corresponding to spin-
wave modes in the spectrum of magnetization oscilla-
tions. In the case of symmetric pinning, the spectrum
contains odd-order modes in addition to the homoge-
neous mode, whereas in the case of asymmetric pin-
ning, the SWR spectrum also contains even modes
whose intensity is much lower than the intensity of odd
modes. The emergence of an anisotropy of the “easy
plane”’ type on one of the surfaces of the layer, i.e., the
negative value of the pinning parameter d,, leadsto the
emergence of a resonance peak corresponding to the
surface mode (Fig. 2b) at a frequency w < wy. In this
case, analysis of the frequency dependences of the
guantities o, and X" indicatesthat the peaksin the x"(w)
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dependence do not correspond exactly to the minimaof
the function &,(w) but are dightly displaced relative to
one another due to the dependence of the skin depth &,
on the phase of the quantity . It is also worth noting
that having attained its minimum at w = wy,, the micro-
wave field penetration depth d, increases nonmonoton-
ically with frequency. This increase is mainly deter-
mined by the frequency dependence of the quantity
(cx) ™2

An analysis of these dependences also shows that at
a fixed frequency, both x" and &, are functions of sur-
face pinning. These dependences are significant in the
vicinity of the parameters d; corresponding to the reso-
nance conditions for one of the modes of the SWR
spectrum. By way of an example, Fig. 3 shows severa
characteristic dependences of the quantities X" (Fig. 3a)
and 9, (Fig. 3b) on parameter d in the case of symmetric
pinning (d; = d, = d) for several frequency detuning
parameters Aw/wy, =0, 0.17, 0.28, and 0.4 (curves 1-4).
All the curves correspond to the spectral region in
which bulk modes are excited. The characteristic spike
in curves 1 isobserved in the range of valuesd close to
zero, where the homogeneous mode is excited. The
dependence 6,(d) for this mode at d = 0 has a local
maximum determined by relationships (8). Curves 2
and 3 have a characteristic spike corresponding to the
first spin-wave mode of the spectrum for two types of
surface anisotropy, which are determined by the sign of
parameter d. Curves 4 correspond to the frequency
lying between adjacent odd modes (n =1, 3) and match-
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ing none of the peaks of the x"(w) spectrum at any
parameter d. For this reason, the corresponding X"(d)
curve displays only a low spike in the range of d =0,
which is completely flattened in the d(d) dependence.
Thus, the shape of the curves considered above sub-
stantially depends on the choice of the frequency for
which they are plotted.

The above analysis shows that the depth of penetra-
tion of the high-frequency field in a ferromagnetic
metal in the frequency range in which the spin-wave
resonance spectrum is excited is determined by the
magnitude and the phase of the complex susceptibility
of the sample, which considerably depends on the type
of surface pinning of spins.
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Abstract—The drift motion of a 180° domain boundary in garnet ferrites with two nonequivalent sublattices
isstudied in an elastic stressfield induced by an acoustic wave propagating in the domain boundary plane. The
dependences of the drift velocity on the amplitude and polarization of the acoustic wave are obtained, and the
drift motion conditions for a strip domain structure are determined. © 2001 MAIK “ Nauka/I nterperiodica” .

1. INTRODUCTION

Considerable interest in the dynamics of domain
boundariesin magnetic-ordered crystals has been moti-
vated by their possible use as magnetic recording
media. This explainsthe large number of works dealing
with the interaction of external magnetic fields and
domain boundaries. The domain structure of magnets,
apart from magnetic fields, is efficiently affected by an
acoustic wave field. In particular, Vlasko-Vlasov and
Tikhomirov [1, 2] experimentaly investigated the
interaction of ultrasonic waves with Bloch lines and
180° domain boundaries in yttrium iron garnets. These
authors examined forced linear oscillations of Bloch
lines and domain boundaries and revealed interesting
phenomena of oriented motion, continuous generation,
and changes in the density of Bloch lines and domain
boundaries. The influence of acoustic waves on the
dynamics of domain boundaries in different-type mag-
nets was theoretically analyzed in [3-6]. The theory of
domain boundary drift in ferromagnets was devel oped
by Gorobets and Denisov [3, 4] on the basis of approx-
imate Slonchevskii eguations. The effect of acoustic
waves on domain boundaries in two-subl attice systems
(a weak ferromagnet and an anisotropic ferrimagnet)
was investigated in our earlier works [5, 6] within the
approach based on analyzing the nonlinear equations of
motion for sublattice magnetization vectors. All theo-
retical calculations in [3-6] were performed for the
simplest case when the acoustic wave propagates nor-
mally to the domain boundary plane.

In thiswork, the nonlinear motion of a180° domain
boundary in garnet ferritesin afield of acoustic waves
traveling parallel to the domain boundary plane (which
corresponds to the geometry of experiments described
in [1, 2]) was theoretically investigated within the
Lagrangian formalism.

2. THEORETICAL TREATMENT

2.1. The nonlinear macroscopic dynamics of garnet
ferrites with two nonequivalent sublattices in an acous-
tic wave field is described on the basis of the
Lagrangian density L represented in terms of the unit
antiferromagnetic vector | (12=1) [7, 8]:

_oo0a 2 o, B2
L() = M- SO

o (1)
BZZ \Y} IZIX_IXIZD
TV N B e
2 y y ik'i'k gMo l+|y 0O

Here, dotsindicate the time derivatives, M, is the mag-
nitude of the sublattice magnetization vector; ¢ =
gMo(ad)V?/2 is the characteristic velocity, which coin-
cides with the minimum phase velocity of spin waves;
0 and a are the constants of the uniform and nonuni-
form exchange interactions, respectively; g isthe gyro-
magnetic ratio; B, and 3, are the effective anisotropy
constants; u; isthe elastic strain tensor; y is the magne-
toelastic constant; and v = [M; — M,|/M, , isthe param-
eter characterizing the conditions of validity of the
dynamic model for garnet ferrites [7]. By ignoring the
sublattice noncollinearity (8 — o), we assume that
the studied ferrimagnet at a distance from the compen-
sation point exhibits nearly ferromagnetic (FM) proper-
ties. In thevicinity of the compensation point, the mag-
nitudes of the sublattice magnetization vectors M ; and
M, differ insignificantly (v — 0) and the dynamic
properties of the ferrimagnet are similar to those of the
antiferromagnetic (AFM) crystal. The term describing
the energy of the elastic subsystem is not included in
relationship (1), because, hereafter, we treat the acous-
tic wave as a specified external field and disregard the
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inverse effect of the magnetic subsystem on the elastic
subsystem.

Making allowance for the fact that the magnitude of
the | vector is constant, we change over to the angular
variables 8 and ¢, that is,

[, =il

= sinBexp(i¢), |, = cos6. 2

The Lagrangian density in terms of the angular vari-
ables has the following form:

L{6, ¢} = Mé@l%(ezwzsinze)

91 )2+ ( )sin’e] -2

sm ’osin® ¢

[32 2 , .
—5 cos 8 —y[sin26(u,cosd + u,sind) 3

+ uyyc0526 + sinze(uzzcoszq) +U,,SiN2¢ + uxxsinzq))]

ch(l—cos@)%
MO |:|

The dynamic retardation of domain boundaries due to
dissipative processes is accounted for in the dissipative
function

A MOI A M0
= 2
where A isthe Hilbert damp| ng constant.

The equations of motion in terms of the angular
variables 8 and ¢ with inclusion of the relaxation terms
take the form

ag;e__da+sm6cosﬁ[ %2 ‘(& )E

F = (6 +<|> sin 6) 4

_ BN’ + B,] + ——dsinf —y[sin20
gM, (5)
X (uzzcoszcb +u,,5n2¢ + uxxsinzcl) —Uyy)
A

+2c0s26(u,cosp + uy,sing)] = —_9,
gM,

aO[sm8 @ )] - 2dt<¢

. 2 .
—B,sin"0sind cos ——esme
e dcosp — - ©

+y[s n B(u,sin2¢ —2u,,cos2¢ —u,,sin2¢)

+ §n20(u,,Sind —U,,co80)] = ——psin’e.
gM,
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Under the condition 0 < 3; < [3,, the domain boundary
is stable when the | vector rotates in the XZ plane and
the magnetization distribution isinhomogeneous along
the Y axis[8]. For this boundary, the condition 6 = 6, =
102 is met and the angular variable ¢ = ¢y(y) satisfies
the equation

ad,—PBysing,cosd, = 0, (7)

where the primes denote the derivative with respect to
they variable. The solution of Eq. (7) with the boundary
conditions ¢o(—) = 0 and ¢(+o) = Tt for a static 180°
domain boundary has the form

: 1. 1 -1y
= —=Rsing, = —Rpcosh "<,
b Yo b Yo P Yo

)
cosho(y) = —Rtanhglx,

where y, = ,/a/B, is the thickness of the domain

boundary, R = %1 is the topologica charge of the
domain boundary, and p = £1 is the parameter describ-
ing the sense of rotation of the | vector in the domain
boundary. As is known, 180° domain boundaries that
separate domains with opposite magnetization direc-
tionsin a strip domain structure possess opposite topo-
logical charges R. In the domain boundaries, the | vec-
tor can rotate from —R to +R (or in the opposite direc-
tion) toward either the positive or negative direction of
the Z axis, depending on the R parameter. Conse-
quently, the adjacent domain boundaries in the strip
domain structure with the | vector rotating in the XZ
plane are characterized by the value of | (y = +o) = ¥R
and one of the two values of |,(y = 0) = +p. In the pres-
ence of an external field and a certain combination of
signs of the topological charges R and the parametersp
for the adjacent domain boundaries, the strip domain
structure as a whole can execute a translational motion
in aweak ferromagnet [5]. Now, we demonstrate that a
similar effect occurs in an anisotropic ferrimagnet
when the acoustic wave propagates paralel to the
domain boundary plane.

L et us solve the set of equations (5) and (6). For this
purpose, we fall back on a version of the perturbation
theory for solitons [5, 9-11]. Note that, in the case
when the acoustic wave propagates paralel to the
domain boundary plane (k, # 0, k, # 0, and k, = 0), the
local position of the domain boundary center depends
on both the time and transverse coordinates Y(r, t).
Hence, unlike the calculations performed in [5, 9-11],
we introduce the collective variable Y(r, t) as a coor-
dinate of the domain boundary center, wherer = (X, 2).
Under the assumption that the acoustic wave amplitude
is sufficiently small, we will seek the solution to the set
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of equations (5) and (6) in the form of expansions as
follows:

O(r,t) =1/2+06,(& ro, t) +0,(, rp, t) + ...,

9
O(r,t) = do(&) + 01(& ro, t) + (&, roy ) + .., )
where & =y — Y(r, t) and the subscriptsn =1, 2, ...
indicate the order of smallness in the acoustic wave
amplitude. The function ¢4(&) describes the unper-
turbed domain boundary and obeys relationships (8).
The functions 6, and ¢,, (n =1, 2, ...) characterize the
distortion of the domain boundary due to excitation of
spin waves. The drift velocity of the domain boundary

is defined as the instantaneous velocity V(r o, t) = Y (r

t) averaged over the oscillation period: V4 = V(rp, t),
where the vinculum indi cates averaging over the period
of the acoustic wave.

Now, we consider a monochromatic acoustic wave
propagating parallel to the domain boundary plane at a
frequency w: u(rp, t) = ugexp(ikgrg, —wt), where
Koro = kX + k,z By representing the collective variable
astheseriesY=Y; + Y, + ..., we obtain the following
system of equations to the first order in the acoustic
wave amplitude:

AL
w; 0t

SO0 =

TR ACLED

Rsing,(¢)

- 2
Yo,

+

B2y,
X O— + W,

Dotz ' ot (10)

oY a o
—= —wiyoA YO+ J
0 B

KxUox) SIN2¢o(&)
- (kzqu + kxqu) COSZ(I) O(E) ] ’

x expli(kgrp—wt)] [(KUp, —

0. 19,
+o0+—=—
O miatz Zatm

Roo\, 6Y1
2 ot

1(5 Mo, t)

zatq)l(E ) = ¢O(E)

(11)
4 %’exp[i(kmru—wt)]

x [(k,Co80,(&) + keSindo(&))],

where A, = 0%/0x2 + 0%/0Z%, 0 = (B, — B,)/B1, W, = cly, is
the activation frequency of the lower branch of bulk spin
waves, w, = A0gMy/4 is the characteristic relaxation
frequency, kis the wave vector of the acoustic wave,
ko = k| = ws, and sis the acoustic wave velocity.
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Theoperator L = —yO— +1— ———— hasthe
de’ cosh (&/Yo)
known wave functions fy(§) = cosh lE and

J_B

% h——|pyq]exp(|pE) (where L is the

fo(€) = [

crystal length) and the eigenvalues A, = 0 and A, = bf, =
1+ p2ys.

The solution to the system of the first-order equa-
tions (10) and (11) issought in the form of an expansion

in the complete set of eigenfunctions of the L operator.
Asaresult, we obtain

01 = Reg (DL, -o(®)
+ Rp(kxqu - kZUOZ) Dl(E)

. . 0
- (kXUOZ + kzqu) DZ(E)] exp(l kDr p—I! (*)t) %

(12)
0.(&1) = Re@:_blﬁfpw(a)-"%
Dyp Rp(k)\,Vﬂ WVYRP
B, oy = wly, ¥ PACH AN (Ko, — kzlo,) D (&)

* (Ko + Kl,) Da(E) | @Xpikir — o) A
[l

Here, we used the following designations:

— 2iwv RkZUOy
Wy (1-q)(1—q+0)— (Vi)
— u R(l_q)kZUOy

Bi(1-q)(1—q+ 0) — (wV/y)?

+o00

Dy(¢) = J’ A1(P)B1(p)d(PYo).

+o00

Dy(§) = j A,(p)B1(p)d(pYo),
Ds(€) = IAl(p)Bz(p)d(pYO)1
Dy(§) = J’ A,(p)B(p)d(pYo),
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Fig. 1. Dependence of the displacement magnitude h on the
acoustic field frequency wfor Y 3Fes01o.

tanh(&/y,) cos(p&) + pyosin(pg)
cosh(Tpy,/2)

tanh(&/yo) sin(p&) — py,cos(pg)
sinh(Tpy,/2)

A(p) =

Ay(p) =

A,—Q+0
Ao—q)(Ap—q+0) — (W)

B,(p) = AB_%,

B.(p) =

W

q =0+, Q;D,

0 = g%?% Wy = B1gM,.

As follows from solution (12), the acoustic wave trav-
eling in the domain boundary plane excites localized
and nonlocalized spin waves. It should be noted that
these excitations are produced by both transverse and
longitudinal acoustic oscillations. In the case when the
acoustic wave propagates normally to the domain
boundary plane, spin waves are excited only by trans-
verse components of the acoustic wave [6]. From the
condition of vanishing of the Goldstone mode [5] for
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The solution of this equation has the form

v, = YoWiovy
L=
(0 —q)woPs
Rk, Uo, (14)
U*’l)’o‘*h %;J, W, WV 1wV 2
CEE

x exp(ikgrg—iowt).

Relationship (14) allows usto determine the domain
boundary velocity in the linear approximation of the
acoustic wave amplitude: V,; = —wY;. It follows from
relationship (14) that V(r, t) ~ v. Therefore, domain
boundary oscillations are not excited in a garnet ferrite
whose dynamic properties are similar to the properties
of the antiferromagnetic crystal (v — 0). A similar sit-
uation—a lack of any drift motion of domain bound-
aries within the linear approximation—is also observed
when the acoustic wave propagates normally to the
domain boundary plane in weak ferromagnets [5]. In
ferrite materials characterized by the parameter v £ 0,
the acoustic wave induces an oscillatory motion of
domain boundaries. In particular, the mean magnitude
of the domain boundary displacement at the frequency
W~ 10% st in yttrium garnet ferrite (at n = 5 x 1079) is
of the order of 1075 cm. This magnitudeisin agreement
with the experimental displacements of domain bound-
aries observed in [1]. The frequency dependence of the
displacement magnitude h is depicted in Fig. 1. It is
worth noting that the domain boundary oscillations in
the given geometry are induced by the longitudinal
component of the acoustic field. In the case when the
acoustic wave propagates normally to the domain
boundary plane, the oscillations in ferrite materials are
excited only by the transverse components of the
acoustic wave [6].

2.2. The equation for the function ¢,(&, rp, t) in the
second approximation can be written in the following
form:

0p2Y Y, ORsin
|—¢2(E ro,t) = 5_2 T 0= FT 1 oAmYﬂ %o
1YO
—2y001(&, ro, 1)03(E, ro, t)Rsing,

the system of equations (10) and (11), we obtain the L2 @—ﬂq)' €1+ [A v _ Dl—‘zl(_ﬂz}
equation for the domain boundary velocity, that is, w2ttt SR 01T ot
% iw,0v H0Y 0 sin2
RpCT— + B, — OV D01 yin v x 2"’°+¢1(a o DSiN20+ 201(E, ., 1)
Dot CEOEED o
2 s &
VoW WVYP . . 1 rmat Y1 Y, 2y2
= 22— K Ug,exp(ikr—iot). W= ADY
(0—q)weB; * oy&XP(ikore ) wl U ot ot
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2|y

+ S exp(ikor, wt)[((kzuoz— K Uq,) COS20,

+ (K Uoy + KeUo,) SIN204) 4 (&, I, 1)

91(512"5’ t)}

Within the second approximation, the equation for the
function 6,(&, r, t) does not involve Y,(r, t) in an
explicit form. Hence, this equation will not concern us
in our subsequent analysis. The solution to Eq. (15) can

be sought as an eigenfunction expansion of the L oper-
ator. Here, we do not present the complete solution of
the equationsin the second approximation, because our
interest is only in the drift motion of domain bound-
aries. In order to determine the domain boundary veloc-
ity V,(t), it issufficient to deduce the expression for the

d? coefficient in the expansion

+ (kXUOyCOSq)O - kz“OySi nq)o)

(8, 10,1) = ReCy [071,(8) + 0 (8)
i (16)
. 0
x exp[i(kprp—owt)] O
0

and to set it equal to zero. As aresult, with allowance
made for the solutions of the first-order equations, we
obtain the following equation for the collective coordi-
nate, which describes the dynamics of domain bound-
arieswithin the perturbation theory in the second order:

3%y,  dY,
R W—=-0 A
DEG_ FT: LYol zD (17)
= N+ N;exp(2iwt) + N,exp(-2iwt).
Here,
10; sin2
N = wiyo.2yoRe Idafo(z)m—sncbo 010, T
(¢ ) E{‘lu(w +2|oo) —WyeA, YlD
4w1y0Dat O

v 0¥ g

~sayHaroe 2B v [(kqu

kxqu) q)?Lc (18)

k,u .
Z0Y6% sing,

X COSZ(I)O + (kzu0x + kxu02)¢t Sinzq)o - 2

k
+ —X;‘)ye*; cosq)o] exp(ikrg—iwt) E}
M

PHYSICS OF THE SOLID STATE Vol. 43 No. 10

1931

where asterisks indicate the complex conjugations. The
expressions for coefficients N; and N, are similar to
relationship (18). These coefficients are not given in an
explicit form, because, after subsequent averaging of
the solution to Eq. (17), the terms with N; and N,
become zero. By integrating Eq. (17) and averaging the
obtained solution over the period of the acoustic wave,
we can determine the drift velocity of the domain

_ aY
V2:—2

boundary V = 3t

cthatis,

Var = Rpp(w)(KUoy) (K,Uoy)
*+ RP (W) [ (KyUox) (K-Uox) — (KeUoz) (K,Uo,)
= (KaUox) (KzUoy) + (KxUox)(KyUoy) ]
*+ PH3() (K, Uoy) [ (Kilioz) + (KUoy)]
*+ PHa(00) (KxUoy) [ (KyUox) — (KzUo)]

where p;(w) stands for the nonlinear mobilities of
domain boundaries, which depend on the parameters of
the magnet and the acoustic wave under investigation.
In the general form, expressions for |, (w) are cumber-
some. For this reason, it is expedient to consider the
extreme cases. Before proceeding to the dependence of
the drift velocity on the nonlinear mobility p;(w), we
dwell on the following circumstance. As was noted
above, the adjacent domain boundaries possess oppo-
sitetopological charges R. Therefore, the drift of astrip
domain structure formed by these boundaries can occur
only when the p parameters for the adjacent domain
boundaries differ from each other. In other words, the |

vectors in the adjacent domain boundaries should have
opposite orientations, whereas the sense of their rota-
tion should be the same. In this case, the products Rp
for the adjacent domain boundaries are of the same sign
and the domain boundaries move in the same direction;
i.e., the domain structure executes a motion.

(19)

L et us now analyze the frequency dependence of the
nonlinear mobility v —= 0 in a number of specia
cases. We consider a ferrimagnet in the vicinity of the
compensation point, i.e., in the antiferromagnetic limit
(Ms(w)). In this case, the mobilities ps(w) and py(w) are
proportional to v and are equal to zero and the main
contribution to the drift velocity is made by the nonlin-
ear mobility p,(w) defined by the expression

AFM((}O)

% (20)
[(1"'0 Ch) +Q2][(0 Q1) +QZ]

”yogy 0 :
T . In the long-wave approxima

tion, which is of considerable experimental interest and

where |, =
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Fig. 2. Frequency dependence of the nonlinear mobility
H1(w) in the long-wave approximation for Y sFesO1.

corresponds to the frequency range w = sk < 10'°s?,
relationship (20) reduces to the following form:

2

a2 _
(1+0)%0”

The drift velocity of domain boundaries can be esti-
mated from the numerical parameters that characterize
the garnet ferrite near the compensation point. For
example, the numerical parameters for Gd;Fe;0,, are

asfollows[12]: y, ~ 10 cm, M, = 4.5 Og, 3, = 603.3,
0~1,g=176x%10" (5O, A=5x 102 and yM{ ~
7.3 x 106 erg/cm?®. For acharacteristic velocity of sound
s~ 10° cm/s and a limiting value of the strain tensor
ku, ~ 10°, the drift velocity of domain boundaries can

be as high as 10° cm/s. In the short-wave approxima-
tion (w > 10" s,

HE M (0) = —Hg (21)

o

AFM

My (W) = —Uoc‘li- (22)
1

The second mobility py " (w) in expression (19) at an
arbitrary frequency hasthe form

K™ (@) = 2 [ Bu(p)d(pyo) [ B ()

(p+n)’yo(P—N)°Ys
sinh(Ti(p + n)yy/2) Sinh(TI(p —N)y,/2)
- NHo

(1-ay)’+0a;

where the numerical parameter n is approximately
equal to 5 x 10715,

Now, we consider the garnet ferrite in the ferromag-
netic limit (6 — ). In the long-wave approximation,

d(nyo)
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the nonlinear mobility p5™ (w) is given by

2 2
FM wV
W) = g—mm. 23
My (w) U00(0+1)wg (23)
In the short-wave approximation, we have
o(wv/wy)*
K (@) = 4o ) (29

(1+ 0 (wviay)*~ )’ (0° + o)
In the ferromagnetic limit, the drift velocity associated
with the nonlinear mobility pf" () withinthelong-wave
approximation, for example, for EusFe;0;,, is equa to
10-% cmv/s. This estimate was obtained using thefollowing
parameters for EusFes0,, [12]: v, = 3.7 x 10° cm,
B,=85,0~1, A= 004, My = 93.3 Oe, yM; = 4.1 x
106 erg/cm®, g = 1.76 x 107 (s Oe)L, and w, = 1.4 x
10%° s, The nonlinear mobilities p5" (w) and p5" (w)
in the ferromagnetic limit at arbitrary frequencies are
defined by the relationships

(1+0)° + (/W) + g5

Mz (60) = Koh > . -,
(1+o+g;—(wviny)?) +0x(o+2)

0o(wV/wy) (0 +2)

FM
Mz (0) = :
’ (1+0 — - (Viwp)) + 630 +2)°

The nonlinear mobility pi" (w) within the long-wave
approximation is represented as

TAN(®
1 0(0’+0+2)(wviw) wuiw,y;

4(0 +1)0°[ (w,wVIw)? + (Cwulyd/s)]

In the short-wave approximation, [ (c) is defined by
the expression

Ma" ()
1 (wv/ 000)3%

2[(1+0 - = (wViw)?)* +aXc +2)][0 + g3

Vlasko-Vlasov and Tikhomirov [1] experimentally
studied theY ;Fe;0,, garnet ferrite. For this compound,
the drift velocity of domain boundariesatv =5 x 103
can be estimated from relationships (17) and (18) with
the following parameters [12]: y, = 10° cm, 3, = 0.6,
0 ~1,A=10"% M, =140 Oe, yM} = 3.5 x 10° erg/cm?®,
g=176 x 107 (s Oe)?, and wy = 1.5 x 10° s’1. Within
the long-wave approximation, the nonlinear mobility
K, (w) is determined by an expression similar to rela
tionship (23) and the drift velocity for Y ;Fe;O,, isequal
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to 10 cm/s. The frequency dependence of the nonlin-
ear mobility p,(w) in the long-wave approximation is
plotted in Fig. 2. In the short-wave approximation, we
obtain

A
Hi(w) = —Po—— 1
Uvw U

Now, we analyze the dependence of the drift velocity
on the polarization of the acoustic wave under the
assumption that the frequency w and the components of
vector k in expressions (19)—24) are related through
the sound dispersion law: w = sk (k = |k|), where the
velocity of sound s is different for longitudina and
transverse waves.

Since the acoustic wave propagates in the domain
boundary plane, i.e., in the (X2) plane, we assume that
k = (k,, 0, k) = k(cosd,, 0, sind,). In this case, the pos-
sible polarizations of the acoustic wave are as follows.

(1) A transverse wave with the displacement vector
perpendicular to the domain boundary plane. For this
wave, U = Uy(0, 1, 0) and the drift velocity at a specified
sound frequency can be written in the form

R :
Vo = Z2H1(00) (k) sin2¢s, (25)

wherek, = w/s, and s, isthe velocity of transverse sound.
(2) A transverse wave with the displacement vector
lying in the domain boundary plane for which u =
Ug(=sind,, 0, cosd). According to relationship (19), the
drift velocity is represented as
R .
Vi = —Ha(0) (ko) Sin49 (26)
(3) A longitudinal wave with u = uy(cos¢,, 0, sing,).
For this wave, the drift velocity is determined by the
formula
R .
Vi = T2 Ho(00) (i) sindd, (27)

Here, k = w/s and s is the velocity of longitudina
sound.
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It follows from relationships (25)—27) that, in the
case when the acoustic wave propagates paralld to the
domain boundary plane, the domain boundary can drift
in both longitudinal and transverse acoustic waves. If
the acoustic wave travels perpendicul arly to the domain
boundary plane, as was shown earlier in [6], the drift
occurs only at the transverse polarization of the acous-
tic wave. Since the drift velocity in formulas (25)—(27)
is proportional to the product Rp, these expressions
describe not only the drift of a single domain boundary
but also the drift of the strip domain structure as a
whole.
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Abstract—Single crystals of LagqSrg1MnO; and Lag gSrg ,MNnO; manganites are examined using magnetic
resonance in the temperature range 80-370 K. It is found that magnetostatic oscillations arise near the Curie
temperature. The possible reasons for the appearance of additional linesin the ferromagnetic resonance (FMR)
spectrum are considered, and the anisotropy field and the type of crystaline magnetic anisotropy in the
LaygSrg,MnO; compound are determined. It is shown that the crystalline magnetic anisotropy in the
Lag gSrg 1MNnO5 compound exhibits specific features associated with its type of crystal structure. © 2001 MAIK

“Nauka/Interperiodica” .

1. INTRODUCTION

L anthanum manganites have attracted the particular
attention of researchers owing to the unusua effects
reveal ed in these compounds. The considerable interest
expressed in the study of manganite materialsisaresult
of its offering ambiguous interpretation of the observed
phenomena. In a number of publications, the unique
magnetic and electrical properties of lanthanum man-
ganites, in particular, the giant magnetoresistance
effect, have been treated as a consequence of the so-
called phase-separated state, when the spatially sepa-
rated ferromagnetic and antiferromagnetic regions
coexist in a material [1]. For example, this interpreta-
tion of the magnetic and electrical properties of manga-
nite compounds was proposed by Wollan and Koehler
[2], who carried out the low-temperature neutron dif-
fraction investigation of the La,g,CaysMNO; crystal
and obtained neutron diffraction patternsin which a set
of peaks corresponded to the antiferromagnetic and fer-
romagnetic ordering.

It is clear that a crystal becomes inhomogeneous
when regions with magnetic and electrical properties
differing from those of the crystal matrix are formed in
the bulk of the crystal. In turn, thisleads to an inhomo-
geneous magnetization of the sample in external con-
stant and alternating magnetic fields. These magnetic
inhomogeneities in manganites can be revealed by the
ferromagnetic resonance (FMR) method, which isvery
sensitive to inhomogeneous magnetization of the stud-
ied samples. In this case, the FMR spectra contain dis-
torted lines of uniform ferromagnetic resonance and
additional lines.

As arule, lanthanum manganites with a giant mag-
netoresi stance can be obtained from the LaMnO; anti-

ferromagnet with the Néel temperature Ty, = 141 K [1].
This compound has an orthorhombic structure with the
|attice parametersa = 5.74, b= 7.66, and c= 5.53 A [3].
The substitution of Sr for approximately 18% Lain a
LaMnQO; crystal leadsto a structural transition from the
orthorhombic to rhombohedral structure [1]. Further-
more, the Lg; _, Sr,MnO; compound undergoes several
structural phase transitionswith achangein the temper-
ature [4]. In the LaygSr,,MnO; crystal, the structural
transition occurs at atemperature of the order of 100 K
[1, 4]. In the Lay ¢Srg:MNnO; manganite, two structural
trangitions are observed at approximately 100 and 300 K
[5]. The magnetic structure of the La, _,Sr,MnO; com-
pound also undergoes a transformation from the antifer-
romagnetic state at x = 0 to the ferromagnetic state with
Tc=160K atx=0.1and T = 300K at x=0.2 [4].
The stoichiometric compound LaMnO; contains
La** and Mn®* ions. For Mn® ions (3d4; spin S= 2; the
ground state is the orbital doublet), the electron para-
magnetic resonance (EPR) signal has arather large lin-
ewidth (AH ~2.5kOe) [6]. In addition to the Mn3* ions,
lanthanum manganites doped with bivalent ions substi-
tuting for trivalent lanthanum contain Mn** ions. These
ions can also be formed in the case of La* defects and
the oxygen nonstoichiometry. In an octahedral crystal
field, Mn** ions (3d3, spin S= 3/ 2) residein the ground
state, which corresponds to the A, orbital singlet. As a
conseguence, the spin-lattice relaxation of the magnetic
moments of these ionsis weak and the EPR lineisrel-
atively narrow. However, when constructing amodel of
the paramagnetic centers responsible for the EPR signd
in manganese perovskites, the strong exchange interac-
tion between mixed-valence ions (Mn* and Mn*) in
doped compounds should also be taken into account.
These pairs of ions are traditionally described in terms
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Fig. 1. Magnetic resonance spectra dP/dH of (a) Lag ¢Srg1MnO3z and (b) Lag gSrg ,MnOs at different temperatures: (a) (1) 180, (2)
170, (3) 160, and (4) 140 and (b) (1) 320, (2) 310, (3) 300, (4) 290, (5) 280, and (6) 270 K.

of the double exchange coupling model. Within this
model, electron transfer between the nearest-neighbor
Mn3* and Mn** ions occurs through aMn—O-Mn chain
[7]. Therefore, the system under consideration consists
of three components: the Mn** ion (s), the Mn®* ion (o),
and (3) the lattice (L). In this system, the components
are bound to each other through channels of relaxation.
The relaxation rates can be designated as Ry , R, , Rys,
and Rg. In the case when the rate Ry of spin-lattice
relaxation of Mn®* ions is considerably less than the
rate Rs, (or Ry;) of cross-relaxation between Mn** and
Mn3* ions and the direct spin-lattice relaxation of Mn**
ions can beignored (Ry , R;. € Rye Ry), there arisesa
“bottleneck” situation [7].

2. EXPERIMENTAL TECHNIQUE

The magnetic resonance measurements were per-
formed on an ERS-231 standard spectrometer operat-
ing inthe X band (v = 9.4 GHZz). The spectrometer was
equipped with a nitrogen-flow cryostat, which made it
possible to change the temperature of samples in the
range from 80 to 400 K. We studied samples of
L&y oSro:MnO; and Lay gSry,MnO; monophase single
crystalswith Curie temperatures of the order of 150 and
300 K, respectively. It should be noted that the evolu-
tion of the magnetic resonance spectra is observed at
higher temperatures. Specifically, the magnetic reso-
nance spectra of La,Sry;MnO; samples (with the
Curietemperature To= 152 K [5]) change starting from
170K (Fig. 1). For LaygSrp,MnOzsamples (T =302 K
[8]), the spectra begin to change at 320 K. The reason
for this difference will be discussed below.

PHYSICS OF THE SOLID STATE Vol. 43 No. 10

In order to perform correct magnetic resonance
measurements in the ferromagnetic range, we prepared
spherical samples. The spherical shape of the samples
prevented distortion in the FMR lines, which has usu-
ally been observed in samples of an arbitrary shape due
to the shape anisotropy. For this purpose, cubes with an
edge size of about 1 mm were produced from
L&y gSrp1MnO; and Lay gSry ,MNnO; single crystals with
the use of diamond polishing pastes. Then, spheres
were fabricated from the cubes through spinning. The
spheres were polished using abrasive pastes with a
sequentially decreasing grain size. The final polishing
was performed on an abrasive with a grain size of less
than 1 um. The crystal axesin the samples were deter-
mined by x-ray diffraction analysis, after which the
sampleswere cemented to aquartz fiber through the use
of a special device in such a way that the ¢ axis was
directed along the fiber. In the experiments, the sample
was rotated about the quartz fiber. The external mag-
netic field was aligned with the plane formed by the b
and a axes.

3. RESULTS AND DISCUSSION

The magnetic resonance spectra dP/dH of the
L&y gSrg1MnO; and LaygSry,MnO; spherical samples
with adiameter of 0.7 mm are displayed in Figs. laand
1b, respectively. It can be seen that a decrease in the
temperature leads to splitting of the magnetic reso-
nance line into several components. The resonance
fields of these signals change with a decrease in the
temperature. The temperature at which the magnetic
resonance spectra begin to change is dightly higher
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Fig. 2. Magnetic resonance spectraP(H) of Lag gSrg o2MNnO3
in the form of a sum of Gaussian functions with linewidths
decreased by afactor of 10. The relative intensities of lines
and the magnetic field scale are unchanged.

than the T point. The magnetic resonance spectra P(H)
of the LaygSry,MnO; and La,¢Srp;MNnO; samples at
different temperatures are depicted in Figs. 2 and 3,
respectively. For clarity, all the peaks are represented
by the Gaussian lines; the resonancefields are shownin
actual scale, the relative intensities of signals are
unchanged, and the linewidths are decreased by afactor
of 10 in order to prevent the overlapping of lines. Asis
seen, al the additional peaks for the La,gSr,,MnO;
compound are located in the magnetostatic wave range,
which is determined by the relationship H, — 21iM/3 <
H < H, + 41iMy/3 [9], where H; is the resonant field of
ferromagnetic resonance, H is the external magnetic
field, and M, is the saturation magnetization. The mag-
netizations were calculated from the following expres-
sion for the antiresonance field [9]:

Har = JHZ+ (2TM,)? = 2TIM,. (1)
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Fig. 3. Magnetic resonance spectraP(H) of Lag oSrg 1MnO3
in the form of a sum of Gaussian functions with linewidths
decreased by afactor of 10. The relative intensities of lines
and the magnetic field scale are unchanged.

Itisseen from Fig. 2 that, for the L, gSr,,MnO; crystal,
one of the linesin the low-field range has the opposite
phase and can be interpreted as the antiresonance signal.
The magnetizations cal cul ated from expression (1) arein
satisfactory agreement with those obtained in [8].
Therefore, it can be assumed that the magnetostatic
oscillations manifest themselves in the magnetic reso-
nance spectrum of the LaygSry,MnO; compound,
which can involve the antiresonance signal in addition
tothe FMR signal.

The range of magnetostatic oscillations in the
L&y oSro1MnO; compound was estimated using the
magnetization data taken from [10]. This range isindi-
cated by the vertical arrowsin Fig. 3. It can be seen that
al the additional lines, except the line located at the
lowest fields, fall in the magnetostatic wave range. The
low-field signal outside the magnetostatic waverangeis
not an antiresonance signal, because its resonance field
does not obey relationship (1) and the phase of thissig-
nal isidentical to that of the other signals. For thisrea
son, the nature of this signal remains unclear. All the
other additional linesin the magnetic resonance spectra
of the LaygSrg;MnO; and LaygSr ,MnO; samples can
be attributed to magnetostatic oscillations.
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Fig. 4. Angular dependences of (1, 2, 5) the resonance fields of the additional lines and (3) the FMR field for Lag gSrg ,MnO3 at
270 K. (4) Angular dependence of the resonance field for a cubic crystal in an external magnetic field lying in the cube face plane

according to the calculation from formula (2).

In uniform external static and microwave magnetic
fields, magnetostatic oscillations in a spherical sample
can be caused by the following factors[9]: (1) the devi-
ation of the sample shape from spherical, the cleavages
and roughness of the sample surface, thefield distortion
caused by the sample holder, and mechanical stresses;
(2) crystalline anisotropy; and (3) magnetic or electric
inhomogeneity of the crystal.

The factors associated with shape imperfection and
mechanical stress, to some extent, occur in al cases;
however, their effect can be reduced to a minimum
through careful performance of the experiment. The
magnetic or electric inhomogeneity in the bulk of the
crystal and the crystalline anisotropy remain the most
probable factors. Owing to the crystalline magnetic
anisotropy, oscillations of different types (which are
independent in the isotropic sample) become coupled.
Aswill be shown below, the anisotropy in our samples
issmall and, hence, this factor isimprobable [9].

The structural transitions in lanthanum manganites,
depending on the degree of their doping with Sr ions,
could be responsible for the magnetic inhomogeneity in
the crystal due to nonuniform doping. However, these
inhomogeneities were not reveal ed by the x-ray powder
diffraction analysis. The structural inhomogeneity at
the temperatures of structural transitions can give rise
to magnetic inhomogeneity. However, these transitions
for our samples occur in the temperature ranges below
and above the temperature at which the magnetostatic
oscillations arise (170 K for x = 0.1 and 320 K for x =
0.2). Consequently, these inhomogeneities do not cause
magnetostatic oscillations.

For the La, _,Sr,MnO; compounds, the electrical
conductivity and its type (semiconductor or metallic)
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strongly depend on the temperature and the degree of
doping [4]. As aresult of nonzero electrical conductiv-
ity, the amplitude and phase of the microwave magnetic
field in the sample become dependent on the coordi-
nate. In turn, this leads to inhomogeneous magnetiza-
tion of the sample and can be responsible for the addi-
tiona broadening of the FMR line and the excitation of
spin waves [9]. The inhomogeneous broadening of the
FMR line becomes dependent on the ratio between the
sample size d and the depth d of field penetration into
the sample. The contribution to the linewidth is maxi-
mum when the parameters d and o are of the same
order of magnitude and decreasesat d < dord > o
[11]. The skin depth can be estimated using the data
on electrical conductivity taken from [4] for the
L&, _Sr,MnO; compounds at x = 0.1 and 0.2 accord-
ing to the expression &(p/Hyw)®° (where p istheresis-
tivity, ho = 411 x10”V s/A m, and w = 211 x9 x 10° Hz)
[6]. Theresistivity of thesamplewithx=0.1at 170K is
estimated as p = 20 Q cm; hence, we obtain 6 = 1.7
mm, which islarger (even though of the same order of
magnitude) than the size of the sample with diameter
d = 0.7 mm. The resistivity of the sample with x = 0.2
at 300K (p=5x 10 Q cm) issubstantially less, and,
correspondingly, the skin depth (d = 0.008 mm) is
appreciably smaller than the sample size. Therefore, the
contribution to the linewidth of the FMR signal at tem-
peratures near T for spherica samples 0.7 mm in
diameter at x = 0.1 should be larger than that at x = 0.2.

Thus, the electrical conductivity of the materias
under investigation results in the inhomogeneous mag-
netization of spherical samplesin the microwave mag-
netic field and can bring about the excitation of magne-
tostatic oscillations. At the same time, the inhomoge-
neous magnetization and the excitation of
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magnetostatic waves can be associated with the occur-
rence of randomly arranged regions (magnetic
polarons), whose magnetization differs from that of the
matrix. It seemslikely that both factorstake place. This
can be judged from the angular dependence of the reso-
nance fields assigned to the additional lines (Figs. 4, 5).
The resonance field anisotropy for different additional
lines can either coincide with the FMR anisotropy or
differ from it considerably. Asisknown, in the presence
of the crystalline magnetic anisotropy, the dependences
of the resonance fields of the FMR signals and the lines
attributed to magnetostatic oscillations on the angle
between the magnetic field direction and the crystallo-
graphic axesareidentical [9]. It can be assumed that the
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inhomogeneous magnetization due to the electrical
conductivity and the microwave field penetration
(decreasing with an increase in the depth) into the sam-
ple retains a spherical symmetry about a constant mag-
netic field. Apparently, the anisotropy of magnetostatic
oscillations excited by inhomogeneities of this typeis
identical in character to that associated with the crystal-
line magnetic anisotropy. The inhomogeneous magne-
tization caused by randomly arranged regions, with the
magnetization differing from that of the crystal matrix,
leads to the excitation of magnetostatic waves whose
anisotropy does not coincide with the crystalline mag-
netic anisotropy of the matrix. In general, the same
effect can stem from the domain structure and the twin-
ning observed in lanthanum manganite crystals [12].
However, the appearance of a number of additional
lines at temperatures higher than the Curie point sug-
gests that their nature can be associated with magnetic
polarons, which are formed at temperatures somewhat
higher than the T, point.

Let us consider the crystalline magnetic anisotropy
of the resonance field in the studied samples. First and
foremost, we should note that the Lg,4Sry;MnO; and
L&y gSrp,MnO; samples in the temperature range from
100 to 340 K have different crystal structures: the crys-
tal containing 10% Sr has an orthorhombic structure
and the crystal with 20% Sr has a rhombohedral struc-
ture [12]. It is known that the rhombohedral lattice in
which the angle between the axesis equal to 60° (in the
L&y gSrp,MnO; crystal, the angle between the rhombo-
hedral lattice axes is close to 60°) is characterized by
cubic close packing [13]. Therefore, the crystal lattice
of this sample, to a good approximation, can be treated
as a cubic lattice. (The temperature of the structural
transition in this compound is below 100 K.) Figure 4
shows the angular dependence of the resonance field
for the LaygSry,MnO; crystal at 270 K in a magnetic
field aligned with the plane passing through thea and b
axes. It can be seen from Fig. 4 that the crystalline mag-
netic anisotropy of the studied crystal has a period of
90° and is qualitatively similar to the anisotropy of the
cubic crystal in the case when the external magnetic
field is aligned with the plane of the cube face. The
FMR and anisotropy fields can be calculated according
to the expression for the FMR frequency in a cubic
crystal [9], that is,

L J[H +Hu (14 coszze)]

Y 2
x JIH +H, (2—4sin20)],

where w is the resonance frequency, v is the gyromag-
netic ratio of an electron, H is the externa magnetic

field, H, is the anisotropy field, and 6 is the angle
between the direction of the magnetic field aligned with
the plane of the cubic crystal face and the crystal edge.
In order to estimate the anisotropy field H,_, the depen-
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dences of the resonance magnetic field on the fre-
guency, the anisotropy field, and the 8 angle (solid line
in Fig. 4) were calculated from this formula. Then, the
calculated and experimental dependences were com-

pared and thefields H,, and H, = w/a were determined

as the fitting parameters. The temperature dependence
thus obtained, H , (T), isplotted in Fig. 6a. The temper-

ature dependence of the FMR field with due regard for
the anisotropy below the T temperatureisdisplayed in
Fig. 6b.

A different dtuation is observed for the
LayoSro1;MnO; sample, because this crystal has an
orthorhombic structure. In this case, the angles between
the a and b axes are close to 90° but the b axisis longer
than the two other axes (a and c), which are approxi-
mately equal to each other. Apparently, the crystaline
magnetic anisotropy in this crystal upon its rotation in
the (001) plane exhibits extremanot only at 90° intervals
but also at intermediate angles. As is seen from Fig. 5,
the minimaof the resonancefield are observed at approx-
imately 110° intervals. In an orthorhombic crystal with
the lattice parametersa = 5.59, b= 7.72, andc= 554 A
[5], this angle is formed at the intersection of the (120)

and (120) planes. It is evident that, in this case, the cal-
culation according to formula (2) is incorrect; however,
the anisotropy field H, can be roughly estimated. As

follows from formula (2) a H, < H,, the anisotropy

field isestimated as H,, = (H™ — H™)/1.5. The eti-
mates obtained are shown in Fig. 6.

Figure 7 displays the temperature dependence of the
EPR linewidth AH for the LgygSry;MnO; sample in a
magnetic field aligned aong the b axis. It is worth not-
ing that, for both the EPR linewidth and the resonance
field, asmall anisotropy (of the order of 50 Oe), which
decreases with an increase in the temperature, is
observed in the ab plane of the crystal. A similar aniso-
tropic behavior of the EPR linewidth was observed ear-
lier in [6] for a crystal with 5% Sr. Moreover, as the
temperature increased, the EPR linewidth ceased to
increase at the same temperature at which the relative
anisotropy in this crystal began to decrease. In the
L&y oSrp:MnO; sample, as was shown in [5], the unit
cell volume increases linearly with an increase in the
temperature from 170 to 300 K, whereas the structure
remains orthorhombic. The structural transition is
observed above 300 K, which is accompanied by a con-
siderable change in the lattice parameters. It can be
seen from Fig. 7 that the EPR linewidth AH linearly
increases in the temperature range from 170 to 300 K.
Above 300 K, the linewidth remains constant (AH =
830 Oe). The resonance field in the temperature range
170-300 K does not change and corresponds to the fac-
tor g = 1.997. At temperatures higher than 300 K, the
g factor dlightly decreases and becomes equal to 1.896.
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Fig. 7. Temperature dependence of the EPR linewidth for
Lag gSroaMnOg.

The anisotropy of the linewidth AH in the paramag-
netic range can be explained in terms of the contribu-
tion of the Dzyal oshinski—M oriya antisymmetric inter-
action between heterovalent manganeseions|[6]. A lin-
ear increase in the EPR linewidth AH with an increase
in the temperature from 170 to 300 K and cessation of
thisincrease at 300 K can be due to the bottleneck situ-
ation in the Lay ¢Sro;MnO; compound. This situation
arises if the spin-lattice relaxation rates Ry and R, of
Mn* and Mn* ions are considerably less than the
cross-relaxation rates R, and Ry;. In this case, as the
temperature increases, the linewidth increases and
reaches saturation when the temperature-dependent
spin-lattice relaxation rate becomes approximately
equal to the cross-relaxation rate, which is weakly
dependent on temperature, i.e., when R, = Ry,. Most
likely, this situation takes place. The EPR linewidth for
the LaygSr,,MnO; sample increases linearly with an
increasein thetemperatureto 400 K. Thelineitself has
adistorted shape, which is characteristic of conducting
materials due to the contribution from the dispersion
signal to the absorption signal (Fig. 1b).

4. CONCLUSION

Thus, it was demonstrated that the inhomogeneous
magnetization arises in lanthanum manganites doped
with Srions (from 10 to 20%). In particular, this leads
to the appearance of additional linesin the FMR spec-
tra. Most likely, the additional lines are associated with
the excitation of magnetostatic oscillations. It can also
be assumed that magnetic polarons make a certain con-
tribution to the magnetic inhomogeneity of the sam-
ples, because a number of additional lines appear at
temperatures above the Curie point. In this case, the
anisotropy of resonance fields of these lines consider-
ably differs from that of the FMR field.

The magnetic anisotropy in the La, sSry ,MNnO; sam-
pleissimilar to cubic anisotropy with alow anisotropy
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field H, =100 Oe, which isapproximately constant in

the temperature range from 80 to 300 K. The angular
dependence of the resonance field H, for the
L&y oSro1MnO; sample exhibits minima at 110° inter-
vals rather than at the expected 90° intervals, which
correspond to the directions of the crystal axes. It seems
likely that this character of the anisotropy is associated
with the specific location of the {120} planes in the
orthorhombic Lay 4Srg;MnO; crystal.
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Abstract—Thin (6-12 nm) epitaxial MnAs filmswere MBE-grown on Si(111) substrates under different tech-
nological conditions. The filmsfeature essentially different surface morphology. This manifestsitself in thefor-
mation, on the silicon surface, of hexagonal-shaped crystallites, whose dimensions vary depending on the
growth conditions. The volume and surface magnetic properties of the filmswere studied using the magnetoop-
tical Kerr effect and optical second harmonic generation. The Kerr effect was found to scale linearly with the
effective thickness of the magnetic layer. The thickness of the magnetically disordered transition layer formed
near the interface with the substrate was estimated. The surface and volume hysteresis properties of the films
were found to be different. A contribution to the second-harmonic intensity was observed which isan odd func-
tion of magnetization. This effect originates from the interference of the magnetic and nonmagnetic contribu-
tions to the nonlinear polarization. © 2001 MAIK “ Nauka/Interperiodica” .

1. INTRODUCTION

Hybrid heterostructures produced by growing ferro-
magnetic films on the surface of semiconductors have
recently become a subject of considerable interest.
Such materials are expected to form the basis of a new
generation of magnetoelectronic devices combining
semiconducting and magnetic properties[1, 2].

Due to the clearly pronounced ferromagnetic prop-
erties of the manganese arsenide, MnAsfilmsgrown on
semiconducting substrates of GaAs or Si are presently
considered to be amost promising material for magne-
toelectronic applications [3]. The investigation of thin
MnAsfilmsisattracting intenseinterest. Thisis associ-
ated with the possibility of realization of new, spin-
dependent transport and magnetooptical phenomena
near the magnet—semiconductor interface. At the same
time, despite the noticeable progressin the growth tech-
nology of thin MnAs epitaxial films on semiconductors
attained in recent years [4—6], the influence of techno-
logical conditions on the processesthat occur in theini-
tial stage of magnetic-layer formation and determine
the structural and magnetic quality of films near the
interface with the substrate remains unclear.

This paper reports on the process of growth, surface
morphology, structural perfection, and magnetic prop-
erties of thin (6-12 nm) MnAS/Si(111) epitaxial films.
The growth process, structural quality, and surface
morphology of thefilmswere studied using RHEED, x-
ray diffraction, and atomic-force microscopy. The mag-
netic properties of films were measured using the mag-

netooptical Kerr effect (MOKE). Because the MOKE
develops within a region with a thickness of the order
of the light penetration depth, this technique permits
oneto probe the magnetic properties of filmsin the bulk
of a material. However, despite the high sensitivity of
this method, the information obtained is of an inte-
grated character and the spatial resolution it providesis
not adequate for investigation of the magnetic state
directly near the surface or the interface with the sub-
strate. At the same time, it is known that the method
based on the measurement of theintensity of the second
harmonic generation (SHG) is sensitive to the presence
of surfaces or interfaces [7]. SHG arisesin centrosym-
metric media, because the space-inversion symmetry is
broken at an interface, and it permits oneto probe inter-
face-adjoining regions of the order of afew atomic lay-
ersthick. In order to investigate the magnetic properties
of films near an interface, this work made use, in addi-
tion to the traditional magnetooptical MOKE, the SHG
in an external magnetic field. The magnetically induced
SHG hasrecently been successfully employed ininves-
tigating boundary properties of comparatively thick
(40-70 nm) MnAsfilmson Si(111) [8].

2. GROWTH, STRUCTURE, AND MORPHOL OGY
OF MnAS/Si(111) SAMPLES

The MnAsfilmswere grown on Si(111) substratesin an
ultrahigh-vacuum chamber (ULVAC MBC-508) by
molecular beam epitaxy. We used Si(111) substrates
with amisorientation of about 1.5°. To obtain an atom-
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. . Ratio of transverse
Samples tem%‘elr’;ﬂ?tg oc | AsyMn flux ratio tﬁ%irr?iim %ﬁﬁ' 'r']trﬁ di n;gr:% ?;gs ;Io”?g ght
A 350 12 6 7 =
B 350 2.0 12 100 17:1
C 350 54 12 20 1:1
D 400 1.2 10 50 6:1
E 450 12 6 30 5:1
G 350 2.0 12 100 2:1
H 450 2.0 12 100 6:1

ically clean silicon surface, the substrates were chemi-
cally treated, after which they were placed in a growth
chamber and annealed at 900°C under an As, beam for
afew minutes. The growth started when the Mn beam
was admitted into the chamber. To study the effect of
growth conditions on the magnetic-layer perfection, the
films were prepared at various substrate temperatures
and various intensities of the As, and Mn beams. The
average film thickness was derived from the amount of
material deposited on the substrate. The parameters of
the films used in the study are listed in the table. The
film quality was monitored in situ using RHEED with
20-keV electrons. RHEED images showed that a uni-
form smooth MnAs layer with a (2 x 2) superstructure
formed only in sample A. The other samples exhibited
island-type growth of the MnAs layer.

The surface morphology of the samples obtained
was investigated with a Digital Instruments atomic-
force microscope. The samples featured essentialy dif-
ferent morphology. Figure 1 displaysthe surface topog-
raphy of three different samples. In sample A (Fig. 1a),
the deposited material is distributed uniformly over the
substrate surface to form a practically smooth surface
with nonuniformities on the scale of afew nanometers.
The silicon surface of samples D and B (Figs. 1b, 1¢)
reveals crystallite growth. The shape of the crystallites,
as projected on the substrate plane, is a hexagon, which
is characteristic of the 6/mmm hexagonal structure of
MnAs. The crystallites vary markedly in size depend-
ing on the actual growth conditions. The table contains
data on the height and transverse dimensions of the
crystallites in various samples.

The structura perfection of the films prepared was
studied using x-ray diffractionin 9 — 29 geometry. The
diffraction measurements showed the growth to be epi-
taxial. In addition to strong silicon peaks, the x-ray dif-
fraction patterns show distinct peaks due to the (0001)-,
(0002)-, and (0004)-type planes of the MnAs hexago-
nal structure (Fig. 2). The growth plane is the (0001)
face.

PHYSICS OF THE SOLID STATE \Vol. 43

3. MAGNETOOPTICAL STUDY

The MOKE and SHG studies were conducted in
reflected light according to the technique described in
[8]. The SHG measurements were performed in merid-
ional geometry; the MOKE studies, in meridional and
polar geometries [9]. We used a femtosecond Ti—sap-
phirelaser (A = 0.8 um) with a pulse duration of 100 fs
and repetition frequency of 82 MHz and a CW helium—
neon laser (A = 0.633 um). The rotation of the plane of
light polarization in the MOKE studies was measured
with a sengitivity of 10". Because MnAs has a compara-
tively low Curietemperature (T = 318 K [10Q]), the aver-
age power incident on asamplewaslimitedto 15 mwW in
order to prevent possible sample heating. Investigation
of the azimuthal dependences of the MOKE and SHG
was made possible through providing for possible
rotation of the samples within the azimuthal angle
range 0° < B < 360°. A magnetic field H of up to
+1.5 kOe was applied to the samples.

Figure 3 shows field dependences of the meridional
MOKE measured on filmsA and B at awavelength A =
0.633 um incident on asample at an angle ¢ = 15°. The
hysteresis |oops are symmetrical and have a shape typ-
ical of ferromagnetic samples. The azimuthal depen-
dences of the meridional MOKE do not exhibit sub-
stantial anisotropy. The MOKE field dependences mea-
sured in polar geometry in the magnetic-field range
from —1.5 to +1.5 kOe, showing an absence of satura-
tion, with the polar effect in various films being about
an order of magnitude smaller than the meridional
effect. This implies the presence of a hard magnetiza-
tion axis perpendicular to the surface.

Figures 4a and 4b plot the meridional MOKE and
the coercive field versus the average film thickness. As
follows from Fig. 4a, the MOKE increases with
increasing average thickness of the films. The experi-
mental points can be fitted to a linear dependence. A
comparison of the measurements shown in Fig. 4b and
the data listed in the table and displayed in Fig. 2
reveals that the coercive fields are the highest in the
filmswith larger crystallites.

Figure 5 presents azimuthal dependences of the
SHG intensity in film G measured in meridional geom-
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etry at A = 0.8 um with light incident at ¢ = 15°. The
measurements were carried out for four combinations
of the entrance—exit polarizations of the linearly polar-
ized light, namely, PP, PS, SP, and SS. The azimuthal
dependences of the second-harmonic intensity for the
PP and SP polarization combinations can be presented
in the form

(2w, B) = (acos36 + bcosb + ¢)?, (1a)

and for the PS and SS combinations, they can be pre-
sented as

120, 8) = (asin30 + bsing +c)?, (1b)

where a, b, and c are fitting coefficients. The SHG azi-
muthal dependences measured on other samples are
qualitatively similar. Samples C and G exhibited a
noticeable, while small, change in the SHG intensity
under magnetization reversal for the PS and SS polar-
ization combinations. The magnetic contrast of the
SHG in samples C and G measured for the PS combi-
nation of polarizations was 3-5%, which is substan-
tially less than that observed in thicker films studied
earlier [8]. In the other samples, the magnetic contrast
did not exceed 2%. Figures 6a and 6b present field
dependences of the magnetically induced SHG and
meridional MOKE measured at one of the maxima in
the azimuthal dependences obtained for the C and G
samples. The hysteresisoops obtained for the SHG are
seen to be more narrow than those obtained for the
MOKE. This point was also mentioned in [8].

4. DISCUSSION OF RESULTS

The studies of the field dependences of the meridi-
onal and polar MOKE indicate that the films exhibit
easy-plane anisotropy. At the same time, the depen-
dences of the magnitude of the MOKE (Fig. 4a) and of
the coercive field (Fig. 4b) on the average thickness
suggest that these films differ in their volume magnetic
properties.

The dependence of the magnitude of the MOKE on
the average thickness (Fig. 4a) can be accounted for by
assuming the effective thickness of the magnetic layer
in different films to be different and to depend on the
thickness of the transition layer. Thislayer formsin the
initial stage of growth in close vicinity to the interface
and has neither a structural nor magnetic order. The
existence of a transition layer in the structures under
study is indicated by the fact that the straight line in
Fig. 4a crosses the horizontal axis not at the origin but
near the point of 2 nm. To check this assumption, the
data of Fig. 4a were replotted into coordinates where
the ordinate was the magnitude of the MOKE and the
abscissa was the parameter ¢ determining the effective
thickness of the magnetic layer. The parameter & was
derived from x-ray measurements as the ratio of the
total intensity of the diffraction peaks from the (0001)-,
(0002)-, and (0004)-type planesin the MnAs hexagonal
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7 nm

50 nm

100 nm

Fig. 1. Surface topography of the structures under study
obtained by atomic-force microscopy; (a) filmA, (b) filmD,
and (c) film B.

structure to that of the peaks dueto the (111) and (222)
planes of the silicon substrate. The results, displayed in
Fig. 7, show the experimental pointsto fall on astraight
line passing through the origin. Thisresult supports the
conjecture of the existence of a transition layer about
2 nm thick in the structures under study.

Inthelimit of small thickness, the dependence of the
magnitude of the MOKE on the film thickness at small
incidence angles can be written as[11]

@ +ig = (20/C)[NJ(1-N)IQdh, (2
where @istherotation of the polarization plane; € isthe

dlipticity; Q is the magnetooptical parameter of the
medium, which is proportiona to the magnetization;
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Fig. 2. X-ray diffraction pattern of film D.

N; is the refractive index of the substrate; and ¢ is the
angle of incidence of light on the sample. As follows
from Eq. (2), the magnitude of the Kerr effect is propor-
tional to the thickness and does not depend on the film
refractive index. Thus, the linear growth in Fig. 7
reflects ageneral characteristic feature of the MOKE in
thin magnetic films.

The broad spread of coercive fields observed in the
experiment (Fig. 4b) can be explained if one assumes
that the MnAs crystallites are so small as to make the
domain formation in them energetically unfavorable. In
this case, sample magnetization reversal can proceed
through the hard process of uniform rotation of the
magnetization. Because the samples were shown to
have easy-plane anisotropy and the magnetic crystallo-
graphic anisotropy energy in the hexagonal plane of a

0.010 L

0.005

ﬁ
> o)

Kerr rotation, deg

—-0.005

| |
-0.5 0 0.5 1.0
Magnetic field, kOe

-0.010———
-1.0

Fig. 3. Field dependences of the meridional MOKE mea-
sured at A = 0.63 um for ¢ = 15° in filmsA and B.
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film can be neglected, the coercive fields can be due to
the shape anisotropy of the crystallites.

To establish the nature of the anisotropy and of the
sources of the magnetically induced SHG, we consider
the possible mechanisms of SHG in the structures
under study. The expression for the double-frequency
nonlinear polarization induced by the electric field E of

T T T T T T
(a) G
., 0.008| c.-
3 !
£ 0.006]- -
% oy ©
2 0.004 E . §
5 o
2 0.002F SN §
1 1 1 1 1 1
L (b) i
, 025 .
€ o0k I TE
Zo
(0]
2 . G
2 010f -
n
@]
0.05F C
",
1 1 1 1 1

1
0 2 4 6 8 10 12 14
Average thickness, nm

Fig. 4. (3Q) MOKE and (b) coercive field versus average film
thickness measured at A = 0.63 um for ¢ = 15°.
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Fig. 5. SHG azimuthal dependences measured in film G for different entrance—exit light polarization combinations at A = 0.8 pm

for ¢ = 15°.

(b)

SHG intensity, arb. units

| |
-0.25 0 0.25
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0

Fig. 6. Field dependences of the magnetically induced optical second-harmonic intensity (points) and of the magnetooptical MOKE

(solid lines) measured on films (a) G and (b) C at A = 0.8 um for ¢ = 15°.
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Fig. 7. Dependence of the MOKE on the & parameter deter-
mining the effective thickness of the film magnetic layer.

the light wave in a medium with magnetization M can
be written as

Pi(2w) = o EjEq + Bij EjEM, + Vi E;UKE, (3)

where the first and second terms relate to the nonmag-
netic and the magnetically induced contribution to the

SHG, respectively. Thetensors 0 and 3 have nonzero
components only in noncentrosymmetric media [12].
Because MnAs and Si have centrosymmetric crystal
structures belonging to the 6/mmm and m3m symmetry
groups, respectively, SHG in the volume of these mate-
rialsis forbidden in the electric dipole approximation.
However, SHG can appear at the air/MnAs and
MnAgSi interfaces, where the space-inversion symme-
try is broken. One has aso to include the contribution
to the nonlinear polarization from thefilm and substrate
volume, which can be produced from the quadrupole
mechanism described by thethirdtermin Eq. (3). In Si,
this mechanism can provide a noticeable contribution
to the nonlinear polarization comparable to the surface
contribution [13].

A symmetry analysisof the d', 3, and § tensorsfor
the 6/mmm group shows that the contribution to the
nonlinear polarization from the surface, the thin MnAs
layer near the interface, and the bulk of the film should
beisotropic. Thiscontribution isrepresented in Egs. (1)
by the constant term c. The presence of terms propor-
tiona to cos36 and sin30 in Egs. (1) implies that the
system has a threefold axis. The silicon symmetry
group contains a threefold axis. This means that the
anisotropic term proportional to cos30 and sin30 isdue
to the substrate. This contribution originates through
the electric-dipole mechanism in the region adjoining
theinterface and from electric quadrupoletransitionsin
regions with thicknesses of the order of the light pene-
tration depth. As shown in [14], in semiconductors of
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silicon structure the electric-dipole and electric-qua
drupole mechanisms have the same symmetry. In addi-
tion to terms proportional to cos30 and sin36, Egs. (1)
also contain terms proportional to cos38 and sin36.
Model calculations show that thesetermsin Egs. (1) are
due to the silicon substrates being slightly misoriented
(by ~1.5°) from the (111) plane. Thus, because SHG
sources do not produce an anisotropic, magnetically
induced contribution, the dight change in the SHG
intensity observed under magnetization reversal is
caused by interference of the magnetically induced iso-
tropic contribution arising at the interfaces and the
anisotropic nonmagnetic contribution produced by the
substrate. The narrowing of the hysteresis loops of the
magnetically induced SHG compared to those of the
MOKE (Fig. 6) indicates that the remagnetization is
induced at the surface and is subsequently transfered
into the bulk of the film.

5. CONCLUSIONS

Thus, we have studied the effect of growth technol-
ogy on the magnetic and magnetooptical properties of
thin (6-12 nm) MnA</Si(111) epitaxia heterostruc-
tures. The magnetooptical Kerr effect and optical sec-
ond harmonic generation were employed to investigate
the dependence of the magnetic characteristics on the
magnetic-layer thickness and surface morphology. The
magnitude of the MOKE was observed to increase in
proportion to the magnetic-layer thickness. The thick-
ness of the transition layer forming near the magnet—
semiconductor interface was determined to be about 2
nm. A technique based on x-ray diffraction has been
proposed which takes into account the effect of the
transition layer on the magnetooptical properties of
films. The hysteresis characteristics of the magnetoop-
tical Kerr effect and of the magnetically induced SHG
were found to be different, which implies a difference
between the volume and the interface magnetic proper-
ties of films. It was shown that the difference between
the volume hysteresis properties of films can be caused
by the shape anisotropy of the crystallites. The charac-
ter of the anisotropy inthe SHG azimuthal dependences
was studied, and the sources of the nonlinear optical
signal were analyzed. It was shown that thereis a con-
tribution to the SHG intensity that is an odd function of
magnetization and originates from interference in the
magnetically induced isotropic contribution produced
by the film and the anisotropic nonmagnetic contribu-
tion due to the substrate.
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Abstract—A general relation is derived for calculating the nonlinear dielectric susceptibility of a system
placed in an external ac magnetic field, which consists of tunneling and interacting dipole impurities described
by the Hamiltonian of the transverse Ising model and a lattice of ions whose dynamics is specified in the soft-
mode model with the possible ferroelectric phase transition suppressed by zero-point quantum oscillations. It
is shown that the relaxation peaks in the dielectric response can be enhanced several times through relaxator
interaction with the soft mode. A general expression is obtained to describe the deviation from the Arrhenius
law inthis case. The results of thiswork can be employed for interpretation of recent experiments that revealed
astrong effect of isovalent impurities at extremely low concentrations on the macroscopic properties of incip-
ient ferroelectrics. © 2001 MAIK “ Nauka/Interperiodica” .

Although the KTaO; and SrTiO; incipient ferroel ec-
trics exhibit a great permittivity at low temperatures,
they do not undergo a ferroelectric phase transition
down to the lowest temperatures studied because of its
suppression by zero-point quantum oscillations of ions
[1]. Recent experiments showed that isotopic substitu-
tion of oxygenionsin SrTiO; givesriseto aphasetran-
sition [2]. The phase transition can also be stimulated
by small additions, for instance, of 0.7% Ca [3-5]. In
all these cases, however, the dispersion of the permittiv-
ity issmall and the system behaves close to the way in
which a soft-mode system with a modified Curie tem-
perature behaves. It should be pointed out that the tem-
perature behavior of the dielectric susceptibility in the
vicinity of the phase transition deviates from the Curie—
Weiss law due to the zero-point quantum oscillations.
This deviation was described in [6, 7]. The situation
becomes particularly complex in the caseswheredipole
impurities are in comparatively deep potential wells,
which givesrise to noticeabl e dispersion. Studies of the
dielectric response in KTaO;:Li solid solutions
revealed that, already at very low Li concentrations (of
the order of one percent), the dielectric function exhib-
its a giant dispersion and the magnitude of the relax-
ation response at the peak exceeds the dielectric sus-
ceptibility of the host lattice many times [8, 9]. These
data show that dipole impurities in incipient ferroelec-
trics affect the susceptibility of the host lattice by
increasing it. In turn, the host lattice acts on the impu-
rities, enhancing the dispersion of their dielectric
response.

It was shown [10, 11] that the coupling of the ferro-
el ectric soft mode with relaxators enhances the interac-
tion between impurities. While this point is important
for correct description of the dielectric susceptibility of
the systems under consideration, one should not disre-

gard the changein the properties of the host lattice itsel f
due to its interaction with dipole impurities. The pur-
pose of this work was to consider both contributions to
the resultant dielectric susceptibility and to demon-
strate that the first contribution is essential only at rela-
tively high impurity concentrations, whereas at low
concentrations, the renormalization of the host-lattice
properties is more significant. Moreover, in this work,
the dependence of the dielectric susceptibility on the
amplitude and frequency of the external field was stud-
ied in considerable detail. It was shown that, because of
the high permittivity of incipient ferroelectrics, thefield
dependence of the total dielectric response is compli-
cated by the nonlinear contribution due to the impuri-
ties. This makes determination of the parameters of the
Ginzburg—Devonshire expansion of the thermody-
namic potentialsin weak fields impossible.

Mode mixing was also considered earlier as applied
to KDP [12, 13] and ideal PbTiO; and KNbO; [14],
which the above authors believe to feature a mixed
order—disorder and soft-mode character of the phase
transition. The Slater model of the dielectric response
was modified in [15] for the case where the relaxation
polarizability existsin parallel to the ionic polarizabil-
ity. The study performed in this work substantially
enhances these approaches by taking into account
quantum effects in the lattice dynamics, tunneling,
impurity interaction, dispersion, and polarization (both
static and induced by an external field). The final rela-
tions can be used for treatment of the available data on
the solid solutions of incipient ferroelectrics. Interest-
ingly, the susceptibility exhibits a similar behavior in
relaxors, a broader class of substances. In these sub-
stances, however, random fields play the role of ion
guantum oscillations that suppress the phase transition.
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We write the equation for the dipole density matrix
Py in the relaxation time approximation:

dpg/dt = [Hapd] /i% — (Pa—Pa)/T, )
where [AB] = AB - BA and

Pa = exp(-Hy/ksT)/Sp(exp(-Hd/ksT)) (2

is the Boltzmann-averaged density matrix. The dipole
Hamiltonian is written in terms of the transverse Ising
model [16]:

Hy=—-Q% s'-2UE% s-AP, S =3 Jis's, (3)
i i i i<j

where P,, is the host-lattice polarization, Q is the tun-
neling integral, p is the impurity dipole moment, E is
the external electric field, A is the coupling constant of
the polarization and the dipole moment, J; isthe dipole
moment interaction constant, and s is the quasi-spin
operator. Substituting (3) in Eg. (1) and performing the
Fourier transform, we obtain

&pg = —Q[Sxpd] —U[Szde 4
where
E=iAv—hw, u=2uE+AP,+J,3T0 (5

Here, v = 1/1. The procedure of density matrix averag-
ing is explained in some detail in the Appendix.

These averages can be used to write the dipole
polarization in the form

Pg = 2undSD(GZpd) = UNg(Pg11 — Pazz)- (6)

Substituting the relations derived in the Appendix
yields

Py = 2ungf(u), (7)
where
_ ifivu &
MW = Ziav—rwe, T ®

It is seen that the dependence on externa fields enters
only into the quantity u = (2UE + AP, + J,[$°). Hence,
the derivative with respect to the field needed to derive
the susceptibility can be found in the following general
form:

X4 = €5 dP,/dE = €5 2unyF(21 + AP}, + J, [BT) ©
= 2ung(2p + AdP,/dE + JyeXo/2ung) F/ gy,

where F = f'(u) and u = 2uE + AP, + J,[$?C] Cal culation
of the derivativesyields

F=f'(u)=[16(1+ i(k)-[)ef]_l

x { (Q%e,)tanh(e,/kgT) + (U¥/ksT)cosh’(e,/ksT)}.
(10)
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The first contribution has the character of the sus-
ceptibility derived empirically by Barrett for quantum
paraelectrics [17]. The second contribution has the
form of the well-known Langevin function.

The dipoleimpurity susceptibility can now befound
from Eq. (9), that is,

Xq = 2UngFeg' (2 + AdP,/AE)/(1-J,F).  (11)

To calculate the host-lattice susceptibility, we con-
sider the corresponding contribution to the free energy:

F,=ap’/2+Bp*a+ypl6

—-Any5Th—(E+e)p,

where e is the random field produced by the impurities
and p is the local polarization needed to calculate the
macroscopi ¢ polarization according to the expression

(12)

0

P, = Ip(e)f(e)de. (23)

Here, f(€) isthe random-field distribution function. The
equilibrium condition for the system requires that

ap+Bp’—ABT-(E+e) = 0. (14)
Taking the derivative with respect to E gives
Xn = (1+A&oXa/21)/€0A(T, P), (15)

where A[(T, p(€)] = a + 3Bp? + Syp*. Equations (11) and
(15) yield

1 2ungF(A + 2A(T, p)u)
Xa(pP) = = —
EoA(T, p) —JoA(T, p)F —AnyF
1 1-J,F + 2A\un,F

Xn(p) = = . LI
E0A(T, p) —JoA(T, p)F —=A"nyF

These expressions should be averaged over the random
field e. We finally obtain the following relation for the
resultant susceptibility:

(16)

1+ 4AungF* + 4u°nyA(T, p)F*
A(T, p) —A\’ngF*

_ 1,
X = 80_Idef(e)

(17)
where F* = F/(1 — JF).

The above expression for the nonlinear dielectric
susceptibility of the solid solutions of incipient ferro-
electrics makes it possible to solve the problem of
determining its dependence on the field, temperature,
frequency and amplitude of the external field, polariza-
tion, tunneling integral, and impurity interaction
energy. We readily see that, as the coupling constant of
dipoles with the soft mode increases, the denominator
in the expression decreases, which can result in a man-
ifold enhancement of relaxation peaks in the dielectric
response.
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Let us now consider some particular cases.
(1) u=0 (linear susceptibility in the paraphase):

e, = J(Q)*+U2 = Q/2, (18)

F = £'(0) = [20(1 + wT)] “tanh(Q/2ksT).  (19)

It is seen that, in this case, the temperature dependence
of the susceptibility reproduces the quantum relation of
Barrett [17].

(2QE#£0,Q=0:

F=1f'(u = [4(1+wT)kBT]_lcosh_z(UIZkBT).(20)

The susceptibility obtained in this case coincides with
the one derived from the Langevin function describing
the polarization of ordering dipoles. Note that, because
of the strong field dependence of F and the smallness of
A in guantum paraelectrics, the behavior of the nonlin-
ear susceptibility in the weak-field domain (up to the
fields which correspond to complete ordering of dipole
impurities) cannot be described by the function derived
from the Ginzburg—Devonshire expansion within the
field range usually covered in an experiment. This
accounts for the field dependence of the parameters of
the Ginzburg-Devonshire potential expansion for the
solid solutions of incipient ferroelectrics, which was
observed in [18].

The data obtained permit us to find the deviation
from the Arrhenius law:

T* = T/[1—(Jog + A°nyg/A)], (21)

where g = (1 + iwT)F isafrequency-independent quan-
tity; at high temperatures, T = Toexp(U/kgT). Asis seen
from thisrelation, the divergence of the relaxation time
can be due to direct and indirect interactions between
impurities. The latter interaction is greatly enhanced at
small A, i.e, at alarge host-lattice susceptibility. This
relation can account for the apparent freezing-out of
dipoles at a certain temperature, which is made evident
by applying the Vogel—Fulcher empirical expression to
treatment of the experimental data. In actual fact, the
deviation from the standard Arrhenius formula can be
due both to the soft mode being coupled to the impurity
dipoles and to the dipole freezing-out. In order to iso-
late thefirst contribution, it would be desirableto derive

PROSANDEEV

an expression containing experimentally measurable
guantities. To derive such a relation, we made the fol-
lowing simplifications:

RLJ“T 44 1X(4+T1X)

T=0qe
4+ tXo(4+TIXe
Xeo(4+TXe0) 22)
k—UTI'4+rX k-U?x

wherer = Aey/u = Y3 and X, = A™X(T). This dependence
of the relaxation time on the permittivity was obtained
in [19]. In our case, however, X., is a function of tem-
perature; moreover, we can refine this relation by mak-
ing use of thefirst estimatein formula (22). The expres-
sion thus derived permits one to isolate the contribution
due to soft-mode coupling to the dipole moments of
impurities from an experimental dependence of the
relaxation time. The findings indicating that the devia-
tion from the Arrhenius law follows this theory are
reported in [20].

In addition to enhancing the dielectric susceptibility
due to the dipole coupling to the soft mode, dipole
impurities also bring about the suppression of high sus-
ceptibilities at the peak, which are associated with ran-
dom fields. Our consideration is specific in that the soft
mode acted upon by random fields becomes harder.
According to experiments, the random field effect is
particularly strong at the susceptibility peak, where the
mean square polarization ishighest. Asaresult, the sus-
ceptibility peak shifts toward higher temperatures,
while the susceptibility decreases near the phase transi-
tion point.

The relations obtained here can be readily general-
ized to the case of scatter in the rel axation times, poten-
tial barrier heights, and dipole moments of single
dipoles and clusters. In this case, the susceptibility
could become enhanced through the interaction of large
clusters with relatively small, single dipoles. While
being present in larger numbers, the latter play, in the
final expressions, the samerole asthe soft mode and the
clusters act asdipolesin our model. In disordered crys-
tals, polar regions can aso play the part of a soft mode.
These issues are, however, beyond the scope of this
study and will be covered in a separate communication.

APPENDIX
Equation (4) can be recast in the matrix form as

O Pa21 — P12 Pa22 — Pg11 O
E Epd11+Q—2 (E+u)pd12+Q—2 E 0y, P
i i - IﬁVD dil Mdi2 D (23)
Pa22— P Paz1—P U Pgz1 Paze U
B (E —U)pyp —Q d22 . d11 EPym—O d21 . d12 E d21 Pdz2
PHYSICS OF THE SOLID STATE Vol. 43 No. 10 2001
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We now write out the sum and the difference between
the first and second diagonal elements (and between the
first and second nondiagonal elements) as follows:

€(Pa11—Paz2) + Q(Puz1 = Pu1z) = 17V(Py11—Pazz),
E(Puw * Pazz) = 17V (Pysr + Pazz),
€(Pu21 = Pu12) —U(Puz1 + Par2) + Q(Pa11— Pazz) (24)
= 17V (Pyz1 = Pu2)

&(Puzr * Pa1z) —U(Pg21 — Pa1z) = 1AV(Pgar + Pas2)-

These equations yield
iAvuQ _ _

FE Qz)(pd21 + Py12)
iAvQ _ _
- EZTZ_QQ(deI —Pa12)

inv(E2—u’)
The mean py can be determined using the eigenvalues
of the Hamiltonian Hyy, = —-Qs* + us, that is,

e, = +27°/Q%+ % (26)

Here, e, are the upper (larger) and lower (smaller)
eigenvalues, respectively. Now, we can recast the aver-
aged density matrix in the form

Py = exp(—Hy/kgT)/2cosh(e,/kgT). (27

Tofind the density matrix, we use the following expres-
sion:

Pda11 —Pd22 =
(25)

+ (Pd21— Pa12)-

Puij
_ [+Cexp(—e./ksT)H O+ []-Lexp(e,/kg T) H 0
- 2cosh(e,/ksT) '

(28)
where |+[denotes the state with energy e,; |-[Jthe state
with energy e..

The projections of the eigenvectors on localized
states can be found from the equations

(~u/2 —e,) 310~ (Q/2)H20= 0,

(29)
—(Q/2)[F 1 (u/2—e,)H20= 0.
The second equation yields
FH20= —[Q/(—u+ 2e,)] |10 (30

Using the normalization condition |®|10f + |20 = 1
and Eq. (30), we come to

IH18 = (—u+2e,)/de,,
|28 = (u+2e,)/de,,
[0 = -Q/4e,.

(31)
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It follows from Eq. (28) that
Pg11 = V2 + (u/de,)tanh(e,/KgT),
Paz = U2 —(u/de,)tanh(e,/kgT), (32

Pa12 = Pazn = (Q/4e,)tanh(e,/KgT).

These relations describe the temperature dependence of
the density matrix averaged over the Boltzmann distri-
bution for the complex case of dipoles coupled with the
soft mode, which is considered here.
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Abstract—The temperature dependence of the spontaneous polarization in the PbsGe;O,4 lead germanate
(PGO) is experimentally investigated using optical, magnetic resonance, and conventional electrical measure-
ments. The deviations from the temperature dependence typical of second-order phase transitions at tempera-
tures below 420 K are explained in terms of incomplete polarization switching and polarization induced by a
residual depolarization field. The low-temperature anomalies are interpreted without consideration of addi-
tional structura transformations. The internal bias field is determined from the experimental temperature
dependence of the perfect polarization of PGO single crystalsin an electric field. © 2001 MAIK “ Nauka/ I nter-

periodica” .

1. INTRODUCTION

Lead germanate Pb;Ge;0,; (PGO) at 450 K under-
goes a second-order ferroelectric phase transition

accompanied by a change in symmetry from P6( Céh)

at 473 K to P3(C3) at room temperature[1, 2]. Iwasaki

et al. [3] revealed a nonlinear temperature dependence
of the spontaneous polarization squared and showed
that this dependence can be closely approximated by
two straight lines. These findings gave impetus to the
search for other temperature anomalies. Specific fea
tures were also revealed in the temperature depen-
dences of many parameters for ferroelectric [4—7] and
paraelectric [8-10] phases. The observed anomalies (at
~250 [7], ~420 [3-6], ~500 [6, 10], and ~580 K [8—
10]) were interpreted as a manifestation of additional
structural  transformations [3-11]. In particular,
Babushkin [11] proposed a hypothetical sequence of
structura transitions in PGO crystals [the praphase

with the space group P62m(D§h )] characterized by

three order parameters, two of which could be trans-
formed as an axial vector. In the present work, an
attempt was made to explain the temperature depen-
dences of the spontaneous polarization P(T) (which
were obtained in optical, electrical, and magnetic reso-
nance measurements of PGO compounds) without
resorting to the concept of additional structural trans-
formations.

2. EXPERIMENTAL TECHNIQUE

In order to obtain independent experimental data on
the temperature behavior of the spontaneous polariza-
tion P(T) in PGO compounds, we measured the param-
eters of the EPR spectra of Gd** and Mn?* impurity
trigonal centers and the optical activities, which are

related to the averaged spontaneous polarization by
known formulas.

The experiments were performed with PGO single
crystals grown in air (or a nitrogen atmosphere) by the
Czochralski method from the melt of stoichiometric
composition. The sampleswere prepared in the form of
plates (0.5-1 cm?) cut normally to the polar axis. Mag-
netic resonance measurements were made using 1-mm-
thick samples doped with 0.005-0.01 mol % Gd,O, or
Mn,Os. The optical and electrical measurements were
carried out with the use of undoped PGO samples 8 and
3 mm thick, respectively. No noticeable effect of the
doping on the temperature dependence of the spontane-
ous polarization was observed.

The EPR spectra were recorded on a spectrometer
operating in the 3-cm band. Thetemperature of samples
was changed by blowing them with liquid-nitrogen
vapor or hot air. For this purpose, the sample was
placed at the center of a quartz tube located in amicro-
wave resonant cavity. The tube had double walls,
between which the air was evacuated.

The axial fine-structure parameter b,, and the trigo-
nal symmetry parameter b,; were determined from the
EPR spectra. The latter parameter for an arbitrary ori-
entation of the magnetic field is proportiona to the
domain splitting (the spacing between the lines attrib-
uted to identica transitions in Gd** centers located in
domains of opposite polarizations) [12]. In order to
avoid the errors associated with overlapping of EPR
signasfrom different domains, the EPR measurements
at temperatures close to the ferroelectric transition
point were performed using a sample with deposited
electrodes. This made it possible to suppress the EPR
signals from domains of a particular type by polarizing
the sample prior to each measurement. Earlier [12], we
proved that the b,, parameter obeys the equation
byo(Ps, T) = by(T) + Abyy(Py). The values of Abyy(Py)
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were determined as the difference between the mea
sured parameters b,o(P, T) and the b,(T) values
obtained by extrapolating the temperature dependence
measured in the paraphase to the ferroel ectric phase.

The specific optical rotatory power p was measured
by the modulation method (A = 632.5 nm). A 3-mm-
thick PGO plate served asthe modul ator of optical rota-
tion. The modulation frequency was 10-100 Hz. The
absolute accuracy in measurements was equal to +0.5".
Therelative error was less than 1072,

The spontaneous polarization was also determined
by the conventional method using the switched charge
obtained from the dielectric hysteresis loop. The mea-
surementswere performed at frequencies of 10-100 Hz
with the use of transparent electrodes based on indium
and tin oxides. The spontaneous polarization at room
temperature was equal to 4.8 + 0.2 uC/cm?.

The temperature dependences of al the optical and
magnetic resonance parameters (Ab,, for Gd** and

Mn?* trigonal centers, p?, and b3;) normalized to the
corresponding values at room temperature turned out to
be qualitatively similar to each other (Fig. 1). A similar
temperature dependence of p? was obtained in [13].
The relationship between the above characteristics
and the spontaneous polarization P, can be determined
from symmetry analysis. According to thisanalysis, the
expansions of the b,; and p parameters in powers of Py
can contain only the terms with odd powers, whereas
the expansion of the Ab,, parameter involves only the
termswith even powers. Asarule, good agreement with
experimental data can be achieved with allowance
made only for the first terms of the series [14]. Taking
into account the differencesin the nature of theinterre-
lation between the aforementioned parameters and the
spontaneous polarization P, [14], the observed similar-

ity in the temperature behavior of p?, bis, and Aby,,
(Fig. 1) indicates that terms with powers higher than
two in the corresponding expansionsin terms of P, are
sufficiently small. Therefore, it can be inferred that the

temperature dependences of p?, b§3, and Ab,, are pro-
portional to the temperature dependence of the sponta-

neous pol arization squared P§ (T) with ahigh degree of
accuracy.

3. THE TEMPERATURE ANOMALY AT 250 K

Bush and Venevtsev [7] revealed a specific feature
in the dielectric characteristics of PGO crystalsat T =
250 K. Babushkin [11] assumed that this feature is
associated with the structural transformation. In order
to verify experimentally the occurrence of thistransfor-
mation, we measured the temperature dependence of
the domain splitting squared over a wide range of tem-
peratures (Fig. 2). It should be noted that, in the case
when the experimental points are approximated by
straight-line segments (as was proposed in [11]), the
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Fig. 1. Temperature dependences of the square of spontane-
ous polarization determined by different methods: (1) elec-
trical measurements in this work, (2) electrical measure-
ments performed by Iwasaki et al. [3], (3) data on the b,z

parameter for Gd®* centers, (4) dataon the Abyg parameter

for Gd®* centers, (5) data on the Ab, parameter for Mn?*
centers, and (6) optical activity. All the data are normalized
tothe corresponding parametersat T = 300 K. The solid line
shows the approximation proposed in [3]. The dashed line
represents the approximation according to formula (2) over
awide range of temperatures.

arb. units

bag

O 1 1
100 200

300
T,K

Fig. 2. Temperature dependence of b4213- The solid line
shows the approximation according to formula (2), and the
dashed line represents the approximation without regard for
nonlinearity.

inflection point in the dependence P2(T) ~ b3 (T) is
also observed near 250 K.

According to the sequence of structural transitions
proposed in[11], the symmetry of PGO crystals should

change from P3 (Cé) at room temperature to P31m

(Cgv) upon cooling to temperatures below 250 K.
However, this assertion cannot be verified by the EPR
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Fig. 3. Temperature dependences of the square of the spon-
taneous polarization determined from (1) the electrical

measurements, (2) the b, parameters for Gd®* centers, and
(3) the optical activity. The data are normalized to the cor-
responding parameters at 420 K. The dashed line showsthe

approximation of the dependence b§3(n according to for-
mula (2) over awide range of temperatures. The solid line
is obtained by scaling the dashed line.

method for the studied samples, because the Gd**
impurity ionsin these space groups have the same sym-
metry. Thisis confirmed by the fact that, at 220 K, there
exists a disagreement between the locations of extrema
in the azimuthal angular dependences of the domain
splitting in the EPR spectra and the width of the Gd®*
EPR signas at 6 = 85° (5/2 < 7/2, 0 is the polar
angle of the magnetic induction B, z || C5), which was
clearly observed at T = 300 K [15].

The nonlinear behavior of the spontaneous polariza-

tion squared P2 over awide range of temperatures can
be explained by assuming that there is a considerable

contribution of the term proportional to P® in the expan-
sion of the thermodynamic potential:

® = dy+aP?2+BPY4+yPY6. (1)

As aresult, we obtain the following relationship:

2 1 c2) 2
P? = —B[ao(T—TcH%(T—TC) } ?)

It can be seen from Fig. 2 that, in general, relation-
ship (2) closely approximates the experimental depen-

dence P2 (T) ~ b, (T) (the root-mean-square deviation

is approximately equal to 0.001), except for a small
portion near T =420K (Fig. 1).

The dependence P? (T) ~ bZ, can be described over

a wide range of temperatures with the same accuracy
(the root-mean-square deviation is ~0.001) under the
assumption that the (3 coefficient depends on tempera-
ture or that the a quantity substantially depends on the
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term involving (T — T¢)2 At the same time, the assump-

tions that the term proportional to P® makes a signifi-
cant contribution to potentia (1), the B quantity
depends on the temperature, and the dependence a(T)
has a nonlinear behavior does not lead to a noticeable
improvement in the approximation of the results
obtained in the optical and magnetic resonance investi-
gations in the vicinity of 420 K and, especidly, the
results of the electrical measurements (Fig. 1).

4. THE TEMPERATURE ANOMALY AT 420 K

As is clearly seen from Fig. 1, the temperature
dependences of the spontaneous polarization deter-
mined from traditional measurements (in thiswork and
by Iwasaki et al. [3]) of the field dependences of the
switched charge (the change in the surface charge
determined from the hysteresis loop) differ signifi-
cantly from those obtained in optical and magnetic res-
onance measurements and can be closely approximated
by straight-line segments [3].

Since the absolute values of the polarization cannot
be directly determined from the optical and magnetic
resonance measurements, a comparison of these data
with the results of the electrical measurements can be
made only after their normalization. However, after the
normalization of all the experimental datato the corre-
sponding values at room temperature (Figs. 1, 2), the

temperature dependences P2 (T) and bi(T) exhibit a

dissimilar behavior, which has not found a reasonable
explanation (see Section 3). For this reason, we pro-
posed another normalization to the values measured at
420 K (Fig. 3) by assuming that it is in this range of
temperatures (420-450 K) that the behavior of P? (T) is
most adequately described by all the methods used and
that the quantities p?, b, and P2 in relative units are
identical in magnitude. The data shown by the solid line
in Fig. 3 were obtained by multiplying the values of

b§3(T) (thedashed linein Fig. 3) into aconstant in order
to achieve the best description of the experimental data

on p?, b, and P? in the temperature range 420-450 K.

The observed deviation of the results obtained inthe
electrical measurements from the hypothetical depen-

dence Pﬁ (T) (displayed by the solid linein Fig. 3) can
be caused by an incomplete polarization switching in
the surface layer due to residual depolarization fields

[16, 17] (this switching occurs in paralel with the
incompl ete switching in the bulk of the material).

The dielectric layer (gap) on the surface of ferro-
electrics [18] prevents complete compensation for
depolarization fields through external screening (the
redistribution of charges at electrodes). The residual
depolarization field E4 is determined by the ratio
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between the thickness of the dielectric gap L and the
sample thickness d [16, 19]:

Eq = (2L/d)(PJ/e 8,), ©)

where g, isthe permittivity of the dielectric gap.

The residual depolarization field can be compen-
sated for only by the processes that occur through
mechanisms of bulk screening: (1) the redistribution of
space charge carriers, (2) the reorientation of defect
dipoles, and (3) theinjection of carriersfrom electrodes
through the dielectric gap [16]. Theratios of the contri-
butions from the particular mechanismsfor variousfer-
roelectrics differ considerably and depend on the tem-
perature. Earlier [20], we experimentally demonstrated
for PGO crystals that, even after bulk screening, there
existsafield capable of changing the polarization direc-
tion in a surface layer approximately 100 pm thick. In
the case when the bulk screening occurs through the
redistribution of charge carriers (the dominant mecha
nism of screening in PGO compounds), the layer thick-
ness is governed by the screening length. This should
lead to surface polarization switching, viz., the forma
tion and growth of tapered domains of a submicron
cross section [21]. These vestigial domains play a cru-
cial role in the course of polarization switching in the
opposite direction, because they bring about the forma-
tion of new domains and facilitate the formation of
stepsin moving domain walls[16].

As the temperature decreases, the contribution from
the incomplete switching in the surface layer increases
at the expense of an increase in the residual depolariza-
tionfield E4(T) ~ (Tc — T)Y2 (under the assumption that
the change in the dielectric gap thickness is disre-
garded). It is also evident that, at temperatures near T,
the sizes of vestigial domains are small at a relatively
high conductivity and the contribution from this effect
can be ignored.

It is seen from Fig. 3 that, as the temperature
decreases, the spontaneous polarization determined
from the optical and magnetic resonance measurements
decreases compared to the hypothetical polarization

PZ(T) (solid line). In order to explain this difference, let

us consider the data reported in the monograph by Frid-
kin[18]. Inthiswork, it was shown that, after screening
of the residua depolarization field E,4 (3) due to the
redistribution of charge carriers, the electric field coin-
cidingin sign with the depolarizationfieldisretainedin
the bulk of the ferroelectric and the lower the tempera-
ture, the stronger the electric field. Thisfield induces a
polarization that partially compensates for the sponta
neous polarization P,. The resultant mean polarization,
which is measured using the optical and EPR methods,
can be evaluated from the expression

o 10 0 —g/2p X
P = P~ cos=[arccos , (4)
J3 30 HG/3B|3/%
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which is one of the roots of the equation
(4TC)(T=Te)P+BP*—E = 0, (5)

where (41/C)(T - Tc) = a. Thisroot isrea at tempera-
tures far away from the ferroelectric transition point
and in weak electric fields compared to the depolariza-
tion field. It is evident that the field E in expression (4)
should be close in order of magnitude to the internal
biasfield. According to the measurements performed in
[19], the latter field for PGO crystals at room tempera-
tureisequal to 1-1.5 kV/cm. The estimation made for
these fields according to formula (4) with the parame-
tersobtained in Section 6 for the thermodynamic poten-
tial (1) leads only to an insignificant decrease in Pq
(=0.1%) and leaves the results of the optical and mag-
netic resonance measurements unexplained (Fig. 3). In
the case of electrical measurements, this mechanism
should be more efficient because of the longer time of
internal screening [19].

Therefore, the decrease in the spontaneous pol ariza-
tion P (determined from the electrical measurements)
observed with a decrease in the temperature can be
qualitatively explained by the joint action of the afore-
mentioned mechanisms. The elucidation of the mecha-
nisms responsible for the different behavior of the

spontaneous polarization P§ (T) obtained from optical

and EPR measurements calls for further investigation
into the temperature dependence P(T) for the same
sampl es but with the use of different experimental tech-
niques.

5. HIGH-TEMPERATURE ANOMALIES

Rumyantsev et al. [5] observed asmall jump in the
temperature dependence of the b,, parameter for Gd*
trigonal centersin PGO crystalsat T~640K. Thisjump
can be associated with the specific features that mani-
fest themselves in temperature anomalies of the lattice
parameter, dc conductivity, permittivity (at ~570 K)
[7], birefringence, optical axisorientation (~660 K) [8],
and exoelectron emission [9]. In the present work, this
feature was analyzed using the electron paramagnetic
resonance of Mn?* impurity ions, because the by,
parameter for these ions is one order of magnitude
larger [22] than that for Gd®* centers[11].

Careful measurements of the location of the Mn?*
EPR lines(B || C;) at temperatures up to 660 K revealed
anearly linear variation (without any features) in the by,
parameter in the paraglectric phase. These measure-
ments also demonstrated that, at T > 550 K, the high-
field wings of al the hyperfine components of the
1/2<— 3/2 transition are identically broadened,
whereas the lines of other transitions (at B || C; and
B[O C;) remain symmetric. It was found that the
observed broadening of the spectral linesincreaseswith
an increase in the temperature.
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Fig. 4. Temperature dependences of the polarization for PGO
crystals in different electric fields E: (1) O, (2) 2.5, (3) 4,
(4) 10, and (5) 17.5kV/cm. Solid lines show the approxima-
tions according to relationship (5).

A detailed examination of the evolution of the EPR
spectra for Gd®* trigonal centers revealed an asymmet-
ric broadening of the Gd** EPR signals at temperatures
above 600 K (B || Cy), except for the signals corre-
sponding to the 1/2 ~—— —1/2 transition.

Analysis of the possible reasons for the broadening
of the EPR signals allowed usto draw the inference that
the observed effect is associated with an uncontrollable
temperature gradient across the sample. This is con-
firmed by the fact that the character of the broadening
depends on the sampl e shape and that the broadening of
the Mn?* EPR lines is observed only in the case of the
transition (1/2 -—— 3/2) for which the value of 0B,/0T
IS maximum.

Thus, the uncontrollable temperature gradient can
be responsible for the distortion of the spectra line
shape and, hence, can lead to the error in determining
the location of the resonance lines. Most likely, it is
because of thisuncontrollabletemperature gradient that
the authors of [5] made the inference that there is an
additional feature in the temperature dependence of the
location of the Gd** EPR linesfor PGO crystals at tem-
peratures above the T, point.

6. POLARIZATION OF PGO CRYSTALS
IN AN ELECTRIC FIELD

In order to make certain that the ferroelectric transi-
tion in PGO crystals is the second-order phase transi-
tion, we determined the temperature dependences of
the polarization in different electric fields (Fig. 4). For
this purpose, we measured the differences in the loca
tions of resonance lines attributed to the 1/2 ~—— 3/2
transition in Gd®* centers (at © = 63° and ¢ = 0°), which
form the domain doublet in the ferroel ectric phase. The
dependences for different electric fields were obtained
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using different samples, because they experienced a
noticeable degradation in subsequent cycles of mea
surements.

The electric field applied to the sample induces a
considerable polarization at temperatures above the fer-
roelectric transition point [23]. It is worth noting that,
in the absence of an external electric field, an apprecia-
ble polarization tail is also observed in the paraelectric
phase.

The solid linesin Fig. 4 represent the results of the
approximation of the experimental points measured at
temperatures above 420 K. This approximation was
performed according to relationship (5) (whichis char-
acterigtic of second-order phase transitions) with the
parameters C = 6600 K and 3 = 0.94 x 10~ (esu/cm?)2.
Since the absolute values of the polarization cannot be
directly determined from optical and magnetic reso-
nance measurements, these parameters were calculated
from the value of Py(295 K) = 4.8 uC/cm? [3].

The polarization tail observed in the paraglectric
phase in the absence of an external electricfield (Fig. 4,
curve 1) can be attributed to the internal biasfield with
astrength of 0.18 kV/cm. With allowance made for the
temperature difference, this value is in reasonable
agreement with the results obtained in [19].
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Abstract—The behavior of an incompletely ordered lead scandium tantal ate ferroel ectric (the degree of order-
ing s= 0.8) in the region of the spontaneous ferroelectric transition is studied in ac electric fields by dielectric
and optical methods. Dielectric nonlinearity of two typesis observed. In fields above 2 kV/cm, the nonlinearity
is caused by induced polarization effects and macrohysteresis behavior, whereasin weak fields, it is most prob-
ably associated with the dynamics of domain walls and/or phase boundaries. © 2001 MAIK “ Nauka/lnter peri-

odica” .
1. INTRODUCTION

PbB;,,B},,05-type compounds, which, in addition
to typical relaxor behavior, exhibit a spontaneous tran-
sition between the ferroelectric and relaxor statesin the
absence of an electric field at temperatures below the
maximum of the permittivity, occupy a particular place
among the large number of disordered perovskite ferro-
electrics. The degree of diffuseness of the phase transi-
tion between the ferroelectric and paraelectric phases
depends on the degree of ordering s of the B' and B"
ions in the octahedral lattice sites. Among these com-
pounds are certain compositions of the PLZT ceramics
[1, 2], aswell assingle crystals and the ceramics of |ead
scandium tantalate PbSc,,Tay,,05 (PST) [3] and lead
scandium niobate PbSc;,Nb;,0O; (PSN) [4]. The
degree of ordering of the B' and B" ions (s) in the latter
two compounds can be varied by properly varying the
temperature regime of single-crystal growth or by ther-
mally treating already grown samples. Materialswith a
long-range order (s~ 1) undergo afirst-order ferroel ec-
tric phase transition, have no intermediate relaxor
phase, and, hence, are devoid of all the main features
characteristic of relaxor compounds. As the degree of
ordering s decreases, the temperature range within
which the relaxor state can exist broadens and the mate-
rials exhibit typical relaxor features; however, the spon-
taneous phase transition persists even in disordered
materials. Chu et al. [5] showed that the relaxor statein
partialy ordered PST ceramics exists within atemper-
ature range ~150°C wide and extends up to 170°C. In
our earlier work [6], we found that a pure paraelectric
phase exists only above 400°C. This suggests the pos-
sible use of such materials to relate the conventional
ferroelectric to the relaxor behavior in the same com-
pound without application of external action, aswell as
tofollow the relation between them in dc and ac electric
fields.

The existence of aspontaneousfirst-order ferroel ec-
tric transition in PST crystals was also confirmed by a
number of dielectric and optical measurements. For
instance, a sharp drop in the permittivity was observed
at atemperature T, in a sample cooled below the tem-
perature of the maximum of € [1], the dielectric param-
eters were found to be frequency-independent within a
temperature range immediately below T, [5], and an
anomaly in the heat of the transition and double dielec-
tric hysteresis|oops were observed above the spontane-
ous transition temperature T4 [3, 7]. Small-angle light
scattering (SAS) measurements performed on stoichio-
metric PST crystals differing in degree of ion ordering
revealed an anomalously narrow peak at T, indicating
the percolation nature of the spontaneoustransition [8].

It should be pointed out that these unusual proper-
ties are characteristic only of the stoichiometric PST
and PSN compositions. An attempt was made to study
the effect of lead vacancies on the occurrence of aspon-
taneous ferroelectric transition in PST ceramics [4]. It
was shown that the disorder in the arrangement of Sc3*
and Ta** ions does not in itself inhibit spontaneous fer-
roelectric transitionsin disordered compounds and that
only a specific number of lead vacancies is capable of
suppressing a spontaneous transition and stimulating a
purely relaxor behavior.

The effect of a dc electric field on the character of
the spontaneous phase transition and the relaxor behav-
ior in such compounds has recently become the subject
of many studies. This interest stems from the fact that
the electric field exerts different influences on these
states and affects the homogeneity and stability of the
ferroelectric state. It was shown that the temperature of
the spontaneous ferroelectric transition T, increases
linearly with an increase in the field amplitude in
almost ordered PST and PSN samples. This depen-
dence deviates dlightly from a straight line for disor-
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dered samples|[5, 9, 10]. A dc electric field narrows the
temperature range of existence of the relaxor phase.

However, in order to fully understand the dynamics
of the polar regions and the nature of the relaxor behav-
ior, as well as the mechanisms responsible for the
dielectric nonlinearity and its relation to the crysta
structure, it is necessary to perform experimentsin ac
electric fields of various frequencies and amplitudes.
Theavailable datarelate primarily to the effect of theac
field amplitude in extreme cases, namely, in weakly
disordered compoundswith aclearly pronounced phase
transition [11] or in strongly disordered substances
lacking long-range order [1]. The behavior of lead
magnium niobate (PMN), atypical relaxor, in ac fields
[12-14], as well as of conventional ferroelectrics with
anormal domain structure has been studied fairly well.
Polarization switching in ferroelectrics with a distinct
phase transition occurs in rather strong fields, and the
dielectric hysteresis is not induced until the amplitude
of the ac field has exceeded the coercive field. The per-
mittivity of a relaxor compound exhibits a strong
dependence on the ac field amplitude aready in weak
electric fields, which is primarily connected with the
interface dynamics of the polar regions[15].

The dielectric nonlinearity of substances occupying
an intermediate position between normal ferroel ectrics
and relaxors has practically not been studied, excepting
the work by Tan and Viehland [1], who investigated the
changes in the dielectric nonlinearity in PLZT ceram-
ics, which are associated with changes in the La con-
tent.

This paper reports on the effect the amplitude of an
ac eectric field exerts on the dielectric response of sto-
ichiometric disordered PST crystals near the tempera
ture of the spontaneous ferroelectric transition and in
the intermediate phase. This study was aimed at estab-
lishing which polarization switching mechanism is
dominant and how it is connected with changes in the
nature of the relaxing elements.

2. EXPERIMENTAL TECHNIQUE AND SAMPLES

The permittivity and tand of PST crystas (the
degree of ordering s=0.8, T,=24°C, and T, = 28°C)
were measured along the [100Ckcrystallographic direc-
tion at a frequency of 1 kHz under heating from O to
70°C at arate of 1 K/min. The amplitude of the ac mea-
suring field was varied from 1 to 600 V/cm. The optical
transmission and small-angle light scattering were
studied at 50 Hz in the same temperature range in ac
electric fields of up to 4 kV/cm.

3. EXPERIMENTAL RESULTS AND DISCUSSION

Figure 1 presents temperature dependences of the
permittivity (curves 1-3) and the loss tangent (curves 1,
3) for a stoichiometric PST crystal at various measur-
ing field amplitudes. It is seen that, as the amplitude of
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Fig. 1. Temperature dependences of (1-3) the permittivity €
and (1, 3) thelosstangent (tand) for aPST crystal (s=0.8)
at different amplitudes of the ac measuring field E (V/cm):
(4,1) 1, (2) 125, and (3, 3') 600. The ac field frequency is
1 kHz. The inset shows the dependence of the maximum €
on the ac field amplitude.

the measuring field increasesto 600 V/cm, T, Slightly
shiftstoward lower temperatures (by ~2°C) and € at the
maximum increases (inset in Fig. 1). In fields below
100 V/cm, the maximum value of € remains practically
constant; only in stronger fields, €, depends nonlin-
early on the ac field amplitude. At 600 V/cm, the max-
imum value of € varies by ~10%. Near the point of the
spontaneous phase transition T, the temperature
dependences of € coincide within the field range cov-
ered (curves 1-3). The nonlinearity observed in the
PST crystal under study is substantially smaller than
that in the classical relaxor PMN [14]. In our crystal,
the degree of ordering s is 80% and, hence, only 20%
of the sample volume remains disordered; this is what
accounts for the substantially smaller nonlinearity. An
increase in the ac field amplitude results in ashift of the
temperature of the maximum of € toward lower temper-
atures but leaves the position of the spontaneous ferro-
electric transition point unchanged within the experi-
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Fig. 2. Dependences of the optical transmission on temper-
aturefor aPST crystal at different amplitudes of the ac mea-
suring field E (kV/cm): (@ (1) 0 and (2) 1; (b) (3) 2 and
(4) 4. The ac field frequency is 50 Hz.

mental accuracy. Thisis confirmed by the temperature
dependences of tand (curvesl, 3'inFig. 1). The max-
imum of tand lies at the transition point T4 and does
not depend on the measuring field amplitude within the
field range covered.
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Asisseenfrom Fig. 1, the temperatures of the spon-
taneous phase transition and the maximum of € in the
PST crystal are fairly close to one another; we may
recal also that the more ordered the ions are, the
smaller this temperature interval is. Moreover, the
anomaly in € at the spontaneous phase transition is not
very distinct, with only a sharp drop of € being seen as
the sample is cooled. Therefore, dielectric measure-
ments alone are insufficient for reliably describing the
effect of an ac electric field on the pattern and position

of these anomalies.

Aswas shownin our earlier studies[8, 9], the spon-
taneous phase transition in these crystalsis of a perco-
lation nature; hence, the average cluster size of the new
phase at the percolation threshold tends to the size of
the sampl e, thistransition brings about the formation of
alarge-scale nonuniform structure, and the phase tran-
sition is accompanied by the appearance of anoma-
lously narrow SAS peaks and, as a consequence, by a
minimum in the optical transmission.

Figures 2a and 2b display temperature dependences

of the optical transmission at a frequency of 50 Hz for
WW
e. We readily see that the minimum in the
optical transmission liesat T, and that this temperature
does not depend on the electric field within the range
O0<E<2kV/cm (curvesl, 2inFig. 2a). Astheacfield
increases above 2 kV/cm, the minimum transmission
that indicates the formation of alarge-scale structure
extends over an ever broader temperature range. At
E =4 kV/cm, it becomes observable below T, and
extends over atemperature range ~8°C wide (curves 3,

4inFig. 2b).

Let us discuss the results obtained. To establish the
mechanism responsible for the observed nonlinearity in
strong and weak fields, we consider the dielectric hys-
teresisloops for ceramic PST samples presented in [3].
At temperatures T < T, a disordered ceramic PST
exhibits a conventiona hysteresis loop with a small
coercive force (~4 kV/cm). As the temperature of the
spontaneous ferroelectric transition is approached, the
coercive force decreases. At temperatures dightly
above T, stoichiometric disordered PST samplesin the
intermediate relaxor phase exhibit distinct double
dielectric hysteresis loops. These loops confirm the
onset of afirst-order phase transition. Similar loops are
observed in our PST crystals as well. As follows from
[3], in weak fields of up to 1 kV/cm, the dependence
P(E) in the relaxor state at T > Ty is practically linear
and, hence, the nonlinearity observed in the dielectric
response in fields of up to 1 kV/cm (seeinset in Fig. 1)
is most probably connected with the dynamics of the
domain and interface states rather than with the hyster-

esis behavior, which isinduced by the electric field.

The nonlinearity changesits pattern with increasing
theacfield. At temperatures slightly below T, afield of
2 kV/cm (curve 3 in Fig. 2b) is high enough to induce
macroscopic polarization and formation of a macro-
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domain structure within a narrow temperature range
(~2°C); this is what is responsible for the minimum
transmission. Increasing the field to 4 kV/cm (curve 4
in Fig. 2b) broadens the temperature range of existence
of the field-induced macrodomain structure and macro-
scopic polarization to 8°C.

4. CONCLUSION

Thus, our dielectric and optical studies of stoichio-
metric disordered PST single crystals clearly indicate
two different types of dielectric nonlinearity in these
crystals. One of them is observed in fields of up to
2 kV/cm and isrelated, most probably, to the dynamics
of domain walls and/or phase boundaries; the other, to
field-induced polarization effects and macrohysteresis
behavior. The behavior of domain processes near T4 in
ac fields calls for further investigation.
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Abstract—They fourth-order terms (in the wave vector components) of the phonon—phason dynamic matrix
are obtained for anicosahedral quasicrystal. In thisorder, the dynamic matrix has nineindependent coefficients:
three phonon—phonon, three phason—phonon, and three phason—-phason coefficients. The number of indepen-
dent coefficientsin the phonon block of the constructed dynamic matrix is greater by unity than that for an iso-
tropic medium. The corresponding features of acoustic phonon dispersion in the i-AlPdMn alloy are consid-
ered. It is shown that when the fourth-order terms are taken into account, the intensity of diffuse scattering in
the vicinity of Bragg reflections decreases in accordance with the law a/(o? + Ba*), where q isthe distance to a
reflection in the reciprocal space and coefficients a and 3 depend on the direction of vector g. © 2001 MAIK

“ Nauka/Interperiodica” .

1. INTRODUCTION

The quasicrystals discovered in 1984 [1] possess
additional Goldstone degrees of freedom [2] which are
absent in the crystal state. In contrast to conventional
modulated crystal phases which also possess phason
degrees of freedom, phason deformationsin quasicrys-
tals are associated with discrete displacements of atoms
or jumps. In the long-wavelength limit, the energy of
phason modes, like the energy of acoustic modes, tends
to zero [2]. The phason mode in quasicrystals corre-
sponds to correlated atomic jumps or diffusion [3, 4]
rather than to continuous atomic displacements. Phason
degrees of freedom in quasicrystals at room tempera-
ture are frozen. The activation of the phason degrees of
freedom upon heating modifies the physical properties
of quasicrystals. In the quasicrystalline alloy AlPdMn,
an elevation of temperature from 700 to 1100 K
increases the heat capacity at constant volume by afac-
tor exceeding 1.5[5]. According to the well-known the-
orems from crystal physics, the presence of the fivefold
axis leads to isotropy of the fourth-rank tensor with
respect to the rotation about this axis; consequently, the
existence of the icosahedral symmetry leads to com-
plete isotropy of any tensor of rank four. For this rea-
son, the form of the €astic moduli of an icosahedra
guasicrystal is the same as in the isotropic case. How-
ever, the high-frequency investigation of natural vibra-
tions[6] indicatesthat there is a difference in the effec-
tive shear moduli measured in an AIPdMn single crystal
along the two- and fivefold axes. The splitting becomes
clearly distinguishable at temperatures above 700°C.
This effect can be interpreted as the result of the
dynamic interaction between the phonon and phason
degrees of freedom in the framework of the model pro-
posedin[7].

The central object in various problems associated
with the phonon—phason dynamic easticity of quasic-
rystals is the phonon—-phason dynamic matrix (DM)
Cij(9), wherei,j =1, 2, ..., 6 and q is the three-compo-
nent wave vector. As an example of thefirst publications
in which the DM was obtained for an icosahedral quasi-
crystals, we can consider [3]. The physica meaning of
the C;; matrix is quite simple and is similar to that of the
(3 x é) DM of acoustic phonons in an ordinary crystal.
The six-component vector U;(q) has three components
describing the amplitudes of usua (phonon) waves with
the wave vector g and three components characterizing
the amplitudes of phason waves, whereasthe six-compo-
nent vector C;; U; is equal to the amplitude of the elas-
tic restoring force. Its first three components corre-
spond to ordinary and the second three to generalized
phason forces. Accordingly, the scalar quantity
1/2C;; Ui (q)U;(-q) = E(q) is equal to the volume den-
Sty oJf the phonon—phason elastic energy in the recipro-
cal space. Only thefirst eements of the DM of anicosa
hedral crystal, which are quadratic in the wave vector
components and significant at small magnitudes of vec-
tor g, have been cal culated to date. Hence, the solution
of the elastodynamic problemsis possible only in the
long-wavelength limit corresponding to the simplest
quadratic dependence of the energy of phonon and
phason excitations on the wave vector. For example,
we note that even the DM of a periodic 1D linear
atomic chain corresponds to a more complex disper-
sion: 2\/M(1 - cosqa), where aisthe period, M isthe
mass of the atoms, and A is the elastic constant [8].
The present work is aimed at constructing higher-
order terms of the DM, which make it possible to
account for the next power in the dependence of the
energy of phonon—phason modes on the wave vector.

1063-7834/01/4310-1962%$21.00 © 2001 MAIK “Nauka/Interperiodica’
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2. GROUP-THEORETIC ANALY SIS

In the expression for the elastic energy of a quasi-
crystal, the model of a continuous medium with icosa-
hedral symmetry is traditionally used. The energy is
written as the sum of differential invariants of spatial
first derivatives of the fields of phonon and phason dis-
placements [2]. The Fourier transformation of this
expression is practically reduced to formal substitu-
tions:

o;w;(R) — qw;(q),
Eij(R) — 1/2(q;u;(q) + qu;(q)),

where u; and w; are two components of the six-dimen-
sional vector U and symbol 9;w; indicatesthe derivative
of the ith component of the phason field w with respect
to theith component of the radius vector. The quantities
o;w; and E;; are the tensor components of phason and
ordinary deformations. Vector U(R) characterizes the
field of generalized displacements in the direct space,
and vector U(q) characterizes the amplitudes of these
displacements in the reciprocal space. Retaining the
definition of the five elastic coefficients of the icosahe-
dral quasicrystal and using the system of coordinates
[9], quadratic in the wave vector components, we can
write the elastic energy density in the reciprocal space
in the form

E = A+l + Kylg+ Kaly + Ksls, «y

where invariants I; can be expressed in the following
form:

I, = U2(uq)?, 1, = V2{(ug)’+ul’lql%},
I, = 1/2lw/?|gl?,

1, = L2{—(Iw|?|q|?)/3 + 4[ g qpw, W, + T5W; )

—1/tgpw’ + cyclic permutation]} ;

2 2 2
Is = {qsu;w; + 1/Tq U,W, — TQ; UsWa + 2/TQ; oUWy
—210,0,U,W, + cyclic permutation} .

The components of the DM, quadratic in the wave
vectors, can be obtained as the second derivatives of
energy (1) with respect to generalized amplitudes:
0’E

Ci oU;0U;’ &)
The blocks of this matrix coincide with the matrices
presented in [9], but after the renotation and modern
redefinition of the elastic moduli [10] (see matrices
(17)~19) in the Appendix), or with the results obtained
in [10] after the correction of two misprints in the
phonon—phason block. It should be noted that the con-
struction of the next terms in the powers of the wave
vector components in the model of a continuous
medium within the traditional approachisequivalent to
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the construction of the elastic energy quadratic in the
higher-order spatial derivatives of the field U(R).

It would be much simpler to directly construct the
invariant terms of the Fourier transform of the elastic
energy instead of constructing detailed differential
invariants. In fact, all the linearly independent invari-
ants quadratic in the field components U(q) and con-
taining the fourth power of the components of the wave
vector q are required. It should be borne in mind that
the wave vector components and the components of
field u are transformed in accordance with the ordinary
(first) vector representation of group I,,, while the com-
ponents of field w are transformed in accordance with
the second vector representation of the same group.
Taking advantage of the fact that both vector represen-
tations become equivalent when group |, is limited by
group T,, the problem can be solved consistently. We
will first construct the invariants of group T,. As gener-
ators of this group, we can choose the following sym-
metry elements: C,, C3, C3*, C5’, and |. The matri-
ces corresponding to these generatorsin the vector rep-
resentation are given below:

l ] 0 O]
) Blo OE - 5—1005
m = _ , m = ,
2 DO 10D 2 D010D
00 0 -1 00 0-1
UJ 0 0J ]
e 0001g " 0010
m(Cs)=Eloo%, m(C2)=ElooE,
00100 0o00-1g

l [l

=000k

m(l) = _ .

DO 10D

00 0 -1

In all, there exist nine fourth-degree invariants con-
structed from the components of the wave vector and
the components of another vector v:

4 2. 4 2 4 2
J; = qivi+ vy +QsVs,

4 2. 4 2. 4 2
J, = Qv+ QpV3t+ sV,

42 4 2 a4 2
J3 = qiVv3+ Qv+ QsVy, (4)
3 = o e bl
4 = Q1QxV 1V, + 003V Vs + Q3 VeV,
_ 3 3 3
Js = 10V 1V + 00, VoV +030,VaVy,
_ 22 2, 292 2. 292 3
Js = Q1Q2V1 + Qx03V5 + 030; V3,
_ 292 2. 292 2 292 2
J7 = q1Q;V5 + Q2Q5V3 + Qs50; vV,
_ 22 2, 292 2. 292 2
Jg = 0102V3+0303Vy+050; V5,

Jg = CﬁQzQ:%VzVs + ng3q1V3V1 + ngI1Q2V1V2-
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Upon rotation about the fivefold axis lying along direc-

tion (1, T, OC)where 1 = (ﬁi + 1)/2, vector q is trans-
formed with the help of the matrix

] l
1D1/T T —1[|
50—t 1 110 5)
Ol 1t 1t

Vector u is transformed similarly, while vector w is
transformed under the action of the matrix

O O
10 - -1/t -1 0
s01t 1 =t E- (6)
01 -t -1/t

Carrying out averaging of invariants (4) over group I,
and taking vector u for v, we obtain three linearly inde-
pendent phonon—phonon invariants:

T, = |1|Q|2,
T, = 1,lql%,

()
T, = 1/1d,—-1J;+8/11,—81J;

+ 6/T\J6_6TJ7 + 4‘]8 + 16\]9.

Thus, the phonon component of the correction to the
elastic energy can be written in the form AEPhoon =
ATy + T, + &,T5. The terms corresponding to the first
and second invariants can be easily obtained by multi-
plying block (17) in the Appendix by |q]? and carrying
out the substitution of A' for A and ' for 1. The correc-
tion to the phonon—phonon bl ock, which correspondsto
T,, isgiven in the Appendix in the form of matrix (20).

Taking vector w for the quantity v and averaging
invariants (4) over group |,, we obtain three linearly
independent phason—phason invariants:

T, = l3lql,

Ts = |4|Q|Za

(8
T6 = 2-.]1_ 1/T\J2 + T\]3_4T\J4

Finally, the phason component of the correction to the
elastic energy can be represented in the form AEPaon =

Ky T, + K, Ts + &,T4. The terms corresponding to the
fourth and fifth invariants can be easily obtained by
multiplying block (19) by |q? and substituting K for
K, and K for K,. The correction to the phason—phason

block, which corresponds to Tg, is given in the Appen-
dix in the form of matrix (21).
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Three phonon—phason invariants can be represented
in the form of linear combinations of 12 terms, each of
which isinvariant relative to the action of group T

S = q‘1‘U1W1 + qguzwz + qglJ3W3,
S = q‘11U2W2 + qu3W3 + qgulwl!
4 4 4
S; = g U3W3 + QoUW + QU Wy,
3 3 3
Sy = q0U W, + Qp03U W3 + 030, UsWy,
S
3 3 3
S = QU W3 + 00, UpWy + QQ,UsWy,

_ 3 3 3
S; = 0103U3Wy + 030, Uy W, + 30,U,Wy,

qiqZUZWl + QSQ3U3W2 + Q§Q1U1W3:
9

S5 = GL05UW; + G505U,W, + G50; UsWa,
S = GL05U,W, + G505UWs + 505U Wy,
Sp = Qiqgusws + ng§U1W1 + ngﬁUsz’
Si = 010,05U;Ws + 030y UsWy + 030 Gl Wo,
Si2 = 030,05UsWs + O3l Us W + 0301 U Wi
Ultimately, we have
T, = 14g/® = S, +1/1S,— 1S, + 2/15, - 215
21§+ 2/1S, - 1TSS+ 1§ -5 + 2/1S; — 21S,,,
Tg = 55, +(31-2)S,+ (1-31)S; + (121 -8)S,
— 4TS+ (4-121)S, + (4T —4)S, - 6TS,
+ (61— 6)S,—6S,,— 12S,, — 12S,,,
To = (31-2)S, + (9-31)S,—3S, + 125,
-85 +05,+(16—-121)S,+ (61-6)S

-6 -61S) + (12-121)S,; — 24S),.
The phonon—phason component of the correction to the
elastic energy can bewritten asAE™e = K, T, + K, Tg +
KsTy. The terms corresponding to Tg and Ty can be
obtained by differentiating these invariants with respect

to the corresponding generalized amplitudes according
to formula (3).

(10)

3. DISCUSSION

By way of an example, we consider the dispersion
of acoustic phonons in the i-AlICuLi alloy, which was
measured in [11] at room temperature. The downward
deviation of the dispersion dependence w(q) from a
straight line becomes noticeable even for wave vectors
of the order of 0.2 A-L. The difference between the
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Table 1. Eigenvalues of matrix (20) for different directions of the wave vector q and polarization u

q="0,1,00 q=m@%1,00 q=0,0,00
u=10,Tt, 00 5ef=—62|| UZEZ, 1, OC) 6ef:10/95|| u=1[1,0, 0. 6ef_0
u= [, 1, 00 5ef = 22” u=0, —Tz, o0 6ef = —14/92” u=1[0, 1, 00} 6Ef 2t
u= [(]), O, 1D 66f = ZE” u= [(D, 0, 1D 6ef = —14/92“ u= [G), 0, 1|_—,| 6ef =21

velocities of acoustic phonons propagating in different
symmetric directions becomes significant for wave vec-
tors of the order of 0.4 AL, This effect can be attributed
to the contribution of invariant T, as a result of which
the elastic symmetry of the problem becomes exactly
icosahedral. Obvioudly, invariants |4, 1,, T;, and T, are
isotropic. If we consider that the phason degrees of
freedom are frozen (which corresponds to room tem-
perature) and disregard various mechanisms of phonon
attenuation, the dispersion relations for transverse and
longitudinal acoustic waves can be determined by solv-
ing the traditional system of equations

c;(a@)y; = plu;, (12)

where ¢;; (q) isthe phonon block of the constructed DM
andp |sthe mass density of the quasicrystal. If thewave
vector of phonons lies along afive-, three-, or twofold
axis (these directions are usually investigated in exper-
iments), the dispersion relations for longitudinal and
transverse phonons have the following form:

pw’ = (AN +2p)g’+ (N +2u)q" +34q°,  (12)

pw’ = ug’+wq*+84q". (13)

Comparison with the experimental data for i-AlCuLi
[11] showsthat the quantitiesA' + 2" and ' are negative.
The quantities 0« given in Table 1 are determined by the
eigenvalues of matrix (17), which depend on the direc-
tions of the wave vector g and polarization u. Naturally,
the eigenva ues coincide for all equivalent directions.

The data presented in Table 1 indicate that, unlike
the transverse waves propagating along the twofold
axis, the waves propagating along the five-and three-
fold axes remain doubly degenerate even when the
fourth-degree terms are taken into account. Unfortu-
nately, reliable quantitative estimates of the quantities
A, W', and &, cannot be obtained from the experimental
measurements made in [11]. Using the constructed
DM, we can aso consider the case of thermally acti-
vated phasons and obtain the dispersion relations for
interacting phonon—phason excitations by analogy with
[7], aswas done in the long-wavel ength limit.

The second interesting field in which the obtained
results can be applied are theoretical and experimental
investigations of diffuse scattering in quasicrystals. In
contrast to crystals, the shape of equal-intensity line
contours around Bragg reflections for quasicrystals is
anisotropic and the main contribution to diffuse scatter-
ing comes from spatia fluctuations of phason degrees
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of freedom [12]. Analysis of the intensity profile
around Bragg reflections is the main method presently
used for determining the phason elastic constants for
quasicrystals. Without considering the theoretical sub-
stantiation, we point out that in the recent publications
by de Boissieu et al. [12-14], the intensity of diffuse
scattering near the reflection corresponding to the
reciprocal space vector Q at afinite distance g from the
reflection is approximated by an expression of the type

3

1Q"+a) = ¥ aoley(@)f”

ij=1

3
-1
+Y Boloy(@)] Q'Q),
i,j=1

where 0 and B, are the proportionality factors deter-
mined by the reflection index, the Debye-Waller factor,
the crystal temperature, the freezing temperaturefor the
phason degrees of freedom, and some other factors.
Vectors Qlland Q are the so-called parallel and perpen-
dicular components of the six-dimensional reciprocal-
space vector Q, respectively. Matrices ¢;(q)!l and
Gij ()~ are the phonon and phason blocks of the DM,
respectively. Since the DM components themselves are
proportional to pair products of the wave vector compo-
nents, the intensity defined by formula (14) decreases
in direct proportion to the squared distance to the Bragg
reflection in the reciprocal space. At the same time, the
experimentally observed decrease in the intensity 1(q)
of diffuse scattering deviates from the 1/g? law [15].
(See also reference [23] in [10] on the necessity of the
inclusion of higher-order termsin the DM.) Sinceit is
these fluctuations of the phason degrees of freedom that
make a predominant contribution to the diffuse scatter-
ing intensity, it isexpedient to take into account the sec-
ond-order terms in the phason block.

The intensity of diffuse scattering is usualy mea
sured in a plane perpendicular to the twofold axis of an
icosahedral quasicrystal (for definiteness, we assume
that thisis the (0, 0, 1) plane). This plane involves six
symmetric directions: two twofold, two threefold, and
two fivefold axes. For these directions, we can avoid the
procedure of matrix inversion if we use the following
well-known relation from linear algebra:

QlQ!
(14)

3
z (Mij)_lQin = (15)

ij=1

3
S (€Q)m,
=1
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Table 2. Datarequired for calculating the phason component of the diffuse scattering intensity

do ¥ K K' N
[1—1, OIN K1—4/3K2 ZED+ Ki —4/3Ké JT+2
0, T, OIN [0, 0, 10 Ky + 23K, 28+ K, +2/3K,
[, T, OON Ky + 23K, 28+ K, + 23K, T+2
[, 1, OIN Ky — 413K, 28+ Ky —4/3K, [T+2
g1, T, OUN [, 0, 10 Ky + 2/3K, 285+ Ky +2/3K,
[1, -, OUN Ky + 23K, 285+ Ky +2/3K, fi+2
i, 12 0N Ky + 413K, 128+ Kj + 43K, J3T+3
g2, 1, OIN 0,0, 10 K, —2/3K, 3gzm+ K. —2/3K,
512 1, 0N K, — 213K, 3gzm+ K., —2/3K, J3T+3
31, 12 00N K, + 43K, 1825 + K, +4/3K, J3t+3
q=12 1, OUN [0, 0, 100 K, —2/3K, 3555 + Ky —2/3K,
2, 1, 0N Ky — 2/3K, 3555*‘ K, —2/3K; J3T+3
1, 0,00 K, —1/3K, 48+ K, — 13K,
g1, 0, 00 [0, 1,00 Ky + (T —13)K, 2(1-1)8g+ K, + (1-1U3)K,
[0, 0, 10 Ky + (213-1)K, 2+ K +(23-1)K,
[, 1, 00 K, —1/3K, 48+ K, — 13K,
qm, 1, 00 [0, 0, 10 Ky + (T —13)K, 21-1)5+ Ky + (1-1/3)K,
1, 0,00 K, + (213-1)K, 28+ Ky +(23-1)K,

Note: Thefirst column contains the symmetry direction of the wave vector. The second column contains the normalized vector T¥ of pha-
son polarization. The next two columns contain expressions for the effective constants K and K'. The last column contains the nor-

malization factor.

where € and n, are normalized eigenvectors and eigen-
values of matrix M;;, respectively, and (M;;)™ is a
matrix reciprocal to M;;. One of the normalized eigen-
vectors of the matrix, c;;(q)l, is aunit vector parallel to
vector g. The corresponding eigenvalueis A + 2. Two
other unit eigenvectors are perpendicular to the wave
vector, while the corresponding eigenvalues are equal
to each other and to 1. Knowledge of the eigenvalues
and eigenvectors of the block ¢;(q)~ makesit possible

PHYSICS OF THE SOLID STATE Vol. 43

to transform the phason contribution to the diffuse scat-

tering intensity into the form

Iphason(Q||+q) = Z

=1

® B0 QY
(Kia* +Kiq")

(16)

The data required for practical applications of this for-

mulaare given in Table 2.
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APPENDIX
: : : Ec” C”D% — L
The part of the symmetric dynamic matrix 04 oD which is quadratic in the wave vector components, can be
oc" C' O
presented in the form of three blocks:
the phonon—phonon block
[l [l
Eulq|2+(h +gi A+wad, (A +R)6d, 0
Il —
€70 (rwag pla®+ A +p)dz (A +1)d,0 0 (17)
O AWt A +p)abs  Hd’+ A +p)as0
the phonon—phason block
[l - 1l
Eqi—rqi +lUtg; 20 qu0, ~210,0; -
no — _ _
¢ =Kyg  -2tq0,  g-tei+rgl 2t7q0, O (18)
] 1 2 2, 12U
O 2T 0,03 —210,0; 03— TQ; +T Q5[
and the phason—phason block REFERENCES
N 0 1. D. Shechtman, I. Blech, D. Chatias, and J. W. Cahn,
O A 2Kathbe 2Ka010 Phys. Rev. Lett. 53 (20), 1951 (1984).

D —
¢ = EZKquqZ A, 2K,0s E’ (19 5 pBak, Phys. Rev. Lett. 54 (14), 1517 (1985).

O Ky,0s3 2K,0,9; A; O 3. T. C. Lubensky, in Introduction to Quasicrystals, Ed. by
M. V. Jaric (Academic, Boston, 1988), p. 200.

vv_hgreA,- = Ky —Ky(g?/3 + _T_lqiz’f 11 Qi2+ 2)- Thenon- 4 Coddens, S. Lyonnard, B. Hennion, andY. Calvayrac,
trivial fourth-degree correction to the phonon—phonon Phys. Rev. Lett. 83 (16), 3226 (1999).

block has the form 5. K. Edagavaand K. Kgjiaama, in Contributed Talk at the

0 0 7th International Conference on Quasicrystals, Stut-
0 A, By Bg 0 tgart, 1999.
& 0B, A, B,0, (20) 6. M. Feuerbacher, M. Weller, and K. Urban, in Proceed-
% B. B, A E ings of the 6th International Conference on Quasicrys-
3 B2 Ag

tals, Tokyo, 1997.
_ 24 12 2 > 4 2 2 7. S.B. Rochal and V. L , Phys. Rev. B 52 (2), 874
where A = ;Qi+2+?QiQi+1_2TQi+1+SQi+1CIi+2_ (2000)_OC o ormen, Fhys. | ev @
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Abstract—The reconstructive phase transition from the ilmenite-like CdTiO5; modification to the perovskite
modification is investigated thoroughly. It is revealed that the reconstructive transition is determined by size
effects, resultsin the formation of the closest packing of the ilmenite CdTiO; structure, and isirreversible with
a decrease in temperature. The perovskite CdTiO5; modification undergoes displacive structural phase transi-
tions at temperatures of 110, 220, and 380°C. Thefirst displacive phase transition isisostructural, whereas the
second and third transitions are associated with rotations of oxygen octahedra. © 2001 MAIK “ Nauka/ I nter pe-

riodica” .

1. INTRODUCTION

Among the well-known displacive structural phase
transitions observed in oxygen octahedral structures
(perovskites, pyrochlores, potassium—tungsten bronzes,
ilmenites, etc.), which are usualy accompanied by con-
siderable changes in dielectric, mechanical, optical, and
other physical properties[1], reconstructive phase transi-
tions have long been attracting the particular attention of
physicists [2]. However, only afew examples of recon-
structive phase transitions in complex oxides have been
reported to date. Among these are the following transi-
tions. (1) the cubic—hexagona phase transition in
BaTiO; [3], (2) the pyrochlore—perovskite phase transi-
tionsin PbTiO; thin films and ZTS-type solid solutions
[4], (3) the phase transition in strontium bismuth tanta-
late (SBT) from the fluorite-type structure to the Aurivil-
lius layered structure during the preparation of SBT in
theform of thinfilms[5], and (4) theilmenite—perovskite
phase transition in CdTiO; [6].

The main objective of the present work wasto inves-
tigate the reconstructive phase transition from the
ilmenite-like CdTiO; modification to the perovskite
modification. Moreover, it was revealed earlier in [7]
that the perovskite CdTiO; modification undergoes dis-
placive high-temperature phase transitions similar to
those observed in CaTiO; [8]. In this respect, it was of
interest to examine structural transformations of the
perovskite CdTiO; modification over a wide range of
temperatures. This analysis was also performed in our
work.

2. EXPERIMENTAL TECHNIQUE

The formation of the ilmenite-like CdTiO; modifi-
cation from titanium and cadmium oxides and the
reconstructive ilmenite—perovskite phase transition
were characterized by in situ x-ray diffraction analysis
using a DRON-3M diffractometer (CoK, radiation,

Fe filter), which was equipped with a special tempera-
ture attachment. The temperature in the x-ray diffrac-
tion chamber was maintained to within 0.5 K with the
use of a VRT-2 instrument. The x-ray diffraction pat-
terns were recorded in the Bragg—Brentano geometry
by scanning a detector (one degree per minute) in the
20 angle range 35° < 20 < 47°, which includes the
characteristic diffraction peaks of the initial compo-
nents (CdO and TiO,) used in synthesizing CdTiO; and
the characteristic peaks of the resulting ilmenite-like
and perovskite CdTiO; modifications.

The stoichiometric mixture of CdO (chemically
pure) and TiO, (analytical grade) in therutile phasewas
prepared by grinding these oxidesin an acohol for 2 h.
The samples thus obtai ned were checked for stoichiom-
etry against x-ray spectroscopic analysis with an
EDAX-DX-95 instrument. The mean size of CdO and
TiO, crystallites was of the order of 0.5 um. The con-
centrations of theinitial and resulting crystalline phases
a different temperatures in the range from 20 to
1042°C were determined from the integral-intensity
ratios of the corresponding diffraction reflections.

In addition to our earlier observations [9], the
behavior of the electrical conductivity of the perovskite
CdTiO; single crystal was examined with an E7-8
bridge in the temperature range from 20 to 300°C.

3. RESULTS AND DISCUSSION

The temperature dependence of the concentration
ratio of CdO and TiO, in the ilmenite-like and perovs-
kite modifications of CdTiO; revealed that thefirst por-
tions of the ilmenite-like CdTiO; phase are formed at
temperatures of 600—-650°C. The maximum content of
this phase (80%) is observed at atemperature of 850°C.
At 900°C, apart from theinitial components (20%) and
the ilmenite-like CdTiO; phase, there appears the per-
ovskite CdTiO; phase, which indicates the onset of the
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reconstructive ilmenite—perovskite phase transition.
This transition proceeds rather rapidly and ceases at
1000°C. As follows from the diffraction patterns, the
perovskite CdTiO; phase at these temperatures does not
exhibit a cubic structure (perovskite has a monoclinic
unit cell).

Theinvestigation of the reconstructive phase transi-
tion from the ilmenite-like CdTiO; modification to the
perovskite modification revealed the following fea
tures. After the formation of the ilmenite-like CdTiO4
modification, the parameters A, and C,, of the hexago-
nal cell increase with an increase in the temperature to
850°C (Fig. 1). However, at higher temperatures (850 <
T < 950°C), when the ilmenite-like modification trans-
forms into the perovskite modification, the unit cell
parameters A, and C, decrease significantly. This
behavior of A, and C,, with an increase in the tempera
ture can be explained as follows.

Theilmenite-type CdTiO; structure has a hexagonal
closest packing of oxygen-containing layers between
which cadmium and titanium ions and holes in oxygen
octahedraalternate along the Z axis[10]. Themean dis-
tance between these layersis defined ash = C,/6 [11].
Theilmenite-like CdTiO; modification at room temper-
ature (A, =5.240 A and C,,= 14.838 A) ischaracterized
by h = 2.473 A, which considerably exceeds the h dis-
tance in structures similar to a-Al,O; and in many
ilmenites (MgTiO;, FeTiO;, MnTiO5, and LiNbOs).
This suggests that the ilmenite-like CdTiO; modifica-
tion at room temperature has a rather loose structure
along the Z axis. Crystal structures with a cubic closest
packing (for example, the perovskite-type structure)
can be described by the hexagonal unit cell with thefol-
lowing parameters. Cy, = a, + b, + ¢, A, =¢,—b,, and
By = bp —a, (where Ay bp, and c,are the parameters of
the perovskite unit cell). In this setting, h = C,/3.

Now, we introduce the quantity k = (h — hg)/h,,
where h; is the distance between layers in the closest
packing of an idealized structure consisting of bivalent
oxygen ions (R, = 1.36 A) and h is calculated from the
C,, parameters of the corresponding compounds.

Figure 2 depicts the (k, R) diagram for corundum-,
ilmenite-, and perovskite-type structures. Here, R
stands for the mean radii of the ions located between
the oxygen-containing layers of the closest packings.
For perovskite structures, these are ions of the B sort
(Ti, Sn, Zr, and Hf). In these structures, ions of the A
sort occupy layers of the cubic closest packing. In
corundum-type structures with simple oxides, ions of
the same sort (Al, Fe, Cr, and V) are located between
layers of the hexagona packing, whereas in ilmenite-
type structures, ions of different sorts are arranged
along the Z,, axis. For the compounds presented in
Fig. 2, we used the mean radii of the corresponding
ions [12]. Perovskite-type structures are indicated by
the letter p. The BaTiO4-H notation signifies the hexag-
ona barium titanate modification in which, unlike
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Fig. 2. Dependences of the k ratios on the effective ionic
radii of the cations located between the oxygen-containing
layers of the closest packings.

ilmenite-type structures, barium and oxygen ions
occupy layers of the closest packing.

Under normal conditions, the perovskite CdTiO;
phase (a, = ¢, = 3.790A, b, =3.803 A, B, =91.10°) has
a looser structure as compared to the ilmenite-like
phase (A, = 5.240 A and C,, = 14.838 A). The packing
coefficients of these phases are equal to 0.67 and 0.625,
respectively. As can be seen from Fig. 2, anincrease in
the mean ionic radius brings about an increase in the h
distance, especialy, inilmenite structures. It was found
that h=2R + 1.41 (A).

From the crystal chemica standpoint, the recon-
structive phase transition from the ilmenite to perovs-
kite CdTiO5; modification occursthrough the incorpora
tion of cadmium ions (located in interlayer positions)
into layers of the closest packing. This rearrangement
of cadmium ions leads to a decrease in the unit cell
parameters A, and C,, and a change in the packing of
the CdTiO; structure from the hexagonal to the cubic
type. Inthis case, the sixfold coordination of the nearest
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environment of cadmium atoms changes over to the
12-fold coordination and the h distance decreases con-
siderably (for the perovskite CdTiO; structure, h =
2.194 A), which indicates the formation of the CdTiO,
structure with a closer packing. The results obtained
suggest that, under external pressure, the formation of
the ilmenite-like CdTiO; phase in the course of its syn-
thesis can be limited. On the other hand, the synthesis
of Cd;_,A,TiO; solid solutions, in which the A-type
ions (for example, Mg, Mn, and others) have a smaller
radius compared to cadmium ions, providesameansfor
stabilizing the ilmenite-like CdTiO; phase up to higher
temperatures. This can be used for designing new high-
temperature ferroelectric materials similar to LiNbO4
in their physical properties.

KABIROV et al.

X-ray diffraction investigation of the phase transi-
tion from the ilmenite-like CdTiO; modification to the
perovskite modification demonstrated that the transi-
tion with an increase in temperature is attended by a
substantial decrease in the angular half-widths of dif-
fraction reflections associated with the ilmenite-like
phase. Specifically, the angular half-widths of the (110)
and (104) reflections decrease from 0.65° to 0.25° in
the temperature range 650 < T < 950°C. This can be
explained by an increase in the coherent scattering
regions and a decrease in the structural inhomogene-
ities (microstrains) to a certain limit in the course of
crystallization. Further increase in the coherent scatter-
ing regions and the development of a block structure of
CdTiO; at temperatures above 950°C result in the
reconstructive phase transition from the ilmenite-like
CdTiO; modification to the perovskite modification.
Therefore, the size effect (growth of the crystalline
phase) is the most probable physical cause of thistran-
sition.

The temperature dependences of the unit cell
parameters of the perovskite CdTiO; modification are
displayed in Fig. 3. The accuracy in determination of
these parameters is equal to 0.003 A. As can be seen
from Fig. 3, the unit cell parameters exhibit anonmono-
tonic behavior with an increase in temperature. For
example, an increase in the temperature to T, = 110°C
brings about asubstantial increasein the parameters a, =
¢, and b, (by 0.013 and 0.011 A, respectively) and a
cF1ange in the unit cell volume (AV = +0.0019 A3).
Yakubovskii et al. [13] proved that the perovskite
CdTiO; modification at atemperature of 110°C is char-
acterized by a shift of the IR absorption edge, which
was interpreted as a manifestation of the second-order
phase transition. An increase in temperature in the
range from 220 to 240°C leads to a decrease in the
parameter b, and an increase in ay(cy). In our earlier
work [9], we noted that the birefringence curve An(T)
for the perovskite CdTiO5; modification exhibits asmall
kink at a temperature T, = 220°C. Moreover, the mea-
surements of the electrical conductivity G of the per-
ovskite CdTiO, single crystal (Fig. 4), which were per-
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5.0
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! ! ! ! ! ! |
16 18 20 22 24 26 28 30
1047, K

Fig. 4. Dependence InG(10*T) for asingle crystal of the perovskite CdTiO; modification.
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formed in the present work, also revealed a nonlinear
logarithmic dependence of G on the reciproca of the
temperature at T,. The activation energy E, of charge
carrierswas estimated at thefollowing values: 0.751 eV
(in the temperature range 20-180°C), 0.079 eV (180—
270°C), and 0.776 eV (270-320°C) (Fig. 4). As the
temperature increases to T; = 380°C, the unit cell
parameters a, and b, increase by 0.012 and 0.005 A,
respectively. At higher temperatures (up to 710°C), the
unit cell parameters exhibit a monotonic behavior.

The temperature dependences of the intensities of
superstructure reflections for the CdTiO; crystal indi-
cate that the (047), (285), and (481) reflections are
retained up to a temperature of 1042°C, whereas the
(081), (267), and (465) reflections disappear at approx-
imately 400°C. This suggeststhat only antiparallel dis-
placements of cadmium atoms can occur in the high-
temperature range (up to 1042°C). A decrease in the
temperature is accompanied by displacements of oxy-
gen atoms (starting with 400°C), then (below 200°C)
by oxygen octahedron rotations (similar to those
described in [14]) about the fourfold axes of the cubic
praphase, and by an increase in the displacement of
cadmium atoms. As arule, these distortions are associ-
ated with the condensation of the M5 and R,s modes. At
110°C, the CdTiO; crystal undergoes an isostructural
phase transition attended by insignificant octahedron
distortions.

4. CONCLUSION

The (k, R) diagram (Fig. 2) can readily be extended
to other oxygen octahedral compounds. This makes it
possible to analyze the structural stability of these com-
pounds at different k ratios and ionic radii. The results
obtained in this work suggest that the reconstructive
phase transitions due to size effects can occur at higher
pressures (for example, the ilmenite—perovskite phase
transitions in MnTiO; and other ilmenites), during prep-
aration of thin films based on the perovskite CdTiO;
modification (the perovskite—ilmenite phase transitions),
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and upon quenching of CdTiO3 samples from high tem-
peratures (the perovskite—ilmenite phase transitions).
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Abstract—Theyield of europium atomsin electron-stimul ated desorption from Eu layers adsorbed on the sur-
face of oxidized tungsten was studied with a surface-ionization detector as a function of the incident-electron
energy, surface coverage by europium, and degree of tungsten oxidation. The yield of Eu atoms measured as a
function of electron energy exhibits adistinct resonant character with peaks at el ectron energies corresponding
to europium and tungsten core-level ionization energies. The peaks associated with the europium ionization
reach amaximum intensity at europium coverageslessthan 0.1 and decrease subsequently to zero with increas-
ing coverage, while the peaks due to tungsten ionization pass through the maximum intensity at a monolayer
europium coverage. The coverage corresponding to the maximum europium atom yield grows with increasing
tungsten oxidation. The results obtained are accounted for by the formation of the europium and tungsten core
excitons. Inthefirst case, the particles desorb in the reverse motion toward the surface of the oxidized tungsten;
in the second, they desorb as a result of repulsion between the tungsten core exciton and the EuO molecule. ©

2001 MAIK “ Nauka/Interperiodica” .

1. INTRODUCTION

Bombardment of a solid by electrons is widely
employed in the analysis of the geometric structure and
composition of a solid's surface. Under certain condi-
tions, however, this process can substantially modify
the original state of the surface, quite often in an unpre-
dictable way. The most significant of the surface-mod-
ifying processes under electron bombardment is elec-
tron-stimulated desorption (ESD), which occurs when
the potential energy of electronic excitation transforms
directly into the kinetic energy of desorbing particles
[1].

Unfortunately, the present ESD models are not
capable of unambiguously predicting the behavior of
the surface of a solid under bombardment by electrons.
Thelimited nature of the ESD models proposed thusfar
is due primarily to the lack of experimental data on the
fluxes of desorbing neutrals due to the difficulties
involved in their detection.

We have succeeded in detecting ESD of alkali metal
neutrals using a surface-ionization detector [2] and in
measuring their cross sections and energy distributions
when gected from layers adsorbed on the surface of
oxidized tungsten [3, 4] and molybdenum [5]. The
results of the measurements were interpreted in terms
of a model in which desorption of alkali-metal atoms
occurs because of the overlap of the valence shells of
the alkali-metal atoms and of the negative oxygen ions
after core-vacancy Auger decay in oxygen and relax-
ation of its charge. It was found that the atomic repul-
sion forces depend on the valence-shell structure of the
interacting particles. This stresses the importance of
understanding the extent to which the valence shell

configuration of adsorbed particles affectstheyield and
the energy distribution of desorbing neutrals.

This stimulated a series of our studiesinto the ESD
of rare-earth meta (REM) neutrals from layers
adsorbed on the surface of transition-metal oxides. On
the one hand, the REMs enjoy broad application in
electronics, electrical engineering, oil processing and
car industry, in space technology, and in the production
of permanent magnets and structural and HTSC ceram-
ics [6]. On the other hand, the number of 4f electrons
varies smoothly along the REM series, thus making it
possible to study the effect of this factor on the ESD
characteristics. We revea ed aresonant character of the
yield of europium atoms (as a function of the incident
electron energy) from a layer adsorbed on a tungsten
surface covered by an oxygen monolayer [7], this char-
acter of the ESD vyield of neutrals having been estab-
lished for the first time. This publication describes fur-
ther experiments performed to explain the mechanism
of this phenomenon.

2. EXPERIMENTAL

The experimental setup and the measurement tech-
niques used were described earlier in considerable
detail [8]. The measurementswere conducted in abake-
able stainless-steel chamber at a base pressure below
5 x 10 Torr. The ESD yield of europium atoms was
measured with a surface-ionization detector, which had
atextured tungsten ribbon heated to T = 2000 K. The Eu
ionization efficiency was ~10-3 ion/atom. The target
was atextured tungsten ribbon with apreferential (100)
orientation measuring 70 x 2 x 0.01 mm. Thetarget was
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cleaned of carbon by heating it in an oxygen environ-
ment at a pressure of 1 x 107 Torr and a temperature
T =1800 K for 3 h. The target cleanness was checked
in a separate setup using Auger electron spectroscopy,
measurements of the work function, and thermal des-
orption spectroscopy. The oxygen monolayer on the
target surface was prepared by exposure to oxygen at a
pressure of 1 x 107 Torr and a target temperature T =
1600 K for 300 s. The oxygen coverage obtained in this
procedure was dlightly in excess of one monolayer [9].
The oxide film on the surface of the target was obtained
by exposing it to oxygen at a pressure of 1 x 107 Torr
and atarget temperature T = 1100 K for 300 s.

The electron emitter was a polycrystalline tungsten
filament 0.15 mm in diameter drawn parallel to the tar-
get. The electron energy scale was corrected for the
contact potential difference between the emitter and the
target after oxygen adsorption [10]. Thisdifference was
1 eV; theexternal potential difference was thus reduced
by 1 eV. The change in the contact potential difference
caused by the europium adsorption was disregarded for
thereason outlined below. Theincident electron current
density did not exceed 10° A/cm? at an electron energy
of 100 eV, and, therefore, irradiation of the target by
electrons did not noticeably heat it.

The europium was deposited on the oxidized target
surface at T = 300 K from a directly heated evaporator
made of atantalum tube, into which metallic europium
was placed. The tube, 3 mm in diameter, had several
holes arranged along it to ensure uniform europium
deposition on the target. The purity of the europium
flow was monitored with a quadrupole mass spectrom-
eter. The deposited europium concentration was deter-
mined using thermal desorption spectroscopy, as well
as checked by measuring the europium surface ioniza-
tion current from the target as heated to T = 1800 K.
The europium concentration corresponding to a mono-
layer coverage was established using thermal desorp-
tion and Auger electron spectroscopy [11]. The forma-
tion of a monolayer of deposited europium was indi-
cated by the Eu neutrals reaching a maximum ESD
yield. The europium monolayer on a tungsten surface
coated by an oxygen monolayer corresponded to a
europium concentration of 7.5 x 10 atoms/cm?, and
that on a tungsten surface coated by a thick oxide film
was 1 x 10'® atoms/cm?,

3. RESULTS

Figure 1 plotstheyield of Eu atomsfrom atungsten
surface coated by an oxygen monolayer, which was
measured as a function of incident electron energy E, at
atarget temperature T = 300 K for various europium cov-
erages. The Eu atom yield is seen to depend in afairly
complicated manner both on the electron energy E, and
on the surface coverage by europium ©. At low cover-
ages (curve 1 in Fig. 1), the threshold of the Eu appear-
ance is independent of the europium coverage despite
the fact that the target work function decreases practi-
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Fig. 1. ESD yield q of europium atoms from atungsten sur-
face covered by an oxygen monolayer plotted versus the
incident electron energy E, for various europium coverages
©=(1) 0.07, (2) 0.18, (3) 0.35, and (4) 0.70.

caly linearly with increasing coverage. It can be
assumed that the europium adsorption gives rise not
only to adecrease in the work function but also simul-
taneously to an increase in the europium core-level
energies caused by chemical shifts. These two effects
apparently cancel as the europium coverage changes.
Accordingly, the Eu atom appearance threshold does
not depend on coverage and is close to 24 eV, which is
the ionization energy of the europium 5p level [12].

The Eu atom ESD grows strongly above the threshold
with increasing electron energy and passes through a
maximum in thevicinity of E, = 32 eV. One morefeature
isobserved on thefalling side of this peak near 38 eV. As
the europium coverage increases, the intensity of the 32
and 38 eV features decreases without any change in their
shape and one more peak appears at an electron energy
of 50 eV (curve2inFig. 1). Thepeak at E.~ 32 eV dis-
appears at a europium coverage © > 0.35, apparently
simultaneously with the feature at 38 eV, while a small
peak at E, ~ 37 eV remains (curve 3in Fig. 1). Theinten-
Sty of the peak at E, ~ 50 €V increases with increasing
©, and an additional peak formsat E, ~ 80 eV (curve 4
in Fig. 1). Thus, the intensities of the peaks at 32 and
38 eV decrease with increasing © for @ > 0.1, whereas
those of the 50 and 80 eV peaks increase.
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Fig. 2. Yield q of europium atoms from a tungsten surface
covered by an oxygen monolayer plotted versus europium
coverage O for variousincident electron energiesE, = (1) 32,
(2) 50, and (3) 80 eV.

The intensities of the Eu ESD peaks at 32, 50, and
80 eV measured as a function of europium coverage of
atungsten surface coated by an oxygen monolayer are
shown graphically in Fig. 2. The peaks form at
europium coverages of 0.05, 0.07, and 0.35, respec-
tively. The 32 and 38 eV peaks pass through a maxi-
mum at very low coverages (less than 0.1) and fall off
nearly linearly to zero already at a coverage © ~ 0.35.
In their place, a maximum peaking at about 37 eV
remains. The intensities of the peaks at 50 and 80 eV
grow nearly linearly with increasing europium cover-
age and pass through a maximum at a coverage identi-
fied as monolayers.

The 32 and 38 eV peaks disappear when the substrate
is heated by afew tens of degrees. They reappear, how-
ever, after the substrate has cooled down to room temper-
ature. The intensities of the peaks at 37, 50, and 80 eV
depend only weakly on temperatureup to T ~ 500 K.

Oxidation of the substrate up to the formation of
severa oxide layers on the surface changes the depen-
dence of the Eu ESD atom yield on the incident elec-
tron energy and on the surface coverage by europium.
Figure 3 presents the dependences of the 50 and 80 eV
peak intensities on the europium coverage of atungsten
surface coated by an oxide film. It is seen that, at low
coverages, the Eu yield grows linearly with increasing
coverage for both peaks and passes through a maxi-
mum, as in the case of tungsten coated by an oxygen
monolayer. The maximum is reached, however, at cover-
ages about 30% higher than in the case of substrateswith
a monolayer oxygen coating. The peak a E, ~ 50 eV
forms at the same coverage as on a substrate with a
monolayer oxygen coverage, and the peak at ~80 eV is
seen clearly aready at © ~ 0.25, i.e.,, a a coverage
smaller than in the case of a substrate coated with an
oxygen monolayer. Therefore, asubstrate with an oxide
film exhibits Eu atom yield peaks at 32, 38, 50, and
80 eV simultaneoudly (Fig. 4).
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Fig. 3. Yield g of europium atoms from a tungsten surface
covered by an oxidefilm plotted versus europium coverage ©
for various incident electron energies E, = (1) 50 and
(2) 80 eVv.

We have observed the Eu ESD atom yield to depend
on the sequence of barium and europium coadsorption
on a tungsten surface coated by an oxygen monolayer.
Preadsorption of barium up to a0.05 coverage virtually
does not affect the Eu atom yield. If, however, the same
amount of barium is deposited after europium, Eu neu-
trals are observed to desorb already at a coverage of
about 0.03.

4. DISCUSSION OF RESULTS

Europium adsorbed on oxidized tungsten lowersthe
work function and, hence, resides on the surface in the
form of positive ions [13]. Therefore, neutralization of
the Eu* ions under electronic excitation of the adsorp-
tion bond isan important stage in the ESD of Eu atoms.
To make discussion of electronic transitions bringing
about the ESD of Eu atoms more revealing, Fig. 5 dis-
plays adiagram of electronic transitions in the W—O-Eu
system, which is not corrected for chemical shifts.

The ESD appearance threshold of Eu atomsiis very
close to that of the alkali metal atoms from layers
adsorbed on oxidized surfaces of tungsten [4] and
molybdenum [5], which is associated with the ioniza-
tion energy of the oxygen 2slevel [3]. The dependence
of the Eu atom yield on theincident el ectron energy dif-
fers qualitatively, however, from that for the akali
meta atoms, whoseyield passesthrough aflat maximum
with increasing electron energy in the 100-150 eV
region. For the Eu atoms, this dependence consists of
sharp peaks, i.e., has aresonant character, and the peak
positions correlate with the core-level ionization ener-
gies of europium and tungsten [12].

The main alkali-metal neutral ESD excitation chan-
nel [3] that is associated with the vacancy formation at
the oxygen 2slevel, which is subsequently filled by the
electron from the oxygen 2p level (and the Auger elec-
tron neutralizes the adsorbed alkali-metal ion), appar-
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Fig. 4. ESD yield g of europium atoms from a tungsten surface covered by an oxide film plotted versusincident electron energy E,

for europium coverage © = 0.25.

ently does not operate in the case of the Eu atom ESD.
In this channel, the repulsion of the alkali metal atom
results from its valence shell overlapping with that of
the negative oxygen ion, which recovers its charge by
trapping the substrate electrons. Because of the exist-
ence of two electrons in the 6s valence shell of the
europium atoms, the radius of the positive europium
ion is not affected substantially after its neutralization
and, hence, its repulsion from the negative oxygen ion
does not occur. This excitation channel is also not oper-
ative in the case of the neutral ESD of barium, which
has two electrons in the outer shell [4].

The ESD appearance threshold of Eu atoms can be
associated with the ionization of the europium 5p level
having an ionization energy of 24 eV [12] and with the
subsequent transfer of the excited electron to the quasi-
bound state formed by the 5d6s band, which dissociates
through resonant Auger decay [14]. The width of this
band (~12.7 eV) is sufficiently close to that of the Eu
neutral ESD peak associated with the excitation of the
europium 5p level. Indeed, the giant 5p-5sresonanceis
well known to exist in photoemissions from europium.
This resonance is assigned to the very high density of
empty states near the Fermi level and to the weak s—d
valence-band hybridization [15]. The forming Eu*?ion
starts to move toward the surface driven by the image
forces, which appear because of the increase in its
charge and as aresult of the reduced repul sion between
the outer shells of the europium ion and the substrate
atoms [16]. After neutralization, the Eu atoms are
reflected from the surface and pass through the
adsorbed europium film. The decrease in the Eu atom
yield associated with the ionization of the europium 5p
level with increasing Eu coverage is accounted for by
the resonant reionization of the atoms when they pass
through the adsorbed europium ion film. This explana-
tion isin agreement with experiments[17] and calcula-
tions [18] made for the scattering of 1.2-keV Li* ions
from an Al(100) surface partially coated by alkali met-
als. The Li* neutralization probability does not have a
threshold due to the akali-metal coverage and
increases approximately linearly with increasing cover-
age. However, the above-mentioned results were
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obtained for Li* ions of 1.2 keV energy, while the
kinetic energy of Eu ESD atoms estimated from the
dataavailable for the alkali-metal and barium atoms [4]
should not exceed a few tenths of an electronvolt.
Because the Li* charge exchange probability grows
nearly linearly with decreasing kinetic energy [19],
thereisnothing strangein that theyield of very slow Eu
atoms reaches its maximum at coverages below 0.1. As
the europium coverage increases, the ESD probability
of neutrals becomes very low. Earlier, we observed
ESD of atoms associated with the reverse motion of
particles at the substrate in the case of cesium [20] and
barium [21] atoms escaping from layers adsorbed on a
tungsten surface covered by an oxygen monolayer, as
well asfor lithium atoms leaving a layer adsorbed on a
molybdenum surface with an oxygen monolayer [22].
No ESD of neutrals was observed to occur in the over-
whelming majority of adsorption systems after adsor-
bate core-level ionization. This ESD channel of neu-
trals is apparently very specific, and its efficiency
depends on the probability of neutralization of the ions
reflecting from the surface and on the probability of
neutral particles passing through adsorbed films.

Note the very sharp temperature dependence of the

intensity of the Eu atom yield peaks at 32 and 38 eV,
which disappear already after the substrate has been

w 0 Eu Vacuum

level

EF:()

23 eV 2s
24 eV 5p
37 eV 5p; 34 eV 5s
47 eV 5p1
77 eV Ss

Fig. 5. Electron energy level diagram for the W—O-Eu
adsorption system (schematic).
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heated a few tens of degrees above room temperature.
ESD of barium atoms was observed only after the oxi-
dized tungsten was cooled below room temperature [21].

Theionization probability of adsorbed europium by
electrons should not depend on the substrate tempera-
ture, and the neutralization of the Eu*? ions increases
with increasing temperature because of the increased
density of the conduction electrons. Since the Eu atom
ESD vyield that is associated with the europium core-
level ionization decreases with increasing substrate
temperature, the probability of the europium atoms
passing through the adsorbed europium layer decreases
with increasing temperature because of the increased
amplitude of vibrations in the adsorbed layer. Another
possible explanation of the temperature dependence of
the Eu atom ESD vyield involves the reversible rear-
rangement of the oxidized W(100) surface [23]. The
rearrangement may change the angular distribution of
the Eu neutrals escaping in the ESD, and, because the
Eu neutral flux is measured in our experimentswithin a
narrow solid angle, the signal of the desorbing Eu
atoms should, accordingly, decrease with increasing
temperature.

The reason for the existence of the concentration
threshold in the ESD appearance of Eu atoms remains
unclear. Thisthreshold is, however, not associated with
surface defects, which would not be involved in the Eu
atom ESD in any case. Indeed, preliminary adsorption
of a 0.05 barium monolayer does not change the con-
centration threshold of the Eu atom escape, while
adsorption of the same amount of barium carried out
after the adsorption of europium reduces the ESD
appearance threshold of Eu atoms down to 0.03 mono-
layers.

The resonance peaks of the Eu atom ESD vyield
observed at electron energies of 37, 50, and 80 eV cor-
relate with theionization energies of the 5p5,, 5py;,, and
5s tungsten core levels, which are 37, 47, and 77 eV,
respectively [12]. The peak at 37 €V overlaps with that
at 38 eV, which was assigned to the ionization of the
europium 5s level. However, the 37 eV peak remains
under europium deposition up to © > 0.35 and substrate
heating upto T > 330 K, whereasthe 38 €V peak disap-
pears under these conditions. Therefore, the peak at
37 eV was assigned to the ionization of the tungsten
5py; level.

The resonances in the europium atom ESD vyield
occurring at the tungsten core-level ionization energies
(Fig. 5) can be accounted for if one assumes that, at
these energies, the surface emits EuO molecules, which
cannot be discriminated from the Eu atoms using a sur-
face-ionization detector. The ESD of EuO molecules
results from the breaking of the W-O bond, a process
favored by the core-exciton formation. However, the
temperature dependence of the surface ionization cur-
rent of desorbing particles correlates fairly well with
that of the Eu atoms. Let us analyze the possibility of
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such a correlation for the surface ionization current of
the Eu atoms and EuO molecules.

Let aflux of MX molecules of density v hit the sur-
faceand M, M*, MX, X, and X, particles desorb from the
surface with the flux densitiesv;. Notethat v . = avy,
where a is the degree of surface ionization. We denote
the surface concentration of the corresponding particles
by Ny, N+, Nx, Nyx, and Ny .

In asteady state, one can write the balance equations
for the M and MX particles as

V = Vyxtuy(l+a), (1)

V = Uy + KyxNyx — KNy Ny (2

and two more equationsfor the X and X, particles, which
we do not need here. Here, K;x and K= are the rate con-
stants of the surface dissociation and association reac-
tions, v, = C;N;, and C; isthe desorption rate constant for
theith particle, which depends on temperature according
totheArrheniuslaw C, = C? exp(—;/KT), where |, isthe
heat of desorption.

Equations (1) and (2) yield the following expression
for the flux of the M* ions desorbing from the surface:

av
e
(1+a)(1+Cyux/Kyx) +X

Ve = Qvy =

where

v _ K¥C y
= Ko X @
X~MIYMX
is an analog of the equilibrium constant but takes into

account the desorption of the reacting particles. Asfol-
lows from Eq. (3), the ionization coefficient of the flux

v (B = v,,-/v) for molecules coincides with that for the
atomic flux 3, = a/(1 + a) if the inequalities

Cux/Kux < 1, XVX <1 ®)
are met.

We estimate these quantities for the EUO molecule
residing on tungsten at a temperature T = 2000 K.
Recalling that the dissociation energies of the MX mol-
ecule on the surface (Dg) and in the gas phase (D) are
related through

Ds = D +lyx—Ilu—Ix, (6)
we obtain
Cux _ Cux, P =lu=h
= ex . 7
Kux KO, PO kT O "

For europium on tungsten, we have Ig, = 3.0 [11] or
4.4¢V [24], lo.w = 7.8 eV (the B, phase existing at
high T) [25], and D(EuO) = 5.8 eV [26]. For the
argument of the exponential in Eq. (7), we obtain
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A=-D+lg,+15=5.00r 6.4 eV, depending on the heat
of europium desorption from tungsten assumed. The
ratio of the prefactorsin Eq. (7) can be estimated from
that of the partition functions of the complexes acti-
vated for desorption and dissociation. For the case of
labile adsorption, it reduces to the ratio of the vibra-
tional partition functionsf(w,) = kT/hw, for three vibra-
tional modes of the activated complexes with frequen-
cies w, because one of the vibrationa modes in the
direction of the reaction, characterized by s or ws,
for the desorption and dissociation, respectively, is
trand ational motion:

. o 2
Cux _ wdlsmglﬂ
Kux w‘“twg ,

(8)

where w®s is the vibration frequency of the whole
complex activated for desorption relative to the sur-
face, wfs is the stretch vibration frequency in the com-
plex for dissociation, and w3 and w3° correspond to
rocking and bending of each complex, respectively. In
a complex which is more loose for dissociation, the

vibrational frequencies are lower than ooidas and, there-
fore, theratio (8) islessthan unity. However, if avibra-

tion with oo‘3jas becomes rotational, ratio (8) can
increase by an order of magnitude. This issue is ana
lyzed in more detail in [27]. As aresult, estimation for
the MX = EuO molecule on tungsten yields

Cuux/ Kx < 10exp(-A/KT). (9)

Irrespective of the value of A accepted (5.0 or 6.4 eV),
ratio (9) in Eq. (3) for EuO is negligible.

To estimate X" in Eq. (4), we accent that C5, and Cy =
10 st and that the association rate constant K2s for M
and X is estimated from the number of collisions in
two-dimensional motion, K& = (4/3)yRyy (21KT/u)Y2
[28], where  is the reduced mass and Ry is the inter-
atomic separation in the MX molecule. For EuO, we
have i = 15.4 amu, Ryy ~ 2.5 A [29], and

K==y 86x10°cm’s. (10)
Substituting Egs. (6), (9), and (10) in Eq. (4) yields

X' <10yexp(D/KT) = 05x 10 Pyv.  (11)

In our work, the fluxes v of neutrals in europium ESD
are much lower than 10 cm s; therefore, the quan-
tity x¥ in Eq. (3) islikewise small, and, hence, B(EuQ) =
B(Eu). This shows that EUO molecules can desorb in
the ESD of europium adsorbed on oxidized tungsten.
Thus, the detector based on surface ionization does not
discriminate the EuO molecules from the Eu atoms.
Adsorbed ions Eu* can become neutralized in the
course of tungsten core-vacancy filling by oxygen
Auger electrons. However, this process does not give
rise to the ESD of Eu neutrals for the same reason asin
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the case of the oxygen 2s vacancy decay, because the
radius of the europium atom does not increase substan-
tially after the Eu* neutralization. The most probable
ESD channel under excitation of the tungsten 5sand 5p
levels remains desorption of the EuO molecules.

The higher ESD yield of Eu atoms at 50 eV (tung-
sten 5p) than at 80 eV (tungsten 5s), seenin Fig. 2, is
most probably associated with the higher excitation
probability of the 5p state to which transitions from the
6s and 5d levels are allowed, whereas the 5s level can
relax only to the 6p state.

The dependence of the Eu atom ESD vyield for E, =
50 and 80 eV on ©, which exhibits a maximum, can be
probably accounted for by the growth of the EuO reion-
ization at large © due to of the increasing density of
empty states in the surface band.

5. CONCLUSIONS

Thus, our study of europium ESD from the surface
of oxidized tungsten has revealed, for the first time, a
purely resonant character of the dependence of the
yield of Eu neutralson theincident electron energy. The
Eu atom yield was found to be connected with the exci-
tation of the 5p and 5s core levels of europium (the 32
and 38 eV peaks) and 5p and 5s of tungsten (the 50 and
80 eV peaks). Theresonant character of the dependence
of the yield on the electron energy is accounted for (as
is the photoelectron spectra of europium reported in
[15]) by the quasi-atomic, local nature of the excited
state (of the exciton type) in the core-vacancy field. It
was shown that excitation of the tungsten 5p and 5slev-
els results in desorption of the EuO molecules, whose
ionization coefficient on tungsten at T = 2000 K coin-
cides with that of the Eu atoms on tungsten. Although
the main features of europium ESD from the surface of
oxidized tungsten have been interpreted in this paper,
some aspects of this phenomenon still remain unclear
(for instance, the nature of the concentration thresholds
of the ESD appearance).
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Abstract—Theresults of sensor and el ectron-microscopic studies of theinitial stages of cadmiumtelluridefilm
formation through vapor deposition on asubstrate at room temperature and on a substrate cooled by liquid nitro-
gen (highly nonequilibrium conditions) are reported. A piezoelectric quartz resonator is used as a sensor. The
kinetic curves of the sensor analytical signal and photomicrographs are presented. A jumplike character of the
nucleation process and a quasi-periodical growth mechanism for island films are disclosed. A sequence of new-
phase island ensemblesisformed in an analogous way. These islandsincrease the substrate surface coveragein
aquasi-discrete manner. The experimental results are shown to agree with current theory of thefirst-order phase
transitions and models of layer formation in highly nonequilibrium conditions. © 2001 MAIK “ Nauka/Inter-

periodica” .

1. INTRODUCTION

Sensor methods of analysis of a great variety of
objects[1] have gained acceptancein recent decades. In
this connection, it seems to be considerably promising
to try to use these methods for studying the formation
mechanisms of films, the surface properties of which
often play adecisive role [2, 3]. The present work is a
realization of studies of such type on cadmium telluride
films by means of a piezoelectric quartz sensor.

2. SAMPLES AND EXPERIMENTAL
TECHNIQUES

The processes of formation of cadmium telluride
films, synthesized through vapor deposition on a sub-
strate at room temperature and on a substrate cooled to
120 K (highly nonequilibrium conditions, HNC), were
studied. Cadmium telluride films severa tenths of a
micrometer in thickness were used as substrates. Film
substrates with an area S= 0.28 cm? were deposited on
the surface of silver electrodes applied to crystaline
quartz. The latter served simultaneously as the basis of
a piezoelectric quartz resonator. The film crystaline
structure had a strongly smeared texture.

The samples studied were synthesized by open evap-
oration [4] of CdTe powder at a temperature of 720 K.
Their thicknesses were controlled by means of an Ml1I-4
microinterferometer. Electron-microscopic studies were
carried out using a PEM-100 microscope.

Investigations of the film formation processes were
performed by means of a piezoelectric quartz sensor
with a characteristic constant A = 1670 kHz/mm. The

sensor was connected to astandard KI1T-1 device (layer-
thickness quartz meter), which was preliminary cali-
brated with cadmium telluride films. A calibration
curve was plotted using continuous films and was then
extrapolated to the region of small thicknesses. The
reactor influence upon the sensor temperature was eval -
uated in a special experiment, in which the reactor,
heated to the synthesis temperature, was brought into
contact with the substrate (without a powder subli-
mated in the synthesis process). All investigations were
carried out in vacuum (~1073 Pa).

3. EXPERIMENTAL RESULTS

The processes of formation of cadmium telluride
filmswere explored on the basis of sensor and electron-
microscopic measurements. The main results of the
investigations are represented in Figs. 1 and 2.

Figure 1 demonstrates kinetic curves for the shift of
guartz sensor resonance frequency Af in the course of
the film synthesis process. Curves 1 and 2 correspond
to samples synthesized on room-temperature sub-
strates, and curve 3 corresponds to a sample prepared
under HNC. The measurement conditions for curves 1
and 3 and curve 2 differed in the method of film-sub-
strate preparation employed. Curves 1 and 3 were
obtained in the course of synthesis on a freshly pre-
pared film-substrate, which was preliminary kept in a
vacuum for several hours. Curve 2 describesthe synthe-
sis on the film obtained in the process of measurement
of curve 1. Thetimeinterval between the measurements
of curves 1 and 2 was approximately several tens of
seconds.
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Fig. 1. Kinetic curves for the CdTe film synthesis on sub-
strates at temperatures of (1, 2) 300 and (3) 120 K. The
curves were obtained by means of a piezoelectric resonant
sensor. Curves 1 and 3 correspond to synthesis on afreshly
prepared film substrate, and curve 2 corresponds to synthe-
sison afilm formed in the process represented by curve 1.

The kinetic curves measured at room temperature
areindependent of thefilm-substrate preparation condi-
tionsand correspond to an oscillatory stepwise function
damping in its amplitude and tending asymptotically to
alinear function. The frequency and amplitude of oscil-
lations increase with the evaporator temperature. The
kinetic curves measured under the HNC correspond to
amonotonically increasing function.

Figure 2 presents photomicrographs of the film sur-
face that correspond to the instants of the strongest

BELYAEV et al.

changein Af (points A and Bin Fig. 1) during film syn-
thesis on a substrate at room temperature. It follows
from Fig. 2 that these instants correspond to island
films with a surface coverage of ~ 0.16 (at instant A)
and ~ 0.27 (at instant B).

4. DISCUSSION OF RESULTS

In the present work, the shift in the resonance fre-
guency of the piezoelectric resonator Af is used as a
main analytical signal. This frequency shift was due to
the formation of alayer at the surface of the piezoelec-
tric sensor. The operation of such a sensor is based on
the fact that the resonance frequency f of apiezoelectric
crystal depends upon its effective thickness h [5]:

f = v/(2h), Q)
where v isthe sound velocity in the crystal.

Asisclear from Eqg. (1), this dependence is simply
the condition for creation of standing waves inside a
crystal having a thickness h. Thus, it is obvious that h
is, in fact, an effective thickness, because it should
alow for not only the geometrical crystal thickness but

also the condition of its surfaces reflecting acoustic
waves.

In our experiments, filmswere formed on one of the
quartz crystal surfaces. The properties of the film, such
as its material, thickness, type (island or continuous
film), surface morphology, and elastic characteristics,
contributed to the effective crystal thickness and, thus,
caused a resonance frequency shift Af. Therefore, the
curves in Fig. 1 not only demonstrate the frequency
change Af in the course of the synthesis of cadmium
telluride films but also reflect the changes in their
acoustic properties.

Films of the 11-VI compounds obtained through
vapor deposition are formed by normal layer-by-layer

e
S atl®

Fig. 2. Electron photomicrographs of an island film at the growth stages corresponding to points (&) Aand (b) Boncurve 1inFig. 1

(x80 000).
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growth [6]. Thisis indicated in images of the surface
obtained by means of an electron microscope at theini-
tial stages of film growth (Fig. 2). Three-dimensional
islands several tens of nanometers in diameter, which
are formed on the substrate, are clearly visible in the
photomicrographs. As is evident from these photo-
graphs, a higher coverage of the surface n; corresponds
to later instants of the abrupt change in Af. At the first
point, we have n, = 0.16, while at the second, ng = 0.27.
Since analogous photographs made at intermediate
instants demonstrate practically constant coverage of
the substrate surface by islands, it isnatural to associate
the abrupt changes in the analytical signal with the
changesin the coverage.

This assumption agrees with calculations of the real
(V) and effective (V;) volumes of theisland film at dif-
ferent stages of its growth. The real volume is calcu-
lated using the formula

2

V, = énﬁ?Nis. )

Here, the islands are supposed to have a semispherical
form. Their mean radius R, and their density of filling
of the substrate surface N, are determined on the basis
of electron-microscope studies.

The effective volume V; is calculated using the for-
mula

Vi = AhS, A3)

in which Ah; are determined from the sensor measure-
ments of Af by using the Ah = f(Af) calibration curve.

For the states shown on curve 1 (Fig.1) by points A
and B for afilm of area S= 0.28 cm?, calculations give
V,=3.40x 108 cm?, V), =4.03 x 108 cmd, Vg = 5.94 x
108 cm?, and V =8.54 x 108 cm?.

From the closeness of the V; and V; values and the
above discussion, one can conclude that the abrupt
changesin the analytical signal Af on the kinetic curve
are, indeed, associated with the abrupt creation of new-
phase islands on the sensor surface.

This conclusion correlates with current theory of
first-order vapor—solid phase transitions on a solid sur-
face [7]. At the first stage of the transition, a layer of
adatomsisformed on the surface, which correspondsto
amonotonic increase in Af on the kinetic curve. Then,
when the critical concentration is achieved, an ensem-
ble of three-dimensional nuclei of the solid phase is
formed from the two-dimensional adatom vapor. Thisis
accompanied by a stepwise change in the elastic prop-
erties of the substance on the substrate surface, and an
abrupt increase in the analytical signal Af is observed
on the kinetic curve, because this signal, as has been
indicated above, is determined, in particular, by the
acoustic characteristics of the substance.

Because of the formation of the new phase, the ada-
tom concentration at the substrate is lowered and the
formation of nucle is stopped. However, the vapor is

PHYSICS OF THE SOLID STATE Vol. 43 No. 10
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supplied continuously by the source. As a consequence,
the adatom concentration on the substrate startsto grow
again, which corresponds to the next region of the Af
monotonic growth on the kinetic curve. At the instant
the concentration reaches its critical value, nuclei start
to arise again, which is accompanied by an abrupt
change in the elastic properties and gives rise to a new
jump in Af on the kinetic curve. However, since the rel-
ative contribution of new islands to the volume of the
growing island film is lower in this case, jumpsin the
analytical signal on the kinetic curve have a lower
amplitude. It is obvious that the described process will
be repeated further on until the coalescence of separate
islands of the new phase results in the formation of a
continuous film.

In conclusion, we make a remark with reference to
the vapor condensation in highly nonequilibrium con-
ditions. Itiswell known [8-10] that, in this case, nuclei
of the new phase are formed mainly in the vapor phase
and, as a consequence, the processes described above
should not occur on the substrate surface. Thisis why
the kinetic curves for these processes are almost mono-
tonic.
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Abstract—The atomic and electron structures of toroidal carbon molecules (C,4g and two C,5q isomers) and
related endohedral complexes with lithium (Li,@C,, and Li,@C,) were theoretically studied using both non-
empirical (3-21G basis set) and semiempirical (MNDO) calculation schemes. For the metal-containing com-
pounds, the behavior of lithium atoms embedded into internal cavities of the carbon framework was studied
using methods of molecular dynamics. It is demonstrated that the structure of electron levels of metal-contain-
ing carbon complexes exhibits an embedded state in the forbidden band, which appears due to the presence of
electrons accepted from metal atoms. The position of this embedded state and the bandgap width depend both
on theinitial carbon structure and on the amount of metal atomsincorporated. © 2001 MAIK “ Nauka/ I nter pe-

riodica” .

1. INTRODUCTION

To date, alarge number of cluster compounds repre-
senting allotropic forms of carbon have been discov-
ered. Exhibiting a large variety of structures and pos-
sessing unusual properties, these objects have drawn
special attention of researchers. One of the families of
carbon clusters represents toroidal forms of carbon.
Molecules of thistype, experimentally observed for the
first time in 1992 [1], appear as closed surfaces com-
posed of various carbon polygons, including penta
gons, hexagons, and heptagons (Fig. 1). The presence
of pentagons provides for a positive curvature of the
surface, while heptagons account for a negative curva-
ture. According to experimental data, toroidal carbon
molecules may contain various numbers of atoms (from
80 to several thousands) and exhibit rather complicated
shapes (Fig. 2).

Since 1992, anumber of papers have been published
devoted to theoretical investigation of toroidal carbon
molecules. Itoh and I hara[2—4] and Johnson [5] studied
the dependence of the energies and electron structures
of clusters on the amount of atoms and the geometric
parameters of these objects (symmetry, internal and
external diameters, etc.). In [6], Itoh and Ihara thor-
oughly studied C,,, isomers (in that investigation, clus-
ter geometries were optimized by the molecular
dynamics method and the electron structures were cal-
culated by the Hiickel method). Dunlap [7] and Menner
[8] studied the atomic and electron structures of still
greater toroidal molecules. Dunlap described carbon
tori containing 240, 540, and 576 atoms and obtained

bandgap widths of 1, 0.04, and 0.02 eV, respectively;
Menner studied aC, 44, molecule, for which he obtained
abandgap width of 0.05 eV. Both researchers employed
empirical potentialsfor the molecular geometry optimi-
zation and used the tight binding model for the electron
structure calculations. In the general case, the distinc-
tions between the electron structures of toroidal mole-
cules were explained in terms of differencesin atomic
structures.

~p La__
2 \C 2 b\
4 / ¢
6 7f/e 57 ya
8 \g ONLf g
}l/ S~
2o 910
N 11
12 llc
it

Fig. 1. Segments of toroidal carbon molecules: (a) Cqpg
(long); (b) Cqpp (short); (€) Cyyp. INequivalent atoms are
indicated by letters and the bonds between these atoms are
enumerated.

1063-7834/01/4310-1982%$21.00 © 2001 MAIK “Nauka/Interperiodica’



THEORETICAL STUDY OF THE TOROIDAL FORMS OF CARBON

Of much greater interest are the derivatives of toroi-
dal carbon molecules, in particular, metal-containing
complexes. No data on such objects have been reported
so far, athough investigation of the geometry of toroi-
dal molecules containing metal atoms in cavities, the
electron structure of such complexes, and the behavior
of incorporated metal atomsis avery interesting task.

We have theoretically studied the toroidal forms of
carbon and related electron-doped derivatives (endohe-
dral complexes with lithium) using the methods of
quantum chemistry and molecular dynamics, aiming at
establishing regularities in the spatial and €electron
structures of these molecules.

2. OBJECTS AND METHODS
OF INVESTIGATION

We have theoretically studied thetoroidal molecules
containing 120 and 240 carbon atoms (Figs. 1, 2). Inthe
case of C,, We studied two isomers differing in values
of their internal and external diameters and in arrange-
ment of pentagons and heptagons. The structures of
Ciy (with elongated segments) and C,,, compounds
were proposed in [2, 3]. In addition to this C,,, isomer
denoted C,,, (Iong), we have aso studied another C,,,
isomer referred to hereinafter as “short.” The coordi-
nates of inequivalent atoms in the C,,, (short) isomer
aregivenin Table 1.

In addition to the toroidal carbon structures, we
studied the related metal-containing complexes with
lithium (Figs. 2d, 2f), in particul ar, compounds contain-
ing two and four alkali metal atoms inside the carbon
clusters. In this study, the main attention was paid to
determining the positions of metal atoms, the behavior
of these atoms at a given temperature (300 K in this
model calculation), and the influence of embedded
metal atoms upon the electron structure of the toroidal
carbon framework.

The calculations were performed using semiempiri-
cal (MNDO) and nonempirical (3-21G basis set) calcu-
lation schemes. The latter method was applied only to
C,50 Isomers and used to assess the applicability of var-
ious calculation schemes to the clusters studied. The
calculations of toroidal molecules were performed with
symmetry limitations: Cs for Cyy, (long) and Cyyg; Dsy
for C,, (short). No such limitations were posed on the
metal-containing complexes, which allowed all possi-
ble coordinations of the metal atoms to be determined.
To check for the fact that a given system occurred in a
local energy minimum, we calculated the vibrational
spectra of compounds. The absence of complex modes
was indicative of the occurrence of alocal minimum.
Containing large numbers of atoms, the systems under
consideration may possess several local minima. For
determining the global minimum of energy, we consid-
ered various initial positions of atomswhich led, in the
course of optimization, to atomic configurations corre-
sponding to various local minima. An analysis of these

PHYSICS OF THE SOLID STATE Vol. 43 No. 10
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Fig. 2. Schematic diagrams showing the structures of toroi-
dal carbon molecules and related complexes with lithium:

(8) Cqpg (long); (b) Cypg (short); (€) Cpyg; (d) Lin@Cypg
(long); (e) trgjectories of the lithium atom in the course of
molecular modeling of the Li,@C.5 (long) complex;
() Liz@Cypq (long) complex. Dashed contours in (a)—c)
frame molecular segments depicted in Fig. 1.

results allowed the global minimum of energy to be
determined, which was additionally verified by com-
parison with molecular dynamics data. All structures
were calculated in both singlet and triplet states using a
GAMESS program [9].

Table 1. The coordinates of inequivalent atoms (A) in the
Cyyp (short) isomer calculated using the MNDO method for
amolecule with the D5d symmetry

X y z
0.0000 4.6992 1.2477
0.0000 6.0552 1.6057
0.7582 7.1114 0.2071
0.6784 5.1688 14971
1.5186 6.4116 —1.2346
1.2622 6.7170 1.1064
1.2650 41822 0.7031
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Table 2. Interatomic distances (A) between inequivalent
atoms in various toroidal carbon molecules

Bond Cyz0 (long) Cyz0 (short) c
number FyINDO [ 321G | MNDO | 321G | 20
1 | 1477 | 1474 | 1471 | 1454 | 1.433
2 | 1378 | 1333 | 1417 | 1364 | 1413
3 | 1485 | 1472 | 1513 | 1507 | 1.469
4 | 1386 | 1341 | 1357 | 1312 | 1371
5 | 1466 | 1447 | 1523 | 1531 | 1.448
6 | 1420 | 1385 | 1457 | 1.425 | 1.489
7 | 1479 | 1464 | 1516 | 1539 | 1.423
8 | 1477 | 1461 | 1461 | 1415 | 1427
9 | 1477 | 1458 | 1510 | 1520 | 1.450
10 | 1411 | 1374 | 1434 | 1405 | 1.388
11 | 1495 | 1490 | 1402 | 1.346 | 1478
12 | 1466 | 1447 1.483
13 | 1485 | 1472 1.498
14 1431
15 1.456
16 1.483
17 1.470
18 1.407
19 1.494
20 1.468
21 1.482
22 1395

Table 3. Energies (per atom) and bandgap widths of various
toroidal carbon molecules and related complexes with lithium
atoms

Object AEno 1y, V| ~EE0M.
Cix (long), MNDO 6.454 127.18
Cio0, 321G 7.809 1024.34
Cix (long), 3-21G (opt. MNDO) 7.138 1024.31
Li>@C15 (long) 1611 125.19
Li,@C15 (long) 2114 123.27
Cix0 (short) MNDO 5.828 126.62
C1pg (short), 3-21G 7.181 1023.85
C1p0 (short), 3-21G (opt. MNDO) 6.201 1023.81
Li,@C,5 (short) 2.686 124.57
Li4@C,o (short) 4.634 12258
Coso 4.422 127.27
Lio@Cyy 4.304 126.29
Li,@Cyy 3.603 125.31
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The behavior of lithium atoms in metal-containing
complexes was studied using the method of molecular
dynamics. Requiring no empirical intermolecular and
interatomic potentias, this method is widely employed
at present for investigation of the dynamic properties of
molecular systems [10]. In this study, the behavior of
lithium atoms in complexes with carbon was simulated
by ademonstrative version of the HyperChem 5.02 pro-
gram capable of performing calculationswith the aid of
semiempirical (MNDO, PM3) potentials.

3. CALCULATIONS OF TOROIDAL MOLECULES

Before studying various carbon clusters and related
complexes, it isnecessary to consider differencesinthe
spatial and eectron structures of these molecules as
determined from various methods (semiempirical and
nonempirical). For buckminsterfullerene, the most
accurate values of bond lengths were obtained using
semiempirical methods (PM3, MNDO) [11]. A nonem-
pirical calculation using a 3-21G basis set leads to a
double bond length 0.04 A shorter than that given by
the semiempirical methods (the same difference is
observed for Cg,). The length of a bond with the bond
order (determined according to [9]) about unity was
virtually the same (Table 2, Fig. 1).

Changes in the electron structure were not less sig-
nificant. The electron levels determined from semiem-
pirical calculations were much closer to each other than
those obtained from nonempirical methods (Fig. 3).
Degspite this shift, the structure of levels in the valence
band region remained qualitatively unchanged. Never-
theless, the shift led to a certain difference in estimates
of the bandgap width (Table 3) obtained from semiem-
pirical and nonempirical methods (e.g., the difference
was 1.35 eV for both C,,, isomers).

A comparative analysis of datafor the C,,, isomers
(Table 3) showed that the C,,, (short) moleculeis ener-
getically lessfavorable (by 66.8 and 58 eV according to
estimates obtained using the MNDO method and the
nonempirical calculation employing 3-21G basis set,
respectively). We explain this discrepancy in terms of
small diameter of theinternal cavity inthisisomer lead-
ing to higher bond stressesin the cluster. Asaresult, the
bond lengths in the polygons of C,,, (short) have
proved to be smaller than those in the corresponding
polygons of C;,, (long). Despite this difference, the
proportional bond ratios in the like cycles of both iso-
mers were very close.

Each pentagon or heptagonin C,,, molecules, in con-
trast to thosein C,,, isomers, is surrounded by hexagons,
this circumstance significantly changed the bond lengths
insome polygons (Table 2, Fig. 1). However, certain fea
turestypical of theinteratomic distancesin C,,, are dso
retained in C,y. In particular, the shortest bonds are
those shared by heptagons and hexagons (bonds 4 in dl
structures) and those originating from the vertices of
pentagons (bonds 10in C;,p and 22 in C,,p).
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4. ENDOHEDRAL COMPLEXES WITH LITHIUM

Upon optimization of the molecular geometry of the
carbon complexes containing two lithium atoms, the
incorporated metal atoms resided at the opposite ends
of theinternal cavity of the carbon clusters. Embedded
in the C,,, (long) molecule, lithium atoms are spaced
by 7.79 A and coordinated against bonds 5 of the car-
bon molecule (Figs. 1, 2d). In the C,,, (short) isomer,
the distance between embedded metal atomsis 10.9 A
and these atoms are located in the cavity near bonds 11.
In the Li,@C,4 complex, lithium atoms spaced 10.5 A
apart are located near bonds 22. It must be noted that,
in all cases, lithium atoms occur at virtually equal dis-
tances from walls of theinternal cavity.

In the complexes containing four lithium atoms, the
incorporated particles were differently coordinated in
the two C,,, isomers. In the Li,@C,,, (Iong) complex,
alkali metal atoms exhibited coupling: atoms in the
couple are spaced 4.48 A apart and the distance
between two couples is 6.44 A (Fig. 2f). The Li,@Cyy
(short) complex adopted a configuration with maximum
possible distances between akali meta atoms. 8 A
between nearest neighbors and 11.6 A between opposite
atoms. In the Li,@C,,, molecule, lithium atoms are also
distributed in the internal cavity so as to be maximum
spaced (with the distances 7.5 and 10.39 A between
nearest neighbors and opposite atoms, respectively).

Theresults of our calculations showed that the intro-
duction of alkali metal (i.e., electron donor) atoms into
carbon clusters leads to distortion of the framework
structure. Thisis manifested by increasing bond lengths
in the carbon cluster at the metal coordination sites.
Because of the large size of carbon clusters studied,
changes in carbon—carbon bond lengths become less
pronounced with increasing distance from lithium
atoms. The increase in the carbon—carbon bond lengths
in the metal -containing clustersin comparison with that
in the metal-free initia toroidal molecules is evidence
of an antibonding character of the vacant states occu-
pied by the electrons accepted from embedded metal
atoms.

The process of complex formation with alkali metal
atoms leads to a change in electron structure of the tor-
oidal carbon molecules. In contrast to the pure carbon
tori, where the lowest energy states are singlets, amin-
imum energy in the complexes of C,,, with two or four
lithium atoms [except for Li,@C,;, (short)] isattainedin
the triplet states. An energy difference between triplet
and singlet states for Li,@C,,, (Iong), Li,@C,5 (IONQ),
Li,@Cy, (short), and Li,@C,, (Iong) amountsto 1.26,
0.05, 0.06, and 0.34 eV, respectively. In order to estab-
lish a reason for this behavior, it is necessary to con-
sider the vacant levels of C,,, isomers. The lowest
vacant state (see Figs. 4a, 4b) islevel A, which is fol-
lowed by a doubly degenerate level E;; in the com-
plexes containing two metal atoms, these levels exhibit
inversion. Two electronsintroduced with lithium atoms
fill the vacant electron states of the carbon framework,
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Fig. 3. Densities of states in toroidal carbon cluster struc-
tures calculated from various methods: (a) C;5q (long) and
Cipp (short), MNDO; (b) Cy59 (long) and Cyyg (short),
3-21G; (c) Cipg (long), MNDO, 3-21G optimized by
MNDO, and 3-21G; (d) C;5q (short), MNDO, 3-21G opti-
mized by MNDO, and 3-21G.

occupying first the two orbitals corresponding to alow-
est vacant state of the E; level. According to the Hund
rule, thisleads to the appearance of atriplet. The inver-
sion of levels aso takes place in Li,@C,,, (short),
where the embedded state (similar to that described
above) is represented by two levels accommodating
four electrons (accepted from alkali metal atoms)
which form asinglet. No such ateration in the arrange-
ment of levels takes place in the Li,@C,,, (long) com-
plex, where two (of the four) electrons occupy level A
and two other electrons occupy the two levels previ-
ously forming the degenerate E, level, thus yielding a
ground triplet state.

Calculations performed for the metal-containing
C,40 complexes showed that singlet states are energeti-
cally more favorable than triplet states (the gain being
tively). In this case, sequentia filling of singly degen-
erate levels A is preferred (Fig. 4c).

In all metal-containing complexes studied, the set of

levels filled by electrons accepted from incorporated
lithium atoms (embedded state) is situated ~1-4 eV
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Fig. 4. Electron energy level structure in the valence band of toroidal carbon molecules: (8) Cq5q (short); (b) Cqog (I0ng); (€) Cogo.

above the other filled levels. Thus, the passage of elec-
trons from metal atoms to the carbon framework of the
complex leads to formation of the embedded state
(Fig. 5). A similar process was observed in the meta
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Fig. 5. Densities of states in metal-containing complexes
Lin@C,, caculated from the MNDO method: (8) Cypg
(long), Lin@Cyz (long), and Liz@Cypg (Iong); (b) Cio
(§'10n), Ll2@C120 (g']ort), and L|4@C120 (§10rt), (C)
Lio@C;5 (long) smulated by molecular dynamics method
for lithium atoms spaced at (1) Ry, =2.95A and (2) Rpax =
7.75 A, (d) C240, Li2@C240, and L|4@C240
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complexes of Cg, fullerenes [1]. The shift of electron
levels under the action of positively charged lithium
atoms is less pronounced in the toroidal carbon mole-
culesthan in Cg,, which isrelated to the greater dimen-
sions of the former clusters. However, we may suggest
that the samefactor accountsfor theinversion of energy
levels leading to the triplet state formation in the case
of toroidal molecules. Thisis confirmed by the results

of calculation of the isoelectron Cﬁo ion, where no
such inversion of levelstakes place.

Ascan be seen from Figs. 5a, 5b, and 5d, the embed-
ded level positions depend on the amount of incorpo-
rated metal atoms. As the number of such atoms
increases, the embedded state in C,,, complexes
(Fig. 5d) shiftstoward vacant levels. This displacement
leads to a decrease in the bandgap width (Table 3). The
metal-containing complexes based on C;,, (short)
exhibit an opposite pattern (Fig. 5b, Table 3), whereby
the embedded state is situated closer to the vacant lev-
elsin Li,@C,,, (short) than in the complex with four
metal atoms. In the complexes based on C,,, (long)
with either two or four lithium atoms (Fig. 5a, Table 3),
the embedded state shifts so as to completely shorten
the forbidden band (1.8 eV). Thus, we may conclude
that the appearance of the embedded state in the elec-
tron structure is a general property of al lithium-inter-
calated toroidal carbon compounds.

5. MOLECULAR DYNAMICS
OF METAL-CONTAINING COMPLEXES
OF TOROIDAL CARBON MOLECULES
WITH LITHIUM

We have employed the molecular dynamics method
to study the behavior of the incorporated alkali metal
atoms inside a carbon cluster framework. The calcula-
tions were performed for both singlet and triplet states
of the complexes containing two or four lithium atoms.

In C,5 (short) isomers with any number of incorpo-
rated atoms and any multiplicity of the ground sate, the
guest atoms performed small oscillations in a potential
well at an energy minimum determined in the course of
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the geometry optimization. The oscillating atoms did not
leave the space bounded by d—e—f hexagon (Figs. 1, 2).
This behavior is explained by the small internal diame-
ter of this carbon cluster. In addition, a toroidal mole-
cule of thistype contains adjacent cavitieswith adiam-
eter of ~2.8 A connected by 2.2-A windows. These
windows play therole of barriers keeping lithium atoms
within strictly confined regions inside the carbon mol-
ecule.

A significantly different pattern is observed for the
guest metal atoms incorporated into the C;,, (Iong) iso-
mer. Since this isomer structure is characterized by a
considerably greater internal diameter (~4 A) as com-
pared to that in C,,, (short) and the inner surfaceis free
of nodes (aswell asthat in C,,, (short)), theincorporated
metal atoms can move freely over the whole cavity of the
carbon core. Nevertheless, the inner surface till has
potential minima of two types. The first (global) mini-
mum is Situated in the vicinity of bond 5 (Figs. 1, 2d).
The second minimum (with a higher energy) is at the
center of a d—ef hexagon (Fig. 1). Simulations of the
behavior of lithium atoms in Li,@C,,, and Li,@C;x
complexes in the triplet state showed guest atoms pass-
ing from one minimum to another. These transitions
were only performed between neighboring minima and
did not significantly affect the positions of incorporated
atoms. The same behavior was typical of lithium atoms
in smulations of Li,@C;,, complexes in the singlet
state.

However, an essentiadly different pattern was
observed for Li,@C;,, complexes in the singlet state.
Here, the incorporated alkali metal atoms, also passing
from one minimum to another, shifted toward each
other to form apair spaced ~3 A apart. After that, atoms
of the couple jointly performed transitions between
adjacent minima, thus migrating over the interna cav-
ity. The Li— Li distance in the couple exhibited oscilla-
tions, but the maximum spacing between atoms never
exceeded 6.3 A. This behavior, as well as the resulti ng
appearance of a nonzero orbital angular momentum of
ions in the molecule at elevated temperatures, are
explained by a change in the total orbital angular
momentum of electrons. Indeed, the total angular
moment of the system, representing a sum of the elec-
tron orbital angular momentum, nuclear angular
momentum, and spin, has to be conserved. An increase
in the temperature leads to changes in the effective
internuclear distances and, hence, modifies the electron
wavefunction of the system so that Y(r, Ry) # W(r, Ry),
because the set of nuclear coordinates entering as
parameters into this wavefunction also changes with
the temperature ({ Ry} # {Ry}). Therefore, the whole
system (remaining in the state of the same multiplicity)
must compensate for a change in the electron orbital
angular momentum. This is achieved by changing the
ion orbital angular momentum, as manifested by the
motion of lithium atoms in the singlet state. The non-
zero value of the spin component leads to a change in
the proportion between the electron and ion orbital

PHYSICS OF THE SOLID STATE Vol. 43 No. 10

1987

angular momenta and in the onset temperature for the
motion of atoms inside the cavity. This circumstance
explains the absence of motions of the incorporated Li
atomsin Li,@C;,,complexesin thetriplet state. A sim-
ilar effect is observed upon changing the number of
incorporated atoms in the same carbon framework.

Thus, the Li,@C,,, complexes in the singlet state
exhibit various atomic configurations with different
electron structures depending on the temperature. Fig-
ure 5¢ shows two such structures, corresponding to the
maximum and minimum distances between lithium
atoms. The temperature-induced variations in the elec-
tron spectra must be accompanied by superposition of
the electron structures corresponding to different con-
figurations, so that some of the related spectral features
must be smeared. This refers, in particular, to the
embedded state. Asthe lithium atoms are removed from
one another, the embedded state shifts toward vacant
orbitals, on the contrary, a decrease in the spacing
between metal atoms drives the embedded state away
from the vacant levels. The difference between the
positions of the embedded state reaches ~2 eV.

It should be noted, however, that a multiplet charac-
ter of the system cannot be revealed without allowance
for the correlation effects. Therefore, interpretations of
the temperature dependence of the experimental photo-
electron spectra alow us to judge the spin state of the
carbon complexes studied.

The complexes of toroidal carbon C,,, with differ-
ent (two or four) numbers of lithium atoms exhibited no
significant motions of incorporated metal atoms in
either the singlet or triplet state. This can be explained
by the presence of degp potential minima (absent in
C,yo tori of smaller diameter) on theinner surface of the
carbon framework.

6. CONCLUSIONS

Toroidal carbon molecul es possess significantly dif-
ferent atomic and electron structures. Factors such as
the number of atoms in the cluster, symmetry, dimen-
sions (internal and external diameters), and order of
cycles connected in a segment affect both the structure
of electron energy levels and the bandgap width.

The introduction of alkali metal atoms into internal
cavities of the toroidal carbon molecules leads to anal-
ogous changes in the atomic and electron structures of
all objects studied. The presence of lithium atoms
increased the interatomic distances in the carbon
framework of the complex as compared to those in the
initial structure. The electron structure exhibited an
embedded state in the forbidden band. The position
energy of this state depends on a number of factors
(amount of incorporated atoms, structure of the initial
carbon molecule, multiplicity, etc.). On the whole, the
effect of incorporated metal atoms reduces to the
decrease in the bandgap width related to the appearance
of the embedded state. The molecular dynamics data
indicate that, under certain conditions (sufficiently
large size of the internal cavity, the absence of barriers
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or minimaon theinner surface, or singlet ground state),
the experimental spectrawould exhibit smearing of the
peak corresponding to the embedded levels, which is
related to the mobility of metal ions in cavities of the
carbon tori.

Files with film of the molecular dynamics are acces-
sible on the server of the Kirensky Ingtitute of Physics
(Kirensky.iph.krasn.ru). Theauthorsare ready to provide
these data on request viae-mail (felix@iph.krasn.ru).
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Abstract—The orientational structural transformation in Cgq crystals at temperatures of 250-260 K isinvesti-
gated within the theory of smeared first-order phase transitions. The parameters of this transformation are ana-
lyzed using the experimental temperature dependences of the heat capacity and theinelastic (ferroelastic) strain
rate in the phase transition range. The elementary volume of the transformation (11-83 nm?3) in a correlated
motion of Cg, molecules and the spontaneous shear strain of the lattice (2.4 x 1072) upon itstransformation from
the simple cubic to the face-centered cubic structure are determined. © 2001 MAIK “ Nauka/Interperiodica” .

1. INTRODUCTION

Crystals Cq, at temperatures below 250-260 K
undergo an orientational transition from the face-cen-
tered cubic to the primitive cubic structure [1, 2]. The
occurrence of the structural transformation in Cg, Crys-
talsin thistemperature range is confirmed by character-
istic peaklike anomalies in the temperature depen-
dences of the heat capacity [1], internal friction [3, 4],
and mechanical properties [5-7]. Calorimetric studies
[8, 9] have revealed that Cg, crystals exhibit an endo-
thermal effect at temperatures of 250-260 K.

As a rule, orientational transformations (second-
order phase transitions) in crystalline materials are
characterized by asymmetric (A-shaped) peaks in the
temperature dependences of their properties. However,
many compounds, including Cg, crystals[6, 9], exhibit
symmetric (A-shaped) peaks, as well as peaks of inter-
mediate shapes. For example, bell-shaped peaks in the
temperature dependences of crystal properties are typi-
cal of smeared first-order phase transitions [10]. Simi-
lar peaks are observed upon orientational and structural
transitions in dielectrics [11], ferroelectrics and fer-
roelastics (for example, in the high-temperature super-
conducting ceramics Y Ba,Cu;054 ., 5 [10, 13]) [12], and
metal alloys with the so-called shape memory effect
[10]. The available data alow one to make the infer-
ence that the orientational structural transitionin Cq, at
temperatures of 250-260 K isthefirst-order phasetran-
sition [3, 14]. This transformation is accompanied by
the thermal effect [8, 9] and a sufficiently large (of the
order of 1%) change in the crystal volume [14, 15].

There exist two opinions concerning the origin of
smeared phase transitions. According to the first point
of view [16, 17], the smearing of phase transitions is
determined by the influence of composition fluctua-
tions or structura defects in a crystal on the critical
temperature of the phase transformation. As a conse-
guence, the critical temperature fluctuates about the

mean phase-transition temperature according to a ran-
dom (for example, Gaussian) distribution law [17]. The
second (not too formal) view holdsthat the smearing of
phase transitions is caused by a cooperative correlated
motion of particles (atoms and molecules) in the course
of the phase transition in the crystal. The cooperative
character of their motion (reorientation) is associated
with the existence and the motion of interphase (twin)
boundaries, which are characteristic of first-order phase
transitions. The interaction of interphase boundaries
with structural defects in the crystal brings about a
decrease in the mobility of the boundaries. In turn, this
necessitates further supercooling of the crystal, which
leads to an increase in the temperature range of the
transformation. In this case, the phase transition range
depends on the concentration of structural defects and
external (mechanical, electric, or magnetic) fields
applied to the crystal (and interphase boundaries). Asa
result, the critical temperature of the phase transition
can either dightly increase or decrease. These concepts
underlay the phenomenological theory of smeared
phase transitions which has been developed in my
recent works [10, 18]. This theory makes it possible to
describe quantitatively A-shaped peaksin the tempera-
ture dependences of the crystal properties in the tem-
perature range of the phase transition and to analyze its
basic parameters.

In this work, the structural transformation in Cg
crystals at temperatures of 250-260 K is investigated
within the framework of the phenomenological theory
of smeared phase transitions. The parameters of this
transformation are analyzed using the temperature
dependences of the mechanical [6] and calorimetric [9]
properties of these crystalsin the phase transition range
250260 K. This analysis is performed in Section 4.
The basic relationships used in the theory of smeared
phase transitions are given in Sections 2 and 3.

1063-7834/01/4310-1989$21.00 © 2001 MAIK “Nauka/Interperiodica’



1990 MALYGIN
(T o(T) o(7)
15 - (2) 15 (b) 1.5 (©)
1.0 1.0 1.0
05 0.5 05}
3
0.5 1.0 15 0.5 1.0 15 05 1.0 1.5
/T, TIT, /T,
T (d/dT) T (dd/dT) T,(dd/dT)
w0, @ 107 © 10/ @
5 J 5r 5+
0.5 1.0 s 05 1.0 15 05 1.0 15
TIT. TIT, TIT,

Fig. 1. Temperature dependences of (a—) the relative volume ¢ of the low-temperature phase and (d—) the derivative d¢/dT upon
(a, d) second-order, (c, f) first-order, and (b, €) intermediate-order (between first- and second-order) phase transitions.

2. SMEARED PHASE TRANSITIONS

In the framework of the thermodynamic approach,
the evolution in the phase state of a system of particles
(atoms and mol ecules) is governed by the changein the
free energy AF = AU — TAS where AU isthe changein
theinternal energy, ASisthe changein the entropy, and
T is the temperature of the system. The change in the
internal energy involves two components, namely, the
changein the self-energy of particles and the changein
the energy of interaction between particles in different
states. In the self-consistent field model [19], the rela
tionship for the free energy of transition hasthe foll ow-
ing form [10, 18]:

AF(9,T) = AUp¢ +Ugd(1-9)
+kT[¢Ind +(1-¢)In(1-9)],

where ¢ is the relative number of particles in a new
phase state and k is the Boltzmann constant. In the
right-hand side of expression (1), the first term
describes the change in the energy of particles, the sec-
ond term represents the energy of interaction between
particles in different states, and the third term charac-
terizes the change in the entropy upon phase transition.
The parameters AU,, and U, specify the quantitative
scal e of the corresponding termsin expression (1).

(D

In the case of purely orientational transitions (sec-
ond-order transitions), the self-energy of particles
remains unchanged (AU, = 0). The orientational order-
ing of the particlesis caused by the interparticle inter-
action, and their disordering is associated with the
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entropy term. The equilibrium state is determined by
the conditions

0AF _

0°AF
5 - 0, >0

av>

)

As aresult, the temperature dependence of the number
of orientationally ordered particles can bewrittenin the
implicit form

2(2¢-1)

int 0

g0

U
Te = 5 )

T
Te

This dependence is depicted in Fig. 1la. At tempera-
tures above the critical point T., owing to the thermal
motion, the numbers of particles with different orienta-
tions are equal to each other (¢ = 1/2). This means that
particles are orientationally disordered (straight line 1).
At temperatures below the critical point, the interaction
between particles is strong enough to provide orienta-
tional ordering. It can be seen that a decrease in the tem-
perature brings about an increase in the number of orien-
tationally ordered particles (curve 2) and a decrease in
the number of disordered particles (curve 3).

Let us now consider the case when the term that
describes the change in the self-energy of particles
upon a phase transition is dominant in relationship (1);
i.e, |AU;,| > U, which corresponds to a first-order
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phase transition. In this case, according to thefirst con-
dition in relationships (2), we have [10, 20]

_ AUy
O(T) = [1 ¥ expDWD} . (4)
The change in the energy of particles upon a phase
transition is defined by AU, = wAu, where w is the
elementary volume of the transformation and Au isthe
change in the particle energy per unit volume of the
crystal, that is,

T-T
Au = q-I-_OO_EikTik_éop' (5)

Here, q is the transition heat, §;, stands for the sponta-
neous shear strains of thelattice upon itstransformation
into aform with alower symmetry, &, = AV/Vistherel-
ative change in the crystal volume upon this transfor-
mation, T;, is the mechanical stress applied to the crys-
tal, P is the applied hydrostatic pressure, and T, is the
critical (characteristic) temperature of the transformar
tion in the absence of externa fields and defects.

Asfollows from formulas (4) and (5), the tempera-
ture dependence of ¢ in the absence of externa actions
has the form

_ T-Tq™ 4 _ wg

o(T) = [1+epP—1F| . B=E. ©
Figure 1c shows the dependence plotted according to
this equation at the parameter B = 40. It can be seen that
the behavior and features of this dependence differ
from those of the dependence for a purely orientational
transition (Fig. 1a). Relationship (6) describes the tran-
sition of a given system of particles from one ordered
state to another ordered state (for example, the transfor-
mation of the lattice from one type to another), which
differs from the second-order phase transition when the
disordered state at the critical temperature transforms
into the ordered state.

Unlike the purely orientational transition, the critical
temperature of the first-order phase transition cannot be
exactly determined (Fig. 1c), because this trangition is
smeared; i.e., it occursin the temperature range [ 10]

AT = — = ’ (7)

which depends on the elementary transformation vol-
ume w and the transformation hesat g. In this case, the
role of the critical (exactly determined) temperature is
played by the characteristic temperature T, at which,
according to formula (6), ¢ = 1/ 2. In the presence of
external fields (forces), the characteristic temperature
that corresponds to the conditions Au = 0 and ¢ = 1/2,
according to expression (5), can be represented in the
form

Ty =Tot %)(&kTik +Q,P). (8)
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It is evident that formula (8) is the generalized Clau-
sius—Clapeyron relationship for first-order phasetransi-
tions.

From expressions (4), (5), and (8), it followsthat the
high-temperature phase is predominant in the crystal at
Au > 0 (T > Ty and the low-temperature phase domi-
natesat Au< 0 (T < T,). Therefore, relationships (4) and
(6) describe the phase equilibrium in the crystal. It
should be noted that the condition of thermodynamic
stability for this equilibrium [the second condition in
relationships (2)] is not met for the phase states
described by expressions (4) and (6). Instead, the
phases are in mechanical (kinetic) equilibrium due to
the interaction of interphase boundaries with structural
defectsin the crystal [10, 20].

It isclear that transitions of intermediate types should
be observed between the first-order and second-order
phase transitions. Making alowance for both the first
and second terms in relationship (1), we obtain the fol-
lowing temperature dependence of the rdlative fraction
of the low-temperature phase (in the implicit form):

T _ B(MJ/T) +2(2¢-1)
LI . 9)
Te B+In3-2 0

1 — ¢

This equation is transformed into expression (3) at B =
0 and into formulas (4) and (6) at T, = 0. Figure 1b dis-
plays the temperature dependence plotted according to
formula(9) atB=2and T,/T. = 1.05. Itisseenfrom this
figure that the dependence ¢(T) exhibits a high-temper-
ature “tail” at T > T, as compared to the curve ¢(T) for
apurely orientationa transition (Fig. 1a).

3. EFFECT OF PHASE TRANSITIONS
ON THE PROPERTIES OF CRYSTALS

In experimental investigations, the properties of
crystals are frequently described using differential
characteristics, for example, the heat capacity ¢ =
dQ/dT [1, 8, 9] and the plastic strain rate € = de/dt [6],
where Q is the thermal energy of the crystal, € is the
inelastic strain of the crystal, and tisthetime. Asarule,
phase transitions strongly affect these characteristics
which manifests itself in the appearance of specific
peaks in the corresponding curves.

For example, in the case of afirst-order phase tran-
sition attended by the heat release or heat absorption
AQ(T) = q¢(T), the change in the heat capacity of the
crystal and the heat release (or heat absorption) rate are
determined, respectively, by the formulas

where T = congt istherate of changein the temperature.
Similarly, when the phase transition occurs, for example,
under conditions of the uniaxial stress o = 1/m, the
inelastic (pseudodastic) strain (T) of the crystal (due

(10)
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Fig. 2. Temperature dependences of the heat capacity Ac;,
for Cgq Crystals (a) according to the data taken from [6] and
(b) in the coordinates specified by expression (13b).

to the emergence of the strains &;, = & upon orienta-
tiona transformation of the lattice) is determined by
the formula &(T) = £,4(T), where g, = m§ and mis an
orientational factor dependent on the orientation of
interphase boundaries with respect to the tension (or
compression) axis of the crystal. Consequently, the rate
of change in the inelastic strain with temperature and
the rate of change in the inglastic strain with time at
T = const are defined, respectively, as

de _ . do

de do _ . 1d¢
gt = tngr 8D = el gy

aT (11)

Therefore, the character of the temperature depen-

dences Ac(T) and € (T) is determined by the derivative
d¢/dT. The calculation of this derivative in the general
case of relationship (1) under the condition 0AF/0¢p =0
leads to the following expression:

¢ O
B 'nr-q;u $(1-0) 1o
BT, + T[22 - 1) - 4p(1-) B + |n£7ﬂ

Hence, it follows that the derivative d¢/dT for the sec-
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ond-order phasetransition (i.e., at B = 0) takestheform

" Enl ¢D¢<1—¢)
et
[2(24; 1)-46(1-¢)Inz d

(12b)
For the first-order phase transition (T, = 0), we obtain

F = TR+ Ing 9(1-9)

(12¢)
i S 6(1-¢).
The approximate expression in formula (12c) holds
L
-9 > B.

Figures 1d-1f display the temperature dependences
of the derivative d¢/dT, which are plotted according to
formulas (12) and correspond to the curves ¢(T) in
Figs. 1a-1c, respectively. It is evident that, unlike the
second-order transitions characterized by a A-shaped
peak (Fig. 1d), the first-order transitions should mani-
fest themselves in a diffuse A-shaped peak in the tem-
perature dependences of the crystal properties in the
phase transition range (Fig. 1f).

4. PARAMETERS OF THE SMEARED PHASE
TRANSITION IN Cg CRYSTALS
AT TEMPERATURES OF 250-260 K

Shpeizman et al. [6, 9] observed A-shaped peaksin
the calorimetric curves of Cg, crystals in the tempera-
ture range near 250 K. Figure 2a shows a similar peak
obtained in the study of the heat rel ease and heat capac-
ity for arelatively large Cg, crystal [6]. According to
relationships (6) and (12c), the temperature depen-
dence of the heat capacity due to the phase transition
can be represented as

4exp(B(T =Ty)/Ty)

Acy(T) = Acy, >
[1+ e><ID(I;3(T —To)/To)] (132)
-9
Ac, = 4TO,

where Ac,,, is the maximum heat capacity at T = T,

By designating R(T) = Ac,(T)/Acy, this dependence
can be rewritten as

inLF L= R _
1+[1 R(T)

where the upper and lower signs before the square root
sign refer to the ascending and descending portions of
the A-shaped peak, respectively. Figure 2b depicts the
experimental dependence Ac,(T) (Fig. 2a) in the coor-

T—T,
To

(13b)
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dinates specified by relationship (13b). As can be seen,
the Ac,(T) dependence in these coordinates is repre-
sented by astraight line, except for the lowest and high-
est portions of the curve [R(T) < 1 and ¢(T) < 1], in
which the approximate expression (12c) becomes
invalid. According to relationship (13b), the dope of the
gtraight line depends on the B parameter defined by for-
mula (6). In the case under consideration, at T, = 262 K,
we have B = 224. After subgtituting these parameters
into relationship (7), we found that the phase transition
is smeared in the temperature range AT = 4.7 K.

It follows from the data presented in Fig. 2athat the
maximum heat capacity Ac,,, isequal to 1.29 Jg* K
and, hence, according to formula (13a), the transition
heat q is approximately equal to 6 Jg. This estimate
isin agreement with the data available in the literature
[1, 9]. In the case when the density of Cg, crystalsis
1.62gcm=[5], we obtain q=9.7 Jcm3. Consequently,
the elementary volume w of the transformation is deter-
mined from relationship (6) as follows: w = (KTy/q)B =
83 x 102 cm® (i.e,, w = 83 nm®). When the lattice
parameter a for Cq, is equal to 1.41 nm, the number of
molecules involved in the elementary act of correlated
transformation is estimated asn = wa® = 27. These esti-
mates agree with the results of neutron investigations of
the orientational transition in Cg, [2, 21], according to
which the elementary volume of the transformation is
equal to 64 nm3 and the smearing of the phasetransition
is observed in the temperature range AT = 5 K.

Figure 3a depicts the dependence of the strain rate
for the Cg, crystal in the temperature range of the orien-
tational transition upon a stepwise change in the tem-

peratureat ameanrate T = 1 K min~ and at an applied
compressive stress of 6.7 MPa [6]. It is seen that the
€ (T) dependence hasa/\-shaped form. At T, = 252K, the
strain ratereachesamaximum vaueof 6.4 x 10°s™. The
temperature dependence of the strain rate in the phase
transition rangeis described by an expression similar to
relationship (13a), that is,

4exp(B(T =T, )/Ty)

é(T):émaxl B(T-T)/T,)]*
[L+epBT-TITI" 0
= EnBy
Emac = 2 1

where, according to formula (8),

T
Ty = To+ Eosmo. (14b)
Figure 3b showsthe temperature dependence of the strain
rate in the coordinates specified by relationship (13b),
where R(T) = €(T)/€a - It can be seen that, in these
coordinates, the experimental points fit a straight line
whose slope correspondsto the parameter B=32. Inthis
case, the smearing of the phase transition is observed in
the temperature range AT = 31.5 K. The elementary vol-
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Fig. 3. Temperature dependences of the inelastic strain rate
€ for Cgq crystals (8) according to the data taken from [6]
and (b) in the coordinates specified by expression (13b).

ume of the transformation at q = 9.7 Jcm=3 is equal to
11.5 nm3, and, hence, the number n of molecules
involved in the act of correlated transformation is four.

From relationship (14a), we found that €, = 1.2 x
10, Consequently, the spontaneous shear strain & of
the lattice upon its transformation from the face-cen-
tered cubic to the primitive cubic structure is equal to
2.4 x 102 at m=0.5. Thisvalueis of the same order of
magnitude as the lattice dilatation upon this transfor-
mation: &, = AV/V = 102[14, 15]. Relationship (14b)
allows one to estimate the shift in the characteristic
temperature under the compressive stress o = 6.7 MPa.
According to the estimates, this shift is small (of the
order of 2 K).

5. CONCLUSION

Thus, the theory of smeared first-order phase transi-
tions makes it possible to evaluate quantitatively the
parameters of the orientational structural transforma:
tionin Cg, crystals at temperatures of 250-260 K and to
elucidate the influence of this transformation on the
crystal properties.
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Abstract—The relationships characterizing the ground-state total energies of polyhedral carbon clusters and
their derivatives containing boron and nitrogen atoms in the polyhedral cage are derived. These relationships
do not depend on computational details and can be used for testing ab initio and semiempirical methods. The
field of application of the inequalities obtained isillustrated by several examples. © 2001 MAIK “ Nauka/Inter-

periodica” .

1. INTRODUCTION

Investigation into the chemical structure and physi-
cochemical properties of heterofullerenes and hetero-
nanotubulenes with different distributions of nitrogen
and boron atoms in the polyhedral cage has been stim-
ulated by many factors, such as the discovery of poly-
hedral carbon clusters (fullerenes), experimental stud-
ies demonstrating the possibility of replacing particular
carbon atoms of fullerenes by boron and nitrogen atoms
[1-3], the existence of TigC,, and similar clusters[4—6],
and recent synthesis of boron nitrides with a tubular
structure [7].

To date, numerous theoretical works dealing with
quantum-chemical calculations of similar systems have
been published (see, for example, [8-16] and refer-
ences therein).

Among the chemical compounds containing boron
and nitrogen atoms, many structures are isoelectronic
and isostructural to their carbon analogs. Analysis of
recent calculations has revealed that the substitution of
B—N bonds for particular C—C bonds in hydrocarbon
molecules or carbon clusters leads, in many cases, to a
considerable decrease in the total energy. For example,
according to the MNDO calculations, the total energies
for benzene and borazine molecules (see Fig. 1, sys
tems la and 1b, respectively) differ by 44 eV, whereas
these energies for Cg, and CsgBN clusters differ by
34 eV [11]. Other examples are availablein [8, 14].

In the present work, the difference between the
ground-state total energiesfor isostructural and isoelec-
tronic polyhedral carbon clusters C, and their
B,N-derivatives was demonstrated by the example of
particular polyhedral molecules of the (BN),C,_o
compounds. It was shown that the observed difference

has a general character and does not depend on the cal-
culation procedure (undeniably, this procedure needsto
be substantiated theoretically).

The main purpose of this work was to demonstrate
that the following relationships characterizing the
ground-state energies of fullerenesarevalid for arather
wide class of (BN),C,,_, (n—2x = 0) clusters:

E((BN)an—Zx) +AE< E(Cn) (1)
e B
©N
la 1b
2a 2b
H;C—CH; H;B-NHj;
3a 3b

Fig. 1. A schemeillustrating the transition from the carbon
skeleton to the skeleton containing the B-N bonds by the
example of three pairs of molecules.

1063-7834/01/4310-1995%$21.00 © 2001 MAIK “Nauka/Interperiodica’



1996

oN
B
BoNj»

Co 4b
4a
Ceo Cs4B3N;
Sa 5b

oB

oN
Cp B,,Cy
6a 6b

Fig. 2. (4a—6a) Three carbon clusters and (4b—6b) their
B,N-derivatives. Cluster 6a can be considered afragment of
the graphite layer or afragment of the single-layer tubulene.

Here, E(Q) isthe ground-state energy of the cluster Q
and

AE = ZZ|R R|

H=1pu<v

where R, and R, are the coordinates of the uth and v th
nuclei, r%pectlvely, and the subscripts p and v refer
only to B and N atoms. In the case when the i and v
subscripts refer to atoms of different types, the corre-
sponding term in the expression for AE is positive. If
the p and v subscripts indicate atoms of the same type,
thisterm is negative.
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2. THEORETICAL BACKGROUND

Let us consider a molecular system consisting of
n atoms in terms of the n-dimensional vector Z = (Z,,
Zy, ..., Zy) with the components Z,, where Z, is the
nuclear charge of the puth atom (L =1, ..., n). In these
notations, for example, the hydrogen molecule H, is
described by the vector Z = (1, 1), whereas the methane
molecule CH, is represented by the vector Z = (6, 1, 1,
1, 1). The carbon cluster C, is described by the n-
dimensional vector Z = (6, 6, ..., 6).

The spinless nonrelativistic Hamiltonian of the
molecular system in the Born—Oppenheimer approxi-
mation in atomic units (au) can be written as

1m m n Z

H@) =52 82 Z|ri—uR
i=1 i=1lp=1

22|r—r 22|R RV|

1#] VY

Here, m is the number of eectrons; r; and R, ae the
coordinates of the ith éectron and the pth nucleus,
respectively; and A, isthe Laplace operator in ther; coor-
dinates.

We assume that the Z vector can be represented in
the form

Z=0a,2%+0a,2?,
O0<ay,

a,+a, =1,
a,<1,

where Z® and Z@ are the n-dimensional vectors with
integral nonnegative components. Then, the Hamilto-
nian can be rewritten in the following form [17]:

H(Z) = o, H(Z™) + a,H(Z®)

LS P)

H=1p<v

(Z(l) _Z(Z))(Z(Z) _Z(l))
IR.—R|

By using the normalized trial function W, which con-
tains {R,} as parameters, and denoting the ground-
state energ|&s as{E(zW), E(z®@), E(Z)} of the Hamil-
tonians {H(Z®), H(Z®), H(Z)}, respectively, we
obtain the mean value of the Hamiltonian H(Z) in the
form

BIJ|H(Z)|LIJD:0( [WH((ZM) WO a,[ W H((Z?)|wD

(Z(l) Z(z))(z(z) Z(l))
+°‘1a22 > R, —R,| !
H=1pu<v v

where

EZY)<sWHEY)wo EZP)<smHEZP)wD

E(Z) = min(¥H(2)|¥D,
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Consequently,
0, E(Z") + 0,E(Z7)

n (Z(l) _Z(2))(Z(2) _Z(l)) 2
+cxlcxzz Z = “_\f —RV| = <E(2).
H=1p<v H v

Note that thisinequality is the modification of asimi-
lar relationship derived by Mezey (see, for example,
[18, 19]).

3. RESULTS AND DISCUSSION

Relationship (2) makes it possible to estimate, from
bel ow, the ground-state energy of a C,, polyhedral clus-
ter consisting of n atoms. As was noted above, this car-
bon cluster can be described by the n-dimensional vec-
torZ = (6, 6, ..., 6). Let us assume that any two atoms
of thiscluster, for example, carbon atomswith numbers
1 and 2, are symmetrically equivalent to each other.
Now, we formally replace the first and second carbon
atoms in the C, cluster by the B and N atoms, respec-
tively, leaving the geometry of the cluster unchanged.
In this case, the (BN)C,,_, system is described by the
vector ZW = (5, 7, 6, ..., 6). Similarly, we replace the
first and second atomsin the C,, cluster by the N and B
atoms, respectively. As aresult, we also obtain the het-
eroatomic cluster (BN)C,_,. This cluster has the same
energy astheformer cluster but is described by the vec-
tor 22 =(7,5, ..., 6). The vector Z can be represented
asthe sum

-Lo,l0
Z 2Z 22 :
Then, relationship (2) can be rewritten as

1o 0y, 1570 1
2E(Z )+2E(Z )+|R1_R2|SE(Z),

where E(Z) = E(Z®@). Hence, we obtain

1
—_—<
E((BN)Cn—Z) + |R1— R2| = E(CN)

In the general case, we assume that x pairs of the (C, C)
atoms (x is the number of pairs) in the C, cluster (for
example, the cluster atoms involved in the C—C bonds)
are replaced by the B-N/N-B pairs and the modified
cluster (BN),C,,_», remains invariant upon rearrange-
ment of the B and N atoms in all these pairs. In this
case, the Z vector of the C,, cluster can be represented
asZ =0.52M + 0.52A, where the vectors Z® and 2@
refer to the (BN),C,,_,, cluster and differ from each
other only in the sequence of components that corre-
spond tothe {B — N, N — B} rearrangement. Note
that, upon rearrangement, the total energy of this het-
eroatomic cluster remains invariant. Several pairs of
polyhedral molecular systems that meet these condi-
tions are shownin Fig. 2.
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Now, we analyze the expression

n
@y 3
p=1pu<v

In this formula, the summands are nonzero only when
the pth components of the Z(M and Z®@ vectors, as well
as the vth components of the Z® and Z@ vectors, cor-
respond to atoms of different types. In addition, if the
uth and vth components of either of the two vectors Z®
and Z®@ correspond to atoms of the same type, these
summands are negative. In the case when the pth and
vth components of either of thetwo vectorsZ® and Z?
refer to atoms of different types, the summands are pos-
itive. Consequently, the (B, B) and (N, N) pairs make
the negative contributions to the energy difference AE,
the contributions made by the (B, N) pairs to AE are
positive, and the contributions from the (B, C), (N, C),
and (C, C) pairsare equal to zero. Sincea; = a, = 0.5,
Zy =7, and Zg = 5, formula (2) for the ground-state
energies of the (BN),C,,_, and C,, clusters is readily
transformed into relationship (1). Note that inequality
(1) has an electrostatic nature. The value of AE coin-
cides (up to asign) with the energy of point charges e
on the B and N atoms. For crystals such as graphite and
hexagonal boron nitride, inequality (1) can be rewritten
for the mean total energies. The calculation of the spe-
cific energy AE; for these systemsis reduced to an esti-
mation of the Madelung constant. Figures 1 and 2 illus-
trate the field of application of inequality (1).

It should be noted that the sign of AE is determined
primarily by the first coordination spheres of the B and
N atoms. If the B-B and N-N bonds are absent in the
(BN),C,, _ Cluster, AE will be positive.

Let us now consider the two following examples.

(1) Figure 2 depicts the Schlegel diagram for the
(I)-Cgp fullerene (5a). According to our calculations
with the Hartree—Fock method in the 6-31G basis set,
the bond lengths in the six-membered ring of the 5a
fullerene alternate and are equal to 1.452 and 1.375 A,
respectively. Now, we replace the particular carbon
atomsin one of the hexagons of the 5a cluster by the B
and N atoms in such a way as to obtain the (BN);Cs,
(5b) cluster.

Then, itimmediately followsfrom formula (1) that the
ground-state energies of these clusters [Cg and
(BN);Csy] should satisfy the inequaity E(Cy) —
E((BN)5Cs,) > 1.52 au.

(2) It is assumed that the structure of the 4a cluster
(Fig. 2) isdescribed by a semiregular truncated octahe-
dron for which the length of each edgeisequal to L. We
replace all carbon atomsin the 4a fullerene by the B or
N atoms in such a way as to obtain the B;,N,, cluster
(4b in Fig. 2). Simple calculations show that AE ~
18.144L1, The value of AE at L = 1.54 A is equal to
6.23 au. It follows from formula (1) that the ground-
state energies at this geometry of the clusters obey the
inequality E(C,,) —E(B;,N5,) > 6.23 au.

(€] (2 2 (1)
Zp _Zp )(Zv _Zv )
|Ru_RV|
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4. CONCLUSION

Thus, it was demonstrated that inequality (1) has a
general character. This formula makes it possible to
estimate the difference between the total energies of
carbon clusters and their B,N-derivatives without hav-
ing to employ complex calculations. The relationships
obtained in thiswork can also be used for tubulenesand
their B,N-derivatives. Formula (1) does not depend on
the computational details of the quantum-chemical
method. Therefore, inequality (1) can be used for
checking the quality of ab initio and semiempirical cal-
culations of molecular systems.
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