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A self-consistent, completely quantum calculation of the structure of the inner crust of neutron stars is carried
out in the Wigner–Seitz approximation with a realistic phenomenological nuclear energy functional, where pair
correlations of neutrons and protons are included in the explicit form. It has been shown that the superfluidity of
neutrons and protons affects the structure of the ground state of the crust. © 2004 MAIK “Nauka/Interperiodica”.

PACS numbers: 21.60.–n; 21.65.+f; 26.60.+c
The superfluidity of the matter of neutron stars that
was predicted by Migdal [1] periodically attracts inter-
est. This interest has noticeably increased in the last two
decades in connection with the accumulation of obser-
vation data on irregularities in the rotation periods of
neutron stars. This phenomenon is associated with the
appearance and disappearance of superfluid vortices in
the inner crust of a neutron star (see review [2] and ref-
erences cited therein). The inner crust is the part of the
neutron-star shell with subnuclear densities 0.001ρ0 ≤
ρ ≤ 0.5ρ0, where ρ0 . 0.17 fm–3 is the normal nuclear
density. According to the current concepts, it consists of
spherically symmetric nuclear-like clusters forming a
crystal lattice immersed in a sea of neutrons and a vir-
tually homogeneous sea of ultrarelativistic electrons
responsible for the neutrality of the system. For a cer-
tain critical density ρc . 0.5ρ0, the inhomogeneous con-
figuration becomes energetically unfavorable and a
homogeneous neutron liquid with a small admixture of
protons and electrons arises. In a narrow range near ρc,
clusters can lose their spherical shape and rodlike
(“spaghetti”), layered (“lasagna”), or other exotic con-
figurations become preferable. According to the current
concepts, the neutron superfluidity of the inner crust of
neutron stars is important not only for irregularities in
the rotation periods but also for the cooling of the neu-
tron star during its evolution [2].

As a rule, the superfluidity of only the primary neu-
tron component is considered and it is described in the
local density approximation. Namely, the superfluid
gap ∆n(r) at each point r with the neutron density ρn(r)
is identified with the gap of the infinite neutron matter
of the same density. The latter gap is usually calculated
using either the Brueckner method or the variational
method with a realistic NN potential. The results of the
0021-3640/04/8008- $26.00 © 20523
different calculations agree well with each other. Com-
paratively recent completely quantum calculations of
the gap ∆n(r) for the inner crust of neutron stars were
reported in [3, 4]. In those calculations, the size Rc of
the Wigner–Seitz cell, the proton number Zc in a cluster,
and the mean-field form were chosen according to
Negele and Vautherin [5]. Completed more than
30 years ago, their work remains the only completely
quantum self-consistent description of the inner crust
of neutron stars in the Wigner–Seitz method for a wide
range of densities, but it disregards superfluidity. For a
fixed mean density , the equilibrium values Rc and Zc
were determined in [5] as values corresponding to the
energy minimum under the β-stability condition

(1)

where µn, µp, and µe are the chemical potentials of neu-
trons, protons, and electrons, respectively, including
their rest masses.

An important qualitative result obtained in [5] was
the noticeable shell effect changing the relation
between  and Zc that had been predicted by semiclas-
sical calculations available at that time (e.g., [6]).
According to [5], two close local energy minima com-
pete with each other in a wide range of densities. These
minima correspond to the magic proton numbers Zc =
(giant quasi-nucleus Zr) 40 and (giant quasi-nucleus
Sn) 50. According to calculations made in [5], with an
increase in the density ρ, the first minimum is first
lower than the second one, then the second minimum
becomes lowest, and the first minimum again becomes
lowest near ρc.

Several quantum calculations of the structure of the
inner crust of neutron stars were carried out recently by
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the Hartree–Fock method with the effective Skyrme
forces (namely, with their SLy4 and SLy7 variants
developed by the Lyon group specially for the descrip-
tion of neutron stars) [7–12]. In all those works, phase
transitions near ρc between the aforementioned struc-
tures were analyzed disregarding pairing.

This work is aimed at studying the superfluidity
effect on the structure of the inner crust of neutron stars
far from ρc, where the topological structure of the sys-
tem is unambiguous and the self-consistent calculation
for a given density provides the equilibrium values of
Rc and Zc. In essence, we generalize the method devel-
oped in [5] by including the superfluidity of nucleons.
It is worth noting that this region of the inner crust of
neutron stars is of most interest for studying superfluid-
ity effects, because the ∆ value in nuclear matter is
maximal for densities ρ ≤ 0.5ρc.

We apply the energy-functional method with pairing
in the coordinate representation. It was presented in
[13] and developed in detail by Fayans et al. [14]. The
basic, central component of the energy functional has
the form

(2)

Here, the normalization factor C0 = (dn/dεF)–1 is the
inverse density of states on the Fermi surface, ρ+, – =

ρn ± ρp, a+, – and  are dimensionless parameters,
and the abnormal component of the energy functional
responsible for superfluidity has the form

. (3)

Here, ντ(r) is the abnormal density and ^ξ, τ(ρ) is the
density-dependent effective pairing interaction. For
atomic nuclei, the interaction ^ξ, τ is assumed to be
independent of τ and this superscript will be omitted.
As was shown in [14], the fine details of the isotopic
behavior of some nuclear characteristics (e.g., the
even–odd effect in rms radii) are sensitive to the details
of the density dependence of ^ξ, which testifies to the
pairing interaction with pronounced surface enhance-
ment. At the same time, most of the mean nuclear char-
acteristics are well described by the simplest one-para-
metric density-independent interaction

(4)

which corresponds to the volume pairing. In this case,
the parameter f ξ must, however, depend weakly on the
mass number so that it changes by about 20% from Ca
to Pb. In addition to term (2), the total energy functional
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[14] contains the Coulomb and gradient terms, as well
as the spin–orbit and other spin-dependent components.

The variation of expression (2) with respect to the
density ρτ provides equations for the mean potentials
Uτ(r) and variation with respect to the abnormal density
ντ and equations for pairing gaps ∆τ(r) in terms of den-
sities ρ and ν. The quantities U and ∆ enter into the sys-
tem of equations for the Bogoliubov functions ui(r) and
v i(r), which, in turn, determine the densities ρ and ν
through expressions known from [15]. Thus, we arrive
at the system of equations that is equivalent to the equa-
tions of the Hartree–Fock–Bogoliubov method. We
note that the method of Gor’kov equations providing
close results was used in [14].

In this work, instead of the direct solution to the
pairing problem in the coordinate representation, we
use the simpler method of the expansion in the eigen-
functions

of the problem without pairing (the isotopic index τ will
be omitted). Here, Φjlm are the spin–angular functions
and the functions ynlj(r) satisfy the radial Schrödinger
equation with the potential U(r) and the following usual
boundary conditions at the boundary of a cell:

(5)

and

(6)

for even and odd l values, respectively. The equation for
the gap is solved in model space bounded by the single-
particle energies ελ < E0 (which are generally different
for neutrons and protons).

The diagonal approximation ∆λλ ' = ∆λδλλ ' for the gap
significantly simplifies the calculations. The analysis
performed in [14] for ordinary nuclei shows that the
errors of the diagonal approximation for volume pair-
ing are small, except the above-mentioned fine odd–
even effects. To reduce the computation time, we use
this approximation. In this case, the effective constant
f ξ depends (slightly, logarithmically) on the difference
E0 – µ. Since µn . µp in stable nuclei, the same E0 value
corresponding to E0 – µ . 40 MeV was used for pro-
tons and neutrons in [14]. The µn and µp values for the
inner crust of neutron stars differ by tens of MeVs due

to the erroneous neutron excess. Therefore,  must

differ from  in order to use, at least approximately,
the same f ξ value from [14] for both subsystems.

Among the known phenomenological approaches,
this method provides the maximum accuracy when
reproducing the masses and particularly radii of stable
spherical nuclei, including nuclei with a large neutron
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excess. Therefore, it must well reproduce a nucleus-like
cluster. We can look forward to reasonable predictions
for the neutron environment, because the application of
functional (2) to nuclear mater leads to an equation of
state that is qualitatively close to the “realistic” equa-
tion of state obtained in the variational method or
Brueckner method with realistic NN forces.

Figure 1 shows (solid line) the equation of state of
neutron matter for energy functional (2) and (dotted
line) the realistic equation of state obtained in the
Brueckner method with the Argonne v18 NN potential
[16]. For completeness, the equation of state for
Skyrme SLy7 forces specially fitted to describe neutron
matter is also shown (dashed line). As is seen, the dif-
ference between the three lines is small.

In this work, we present the results of calculations
for only one value of the mean density corresponding to
the Fermi momentum kF = 0.7 fm–1 of the homogeneous
neutron matter. For a given radius Rc, we determine the

total nucleon number A = (kFRc)3 in the cell. Then,

this number is divided between Z protons and N neu-
trons (A = Z + N) such that β-stability condition (1) is
satisfied. The self-consistent solution of the equations
of the energy-functional method for the given Rc auto-
matically provides the distribution of densities and
other characteristics of the system that correspond to
the minimum of the total binding energy. In addition to
the integral of Eq. (2), this energy includes the contri-
bution from Z electrons, which is calculated by stan-
dard methods [5].

Figure 2 shows the binding energy per nucleon EB/A
and the corresponding Zc values calculated for the wide
range Rc = 20–35 fm (dashed lines) without pairing
(f ξ = 0) and (solid lines) including pairing with the
parameters f ξ = –0.45 (the average value between Ca
and Pb [14]),  = 40 MeV, and  = 0. For the case
without pairing, the absolute minimum is reached for
Rc = 25 fm and Zc = 40, but it is only 1 keV below
another local minimum for Rc = 28 fm and Zc = 50 and
the third minimum for Rc = 30 fm and the nonmagic
number Zc = 58. Finally, we note that a pronounced
local minimum exists for Rc = 21 fm and magic Zc = 20,
but it is much higher. Thus, this calculation without
pairing qualitatively corroborates the results obtained
in [5], although details depend on the explicit form of
the energy functional. However, the inclusion of pairing
strongly changes the pattern: although a very weak
local minimum remains for Rc = 28 fm and Zc = 50, the
absolute minimum is shifted to larger values, Rc .
31 fm and Zc . 70.

It is not surprising that the pairing effects weaken
the shell effect: this fact is well known for atomic
nuclei. However, the weakening degree for the inner
crust of neutron stars can be estimated only by direct
calculation. One more effect is seen in Fig. 2: pairing

4
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E0
n E0

p
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almost always increases Zc. This effect can be easily
explained. Indeed, since electrons inside the inner crust
of neutron stars are ultrarelativistic, we have µe .
(9πZc/4)1/3/Rc. The substitution of this expression into
β-stability condition (1) yields

(7)

Pairing usually reduces µn and µp, because the chemical
potential without pairing is determined by the single-
particle energy of the last unoccupied level, whereas the
chemical potential with pairing is most often between
this level and the last occupied level. Moreover, these
levels themselves become lower when pairing is
included, because it increases the total binding energy
of the system. This effect is more pronounced for pro-
tons than for neutrons, because the spacing between
single-particle levels in the proton subsystem is much
larger. Indeed, this spacing in the proton and neutron
subsystems is determined by the cluster radius Rcl and
Wigner–Seitz cell radius Rc, respectively. The latter
radius is noticeably larger than the former radius, and
the level spacing is proportional to R–2. At the same

Zc . 
4

9π
------ µn µp–( )3Rc

3.

Fig. 1. Energy density of neutron matter.

Fig. 2. Binding energy per nucleon and proton number Zc in
the Wigner–Seitz cell.
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time, this spacing is the measure of the effect under
consideration. As a result, the difference between the
chemical potentials on the right-hand side of Eq. (7)
increases, usually, due to pairing, which leads to an
increase in the equilibrium cluster charge Zc.

For illustration, Fig. 3 shows the density distribu-
tions ρn(r) and ρp(r), pairing gaps ∆n(r) and ∆p(r), and
mean potentials Un(r) and Up(r) corresponding to the
equilibrium configuration for Rc . 31 fm. As is seen,
there is a pronounced cluster similar to atomic nuclei in
its properties (but with a much deeper proton potential),
and it sharply changes to almost homogeneous neutron
matter. The description of this domain by energy func-
tional (2) is obviously questionable. Therefore, the pre-
dictions of this calculation cannot be treated literally.

We note that the neutron gap depends only slightly
on Rc. The behavior of the proton gap is more complex.
Although the curve ∆p(r) is usually close to that shown
in Fig. 3, ∆p inside the cluster decreases noticeably for
magic Z values (even vanishes for Z = 20). We empha-
size that the characteristic gap ∆n or ∆p is much smaller
than the depth of the neutron or proton potential inside
the cluster. Therefore, the inclusion of pairing is sub-
stantial only for a comparatively narrow group of states
with energies |  – µn, p| & ∆n, p. Their contribution to
the total binding energy or total density is small. There-
fore, for example, the density profiles of neutrons and
protons as calculated for the same Z and Rc values in the
approach under consideration and the approach devel-

ελ
n p,

Fig. 3. (a) Density distributions, (b) pairing gaps, and
(c) mean potentials for (solid lines) neutrons and (dashed lines)
protons in the Wigner–Seitz cell for Rc = 31 fm with pairing.

(fm)

(f
m

–3
)

oped in [5] (or, e.g., with the effective Skyrme forces)
differ slightly from each other. Pairing changes the
equilibrium values Z and Rc, because the chemical
potentials µn, p appearing in β-stability condition (1), as
well as the dependence of the binding energy on Rc,
change when pairing is included (see Fig. 2).

We now develop a more realistic model of the inner
crust of neutron stars. In this model, energy functional
(2) is used only for the nuclear cluster, whereas an energy
functional microscopically calculated for low-density
neutron matter is used for the exterior region of neutron
matter. Preliminary calculations corroborate the basic
conclusion of this work that the inclusion of superfluidity
is of fundamental importance for determining the equi-
librium configuration of the inner crust of neutron stars.

We are grateful to M.V. Zverev, N.E. Zein,
E.A. Ryabinkin, V.A. Khodel’, and a referee of this
paper for stimulating discussions and remarks. This
work was supported by the Council of the President of
the Russian Federation for Support of Young Russian
Scientists and Leading Scientific Schools (project
no. NSh-1885.2003.2).
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Giant third optical harmonic (TH) generation has been experimentally observed in island silver films. The TH
intensity in the island silver films studied is more than two orders of magnitude higher than the value observed
for the smooth surface of a homogeneous silver film. The mechanism of enhancement of the nonlinear cubic
response is associated with the resonance enhancement of the local optical field at the TH wavelength, which
is caused by the excitation of local surface plasmons in the ensemble of metal nanoparticles. © 2004 MAIK
“Nauka/Interperiodica”.

PACS numbers: 73.61.–r
The phenomenon of giant second harmonic (SH)
generation in island silver films was observed by Wok-
aum et al. [1] almost immediately after the discovery of
surface-enhanced Raman scattering (SERS) [2] and
surface-enhanced SH generation [3] on the rough sur-
face of a silver electrode prepared by electrochemical
etching. It was established [1] that the SH intensity in
island silver films is by three orders of magnitude
higher than the value observed for a smooth silver sur-
face. The mechanism of this enhancement was immedi-
ately formulated in terms of the resonant local-field
enhancement (at the pump or SH wavelength) due to
the excitation of local surface plasmons in silver nano-
particles. The plasmon mechanism of the local-field
enhancement was developed by Berreman [3] and
Moskovits [4] based on the results of SERS investiga-
tions on rough metal surfaces. Experimental investiga-
tions of the plasmon mechanism of SERS and SH gen-
eration were performed for the rough surface of a silver
electrode in an electrochemical cell [5] and for the
rough surface of some other metals [6].

The nonlinear polarization of a single spherical
nanoparticle at the SH frequency is expressed as

(1)

where χ(2)(2ω) is the second-order nonlinear suscepti-
bility and L(ω) and L(2ω) are the local field factors at
the pump and SH frequencies, respectively. There are
three factors influencing the magnitude and spectral
position of the plasmon modes of metal nanoparticles
and the corresponding local field factors. The first is the
removal of degeneracy and the splitting of the fre-
quency of the intrinsic plasmon modes of a metal nano-
particle caused by the deviation of the particle shape
from the ideal sphere. The second factor determining

P2ω L 2ω( )χ 2( ) 2ω( )L2 ω( )E2 ω( ),∼
0021-3640/04/8008- $26.00 © 20527
the plasmon spectra of individual particles is the per-
mittivity of the environment or (as in the case of island
films) the substrate. An increase in the permittivity
leads to a long-wavelength shift of the plasma reso-
nance. Finally, the plasmon spectrum of an ensemble of
metal particles (such as an island film) depends
strongly on the dipole interaction between particles
and, hence, on their number density in the film.

Generalization of relation (1) to the case of a nonlin-
ear cubic inhomogeneity of the medium allows the non-
linear third-order polarization to be written as

(2)

where χ(3)(3ω) is the third-order nonlinear susceptibil-
ity, L(3ω) is the local field factor at the third harmonic
(TH) frequency, and the symbol 〈 〉  denotes averaging
over random realizations of the spatial arrangement of
nanoparticles in the island film ensemble.

Investigations of the optical (and nonlinear optical)
phenomena in island films must take into account pecu-
liarities in the morphology of such inhomogeneous sys-
tems which, representing a random two-dimensional
ensemble of nanoparticles, exhibit spatial fluctuations
both in the nonlinear susceptibilities and in the local
field factors entering into Eqs. (1) and (2). These fluc-
tuations lead to incoherency of the SH and TH genera-
tion processes, which should be considered in such
cases as the hyper-Rayleigh scattering (HRS). Both
these features of the nonlinear optics of random ensem-
bles of metal nanoparticles—the enhancement and
incoherency of the nonlinear response—were experi-
mentally studied in much detail in the case of giant SH
generation (see, e.g., [7]).

The phenomenon of HRS at the TH frequency in
island films was reported in our previous paper [8], but

P3ω L 3ω( )〈 〉 χ 3( ) 3ω( )〈 〉 L3 ω( )〈 〉 E3 ω( ),∼
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the strong enhancement of TH generation has not yet
been considered. By analogy with the giant SH genera-
tion in island silver films, we may expect that the giant
TH enhancement may also take place due to the mech-
anism of the resonance excitation of local surface plas-
mons. Additional interest in the giant TH generation is
stimulated by the fact that this process involves the
third-order nonlinear susceptibility localized in the vol-

Fig. 1. (a) Schematic diagram of an island silver film depos-
ited over a stepped wedge of silicon oxide on the surface of
a silicon substrate; a silver nanoparticle depicted on a
greater scale shows localization of the quadratic (surface)
and cubic (volume) nonlinear susceptibilities; (b) schematic
diagram showing the ray geometry for the measurement of
polar scattering indicatrices of incoherent diffuse SH and
TH; (c) plots of the local field factor F versus the effective
film thickness at a wavelength of 0.53 and 1.06 µm (repro-
duced from [1]); (d) SH intensity spectra for an island silver
film on the stepped oxide wedge at an oxide layer thickness
of d = (open circles) 100, (black circles) 70, and (native
oxide, open squares) 0 nm; solid curves are the Gaussian
approximations of the experimental plots; the inset shows
(black circles) the HRS indicatrix at the SH wavelength for
the island silver film and (open circles) the angular instru-
mental function of the detection system.

(Å)

µm)

µm)
ume of nanoparticles (see the inset in Fig. 1a). Thus, the
SH and TH generation processes provide different but
mutually complementary information about the elec-
tron properties of nanoparticles.

This paper reports the observation and experimental
investigation of the giant TH generation in island silver
films. The nonlinear optical spectroscopy of TH gener-
ation in an island silver film deposited onto a silicon
substrate with a controlled variable distance from the
silicon surface to the silver nanoparticles shows evi-
dence of a plasmon enhancement mechanism.

The island silver films were deposited onto a
Si(001) substrates by thermal evaporation in a vacuum
system with a residual gas pressure not exceeding
10−5 Torr. Silicon plates were selected as substrates
because of their highly smooth and homogeneous sur-
face. In order to detect the giant TH generation, we pre-
pared films of two types: (i) thin films with an island
structure and an effective mass thickness of 1 nm and
(ii) thick homogeneous films with a thickness of about
40 nm (which is greater than the skin layer thickness on
silver). The mass thickness of a film is critical for
observation of the giant TH, because this parameter
determines the morphology of the island film, in partic-
ular, the size of the nanoparticles and, hence, their local
plasma resonance frequency.

Figure 1c shows plots of the local field factor F ver-
sus the mass thickness of a silver film (reproduced from
[1]). These plots reveal a shift of the resonance maxi-
mum of the local field factor at the SH wavelength
toward lower film thicknesses relative to the resonance
at the pump wavelength. According to these results, we
selected the film with a mass thickness of 1 nm for
detecting the giant TH generation. This thickness was
suggested to correspond to the resonance of the local
field factor at the TH frequency under our experimental
conditions. The 40-nm-thick homogeneous silver film
was used as the reference of a nonenhanced TH signal
for evaluating the enhancement factor in the case of
giant TH generation in island silver films.

In order to study the plasmon mechanism of the
giant TH enhancement, we used a special structure
comprising a stepped wedge of silicon oxide on a sili-
con substrate, on which the sample island film was
deposited. Using this structure, it was possible to study
the influence of the permittivity of the semiconductor
substrate on the spectrum of local plasmons excited in
the island silver film. The stepped wedge was prepared
as follows. First, a 100-nm-thick high-quality silicon
oxide layer was grown on a Si(001) plate surface. Then,
steps with a constant height increment of about 5 nm
were formed in this oxide layer by etching at a rate of
5 nm/min in a buffer solution of NH4F with hydrofluo-
ric acid. This stepped wedge with oxide steps of vari-
able height within d ~ 5–100 nm is schematically
depicted in Fig. 1a. Using this wedge, it was possible to
control the distance between the island film and semi-
conductor substrate, thus, varying the plasma reso-
JETP LETTERS      Vol. 80      No. 8      2004
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nance parameters and, hence, the local field factors in
Eqs. (1) and (2).

The surface topography of island silver films was
studied using an atomic force microscope. The results
of these measurements showed that the average particle
size in the film plane was 60–70 nm and the average
particle height was 6–10 nm.

The nonlinear optical measurements of the TH
intensity enhancement and the indicatrices of diffuse
TH scattering were performed using a YAG:Nd3+ laser
with a wavelength of 1064 nm, a pulse power density of
10 MW/cm2, a pulse width of 15 ns, and a pulse repeti-
tion rate of 25 Hz. The nonlinear optical spectroscopy
of the TH generation was carried out using the radiation
of a Spectra-Physics MOPO 710 parametric light gen-
erator tunable in a spectral range of 490–670 nm with a
pulse width of 4 ns and a pulse energy of 10 mJ excited
by the third-harmonic radiation of the YAG:Nd3+ laser.
A part of the pump radiation was diverted into a refer-
ence channel, which allowed the SH and TH responses
of the island silver films to be normalized to the corre-
sponding signals from a reference quartz crystal, thus,
reducing the influence of fluctuations in the pump
power on the accuracy of the measurements. The SH
and TH response signals were detected, after passage
through the corresponding UV or blue–green filters, by
a photomultiplier and a lock-in detection system. By
means of the polar rotation of the detection system, it
was possible to measure the HRS indicatrices at the SH
and TH wavelengths (Fig. 1b), while the rotation of a
sample about the normal to the surface was used for
studying the anisotropy of the SH and TH intensity,
which was necessary for separating the isotropic contri-
bution to the nonlinear response due to the island film
from the anisotropic contribution due to the substrate.

In measurements of the total (integrated over the
polar angle) TH and SH intensity, it is necessary to take
into account the diffuse component of the correspond-

ing signal, , where θ is the scat-

tering angle, ISi is the mirror coherent signal from the
Si(001) substrate surface, ISi + Ag film(θ) is the total signal
including both the mirror coherent signal from the sili-
con surface and the island film and the diffuse incoher-
ent signal from the silver nanoparticles, which is depen-
dent on the scattering angle. The inset in Fig. 1d shows
(i) the typical HRS indicatrix measured at the SH wave-
length for the s–s combination of the polarizations of
the fundamental and SH waves and (ii) the angular
instrumental (transmission) function of the system of
measurement of scattering indicatrices. The s–s geom-
etry was selected taking into account strict selection
rules [9] prohibiting the isotropic mirror SH component
generation on the smooth silicon surface. The diffuse
SH signal component observed in the angular interval
33°–57° shows the presence of an incoherent SH gen-
erated by a random ensemble of silver nanoparticles.

ISi Ag  film+  θ( ) I Si – ( ) θ d ∫              
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Figure 1d shows the SH intensity spectra for the
identical island silver films deposited onto the stepped
oxide wedge for three values of the oxide thickness.
The curves clearly reveal the thickness-dependent shift
of the SH resonance maximum toward longer wave-
lengths, which is explained by the influence of the real
part of the permittivity of silicon on the local resonance
plasma frequency in the island film. The amplitude of
the resonance SH signal increases with increasing dis-
tance from the substrate to the silver nanoparticles,
because the effect of the imaginary part of the permit-
tivity of silicon on the amplitude of the resonance local
field factor at the SH frequency decreases with increas-
ing distance from the film to the silicon substrate.

In order to observe and quantitatively evaluate the
giant TH enhancement, the TH intensity was measured
for the samples of three types prepared on a silicon sub-
strate with a constant oxide thickness of about 100 nm.
Figure 2a shows the azimuthal dependence of the TH
intensity for (i) the island silver film with an effective
mass thickness of about 1 nm, (ii) a thick homogeneous
reference silver film, and (iii) a Si(001) surface without
deposited layers. All measurements were performed for
the s–s combination of the polarizations of the funda-
mental and TH waves.

The TH intensity for the Si(001) surface as a func-
tion of the azimuthal angle can be expressed as

(3)

where ϕ is the azimuthal angle and a and b are the
numerical coefficients related to a particular form of the
cubic nonlinearity tensor and the incidence angle of the
pump radiation. The anisotropic term in relation (3) is
of the same order of magnitude as the isotropic term

(  ≈ ), which can be seen from the experimental
dependences in Fig. 2a (open circles). A comparison of
the isotropic and anisotropic contributions to the TH
intensity in the films of various types (Fig. 2a) shows
that the presence of an island film, on the one hand, sig-
nificantly increases the total isotropic TH component
due to the isotropic incoherent contribution from silver

nanoparticles (  = /  = 2.6) and, on the
other hand, reduces the anisotropic component of the

total TH signal (  = /  = 0.46). The lat-
ter effect is associated with the absorption of pump
radiation and the TH signal (from the silicon substrate)
in the island film, which leads to a decrease in the
anisotropic signal intensity.

Similarly to the case of the giant SH generation con-
sidered above, evaluation of the enhancement factor for
the giant TH generation requires the measurement of
the diffuse TH component for obtaining the TH inten-
sity integrated with respect to the polar angle.

The inset in Fig. 2b shows (i) the HRS indicatrix
measured at the TH wavelength for the island silver
film and (ii) the angular instrumental (transmission)

I3ω
ss ϕ( ) χ 3( ) 3ω( ){ } 2

E3 ω( )( )2
a b 4ϕ( )cos+[ ] ,∼

ISi
isot ISi

anis

I3ω
isot ISi Ag  film+

isot ISi
isot

I3ω
anis ISi Ag  film+

anis ISi
anis
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function of the detection system. These curves were
measured using the s–s combination of polarizations of
the fundamental and TH waves. The diffuse component
of the TH signal is observed in the angular interval 38°–
52°.

The degree of the giant TH enhancement in island
silver films can be evaluated using the expression

(4)G 3ω( )
ISi Ag  film+  I Si – [ ] θ d ∫  

I

 

thin Ag
isot

 
-----------------------------------------------,=

                

Fig. 2.

 

 (a) Plots of the TH intensity versus azimuthal angle
for the clean Si(001) surface (open circles), thin island sil-
ver film (black circles), and thick reference silver film
(black squares); solid curves are the approximations by
Eq. (3); (b) TH intensity spectra for the island silver film on
the stepped oxide wedge at an oxide layer thickness of 

 

d

 

 =
(open circles) 100, (black circles) 70, and (native oxide,
open squares) 0 nm; solid curves show the Gaussian
approximations of the experimental plots; the inset shows
(black circles) the HRS indicatrix at the TH wavelength for
an island silver film and (open circles) the angular instru-
mental function of the detection system, and the solid line is
the approximation by Eq. (3) from [8].
                    

where  is the isotropic TH intensity component
generated in the “conditional” thin homogeneous silver
film with an effective mass thickness of about 1 nm
(equivalent to the island film in the amount of silver).
The TH intensity for such a conditional 1-nm-thick sil-
ver film can be estimated from the results of measure-
ments of the TH intensity for the 40-nm-thick homoge-
neous reference silver film. Taking into account that
(i) the pump radiation penetrates into the reference sil-
ver film to a depth of about 10 nm and (ii) the TH radi-
ation is emitted from a layer with a thickness on the
same order, the enhancement of the giant TH genera-

tion can be evaluated using the ratio /  =

1/102. Once the  is experimentally determined

(Fig. 2a) we can calculate  and estimate the TH
enhancement factor, which has proved to be G(3ω) =
1.4 × 102. A comparison of the enhancement factor for
the giant SH generation (according to our results and
the data from [1]) to the giant TH enhancement factor
experimentally determined in this study shows a some-
what lower enhancement in the case of the giant TH
generation, which is probably due to a higher absorp-
tion of the TH radiation in silver.

In order to study the role of the local plasma reso-
nance in the mechanism of the giant TH enhancement,
we have studied the TH spectra for identical island
films deposited onto the surface of the stepped oxide
wedge. Figure 2b shows the spectra of the giant TH
intensity for three values of the oxide layer thickness.
Similarly to the case of the SH spectroscopy, the curves
reveal a shift of the TH intensity resonance maximum
toward shorter wavelengths with increasing distance
between the silver nanoparticles and silicon substrate.
This behavior of the TH intensity resonance shows the
influence of the real and imaginary parts of the permit-
tivity of the substrate on the behavior of the local
plasma resonance frequency and confirms the proposed
plasmon mechanism of the giant TH generation
enhancement.

In conclusion, we observed the phenomenon of
giant TH generation in a two-dimensional ensemble of
silver nanoparticles with an enhancement coefficient of
1.4 × 102 relative to the TH intensity for a homogeneous
silver film. The results of the investigation of the reso-
nance spectra of the TH intensity in a wedge structure
with variable distance between the silver nanoparticles
and semiconductor substrate showed that the mecha-
nism of enhancement of the giant TH intensity is asso-
ciated with the enhancement of the local optical fields
as a result of the excitation of local surface plasmons in
the ensemble of silver nanoparticles.

This study was supported by the Russian Founda-
tion for Basic Research (project nos. 04-02-16847,
04-02-17059, 03-02-39010, and 01-02-04018), the
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The dynamics of intramolecular vibrational-energy redistribution from an initially excited mode ν1 (the acety-
lene-type H–C bond) to the other modes of the H–C≡C–Si(CH3)3 molecule was studied experimentally. Probing
was performed by spontaneous anti-Stokes Raman scattering. The measured deexcitation time of ν1 was 128 ±
10 ps. © 2004 MAIK “Nauka/Interperiodica”.

PACS numbers: 33.20.Fb; 34.30.+h; 42.62.Fi
Intramolecular vibrational-energy redistribution
(IVR) is a fundamental phenomenon apparently inher-
ent in any polyatomic molecule if it is excited highly
enough [1–13]. The following subjects of investiga-
tions in this area are of paramount interest:

(i) energy thresholds above which the effect is
observed for various molecules [4, 8];

(ii) vibrational spectra, which contain qualitative
information on the existence of the effect and from
which quantitative information on IVR dynamics can
be derived in a number of cases [3, 7–9, 11, 12, 14];

(iii) this dynamics itself measured in real time [6,
15].

This paper presents the first direct measurement of
the energy outflow rate from a mode of a moderately
complex molecule by spontaneous Raman scattering
(RS) spectroscopy. The experiment was performed
with the H–C≡C–Si(CH3)3 molecule in the gas phase.
The ν1 ≈ 3312 cm–1 mode of this molecule, which cor-
responds to the acetylene-type H–C bond, is the highest
frequency mode. It differs substantially in frequency
from the C–H modes of methyl groups. The transition
|v 1 = 0〉   |v 1 = 1〉  was selectively excited by a radi-
ation pulse of an optical parametric oscillator (OPO).
The excited molecules were probed by a radiation pulse
of a picosecond Nd3+:YAG laser (operating at a wave-
length of 1.064 µm). Namely, the anti-Stokes Raman-
scattering signal integrated over the ν1 band was mea-
sured as a function of the delay time between the pump
and probe pulses. The magnitude of this signal is pro-
portional to the energy in the probed vibrational degree
of freedom of the molecule [2, 4, 8, 16].

The experimental design is schematically shown in
Fig. 1. The Nd3+:YAG laser with a half-maximum pulse
duration of 44 ps was used both for pumping the OPO
0021-3640/04/8008- $26.00 © 20532
and for RS probing. The laser pulse was divided
between these two channels. The OPO was designed
according to a noncollinear scheme [17] based on
LiNbO3 crystals. The pump and probe pulse energies
were 200–300 µJ and approximately 1.5 mJ, respec-
tively. The pulse repetition rate was 6.25 Hz.

The pump and probe pulses were aligned using a
dichroic mirror and were focused coaxially into a cell
with an H–C≡C–Si(CH3)3 gas. The gas pressure was
30 Torr. The beam polarizations were mutually perpen-
dicular. The profile of the pump-radiation beam in the
caustic region was such that approximately 60% of the
radiation passed through the hole 200 µm in diameter.
The probe beam waist was considerably narrower in
diameter: no more than 100 µm. The time delay
between pulses was adjusted by means of a mechani-

Fig. 1. Schematic diagram of the experimental setup:
(1) prism, (2) dichroic mirror, (3) gas cell, (4) pulse energy
control detectors, (5) photomultiplier, and (6) pulse counter.
004 MAIK “Nauka/Interperiodica”
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cally movable prism. Its positioning precision was
±0.05 mm, which corresponded to ±330 fs. The zero
time delay between pulses was determined by the sig-
nal peak at the sum frequency ωOPO + 2ωYAG generated
as a result of upconversion in the lithium iodate crystal;
the accuracy of this referencing was ±3.3 ps.

The OPO wavelength in the vicinity of 3 µm was
tuned to the ν1 band of the H–C≡C–Si(CH3)3 molecule.
The OPO spectrum whose width measured by the
upconversion method was about 50 cm–1 covered the
rotational structure of the excited ν1 band with guaran-
tee. The RS signal was detected using a triple polychro-
mator in the region of 785.7–788.1 nm, which com-
pletely covered the anti-Stokes position of the ν1 band.
The signal was recorded in the photon-counting mode
by a Hamamatsu H7421-50 photomultiplier and an
SR400 gated pulse counter.

The experimental results are presented in Fig. 2. The
experimental points are well described by a dependence
implying that energy is transferred from the initially
excited mode to other vibrational degrees of freedom of
the molecule according to an exponential law with a
time constant of τ = 128 ± 10 ps. Undoubtedly, this time
characterizes the dynamics of vibrational-energy redis-
tribution within the isolated molecule, because the
mean free time at the aforementioned gas pressures in
the cell exceeds the maximum delay time between the
pump and probe pulses in Fig. 2 by more than an order
of magnitude.

The physical cause for IVR is the anharmonic inter-
action of molecular vibrations. The good agreement of
the observed dynamics with the exponential decay of
the initial excitation is explained within the model that
is recognized as the most probable though not the only
possible IVR scenario [8, 13, 18, 19]. The model is

Fig. 2. Integral anti-Stokes RS signal in the ν1 band of the
H–C≡C–Si(CH3)3 molecule vs. the delay time of the probe
pulse with respect to the pump pulse. The measurement
error bars are determined by photocount statistics. The solid
curve is the best fit to the experimental data by the double
convolution of pump and probe pulses with the function
θ(t)exp(–t/τ).
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applied to our case as follows (Fig. 3). The combination

vibrational levels |v (i)〉  ≡ |v 1 = 0; … 〉  with
the excitation of some of the other (s – 1) normal

modes, except ν1, with the energy E(i) ≈ νj in
the vicinity of ν1 are mixed with each other due to the
anharmonic interaction.1 High-order interactions cou-
pling states with strongly differing sets of vibrational
quantum numbers, which, in addition, can be localized
on bonds weakly interacting with each other directly,
play the key role in this picture. The particular realiza-
tion of such high-order interactions is sequential mix-
ing with exchange by a relatively small number of
vibrational quanta due to the dominant cubic and/or
quartic intermode anharmonicity [19]. It is suggested
that a quasi-continuous spectrum of states |vE〉  =

|v (i)〉  is formed as a result. These states represent

“random” superpositions of many harmonic states
|v (i)〉 . According to [20], their density ρ for the H–C≡C–
Si(CH3)3 molecule at an energy of 3312 cm–1 equals
2.1 × 104 levels/cm–1 with regard to only the states
whose symmetry A1 coincides with the symmetry of the
ν1 mode. Because the states |vE〉  are “ergodic” [21] (that
is, their wavefunctions are not localized on some nor-
mal vibrations), the anharmonic interaction  of the
state |v 1 = 1〉  with those states is random (Fig. 3b), as
distinct from the situation where mixing is absent
(Fig. 3a). It is natural to suggest that the characteristic
scale of energy intervals in which  fluctuates is the
mean distance ρ–1 between the states |vE〉 . In this case,
if the absolute value of the interaction matrix element

1 The possible role of vibrational–rotational interactions will be
discussed below.

v 2
i( ) v 3

i( ) v s
i( )

v j
i( )

j 2=
s∑

cii∑

V̂ anh

V̂ anh

Fig. 3. Interaction of the excited state |v1 = 1〉  with vibra-
tional states close in energy. (a) If the states |v i 〉  are har-
monic, the interaction with a few levels indicated by heavy
lines dominates; these levels, in turn, are coupled with a few
other levels, etc. (b) If the states |v i 〉  are strongly mixed so
that they form new eigenstates |vE〉 , the initial interaction is
redistributed over the entire quasi-continuous spectrum.
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〈v 1 = 1| |vE〉  on the average considerably exceeds
the inverse density of states, that is,

(1)

then, according to the exact solutions of a number of
model problems [22, 23], the quasi-continuous spec-
trum is virtually equivalent to a continuous one in the
sense that the evolution of the population of the initially
prepared state |v 1 = 1〉  is well approximated by an expo-
nential decay at the rate2 

(2)

Substituting the experimental τ value into Eq. (2), we
find that inequality (1) is unconditionally fulfilled.

Furthermore, we note that the time of the energy
redistribution from the ν1 mode of the H–C≡C–
Si(CH3)3 molecule to the other modes that is obtained
in this work is by more than an order of magnitude
shorter than the value of 2000 ps obtained from the
treatment of the IR spectra of the same molecule in a
cooled molecular beam [20]. Our value is in better
agreement with the value of 96 ps obtained in a recent
work [15] by IR–IR double resonance spectroscopy.
However, in the latter case, the gas pressure was several
tens of times higher than in our experiment so that the
contribution of collisions to the measured time was
possibly not excluded.

The difference between the results obtained from
the IR spectra in a cooled beam and those obtained, as
in this work, by a direct method but at room tempera-
ture is most likely associated with fundamental causes
rather than “the experimental limitations of high-reso-
lution infrared spectroscopy,” as was stated as an
assumption in [24]. A possible cause is the initial ther-
mal excitation of low-frequency modes leading to an
increase in anharmonic interactions (see also [24]). It
seems likely that, along with anharmonic interactions,
vibrational–rotational interactions (which increase rap-
idly as the rotational quantum numbers increase) can
play an auxiliary role in the mode mixing in some spe-
cific cases. At present, only qualitative suggestions on
this point are available (see, e.g., [25]). The estimation
of the contribution of various mechanisms to the IVR
rate is the subject of further experimental investigations
and theoretical simulations.

We are grateful to E.P. Chukalina and S.A. Klimin
for the auxiliary measurements of FTIR spectra; to
Yu.S. Dolzhikov, V.B. Laptev, and N.-D.D. Ogurok for
technical assistance; and to V.S. Letokhov for useful
discussions. This work was supported by the Russian
Foundation for Basic Research (project no. 02-02-
16687), the Council of the President of the Russian
Federation for Support of Young Russian Scientists and

2 It should certainly be kept in mind that, in contrast to the continu-
ous case, significant return to the initial state can occur in the
quasi-continuous case at long times. However, estimates show
that it is virtually unobservable if at least ten levels are involved
in the process.

V̂ anh
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We present a controlling potential method for solving the three-dimensional Gross–Pitaevskii equation (GPE),
which governs the nonlinear dynamics of the Bose–Einstein condensates (BECs) in an inhomogeneous poten-
tial trap. Our method allows one to construct ground and excited matter wave states whose longitudinal profiles
can have bright solitons. This method provides the confining potential that filters and controls localized BECs.
Moreover, it is predicted that, while the BEC longitudinal soliton profile is controlled and kept unchanged, the
transverse profile may exhibit oscillatory breathers (the unmatched case) or move as a rigid body in the form of
either coherent states (performing the Lissajous figures) or a Schrödinger cat state (matched case). © 2004
MAIK “Nauka/Interperiodica”.
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It is well known that the dynamics of Bose-Einstein
condensates (BECs) in condensed matters is governed
by the Gross-Pitaevskii equation (GPE) [1]. Stationary
solutions of the latter in one space dimension can be
cast in the form of solitons [2]. The formation of bright
and dark/grey solitons is attributed to the attractive as
well as repulsive interatomic interaction and that were
created experimentally in elongated BECs [3].

We consider here the multidimensional GPE with
confining potentials for BECs and present a new analyt-
ical method for filtering different kinds of solitons by
controlling the confining potential. This idea could be
realized by recently developed techniques involving
lithographically fabricated circuit patterns, which pro-
vide electromagnetic guides and microtraps for ultracold
neutral systems of atoms in BEC experiments [4]. Alter-
natively, the use of optically induced potentials is also
extremely versatile for producing “exotic” potentials [5].

We obtain exact controlled 3D solutions for the
ground and excited soliton states of BECs.

The dynamics of BECs in a spatially nonuniform
confining potential well are governed by the GPE [1]

(1)

¶ This article was submitted by the authors in English.
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where " is the Planck constant divided by 2π; Ψ(r, t) is
the macroscopic wave function of the condensate; ma is
the atomic mass; U(r, t, |Ψ(r, t)|2) = Vext(r, t) + gN|Ψ(r,
t)|2, Vext(r, t) is the external confining potential for
BECs; the coupling constant g is related to the short
range scattering (s-wave) length a representing the
interactions between atomic particles, namely, g =
4π"a/ma; and N is the number of atoms. The short range
scattering length a of the atoms can be either positive or
negative, giving rise to either attractive or repulsive
forces.

We consider a generic external potential composed
of two parts, viz. Vext(r, t) = V⊥ (r⊥ , t) + V(z, t). We look
for a solution of (1) in the form Ψ(r, z, t) = Ψ⊥ (r⊥ ,
t)Ψz(z, t). Hence, Eq. (1) can be decomposed as

(2)

(3)

where g1D = g d2r⊥ . We see that the transverse

and longitudinal equations are exactly decoupled, the
former being a linear equation and the latter being the
1D cubic nonlinear Schrödinger equation (cNLSE)
whose nonlinear coupling coefficient depends on the

i"
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---------- "

2

2ma

---------∇ ⊥
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shape of the transverse BEC’s density profile. Note also
that g1D is, in principle, a function of t (g1D = g1D(t)).

We assume that the transverse external potential is

quadratic; i.e., V⊥ (x, y, t) ≡ ma[ (t)x2 + (t)y2]/2.
Thus, Eq. (2) admits, in rectangular coordinates, the
following complete set of normalized Hermite–Gauss
modes: Ψ⊥ nm(x, y, t) = Ψxn(x, t)Ψym(y, t), where

(4)

with j = x, y and k = 0, 1, 2, 3, …. The quantities σj(t),
γj(t), and φjk satisfy the following system of equations

(5)

γj(t) = (1/σj(t))(dσj(t)/dt), φjk(t) = (2k + 1)φj0(t), and

dφj0(t)/dt = –"/4ma (t). Since Eq. (2) is linear, in prin-
ciple, an arbitrary normalized solution Ψ⊥  can be
expressed as a linear combination of the above Ψ⊥ nm;
i.e., Ψ⊥  = ΣnmcnmΨ⊥ nm. Note that Ψj0( j, t) is a purely
Gaussian time-dependent fundamental mode and σj(t)

is its rms . Consequently, the transverse effective
spot size of the condensate can be defined as σ⊥ (t) ≡

. Equation (5) (a Pinney equation)
describes the envelope oscillations of the condensate
along the jth transverse direction within the quadratic
potential well Vj ( j, t) = maωj(t)j2/2.

For ωj independent of time, Eq. (5) can be easily
integrated. For the initial conditions: σj0 ≡ σj(t = 0) and
γj0 ≡ γj(t = 0), we have for the BEC transverse envelope
motion

(6)

where  = . From Eq. (6), it is evident that,
if γj0 ≠ 0, the BECs execute envelope oscillations
(breathers). If γj0 = 0, the jth transverse BEC state is
described by a wave function (given for each integer k
by Eq. (4)) whose rms does not change in time (station-
ary state) when σj0 =  (the matched case) or it exe-

cutes oscillatory breathers when σj0 ≠  (the
unmatched case). In particular, for k = 0, this jth trans-
verse state is described by the 1D harmonic oscillator
ground state, which is purely Gaussian and has the
characteristic of being the simplest coherent state. A
complete set of coherent states in such a harmonic
potential well can be obtained just by shifting the center

ωx
2 ωy

2

Ψ jk j t,( ) Hk j/ 2σ j t( )[ ]=

×
j2/4σ j

2 t( )– imaγ j t( ) j2/2" iφjk t( )+ +[ ]exp

2πσj
2 t( )22k k!( )2[ ] 1/4

--------------------------------------------------------------------------------------------------------,

d2σ j/dt2 ωj
2 t( )σ j "
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4

--------- ωjtsin
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σ j* "/maωj

σ j*

σ j*
of the Gaussian state by a time-dependent vectorial
shift, say r⊥ 0(t) = (x0(t), y0(t)), with respect to the mini-
mum of the potential well obeying the classical har-
monic oscillator motion.

We seek a solution of Eq. (3) in the form Ψz(z, t) =
F(z, t)exp(–iEat/"), where Ea is a real number and F is
a complex function (the solution of a cNLSE)

(7)

Here β is a real constant. Consequently, we have to
impose the following condition for the potential: V(z,
t) = [β – g1D(t)N]|F|2 + Ea. Equation (7) admits bright
(dark/grey) soliton solutions for β < 0 (β > 0). The main
property of these solutions is that they are stationary
profile solutions (nonlinear traveling waves); namely,
F(z, t) = ^(ξ)exp(–iEst/"), where ξ ≡ z – u0t, u0, and Es

are arbitrary constants representing the soliton speed
and nonlinear frequency shift, respectively. For β < 0,
the bright standing (nontravelling) envelope soliton
solution of Eq. (7) is F(z, t) =

(1/ ) exp(−iEt/"), where E = Fdz

is a negative arbitrary constant, which plays the role of
an energy eigenvalue associated with the “nonlinear
longitudinal eigenstate” of Eq. (7) and characterizes a
continuous spectrum of the soliton energy.

In view of the above analysis, we realize that a
method for filtering longitudinal bright soliton states of
BECs can be established. Let us suppose that we want
to produce a bright soliton with amplitude FM and width
lz. First, we find from F(z, t) the corresponding value of

β and E; i.e., β = –"2/ma , E = –"2/2ma . The latter
shows a direct correspondence between the BEC longi-
tudinal width lz (soliton width) and its longitudinal
energy E (soliton energy). So, one could also character-
ize the soliton continuous spectrum in terms of lz. We
then design, using the techniques described in [4, 5], an

external potential well V(z, t) = –("2/m )[1 +

(mNlz/2"2)g1D(t)] . Note that the external
longitudinal potential well is time-modulated through
the factor g1D, which, in turn, depends on the time due
to the time variation of the transverse rms σj(t). Assum-
ing that, by virtue of Eq. (4), Ψ⊥  = Ψ⊥ nm, we have

(t) ≡ g d2r⊥ , which can be cast as

gδnδm/2π2σx(t)σy(t), where δk =

(1/22k(k!)2) [Hk(ξ)]4dξ. Let us now dis-

cuss the possibilities to use different modes as solutions
to the linear transverse evolution equation describing
the BEC state related to the factorized form of the BEC
wave function. Having a solution Ψ⊥ (x, y, t), one has
controlling tools for the longitudinal soliton solution of
the GPE. These tools are reduced to the time-dependent

i"∂F/∂t "
2/2m( )∂2F/∂z2– β F 2F.+=

2lz z/lz( )sech F*Ĥz∫
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2FM

2 lz
2

lz
2

z/lz( )sech
2

g1D
nm( ) Ψ⊥ nm x y t, ,( ) 4∫

2ξ2–( )exp
∞–

∞∫
JETP LETTERS      Vol. 80      No. 8      2004



CONTROLLING POTENTIAL TRAPS FOR FILTERING SOLITONS 537
variable g1D. When each ωj does not depend on time,
σj(t) is given by Eq. (6). Consequently, we have

(8)

By virtue of (4), it is easy to see that the transverse BEC
probability density of matter waves |Ψ⊥ nm(x, y, t)|2 is
affected by oscillatory breathers. In general, due to the
linearity of Eq. (2), an arbitrary transverse BEC state
Ψ⊥ , which can be expressed as a superposition of the
Hilbert space base {Ψ⊥ nm}, should exhibit similar oscil-
latory breathers as well. It turns out that, in order to fil-
ter and control a longitudinal bright soliton profile of
BEC while preserving its width, one has to impose an
external potential well given by (8), which takes into
account the transverse BEC breathers. A discussion of
some special cases is in order. First, we consider the
case of stationary transverse states (eigenstates of the

transverse Hamiltonian ). Here, the rms of the
modes associated with the jth transverse direction satis-
fies the initial condition in the matched case (σj0 = 
with γj0 = 0) and, consequently, does not change in time
(there is no spread variation of the transverse BEC
state). Thus, the external longitudinal potential well is
reduced to the following time-independent form: V(z) =

–("2/ma )(1 + maNlzgδnδm/4π2"2 ) ,
which shows that, in order to preserve the soliton distri-
bution width (no spread variations), the potential con-
trolling system does not have to account for breather
effects. It follows that the corresponding controlled 3D
BEC state is (x, y, z, t) = (x, y, z)exp[iEnm/"],

Enm = (n + 1/2)"ωx + (m + 1/2)"ωy – "2/2ma ,

(9)

where the subscript lz accounts for the continuity of the
longitudinal energy spectrum. On the contrary, the
transverse energy is characterized by a discrete spec-

trum; i.e., 〈 〉  = (n + 1/2)"ωx + (m + 1/2)"ωy .
Figure 1 clearly shows the oscillatory breathers of

both the BEC transverse density distributions and the
temporal controlling potential function due to the trans-
verse rms (spot size) oscillations. While this BEC “res-
piration” takes place, the soliton-like BEC longitudinal
profile remains unchanged. For n = m = 0, the 2D trans-
verse BEC cross section (transverse spot) is an ellipse
whose shape changes progressively as the ratio
σx(t)/σy(t) changes in time. In particular, this ratio,
which initially is <1, reaches 1 and subsequently
becomes >1. For n and/or m greater than 1, the trans-
verse spot is more than 1. For increasing values of n and
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Ĥ ⊥ nm
JETP LETTERS      Vol. 80      No. 8      2004
2
–2

–2 –1 0 1

–1
0
1
2

y/
I z

x/Iz

2
–2

–2 –1 0 1

–1
0
1
2

y/
I z

x/Iz

2
–2

–2 –1 0 1

–1
0
1
2

y/
I z

(c) n = 0 m = 0

x/Iz

2
–2

–2 –1 0 1

–1
0
1
2

y/
I z

(d) n = 0 m = 0

x/Iz

2
–2

–2 –1 0 1

–1
0
1
2

y/
I z

(a) n = 1 m = 1

x/Iz

2
–2

–2 –1 0 1

–1
0
1
2

y/
I z

(b) n = 1 m = 1

x/Iz

2
–2

–2 –1 0 1

–1
0
1
2

y/
I z

x/Iz

2
–2

–2 –1 0 1

–1
0
1
2

y/
I z

x/Iz

(b) n = 0 m = 0(a) n = 0 m = 0

(c) n = 1 m = 1 (d) n = 1 m = 1

2
–2

–2 –1 0 1

–1
0
1
2

y/
I z

(a) n = 2 m = 2

x/Iz

2
–2

–2 –1 0 1

–1
0
1
2

y/
I z

(b) n = 2 m = 2

x/Iz

2
–2

–2 –1 0 1

–1
0
1
2

y/
I z

x/Iz

2
–2

–2 –1 0 1

–1
0
1
2

y/
I z

x/Iz

(c) n = 2 m = 2 (d) n = 2 m = 2

0 1

Fig. 1. Cross sections of the BEC transverse probability
density |Ψ⊥ |2 at z = 0 and different times: t1 = 1.57/ωx (a),
t2 = 3.14/ωx (b), t3 = 4.71/ωx (c), and t4 = 6.28/ωx (d). The
three groups of panels are plotted for different values of
mode indices: n = 0, m = 0; n = 1, m = 1; n = 2, m = 2. The

calculations refer to ω ≡ ωy/ωx = 0.5, /lz = 0.5, and

/lz = /lz  = 1/ . The normalized transverse

widths are σx0/lz = 0.5 and σy0/lz = 1; γx0/ωx = 0.5 and
γy0/ωy = 1.
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m (higher modes), the numbers of transverse spots
increase correspondingly and the time evolution of all
the transverse spots shows the oscillatory breathers.

Second, we consider the case where the transverse
BEC profile corresponds to a 2D coherent state. Conse-
quently, while the soliton-like longitudinal BEC profile
is kept by potential controlling, the transverse one is a
bi-Gaussian with a moving centroid (guiding center)
whose coordinates, say x0(t) and y0(t), satisfy the clas-
sical harmonic oscillator equations: d2j0/dt2 + ωj j0 = 0,
p0j = –madj0/dt. Thus, the Gaussian transverse BEC dis-
tribution moves, as its centroid, around in the transverse
x – y plane as a rigid body preserving shape and rms (no
spread variations). This motion is the composition of
the rigid oscillations along each transverse direction of
each Gaussian distribution (preserving shape and rms
as well) according to the corresponding centroid oscil-
lation. The phase relation between these two oscilla-
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Fig. 2. Centroid motion of the coherent wavepacket per
forming Lissajous figures (left panel) and the corresponding
BEC transverse probability density |Ψ⊥ |2 at z = 0 (right
panel) for the ratio ωy/ωx equal to 1.5, 1.0, and 0.5, respec-
tively (from top to bottom). The x and y components of the
maximum amplitude of the centroid motion normalized
with respect to lz are 5 and 10, respectively. The relative

phase between them is 1.57 rad and /lz = 0.5, /lz =

/lz . The ellipse eccentricity /  is gov-

erned by .

σx* σy*

σx* ωy/ωx σx* σy*

ωy/ωx
tions should be imposed by the initial conditions. In
principle, the transverse BEC centroid describes the
Lissajous figures. While the transverse motion takes
place, the shape of the longitudinal soliton distribution
is preserved together with its width (no spread varia-
tions). Figure 2 shows the Lissajous figures described
by the “rigid” motion of a BEC coherent state distribu-
tion in the x – y plane, which does not exhibit any oscil-
latory breathers.

The third special case is the one where Ψ⊥  is a
Schrödinger cat state. In the Dirac formalism, we can
construct such a state by taking, for the jth transverse

direction, the superposition (|αj 〉  ± |–αj〉)/ , which is
called the even (sign “+”) or odd (sign “–”) coherent
state, where αj(t) = j0(t)/2  + p0(t)/". This combi-
nation is also known as the Schrödinger cat (associated
with the jth transverse direction). In order to have a 2D
Schrödinger cat, one may construct the combination

(| 〉 ± |– 〉)/ , where  is the complex vector:  =

αx + αy. Figure 3 shows density plots in the x/  –

y/  plane of |Ψ⊥ (x, y)|2 corresponding to a transverse
BEC Schrödinger cat state at different times.
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Fig. 3. Cross sections of the BEC transverse probability
density |Ψ⊥ |2 associated with the even coherent state
(Schrödinger cat) at z = 0 and different tunes: t1 = 6.0/ωx,
t2 = 6.3/ωx, t3 = 6.5/ωx, and t4 = 6.7/ωx. At time t2, the
Schrödinger cat state shows a marked interference effect as
can be seen by the formation of a clear interference fringe
pattern. The x and y components of the maximum amplitude
of the centroid motion normalized with respect to lz are 5
and 5, respectively. The relative phase between them is

1.57 rad and /lz = 0.5, /lz = /lz  (ωy/ωx is

put at 1/5).
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In conclusion, we have presented a controlling
potential method for solving the 3D GPE that governs
the nonlinear dynamics of BECs in nonuniform confin-
ing potentials. This novel approach seems to be possi-
ble thanks to the increasingly employed techniques
used to produce almost arbitrary potential trap shapes,
by using suitably tapered wires as in the microtraps
techniques as well as by using suitably shaped laser
beams as in the optical potential techniques. We have
shown that stationary bright solitons with a finite trans-
verse extent are filtered and controlled by a proper
potential trap which, in turn, is selected on the basis of
the shape of a soliton excited in BECs; therefore,

∝ . The present result shows that, by con-
trolling the longitudinal potential, it is possible to con-
trol the transverse characteristics of a BEC. This is of
crucial importance for the possible realization of
atomic waveguides, especially, in the framework of
lithographic microtraps. We would like to point out that
the present solitonic solutions are stable; i.e., a small
deviation from the potential V(z, t) will not result in

z/lz( )sech
2
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destruction of the soliton. A more complete stability
analysis will be the subject of future work.
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63,65Cu NMR Study of Low-Frequency Spin Dynamics
in the Infinite-Layer Antiferromagnetic Compound SrCuO2
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The spin–lattice and spin–spin relaxation times have been measured for 63,65Cu NMR in the infinite-layer anti-
ferromagnet SrCuO2 in the ordered state for temperatures from 4.2 to 361 K. In the region of low temperatures
(T ≤ 250 K), both relaxation processes are of the same nature and the main contribution to the relaxation rate is
associated with the diffusion of a small number of holes with an activation energy of ~42 meV. In the high-
temperature range (T > 250 K), contributions to the transverse relaxation rate exhibit redistribution and this
relaxation process is determined predominantly by indirect interactions. © 2004 MAIK “Nauka/Interperiod-
ica”.

PACS numbers: 75.50.Ee; 76.60.–k
A considerable part of high-Tc superconductors
were synthesized via heterovalent substitution or by
changing the degree of oxidation in the initial antiferro-
magnetic compounds such as La2CuO4, YBa2Cu3O6,
and Ca(Sr)CuO2. All these compounds are quasi-two-
dimensional (2D) Heizenberg antiferromagnets with
S = 1/2 and are of considerable basic significance as
model systems featuring anisotropic interactions.
These antiferromagnets are also of interest for investi-
gations of the possible relationship between magnetism
and superconductivity. For these reasons, such systems
have been extensively studied in recent years [1–3].

The infinite-layer antiferromagnet SrCuO2 (SCO) is
the initial compound for the synthesis of a series of
electron-doped superconductors of the Sr1 – xRxCuO2
system (R = La, Nd, Pr, …) with record high values of
the superconducting transition temperatures for this
class of compounds (Tc ~ 40 K). At the same time, the
SCO is characterized by the simplest structural formula
and crystal structure, since no apical oxygen is present
between the copper planes. It should be also noted that
the SCO is the least studied compound in the group of
such oxides. The long-range magnetic order in this
compound was found for the first time when the NMR
spectra in the local field were measured by Ishida et al.
[4] and then confirmed in [5]. The magnetic properties
of the SCO were also studied only recently in [6],
where we determined for the first time the Néel temper-
ature (TN ≈ 442 K) and evaluated the exchange inte-
grals. These data allowed the SCO, like its analogs, to
be classified into 2D antiferromagnets.

The NMR technique, which is frequently used for
the investigation of such compounds, is a very effective
tool capable of replacing magnetic neutron diffractom-
etry. In some cases [1, 3], NMR measurements even
0021-3640/04/8008- $26.00 © 20540
refine the data obtained by neutron diffraction. This
ability is due to the fact that the nuclear magnetic
moment is coupled with the electron spin moment via
the hyperfine interaction constant. Hence, by recording
the NMR spectra in the internal local field in the
ordered state, it is possible to determine the value of the
hyperfine field proportional to the sublattice magnetiza-
tion. At the same time, by measuring the relaxation
characteristics in the ordered state, it is possible to ana-
lyze the parameters of low-frequency spin correlations
[7].

It should be noted that investigations of the spin
dynamics by NMR in the initial 2D antiferromagnets in
the ordered state are very few. In one of these studies
performed for the infinite-layer antiferromagnet
Sr0.15Ca0.85CuO2 (SCCO) [8], it was demonstrated that
the rates of both spin–spin and spin–lattice relaxations
are determined primarily by mechanisms associated
with the diffusion of holes, rather than by the spectrum
of spin waves as it had been suggested previously [7, 9].
However, the SCCO is a less convenient object for the
investigation of spin dynamics, since the considerable
linewidth of the central transition in this compound,
being much greater than that in the SCO, complicates
determination of the spin relaxation times. Moreover,
the SCCO features additional compositional disorder
ion Ca(Sr) layers [6], which may influence the mecha-
nism of hole diffusion. Thus, the behavior of the relax-
ation characteristics in the SCO may differ significantly
from that in the SCCO.

This paper presents the results of investigation of the
temperature dependence of the spin–lattice and spin–
spin relaxation times in the infinite-layer antiferromag-
net SrCuO2 in the ordered state. An analysis of the
relaxation characteristics for two copper isotopes, 63Cu
004 MAIK “Nauka/Interperiodica”
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and 65Cu (I = 3/2), with different gyromagnetic ratios
and nuclear quadrupole moments allowed us to deter-
mine the main contributions to the relaxation rates in
the entire temperature range from 4.2 to 361 K.

Peculiarities of the synthesis of the infinite-layer
antiferromagnetic oxide SrCuO2 with a tetragonal
structure are described in detail elsewhere [6]. The
x-ray diffraction measurements showed that the synthe-
sized sample was single-phase and had the unit cell
parameters a = 3.9266(4) Å and c = 3.4331(5) Å.

The NMR measurements were performed on a pulse
phase-coherent spectrometer. The spin–spin (T2) and
spin–lattice (T1) relaxation times were measured at the
frequencies corresponding (at every temperature step)
to the maximum of the central transition line (1/2 
–1/2) in the copper nuclei (63Cu, 65Cu). In order to
obtain the maximum amplitude of the RF magnetic
field H1 in a coil with the sample and, hence, to
decrease the π/2 pulse duration, we used an RF coil of
minimum diameter (2.5 mm). The spin–spin relaxation
time (T2) was determined using the π/2–τ–π–echo pulse
sequence. We analyzed the integral intensity of the spin
echo signal proportional to the nuclear magnetization
M. The spin echo decay was described by the function
M(τ) = M0exp(–2τ/T2). The spin–lattice relaxation time
(T1) was determined using the inverted pulse sequence:
π–t–π/2–τ–π–echo. The integral intensity of the spin
echo signal in this case could be well described by the
expression 1 – M(t)/M0 = 0.9exp(–6t/T1) +
0.1exp(−t/T1) [10], which gave the T1 value at each
temperature step.

Figure 1 shows the characteristic room-temperature
NMR spectrum of copper. Six lines in this spectrum are
due to the presence of two isotopes, 63Cu and 65Cu. For

          

Fig. 1. Typical 63,65Cu NMR spectrum of SrCuO2 in the
local field at T = 295 K. The relaxation times were measured
at the frequencies corresponding to the central transition
(1/2  –1/2) for both copper isotopes.                           
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each isotope, the spectrum consists of three lines repre-
senting the central transition line (1/2  –1/2) and
two quadrupole satellites (±3/2  ±1/2). The dis-
tance between these satellites determines the quadru-
pole frequency 

 

ν

 

Q

 

 proportional to the main component

 

V

 

ZZ

 

 of the electric-field gradient tensor. Since the
behavior of both 

 

V

 

ZZ

 

 and the position of the central line
maximum was described in detail in [6], we will not
dwell on this point here.

Figure 2 shows plots of the spin echo signal ampli-
tude versus double delay of the second pulse. As can be
seen, this dependence is satisfactorily described by the
same exponent for both low and high temperatures. At
the same time, the magnetization decays differently for
various copper isotopes. The magnetization 

 
M

 
( τ

 
)

exhibits a more rapid decay in the region of low temper-
atures for 

 

65

 

Cu and at high temperatures for 

 

63

 

Cu.
This character of the decay leads to a difference in

the behavior of the transverse relaxation rate for the two

isotopes (Fig. 3). The temperature dependence of 
can be divided into two parts: a low-temperature region
(4.2–50 K), where the spin–spin relaxation time
increases with temperature, and a high-temperature
region (50–361 K), where 

 

T

 

2

 

 is virtually independent of
the temperature below 300 K and then increases as the
temperature approaches 

 

T

 

N

 

. In this respect (considering
the results for 

 

63

 

Cu), these data are very close to those
reported for the isostructural SCCO compound [8].
However, considering the behavior of the relaxation for
different isotopes, the data at 

 

T

 

 

 

≤

 

 250 K exhibit a sub-
stantial difference.

In this region, we have  <  for the SCO, in

contrast to the opposite relation (  > ) for the

     

T2
1–

T63 1–
2 T65 1–

2

T63 1–
2 T65 1–

2

        

Fig. 2. Spin-echo signal amplitude for 63,65Cu NMR in
SrCuO2 versus double delay of the second pulse at 295 K

(j, 63Cu; h, 65Cu) and 4.2 K (d, 63Cu; s, 65Cu). Dashed
curves are data processing by least squares in the single-
exponent approximation (see the text for explanations).
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            SCCO [8]. In the high-temperature region ( T  > 250 K),
the relation between the relaxation rates for the two iso-
topes coincides with that reported in [8].

The spin–spin relaxation rate can be represented as
a sum of two contributions,

(1)

where 1/

 

T

 

2R

 

 is the Redfield contribution related to fluc-
tuations of the nuclear spin–lattice interaction [11] and
1/

 

T

 

2

 

I

 

 is the contribution due to the indirect interaction
between nuclear spins. The contribution related to the
direct dipole–dipole interaction [11] is very small
(according to our estimates, not exceeding 3% of the
relaxation rate) and will be ignored below.

If the first term dominates in Eq. (1), we may expect
the following relation between the spin–spin relaxation

times [8, 11]: 

 

65

 

T

 

2R

 

/

 

63

 

T

 

2R

 

 = /  = 0.87, where 

 

γ

 

63

 

and 

 

γ

 

65

 

 are the corresponding gyromagnetic ratios. This
very relation was observed (to within the experimental
error) in our experiments in the low-temperature region
(4.2–20 K). Therefore, we may suggest that the same
mechanism determines the spin–lattice relaxation. If
the second term dominates in Eq. (1), we have to expect

another relation [12, 13]:  ~ 

 

C

 

0.5

 

, where 

 

C

 

 is the
native isotope content. This relation was observed in
the region of high temperatures.

The spin–lattice relaxation rate exhibited nonmono-
tonic behavior (Fig. 4). In the temperature range 

 

T

 

 >
150 K, this quantity weakly varied with the temperature
(to within the experimental error). In contrast, at low
temperatures, 1/

 

T

 

1

 

 exhibited a well pronounced maxi-
mum at 

 

T

 

 ~ 50 K. Since the same maximum was
observed for the isostructural compound SCCO [8], it
would be expedient to relate this behavior to the diffu-
sion of a small number of holes formed during the syn-
thesis in the CuO

 

2

 

 planes of the infinite-layer SCO.

1/T2 1/T2R 1/T2 I,+=

γ63
2 γ65

2

Tn 1–
2 γn

2

Fig. 3. Temperature dependence of the spin–spin relaxation
rate for (d) 63Cu and (s) 65Cu in SrCuO2.
 

For the quantitative description of the behavior of
the spin–lattice relaxation rate in the SCO, we use the
Bloembergen–Purcell–Pound (BPP) model [14] and
write the semiempirical expression

(2)

Here, (

 

E

 

) is the Gaussian distribution of the
activation energy, 

 

τ

 

 is the correlation time (according to
the Arrhenius law, 

 

τ

 

 = 

 

τ

 

0

 

exp(

 

E

 

0

 

/

 

kT

 

), 

 

E

 

0

 

 is the activation
energy, 

 

ω

 

 is the NMR frequency, 

 

h

 

⊥

 

 = 

 

h

 

x

 

 = 

 

h

 

y

 

 is the aver-
age amplitude of the fluctuating field in the direction
perpendicular to the local field, and 

 

R

 

P

 

 is a temperature-
independent contribution to the spin–lattice relaxation
rate.

Upon fitting relation (2) to the experimental depen-
dence, we obtained 

 

τ

 

0

 

 ~ 1.3 

 

×

 

 10

 

–13

 

 s for the character-
istic time of the electron–electron correlations and 

 

E

 

 =
42 meV, 

 

∆

 

E

 

 = 14 meV, and 

 

R

 

P

 

 = 620(250) s

 

–1

 

. All the
fitting parameters are rather close to the analogous val-
ues determined for the SCCO [8], which has to be
expected for isostructural compounds with close hole
densities. However, it should be noted that the some-
what higher activation energy, in our case, is evidence

1
T1
----- RP 2γ2h⊥

2 GE0 ∆E, E( ) τ E( )
1 ω2τ2 E( )+
----------------------------- E.d

0

∞

∫+=

GE0 ∆E,

             

Fig. 4. Temperature dependence of the spin–lattice relax-
ation rate for the 63Cu isotope in SrCuO2. Dashed curve is
data processing by least squares according to Eq. (2) (within
the BPP model).
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of a higher degree of localization of the charge carriers
in the SCO. The temperature-independent contribution

RP in (T) is observed in most cases for low-doped
cuprates [8, 15]. This contribution probably originates
from the paramagnetic relaxation caused by localized
moments in the defect structure of the high-pressure
phase of the SCO. The hole density c in our case is
directly proportional to the peak amplitude in the tem-
perature dependence of the spin–lattice relaxation rate.
For estimating this value by the order of magnitude, we

can use the data for one SCCO sample [8] whose (T)
peak amplitude was close to that observed for the SCO,
which yields c ~ 10–4.

As was demonstrated above, the behavior of the
transverse relaxation rate in the region of low tempera-
tures is determined by the same mechanism as that for
the spin–lattice relation. This mechanism is directly
associated with the diffusion of a small number of holes

in the CuO2 planes. However, the expression for ,
according to the BPP model, differs from the expres-

sion for  [11]:

(3)

where hz is the average amplitude of the fluctuating
field in the direction parallel to the local field. In this

case, we may expect that  will be temperature inde-
pendent in the high-temperature range (T > ~50 K) and
that it will decrease with decreasing temperature in the
region of T < 50 K, in agreement with the observed

behavior of (T) (Fig. 3). This circumstance provides
additional evidence in favor of the adopted model. The

difference between the  and  magnitudes is
explained by the possible anisotropy of fluctuations of
the hyperfine field, whereby hz @ h⊥ .

In conclusion, we demonstrated that the infinite-
layer antiferromagnet SrCuO2 contains a small amount
of holes, the motion of which primarily determines the
low-temperature behavior of the relaxation rates. At the

T1
1–

T1
1–

T2
1–

T1
1–

1
T2
----- γ2 hz

2τ h⊥
2 τ
1 ω0

2τ2+
--------------------+ ,=

T2
1–

T2
1–

T1
1– T2
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same time, the behavior of the spin–spin relaxation rate
at high temperatures (T > 250 K) is determined by
indirect interactions, which is similar to the behavior of
this parameter in the isostructural compound
Sr0.15Ca0.85CuO2.

We are grateful to S.V. Verkhovskiœ for fruitful dis-
cussions and valuable remarks. This study was sup-
ported by the Russian Foundation for Basic Research,
project nos. 03-02-16673 and 02-03-32380.
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Visible Photoluminescence from Silicon Nanopowders Produced 
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Silicon nanopowders produced by electron-beam-induced evaporation of a bulk silicon sample in an argon
atmosphere are studied by the photoluminescence technique and Raman scattering spectroscopy. A photolumi-
nescence peak in the visible region of the spectrum has been detected at room temperature in powders consist-
ing of silicon nanocrystals. The strong short-wavelength shift of the photoluminescence peak can be attributed
to the quantum size effect of electrons and holes in small silicon nanocrystals (about 2 nm). The size of silicon
nanocrystals is determined by analyzing Raman spectra, and it is consistent with estimates obtained from pho-
toluminescence data. © 2004 MAIK “Nauka/Interperiodica”.

PACS numbers: 63.22.+m; 78.40.Fy; 78.55.–m; 81.15.–z
Interest in semiconductor nanocrystals is initiated
by the possibility of modifying their electronic and
optical properties determined by quantum size effects
(band gap engineering). Starting with the pioneering
studies performed in the early 1980s [1], a number of
techniques have been developed for the production of
semiconductor nanoclusters in a dielectric environ-
ment. Almost all of them are based either on the self-
assembly of semiconductor nanoclusters in the course
of thermal treatment of dielectrics or on the use of the
controlled oxidation of semiconductor nanostructures.
With the use of these techniques, which employ self-
assembly effects, nanocrystals with a size of a few
nanometers can be produced. We note that this limit
cannot be achieved in modern lithography. Interest in
silicon nanocrystals is primarily stimulated by the pos-
sibility of quasi-direct optical transitions in them as a
result of k-space band folding due to the quantum size
effect of electrons [2].

The optical properties of silicon nanocrystals
formed in silicon dioxide films by various techniques
are well understood [3–6]. The quantum size effect on
the optical properties of such a heterostructure was
directly demonstrated for a thin two-dimensional sili-
0021-3640/04/8008- $26.00 © 20544
con layer (quantum well) surrounded by silicon dioxide
[7]. A short-wavelength shift of the photoluminescence
signal maximum was observed as the size of the nanoc-
rystals decreased. With the release of excess silicon in
SiOx (x < 2), the average size of the nanocrystals can be
slightly varied by changing either the concentration of
excess silicon or the thermal treatment conditions [3–
6]. However, stable silicon nanocrystals smaller than
3 nm cannot be produced using this approach likely due
to a great surface contribution to the free energy of such
nanocrystals. The minimum wavelength of the photolu-
minescence peak shifted to the short-wavelength region
of the spectrum was as high as 700 nm.

Smaller clusters can be produced by using other
approaches to the formation of silicon nanoclusters.
Form this standpoint, the formation of silicon nanopar-
ticles immediately in the course of plasma-chemical
deposition [8, 9], as well as techniques based on the
laser ablation of silicon [10], is promising. In this work,
we applied an original radiation technique for forming
silicon nanoparticles due to the evaporation of silicon
ingots under the action of a high-power electron beam
in an inert-gas (argon) atmosphere.
004 MAIK “Nauka/Interperiodica”
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Silicon nanopowders were prepared with the use of
an ELV-6 dc electron accelerator built at the Budker
Institute of Nuclear Physics, Siberian Division, Russian
Academy of Sciences. The accelerator was equipped
with a system for extracting a beam into the atmo-
sphere. The energy of irradiating electrons was
1.4 MeV. The power of the electron beam was sufficient
to evaporate a bulk silicon sample in an argon atmo-
sphere at a gas pressure slightly higher than atmo-
spheric pressure. Silicon nanopowders were collected
on a special filter and subsequently stored in an open
atmosphere so that they might be coated with a silicon-
oxide layer.

A pulsed N2 laser (λ = 337 nm) was used to excite
photoluminescence, and the spectra were measured by
an SDL-1 spectrometer with an FEU-79 photomulti-
plier tube as a detector. Raman scattering spectra were
obtained at room temperature by a DFS-52 spectrome-
ter (using a 514.5-nm Ar-laser line) and a Dylor micro-
Raman spectrometer. Quasi-backscattering geometry
was used without analyzing the polarization of the inci-
dent and scattered light.

Raman spectroscopy, which is a rapid and nonde-
structive technique, combined with calculations, is
highly informative for studying nanomaterials. The
position of a Raman peak corresponding to scattering
by localized optical phonons in nanocrystals depends
on the size of the nanocrystals. Therefore, the average

Fig. 1. Raman spectra of (dashed line) bulk silicon and
(solid line) a silicon nanopowder prepared by electron-
beam-induced evaporation.
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nanocrystal size can be determined by the convolution
of the effective density of the states [11, 12]. Figure 1
shows the Raman spectrum of a silicon nanopowder (in
the region of optical vibrations) in comparison with the
spectrum of bulk silicon. As is seen, the former spec-
trum differs significantly from the latter one: the fre-
quency is shifted, the intensity decreases, and the spec-
tral line is broadened. The nanocrystal peak is shifted
from the bulk-silicon peak toward lower frequencies,
because the momentum selection rules become softer.
Vibrational modes with nonzero wave vectors are man-
ifested in the Raman spectra of nanocrystals. The fre-
quency of these modes was lower than the frequency of
long-wavelength optical phonons. The size of the
nanocrystals was estimated in the approximation of the
effective folding of vibrational modes. The model for
calculating the average nanocrystal size from the posi-
tion of a Raman peak corresponding to scattering by
optical phonons was described in [11, 12]. A compari-
son between the experimental and calculated data
shows that the average diameter of the silicon nanoc-
rystals in the nanopowders is approximately equal to
2 nm. We note that our estimates are consistent with the
calculated frequencies of the Raman-active localized
optical phonons in the spherical clusters of crystalline
silicon. These calculations were performed in the
microscopic model of valence forces [13]. The Raman
peak from the nanopowder is broadened due to both the

Fig. 2. Photoluminescence spectrum of a silicon nanopow-
der (excitation by a pulsed 337-nm N2 laser at 300 K).
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increased anharmonicity in the nanocrystals, which
reduces the lifetime of an optical phonon, and the size
dispersion of the nanocrystals.

Figure 2 demonstrates the photoluminescence spec-
trum of the silicon nanopowder at room temperature.
The photoluminescence spectrum exhibits a broad peak
in the green region of the spectrum. The photolumines-
cence intensity maximum corresponds to 2.4 eV. Con-
sequently, the difference between this maximum and
the band gap of bulk silicon is equal to about 1.3 eV.
This strong shift can be due to quantum size effects in
the silicon nanocrystals. The large peak width is likely
attributed to the size dispersion of the nanocrystals.

The energy levels of the localized states of the elec-
trons and holes in the silicon nanocrystals were esti-
mated in the simplest model of a spherically symmetric
well. Calculations in this model were detailed in [12,
14]. The levels in the spherically symmetric well of
radius r0 with a barrier of height U0 are found as follows
[15]. The separation of variables leads to the following
one-dimensional equation for the radial wave function
with zero orbital angular momentum:

Being localized, the electron states in the conduction
band with wave vectors both along and across the 〈100〉
crystallographic directions are mixed. Therefore, in
accordance with the approach proposed by Burdov
[14], we take the effective electron mass me = 0.26 and

1

r2
---- ∂2

∂r2
------- r2Ψ r( )( ) 2m r( )

"
2

--------------- E U r( )–( )Ψ r( )– 0.=

Fig. 3. Calculated optical gap in silicon nanocrystals.

Photoluminescence FWHM
the effective hole mass mh = 0.19 in the units of the free
electron mass. The solution for the finite barrier (in this
case, the SiO2 barrier is considered) is found by match-
ing the wave function and its derivative at the boundary.
The corresponding equations are solved numerically
with consideration for the mass gap in the well and bar-
rier. Figure 3 shows the results of the calculations,
which are consistent with the experimental data (the
dashed straight lines indicate the experimental FWHM
for the photoluminescence peak). Thus, the photolumi-
nescence signal detected in the green region of the
spectrum in silicon nanopowders at room temperature
can be attributed to quantum size effects, as in the case
of the Si nanocrystal–SiO2 matrix heterosystem.

In conclusion, we discuss the advantages of the
technique chosen for the formation of nanopowders
over the currently available techniques. The first advan-
tage is the potentially high productivity of this tech-
nique. Thus, the efficiency of the techniques using laser
ablation [10] is determined by the average laser power,
which is limited to a few kilowatts even in state-of-the-
art lasers. At the same time, the electron-beam power in
an accelerator can be as high as 100 kW. The second
advantage is that the size of the silicon nanoparticles
can be regulated ex situ by controlled surface oxidation.
The third advantage is the potential possibility of sepa-
rating the nanoparticles by their size. This possibility is
of paramount importance for potential applications.
One of these applications (along with optoelectronic
devices) is the development of memory elements based
on silicon nanocrystals with the possibility of super-
dense packing [9].

We are grateful to Academician V.M. Buznik (Rus-
sian Academy of Sciences) for fruitful discussions of
the results and helpful remarks. This work was sup-
ported in part by the Siberian Division of the Russian
Academy of Sciences (interdisciplinary integration
project no. 159).
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Ab Initio Calculations of the Superconducting Transition 
Temperature for NbC at Various Pressures
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Ab initio calculations of the superconducting properties have been performed for niobium carbide (NbC) at nor-
mal pressure and upon a 15 and 30% compression. Factors accounting for the relatively low values of the tran-
sition temperature Tc in transition metal carbides are considered and the possible ways of increasing this param-
eter are discussed. © 2004 MAIK “Nauka/Interperiodica”.

PACS numbers: 63.20.–e; 74.25.–q; 74.62.Fj; 74.70.Ad
According to the Bardeen–Cooper–Schrieffer
(BCS) theory, the maximum critical temperature Tc of
the superconducting transition might be observed in
metals possessing minimum atomic masses M, since
this theory predicts that Tc ~ 1/M1/2. For this reason,
much attention was devoted for many years to the pos-
sible superconductivity of metallic hydrogen (see, e.g.,
review [1]). The results of our recent ab initio calcula-
tions [2] showed that metallic hydrogen at ultrahigh
pressures (p ~ 20 Mbar) might actually be a supercon-
ductor with Tc ~ 600 K. Unfortunately, not only practi-
cal use but even the synthesis of superconducting
metallic hydrogen at such pressures is impossible. The
possibility of reaching high Tc values was previously
also considered for metal hydrides. Recently, Ashcroft
[3] returned to this problem in the context of the revival
of the general interest in searching for new high-Tc
compounds exhibiting superconductivity in the inter-
mediate temperature range.

In addition to metal hydrides, of considerable inter-
est from the standpoint of reaching high Tc values are
transition metal borides, carbides, nitrides, and oxides,
because they are also characterized by quite high fre-
quencies of optical phonons associated predominantly
with the vibrations of light atoms. One of such com-
pounds, possessing a relatively high transition temper-
ature (Tc ~ 40 K), is magnesium diboride (MgB2) [4], in
which superconductivity is primarily due to the interac-
tions between optical vibrations and electrons localized
at the boron sites. As is known, Tc depends both on the
atomic mass and, which is even more significant, on the
constant of the electron–phonon interaction for a given
phonon mode. 

In this context, we apply the methods of ab initio
calculations reported in [5, 6] to study superconductiv-
ity in niobium carbide (NbC) so as to elucidate the
0021-3640/04/8008- $26.00 © 20548
causes for the relatively low critical temperature (Tc ~
11 K) and to determine the Tc change with increasing
pressure.

Previously, transition metal carbides and nitrides
were also considered as potential high-Tc materials [7,
8]. In these investigations, the electron–phonon interac-
tion constants for these materials were qualitatively
assessed and it was shown that Tc ≈ 30 K might be
expected in MoN. However, the calculations were per-
formed for stoichiometric MoN with a structure of the
NaCl type. Unfortunately, such a structure is never real-
ized for the stoichiometric composition and can be sta-
ble only in MoN1 – x with x ≥ 0.3. 

Complete microscopic calculations of the electron
and phonon spectra of transition metal carbides and
nitrides and their electron–phonon interaction con-
stants were almost not performed because of consider-
able difficulties. One of a few examples is offered by
ab initio calculations of the phonon spectra of NbC [9]
by the full-potential inear muffin-tin orbital method
(FP-LMTO) [5]. In the present study, calculations were
performed (like those in [2, 6, 9]) using the program
package implementing the FP-LMTO method as
described in [5].

Figure 1 shows the density of states (DOS) N(E) cal-
culated for NbC at V = V0 (V0 is the specific volume at
atmospheric pressure) and at V = 0.85V0 and 0.70V0
(that is at a 15 and 30% lattice compression, respec-
tively). The compressibility of NbC is relatively small
(the bulk modulus is KNbC = 340 GPa) and these com-
pressions correspond to a pressure of p ~ 0.6 and
1.5 Mbar, respectively. In Fig. 1, the N(E) peak at an
energy of ~0.2 Ry above the Fermi level (EF) is due to
the unoccupied Nb 4d states. The peak at ~0.3 Ry
below EF is mostly due to the C 2p states hybridized
004 MAIK “Nauka/Interperiodica”
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with the occupied Nb 4d states. A structure in the region
of energies about –1 Ry is formed by the so-called
“semi-core” 4p states of niobium. At normal pressure,
the shape of N(E) agrees well with the results of previ-
ous DOS calculations for NbC [7, 8]. As can be seen
from Fig. 1, it is most likely that an increase in pressure
reduces Tc, because N(E) at the Fermi level decreases in
this case.

We have also calculated the phonon spectra ω(q)
and the spectral density of the electron–phonon interac-
tion (the Eliashberg function) for NbC in all the cases
under consideration. The Eliashberg function
α2(ω)F(ω) for NbC at various pressures is shown in
Fig. 2. The phonon DOS is not depicted in this figure
because the shape of this curve is very similar to that of
α2(ω)F(ω). As is seen in Fig. 2, the Eliashberg function
(as well as the phonon DOS) consists of two peaks sig-
nificantly spaced on the frequency scale. The low-fre-
quency peak describes the interaction of electrons with
acoustic phonons, while the high-frequency peak refers
to the interaction with optical phonons. The coupling
constants for the corresponding phonons were calcu-
lated using the formula

(1)

Integrating in Eq. (1) from ω1 = 0 to ω2 = 14 THz (see
Fig. 2), we obtain the constant of coupling with the
acoustic phonons (λac). At normal pressure and 15 and
30% compressions, this calculation yields λac = 0.71,
0.50, and 0.35, respectively; the constants of coupling
with the optical phonons at the same pressures are
much lower: λop = 0.21, 0.19, and 0.16, respectively.

Within the framework of the simple “rigid muffin-
tin” approximation used in the early investigations [7,
8], the coupling constant λ for binary compounds AB
with substantially different ion masses can be
expressed as

(2)

where N(0) is the DOS at the Fermi level and N(0)〈I 2〉
is the Hopfield parameter [10], which is proportional to
the square of the matrix element of the electron–
phonon interaction integrated over the Fermi surface.
According to estimates [11], carbides obey the relation

(3)

The Hopfield parameter for Nb and C atoms was also
calculated in [11], where the value for carbon has
proved to be less than half of that for niobium. We have
performed more precise calculations, which showed
that, first, the constant of coupling with the optical
modes is less than one-third of that for the acoustic
modes and, second, our values of the constant of cou-

λph 2
ωd
ω
-------α2 ω( )F ω( ).

ω1

ω2

∫=

λ λ ac λop+
NA 0( ) IA

2〈 〉
MA ωA

2〈 〉
--------------------------

NB 0( ) IB
2〈 〉

MB ωB
2〈 〉

--------------------------+ ,= =

MA ωA
2〈 〉 MB ωB

2〈 〉 .≅
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pling with the acoustic modes are about twice as large
as those obtained in [11]. Qualitatively, the smaller val-
ues of λop obtained in [11] and in our calculations are
explained by a low DOS for the carbon-bound electrons
on the Fermi surface. The chemical bonds in NbC are
predominantly ionic: electrons from Nb pass to the C
2p states occurring 0.3–0.35 Ry (4–5 eV) below the
Fermi level, and only small tails of these states emerge
at the Fermi surface.

According to the results of our calculations, an
increase in the pressure leads to a decrease in the DOS
NNb(0) associated with the niobium states at the Fermi
level, while the DOS NC(0) associated with the carbon
states at the Fermi level remains virtually unchanged.
Increasing pressure leads to a sharp increase in the
phonon frequency in both optical and acoustic
branches. For a compression corresponding to V =
0.7V0, the M〈ω2〉  value increases by a factor of 2.5 and

Fig. 1. DOS profiles N(E) for NbC at normal pressure and
upon 15 and 30% compression (p ~ 0.6 and 1.5 Mbar,
respectively). V0 is the equilibrium specific volume at p ≈ 0.
The energy is measured relative to the Fermi level.

Fig. 2. Eliashberg function α2(ω)F(ω) for NbC at normal
pressure (p ≈ 0) and upon 15 and 30% compression.
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2.3 for the optical and acoustic modes, respectively. At
the same time, the coupling constant λop exhibits only a
25% decrease rather than a severalfold drop, as it might
be expected from formula (2) for 〈I2〉  = const. This
behavior implies that the growth of the pressure is
accompanied by an increase in the matrix element of
the electron–phonon interaction at the carbon atom.
The acoustic coupling constant is halved; that is, it
decreases approximately to the same extent to which

the MNb〈 〉  value increases.

The superconducting transition temperature Tc can
be determined by solving the Eliashberg equation [12]
with the known function α2(ω)F(ω). With neglect of
the Coulomb repulsion, these calculations give Tc =
15.7 K for NbC. However, such ab initio calculations
do not allow the Coulomb contribution to Tc to be esti-
mated. For this reason, we have determined the Cou-
lomb pseudopotential µ* from the condition of coinci-
dence of the calculated and experimental Tc values
(  = 11.1 K), which yields µ* = 0.15. This value is
likely to be somewhat overstated, since our calculations
were performed for the stoichiometric NbC, while the
real compound usually exhibits a deficiency of carbon.
It is also known [7] that the transition temperature in
NbC1 − x quite rapidly drops with increasing x. Accord-
ing to the results of our calculations, Tc also decreases
rapidly with increasing pressure: Tc = 4.9 K for a 15%
compression and Tc = 0.98 K for a 30% compression
(the calculations were performed for the same pseudo-
potential µ* = 0.15).

The good accuracy of our calculations of the Eliash-
berg function and coupling constants is confirmed by
the following fact. We have calculated the transport

Eliashberg function (ω)F(ω) and the electron–
phonon interaction contribution to the resistivity ρ of
NbC (the method of calculation is described in [5, 6]).
At room temperature (T = 273 K), the calculated resistiv-
ity is ρ = 18.1 µΩ cm. The measurements of resistivity
for a nearly stoichiometric niobium carbide NbC0.98 [13]
showed a rather high residual value of ρ0 = 24 µΩ cm.
When the temperature was changed from low values to
300 K, the resistivity increment amounted to ρph =
15.5 µΩ cm. This value is very close to the result of our
calculation (the difference is less than 20%). Taking
into account that, for such a high value of ρ0, Matthies-
sen’s rule of the simple additivity of the residual and
temperature-related contributions to the resistivity may
itself be violated to within 20%, the obtained agree-
ment between the calculated and experimental values
of the resistivity can be considered as quite satisfactory.

Returning to our analysis of the possibility of reach-
ing relatively high Tc values in transition metal car-
bides, it is possible to describe the situation as follows.
According to formula (2), the electron–phonon interac-
tion constant is determined to a considerable extent by

ωNb
2

Tc
exp

α tr
2

the DOS at the Fermi level. For ZrC, NbC, MoC, and
MoN systems with a cubic structure, N(E) is well
described using the “rigid band” approximation [14],
that is, by simply shifting the Fermi level position. In
ZrC, the number of electrons per unit cell is lower by
one than that in NbC and, accordingly, the Fermi level
is situated approximately 0.15 Ry (about 2 eV) lower
and falls within a minimum in the DOS (see Fig. 1). In
agreement with this picture, ZrC is not a superconduc-
tor. In NbN, where the number of valence electrons is
greater by one than that in NbC, the Fermi level shifts
rightward to higher DOS values. Accordingly, this
compound is characterized by a higher transition tem-
perature (Tc = 17 K). In MoN, EF shifts rightward to an
even greater extent, since the number of electrons per
unit cell is greater by two than that in NbC. The DOS at
the Fermi level in MoN is almost twice that in NbC. As
was noted above, in accordance with the estimates
obtained in [7], the transition temperature in MoN must
be on the order of 30 K, although the experimental
value is much lower. The fact is that this compound was
never obtained with the stoichiometric composition and
real samples always exhibited a deficiency of nitrogen.
It was pointed out [14] that the cubic MoN phase is
dynamically unstable and only the presence of nitrogen
vacancies can stabilize this phase.

An even a more promising way of obtaining high Tc
values would be the synthesis of carbides having the
number of electrons per unit cell smaller by one than
that in ZrC. An example could be offered by yttrium
carbide with a structure of the NaCl type, where a situ-
ation (now purely hypothetical) might take place in
which the Fermi level would fall within a peak in the
DOS at 0.33 Ry (~4.5 eV) below EF in NbC. In this
energy region, the DOS is already sufficiently high, but
it is even more important that, after such a rigid energy
shift, the C 2p states strongly hybridized with the Y 5d
states emerge directly at the Fermi level. However, it
should be taken into account that it is the high value of
N(0) in MoN [14] that accounts for the instability of the
cubic phase of this compound. In all probability, a cubic
structure of the NaCl type is not more readily achieved
in the stoichiometric YC. Moreover, a high concentra-
tion of carbon vacancies renders yttrium carbide either
a poor metal (with a low density of carriers) or even a
semiconductor [15].

It should be noted that, nevertheless, these are
yttrium carbides in which record high Tc values have
been observed. In particular, the transition temperature
in Y2C3 is 18 K [16], while that in yttrium borocarbides
reaches a level of 15–23 K [17]. In any case, the search
for superconductors with relatively high Tc values
(~40–50 K) among the compounds of metals with light
elements is very interesting from the basic standpoint
and important for practical applications.

At present, there are quite realistic projects for using
the superconducting compound MgB2, which offers
considerable technological advantages in comparison,
JETP LETTERS      Vol. 80      No. 8      2004
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for example, with high-Tc cuprates. Metal nitrides and
carbides may be even more promising materials in this
respect, provided that samples with transition tempera-
tures on the order of ~40 K will be synthesized.
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It has been shown that, if the amplitude of uniform time-periodic variation in the density of a quasi-one-dimen-
sional Bose gas exceeds a certain critical value, interactions between acoustic phonons lead to the formation of
the condensate of correlated phonon pairs with energy equal to half the frequency of the gas-density oscilla-
tions. © 2004 MAIK “Nauka/Interperiodica”.

PACS numbers: 03.75.Fi; 05.30.Jp; 67.40.Db
1. Recently, interest in low-dimensional systems
including one-dimensional systems is refreshed in con-
nection with the creation of degenerate quantum gases
in quasi-one-dimensional magnetic and optical traps. In
particular, atomic Bose condensates were obtained in
strongly anisotropic quasi-1D traps (see, e.g., [1],
review [2] and references cited therein). The properties
of quantum 1D gases upon time variation in their
parameters (density or scattering length) are of great
interest. In the experiment reported in [3], a magnetic-
field-induced change in the frequency of the transverse
parabolic potential in a strongly anisotropic cylindrical
trap gave rise to radial (transverse) oscillations of the
condensate as a whole. As was shown in [4], transverse
oscillations of the condensate are responsible for peri-
odic variation in the speed of sound and, as a conse-
quence, the parametric resonance, which leads to the
energy transfer to the subsystem of longitudinal (acous-
tic) modes. In addition, mechanisms of damping of the
transverse mode that were attributed to the parametric
resonance at zero temperature T = 0 were also consid-
ered in [4].

Uniform time-periodic variation in the Bose-gas
parameters (density, the scattering length or, equiva-
lently, the speed of sound) leads to the generation of
pairs of acoustic phonons with opposite momenta. For
definiteness, let us consider the Bose gas with time-
dependent density that oscillates with an amplitude
exceeding a certain critical value. In this case, the occu-
pation numbers of acoustic phonons with energy equal
to half the density-oscillation frequency (i.e., under the
parametric-resonance condition) begin to increase
exponentially in time. It is natural to assume that inter-
actions between phonons become significant in this
case. As will be shown below, interactions between
phonons (anharmonisms), including phase-dependent
interactions in 1D systems, are caused by (i) density
fluctuations (along with phase fluctuations) in the
0021-3640/04/8008- $26.00 © 20552
kinetic energy of the 1D Bose gas and (ii) nonzero-
range interaction between atoms in the 1D system
(compared to zero-range interaction in a 3D system).
We note that mechanisms of the appearance of anhar-
monisms and their role in the formation of the ground
state have not yet been discussed in works devoted to
1D systems. Near the parametric resonance for T = 0,
the coherent state of acoustic phonons is formed due to
interactions. The phases of phonons with opposite
momenta correlate in this state. Thus, the condensate of
correlated phonon pairs is formed near half the fre-
quency of the density oscillations in the Bose gas. This
quantity serves as the chemical potential for acoustic
phonons in this problem. Owing to the existence of
phonon pairs, the density-oscillation amplitude is
renormalized so that the occupation numbers of acous-
tic phonons reach steady-state values. In a certain
region of the parameters, the condensation of phonon
pairs provides a gap in the phonon spectrum for the
wavenumber proportional to the density-oscillation fre-
quency. In the new state, the stationary periodic modu-
lation of the longitudinal density of the Bose gas occurs
with an amplitude determined by the number of phonon
pairs.

2. Let us consider mechanisms of the time modula-
tion of the parameters of the Bose gas and the corre-
sponding instability. In the absence of time modulation,
the original Hamiltonian of the 1D Bose gas with inter-
action has the well-known form

(1)

HB
"

2

2m
------- x∂xΨ

+ x( )∂xΨ x( )d∫=

+
1
2
--- x x'ρ x( )U x x'–( )ρ x'( ) xV x( )ρ x( ),d∫+dd∫

ρ x( ) Ψ+ x( )Ψ x( ); Ψ x( ) Ψ+ x'( ),[ ] δ x x'–( ).= =
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Here, Ψ+(x) and Ψ(x) are the boson creation and anni-
hilation operators for the atoms, V(x) is the external
potential, and U(x – x') is the potential of the two-parti-
cle interaction between the atoms. Hamiltonian (1)
means that we consider the gas in a strongly anisotropic
trap whose longitudinal size is much larger than its
transverse radius. The 1D model requires two condi-
tions: T ! ω⊥  and µ < ω⊥ , where ω⊥  is the transverse
frequency of the trap and µ is the chemical potential of
the Bose gas. In what follows, the gas in a box with the
length + and the periodic boundary conditions are con-
sidered for simplicity. We emphasize that the phonon
condensation proposed in this work is independent of
the type of the boundary conditions (periodic or open).
It is convenient to describe the 1D system by the phase
and density operators [5]. In this representation, the
boson field operator Ψ+(x) is written as

(2)

In [5], the acoustic spectrum is obtained if density fluc-
tuations are ignored in the kinetic energy; i.e., if ρ(x) ≈
n is substituted into Eq. (2). In this case, Eq. (1) takes
the form of the known Hamiltonian of the Luttinger
model

(3)

Here, ns and n = N/+ are the superfluid and total aver-
age densities in the ground state of the Bose gas,
respectively, and N is the total particle number. The

speed of sound is defined as cs = . If one defines
the operators φ(x) and θ(x) in the form

(4)

[bk, ] = 1, then it is easy to see that Hamiltonian (3)
corresponds to the inclusion of all the terms that are

bilinear in the operators b±k and . [In Eq. (4), so-
called zero modes that are not necessary in this problem
are omitted.]

Mechanisms of the generation of phonon pairs by
means of the time modulation of the Bose-gas parame-
ters are attributed to external-field-induced change in
the coefficients of the bilinear terms  in both the
first and second terms of Hamiltonian (3). These are the
Bose-gas density in the first term and the scattering

Ψ+ x( ) ρ x( )e iθ x( )– ; ρ x( ) n
∂xφ x( )

π
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length a in the second term, U(x – x') = Uδ(x – x'), U =
4π"2a/m. Assuming that ns ≈ n for T = 0, we introduce
the uniform density modulation n = n0 + n1(t), where
n1(t) ~ exp(–iω0t). This mechanism can be realized by
the corresponding time variation in the magnetic-trap
potential, and it is equivalent to the introduction of the

term (x)V(t)ψ(x) into original Hamiltonian (1)

of the 1D Bose gas. Taking the usual expression ψ(x) =
ψ0(x) + δ (x), where δ (x) =  +

v k(x) ], we obtain the term (x)V(t)δ (x)

responsible, in particular, for the generation of excita-
tion pairs. Near the Feshbach resonance, the time mod-
ulation of the magnetic field can provide periodic time
variation in the scattering length, which also results in
the generation of phonon pairs in the 1D Bose gas. As
is known [6], a = a(B), where B is the magnetic field, in
this region. Taking B = B0 + B1(t), where B1(t) ~
exp(−iω0t), we obtain a1(t) ~ exp(–iω0t). Both mecha-
nisms contribute to the Hamiltonian as

(5)

Here, E0 is proportional to the amplitude of the time-
dependent parameter of the Bose gas (this quantity can
generally be complex). Only terms important for fur-
ther consideration are retained in Eq. (5). In this work,
we analyze the case where E0 is a given value. For def-
initeness, we treat E0 as the density oscillation ampli-
tude for the entire Bose gas. The total Hamiltonian of
the problem has the form H = HB + Hp + Hint, where HB
and Hp are defined in Eqs. (3) and (5), respectively, and
the interactions Hint between phonons are disregarded
in “harmonic” approximation (3). However, the last
interactions can be essential for determining the system
state if the amplitude n0 exceeds the critical value. These
interactions will be defined later. Hamiltonian (3) is
diagonalized by the canonical transformation φ(x) =

φ'(x), θ(x) = (1/ )θ'(x), and K =  = e2ξ,
so that we arrive at the following Bose-gas Hamiltonian
with the acoustic spectrum:

(6)

Since Hp   =

(1/2)  + [nonresonant
terms] in the new representation and the interactions
also conserve their forms, the tilde sign will be omitted
in the operators and coefficients for simplicity. The sys-
tem described by the Hamiltonian H0 = HB + Hp, where
Hint is disregarded, has instability due to the paramag-
netic resonance. Indeed, the equations of motion for
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Heisenberg operators, i(∂bk/∂t) = [H, bk], disregarding
Hint are written in the form

(7)

Here, γk is the phenomenological parameter describing
photon damping. According to Eqs. (7), ak(t) and (t) ~

exp( t) and  = –γk + [|E0|2 + (ωk – ω0/2)2]1/2.
Thus, the occupation numbers of acoustic phonons gen-
erated by density oscillations increase exponentially for
ωk = ω0/2 and |E0| > γk. Resonance occurs for wave vec-
tors determined by the relation |k0| = ω0/2cs. Terms that
are disregarded in Eq. (5) and relate acoustic phonons
to external perturbation are responsible for renormal-
izations near the resonance that are immaterial for the
case under consideration.

3. We assume that the stable state of phonons for
|E0| > γk is formed due to interactions between them. Let
us consider mechanisms generating interactions
(anharmonisms) in 1D systems.

We include density fluctuations into the kinetic
energy of Hamiltonian (1) [in addition to phase
fluctuations appearing in Eq. (3)]. To this end, we write
the boson operator of particles in the form Ψ+(x) =

exp(–iθ(x)) ≈ [  + (∂xφ)/2 ]exp(–iθ(x)).
The second preexponential term provides kinetic-energy

terms including (∂xφ)2(∂xθ)2, (∂xφ)(∂xθ)2, etc.,

corresponding to the interactions between phonons.

Using Eq. (4), we show that the terms (∂xφ)2(∂xθ)2

include, along with the trivial density–density interac-
tion, the following interaction depending on the sum
phase of two phonons with opposite momenta:

(8)

The terms (∂xφ)(∂xθ)2 contain combinations of

three boson operators. Such terms will be analyzed
below. Other terms are immaterial in this problem.

The inclusion of the nonzero-range interaction
U(x – x') in Eq. (1) is the second source of interac-
tions between phonons. In the Gross–Pitaevskiœ the-
ory, the energy density of the self-consistent field in the
form U|Ψ|4 ~ n2 ~ (∂xφ)2 corresponds to the assumption
that the interaction range is much smaller than the aver-
age distance between particles. In this case, the interac-
tion is described by the zero-range potential. The theory
based on the zero-range potential can be inapplicable

d
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+ bkbk' Vkk'bk'
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+ bkb k– .

kk'

∑+
kk'

∑=

xd∫
for low-dimensional systems [7]. Indeed, under the
assumption that the interaction range is about the aver-
age distance between particles, R ~ n–1/d, where d is the
dimension of space, and writing the interaction in the
form U(R) ~ U/Rd, we obtain the extra multiplier of
density in the energy of the self-consistent field, i.e.,
U|Ψ|4n ~ n3 ~ (∂xφ)3. A similar term appears in the
kinetic energy. The terms ~n3 = |Ψ|6 physically corre-
spond to triple collisions between particles. The role of
these collisions must increase with decreasing dimen-
sion. Since terms with n3 ~ (∂xφ)3 contain various com-
binations of three boson operators, the basic anharmon-

isms can be written as Hint =  + , where 

are two-particle interactions defined in Eq. (8) and 
are all the terms containing combinations of the three
boson operators. If the parameters of the system are
such that the energy and momentum conservation laws
cannot be satisfied for the three-particle processes, the

terms  may be excluded from the Hamiltonian by a
canonical transformation. In the second order of the
perturbation theory, they contribute to the matrix ele-

ments of the two-particle interactions . In this case,
γ ~ 2(72, V2) [see Eqs. (10), (12)]. If some three-parti-
cle processes are allowed by conservation laws, damp-
ing is determined by these processes. For zero temper-
ature, the probability of decaying excitations with
momentum k and energy ωk is calculated by means of
Fermi’s golden rule as γ ~ |V3|2(k4/m2cs) [8]. Near reso-
nance, we set k ≈ |k0|. In both cases, linear damping
independent of the occupation numbers of phonon pairs
will be considered below. This is obviously applicable
slightly above the threshold amplitude of E0.

4. To determine the spectrum of phonons for T = 0
with the inclusion of interaction, we calculate the nor-
mal G(k, ω) = –i〈ak 〉ω and anomalous F(k, ω) =

−i〈aka–k〉ω Green’s functions for the phonons. For the

system with the Hamiltonian H = HB + Hp + , the
equations of motion for G(k, ω) and F(k, ω) have the
form

(9)

where 2(72, V2) are terms quadratic in interaction. For
simplicity, the matrix elements of the interaction are
replaced by their values for k = k' = |k0| so that Vkk' ≈

H int
2( ) H int

3( ) H int
2( )

H int
3( )

H int
3( )

H int
2( )

ak
+

H int
2( )

ω ωk Σ––( )G k ω,( ) ∆0F+ k ω,( )– 1;=

ω– ωk– ω0 Σ+–+( )F k ω,( ) ∆0
+G k ω,( )– 0;=

Σ 2i7
k' ω'dd

2π( )2
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 ≡ V, Tkk' ≈  ≡ 7. In this case, the solutions of
Eqs. (9) are represented in the form

(10)

Hereinafter, it is assumed that  = . Since

i dωG(k', ω) is a real quantity, γ ~ 2(72, V2). For

the system with the Hamiltonian Hint =  + , the

damping associated with the terms  is first calcu-
lated and it is then substituted as a parameter into solu-
tion (10) obtained above. The quantity ∆0 in Eqs. (9) is
the new amplitude of oscillations of the Bose-gas den-
sity whose magnitude and phase are renormalized due
to the formation of correlated phonon pairs. In the gen-
eral case, the following system of equations for ∆0 and
1 in Eqs. (9):

(11)

can be solved only numerically. Here,  =  + ,

 = γ2 – |∆0|2, integration with respect to k is replaced
by integration with respect to ξk by means of the rela-
tion d|k| = dξk/cs, ω' = ω – ω0/2, and ξ0 = min[ω0, µ] is
the cutoff parameter in the integrals with respect to ξk.
However, the mechanisms of the effect of the phonon
pairs on the formation of the system state beyond the
stability threshold are qualitatively different for differ-
ent damping values of the acoustic phonons. For this
reason, we will consider the two limiting cases that are
likely to be of most physical interest.

The first case is characterized by sufficiently large
finite damping and small interaction-induced renormal-
ization of the phonon frequency, so that 1 ! |∆0| < γ. In
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this case, the phonon states depend on time as ak,  ~

 with αk = –γ + [|∆0|2 – (  – ω0/2)2]1/2. The new

state with phonon pairs can either be steady for  –
ω0/2 = 0 and |∆0| ! γ or have an anomalously low dec-
rement for γ – |∆0| ! γ. In the latter case, the solution of
system (11) is given by the simple expressions

(12)

which are obtained under the assumption that  = dξ.
The relation 1 ! γ is valid if (7/cs) ! (γ/ξ0). When the
density-oscillation amplitude is slightly larger than the
threshold value, i.e., E0 – Eth ! Eth ≡ γ, the quantity

 = γ2 – |∆0|2 is determined by the expression

(13)

We emphasize that the solution with  > 0 above the
threshold amplitude value exists only for sufficiently
strong interaction V.

The second case is characterized by the large renor-
malization of the frequency due to the interaction inde-
pendent of phonon phases and low damping, so that
1 > |∆0| @ γ. In this case, αk = –i[(ωk – ω0/2)2 +
21(ωk – ω0/2) + (12 – |∆0|2)]1/2 – 0+ and the steady state
of phonons with the gap in the spectrum ∆2 = 12 – |∆0|2
exists for momenta determined by the equalities ωk –
ω0/2 = 0 and ωk – ω0/2 = –21. To obtain the solutions

for ∆0 and 1 in this case,  = ξk + 1 is substituted into
Eqs. (11) and the integration with respect to ξk is per-
formed. When the gap is narrow, i.e., for 1 – |∆0| ! 1,
we arrive at the expression

(14)

According to this expression, the threshold value for
the amplitude E0 is determined in this case by renormal-
ization that is caused in the frequency of acoustic
modes by density–density interaction, Eth ≡ 1. In par-
ticular, when the amplitude is slightly above the thresh-
old value, i.e., for (E0 – Eth)/Eth ! 1, the gap in the
phonon spectrum is equal to

(15)

We emphasize that the gap above the threshold value of
the density oscillation amplitude can exist only for non-
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zero interaction depending on the total phase of the
phonons.

We also note that the solution with ∆0 ≠ 0 is abso-
lutely unstable for γ ! 1 ! ∆0. In other words, the
above mechanism does not lead to the formation of a
stable state in the corresponding region of parameters.

We now present relations determining the applica-
bility limits of the above theory for the Bose gas. First,
the allowable upper limit is determined for the density
oscillation frequency ω0. The wave vector k0 introduced
above is expressed in terms of the parameters of the
Bose gas as |k0| ~ ω0/cs = (ω0/v J)K. The long-wave-
length approximation, which is described by Hamilto-
nian (3), is valid when |k0|/n ! 1. Hence, the density
oscillation frequency has an upper bound determined
by the inequality ω0/v Jn ! K–1. For a weakly nonideal
Bose gas K @ 1, whereas K  1 values correspond to
strong interaction in the Bose gas [5]. Since v Jn ~ µ <
ω⊥ , the density oscillation frequency ω0 can vary from
103 s–1 to 10 s–1 for, e.g., ω⊥  ~ 104 s–1 and K ~ 1–100. In
turn, the ratio V/cs determining the existence of solu-
tions above the threshold is estimated as V/cs ~ V/v JK.
The inequality V/v J ! 1, where the left-hand side char-
acterizes deviation from the harmonic approximation,
is the applicability condition for the theory. For the
weakly interacting Bose gas, the ratio V/cs can be both
much lower and much larger than unity depending on
whether K is large or small (or whether the interatomic
interaction is weak or strong). Since the conditions
obtained for ω0 and V/cs are compatible, the states pre-
dicted in this work for the Bose gas can apparently be
realized for gases with intermediate values K ~ 10,
when ω0 is not too low and the ratio V/cs can still vary
over a quite wide range. According to the available
experimental parameters of the quasi-1D atomic Bose
gases, the suitable values K ~ 30 are characteristic of
the Bose gas consisting of 104 Na atoms with Ueff/n0 =

10–2, Ueff ~ a/ , and K = , where l⊥  is the
transverse trap size.

l⊥
2 n0/mUeff
The single-component Fermi gas with repulsive
interaction in a 1D trap is also described by Hamilto-
nian (6). In this case, 0 ≤ K ≤ 1 [5], and, for quite small
K values, the frequency ω0 can vary in much wider
ranges than for the Bose gas. In this case, V/cs ! 1.
Thus, the above states can be realized for spinless fer-
mions with almost any values of K ≤ 1.

The above analysis implies that the original spec-
trum of phonons in Eq. (6) is continuous. This condi-
tion imposes certain restrictions on the longitudinal
size of the real quasi-1D trap. The spacing between the
longitudinal-quantization levels ∆ω ~ cs/+ must be
much smaller than the above gap in the phonon spec-
trum ∆γ, ∆. Thus, the above mechanism of condensa-
tion of phonon pairs can be observed in quasi-1D traps
whose longitudinal size satisfies the conditions + @
cs/(∆γ, ∆).

I am grateful to Yu.M. Kagan for discussions and
critical remarks. This work was supported by the Rus-
sian Foundation for Basic Research.
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The asymmetry of lines has been observed in the spectra of the inelastic scattering of low-energy ions interact-
ing with nanoclusters of d metals. It is attributed to the mechanism of exciting e–h pairs with low energies and
high momenta (infrared catastrophe). Analysis of the asymmetry of x-ray photoelectron spectra and spectra of
low-energy scattered ions shows that the Anderson singularity indices α associated with the electron states on
the surface and in bulk have different behaviors as functions of the nanocluster size. The results cannot be
explained in the framework of the available concepts of the redistribution of these contributions with decreasing
of the nanocluster size. © 2004 MAIK “Nauka/Interperiodica”.

PACS numbers: 73.22.–f
The current investigations of the electron properties
of metal nanoclusters are urgent for both fundamental
science and numerous applications. In [1, 2], x-ray pho-
toelectron spectroscopy (XPS) showed that a decrease
in the nanocluster size leads to a decrease in the density
of the electron states ρ(εF). Therefore, the valence-elec-
tron screening of a core hole also decreases, which can
change the characteristics of nanoclusters up to their
transition to a nonmetallic state [3, 4]. In this case,
when a unit positive charge (core hole) suddenly
appears, the response of the electron subsystem
changes, which results in the excitation of electron–
hole (e–h) pairs. This mechanism leads to the asymme-
try of the spectral lines of photoelectrons. The mecha-
nism of the creation of e–h pairs was proposed by
Anderson [5] and Mahan [6]. They showed that the sud-
den photoionization-induced appearance of a long-
lived hole (localized disturbance) on the core level
leads to the creation of e–h pairs with very low energy
and high momentum in the electron gas near the Fermi
level. Since the core hole has infinite effective mass
and, hence, can absorb arbitrarily high momentum, a
large number of such pairs are excited (infrared catas-
trophe) [5, 7]. In this case, the photoelectron spectrum
is singular [5, 6]:

(1)

where ε0 is the electron binding energy on the core
level, α is the Anderson singularity index, and θ(ε) is
the Heaviside step function.

I ε( ) 1

ε ε0–( )1 α–
--------------------------θ ε ε0–( ),=
0021-3640/04/8008- $26.00 © 20557
The singularity index is determined by the symme-
try of the electron–hole scattering phases δl and
depends quadratically on the screened potential of the
local hole and the density ρ(εF) of the electron states on
the Fermi level [7, 8]. This behavior makes it possible
to analyze the band structure and density of the electron
states on the Fermi level of metals. Singularity indices
measured for simple metals can be found in [9]. Similar
phenomena were also observed in the absorption and
emission of x rays in metals [10, 11]. The Coulomb
potential of a light helium ion (m/M @ 1, where m and
M are the masses of the scatterer atom and ion, respec-
tively) can be used as the exciting potential for e–h
pairs. Varying the kinetic energy of ions, one can
observe the excitations of collective modes in a wide
range of energies and momenta from plasmons to qua-
siparticles (e–h pairs) and separate the energy range
where only e–h pairs are excited. This procedure is fun-
damentally impossible for XPS. We note that the spec-
trum of scattered ions inelastically interacting with
conduction electrons is measured in this case. At the
same time, the spectrum of photoelectrons whose emis-
sion is responsible for the appearance of the local core
hole is measured in XPS.

In this paper, we report experimental results on the
scattering of low-energy He+ ions by nanoclusters of a
number of d metals (Au, Co, Mo) whose spectra exhibit
the asymmetry of lines. Since low-energy-ion spectros-
copy (LEIS) is sensitive only to the surface (~1 mono-
layer), such investigations of the asymmetry of the
spectra of scattered He+ ions provide information on the
Anderson singularity index and, therefore, on the spec-
trum of excited e–h pairs in surface electron states,
004 MAIK “Nauka/Interperiodica”
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which, as is known, differ from bulk states [12]. Nano-
clusters of Au, Co, and Mo were studied also by XPS,
where the asymmetry of the spectra is determined by
the electron states over the mean free path of a photo-
electron (several monolayers). Owing to this investiga-
tion, the contributions of the surface and bulk electron
states near the Fermi surface are separated as functions
of the nanocluster size. It has been found that the singu-
larity index determined by the surface states in nano-
clusters over the entire size range (20–60 Å) does not
change within the error. At the same time, α determined
by bulk electron states increases by a factor of almost 3
with decreasing of the nanocluster size.

Nanoclusters were formed by the pulsed laser depo-
sition of metal (Au, Co, Mo) on the surface of highly
oriented pyrolytic graphite (HOPG) at room tempera-
ture in ultrahigh vacuum (pres ≈ 5 × 10–10 Torr) in the
preparation chamber of an XSAM-800 “Kratos” elec-
tron spectrometer. In situ control of the surface was car-
ried out by XPS and Auger spectroscopy. The radiation
of a YAG:Nd3+ laser (λ = 1.06 µm, Q-switched mode,
pulse duration τ = 15 ns, repetition frequency 25 Hz,
energy per pulse 80 mJ) was focused on a target placed
inside the preparation chamber. The surface density of
the metal atoms deposited per pulse varied in the range
1013–1015 atom/cm2 for the deposition pulse duration
τp ≈ 10–6 s. The total amount of the deposited substance
as a function of the number of deposition pulses for a
given geometry and laser-radiation energy was deter-
mined by the in situ XPS method and ex situ Ruther-
ford-backscattering method. The size distribution of the
nanoclusters, as well as the mean nanocluster size as a
function of the deposited-substance amount (and the
number of deposition pulses), was determined by ana-
lyzing images obtained by vacuum–scanning–tunnel-

Fig. 1. (a) Experimental spectrum of low-energy scattered
ions, (b) approximation of the spectrum by the convolution
of function (9) with the Gaussian distribution, and excita-
tion spectrum for e–h pairs according to (c) LEIS and
(d) XPS.
ing microscopy with resolution reaching the atomic
value. Thus obtained dependences enabled us to ana-
lyze the singularity in the XPS and LEIS spectra of nan-
oclusters as a function of their mean size.

The creation of e–h pairs in metal nanoclusters on
the HOPG surface can be indicated by the asymmetry
of the spectra of He+ ions elastically scattered on the
surface of the samples under investigation on the side of
lower kinetic energies. The LEIS method includes mea-
surement of the spectrum of the ions elastically scat-
tered by the atoms of the surface under investigation.
The energy of the scattered ions is equal to E = kE0,
where k = k(θ, m/M) is the kinematic factor depending
on the scattering angle θ, which is equal to 125° in the
geometry of the XSAM-800 electron spectrometer. In
particular, k = 0.938 for Au.

Line a in Fig. 1 is the typical spectrum I(E) of
0.5-keV He+ ions elastically scattered by the atoms of
gold nanoclusters with the size d ≈ 60 Å, which are
formed on the HOPG surface after 5000 deposition
pulses. A low-energy tail (asymmetry) appears in the
entire ion-energy range under investigation. This tail
arises due to inelastic losses in the kinetic energies of
He+ ions interacting with the surface atoms of Au nan-
oclusters. Similar dependences were obtained for other
kinetic energies of He+ ions from 0.3 to 1.5 keV. The
asymmetry of the Au4f5/2 XPS line was measured for
the same nanoclusters (d ≈ 60 Å).

As was mentioned in [8], the asymmetry observed in
XPS is caused by e–h pair excitation. The asymmetry of
the LEIS line can also be attributed to the creation of e–h
pairs due to the sudden action of the Coulomb potential
of the ion on the electron subsystem. The Massey
parameter [13] ξ = Ua/"v, where a ≅  1.7 × 10–8 cm is
the characteristic approach distance between He+ ions
and Au atoms [14], U ~ 1 eV is the potential of the He+

ion at the distance a, and v  ≈ 2.2 × 107 cm/s is the veloc-
ity of He+ ions for E = 1 keV, is estimated as ξ = 0.77 <
1 for the energies under investigation, which shows that
the potential arises suddenly. In turn, this is the condi-
tion of the excitation of the e–h pairs in the ion field.
Estimations for the above experimental conditions
show that the following relation between the character-
istic times is valid:

(2)

Here, τint = a/v  ≈ 7 × 10–16 s is the time of the appear-
ance of the potential near the surface, τrel ≈ 10–15 s is the
time of the screening of the positive charge (relaxation
of valence electrons) [6], and τ1 ≈ 10–14 s is the charge
lifetime determined by the Auger-neutralization pro-
cesses in the experiments [14]. According to inequali-
ties (2), neutralization is the slowest process. In this
case, the He+ ion loses energy due primarily to the cre-
ation of e–h pairs.

τ int τ rel τ1.< <
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In view of the conservation of the energy E and
momentum p of the He+ ion interacting with the metal
nanoclusters, the energy "ω and momentum q associ-
ated with the creation of an e–h pair in the electron gas
are related as

(3)

The response of the conduction electrons of the nano-
cluster to external perturbation that induces the electron
transition from the state with the momentum "k ≤ "kF
to an unoccupied state with the momentum "k ≥ "kF
leads to the creation of an e–h pair with low energy
("ω < εF) and high momentum (q < 2kF). In this case,
the excitation spectrum of the e–h pairs is represented
in the form [10]

. (4)

Figure 2 shows dispersion relation (4) "ω/2εF = f(q/kF).
It is seen that excitation energies are not all allowed in
the spectrum of e–h excitations in the homogeneous
electron gas. The allowed values lie between the lines

q2 ± qkF. In view of Eq. (3), the excitation energy

"ω/2εF is related to the momentum q/kF of the e–h pairs
as

(5)

Here, β is the angle between the ion momentum and the
momentum excited in the electron gas and v  and vF are
the velocities of the ion and electron on the Fermi sur-
face, respectively. It is seen that electrons with low
energies ("ω ≅  1.6 eV for q/kF ≈ 1.5, εF = 5.5 eV [15])
are excited in the continuous spectrum corresponding
to the creation of e–h pairs in Au nanoclusters for the
He+-ion energies under investigation (E = 300 eV). We
emphasize that the spectrum "ω/2εF = f(q/kF) for low
momenta and high energies includes a band, where
electron collective modes (plasmons) can be excited.
However, according to Fig. 2 and the above estimates,
the excitation of plasmons is not very probable for the
low ion energies (E < 1.5 keV) under consideration.
Their excitation is possible for ion energies of E ≥
50 keV.

Thus, the measured asymmetric dependence I(E)
(Fig. 1, line a) for the He+ ions scattered on the nano-
cluster surface can be explained only by the excitation
of a large number of e–h pairs near the Fermi surface,
which is singular when the perturbing potential appears
suddenly.

The asymmetry of the spectrum is quantitatively
characterized by the Anderson singularity index α,
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which is determined by the nature of the electron–hole
interaction and represented as [6]

(6)

Here, δl are the phase shifts corresponding to the scat-
tering of ions by the Coulomb potential. According to
Eq. (6), α > 0 and it is limited by the value α = 0.5 given
by the Friedel sum rule [16]

(7)

Here, Z is the valence of an impurity atom [for the case
under consideration, Z = 1 is the charge of the He+ ion
(for LEIS) or local core hole (for XPS)]. Hence, line
shape (1) diverges for ε  ε0 and has a tail for ε  ∞
with the exponent determined by α. The singularity
index is determined by the density ρ(εF) of the electron
states on the Fermi level and the exciting potential U
[7, 8]:

(8)

Thus, according to Eqs. (6) and (8), measurement of
the singularity index in metal nanoclusters can enable
one to analyze the band structure (scattering phases)
and electron-state density as functions of the nanoclus-
ter size. Studies of the Anderson singularity index for
the excitation of e–h pairs by the suddenly switched-on
Coulomb potential provide measurement of the asym-
metry of the scattering spectrum I(E) of the He+ ions
(E is the kinetic energy of an ion). In this case, which is
similar to XPS, singularity is determined by the excita-
tion of e–h pairs. Thus, taking into account the energy
conservation law relating the excitation energy "ω of
the conduction electrons to the ion kinetic energy E, we
see that the spectrum of scattered ions for the case of
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Fig. 2. Dispersion relation (4): (a) the plasmon excitation
region and the (b) left and (c) right boundaries of the
allowed excitation energies of the e–h pairs. These bound-

aries are determined by the formulas q2 – qkF and q2 +

qkF, respectively. The straight lines correspond to formula (5)

for the following kinetic energies of the He+ ions: (1) 0.3,
(2) 0.5, (3) 0.7, (4) 1.0, (5) 1.3, and (6) 1.5 keV.
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Table

Metal ρ(εF), eV–1
Electron

configuration
in atom

XPS LEIS

α
δl

α
δl

δ0 δ1 δ2 δ0 δ1 δ2

Au 0.25 [17] 5d106s1 [15] 0.05*
0.05 ± 0.01

0.21 0.03 0.24 0.06 ± 0.01 0.25 0.04 0.18

Co 2.07 [18] 3d74s2 0.30 ± 0.03 1.2 0.03 0.07 0.31 ± 0.05 1.25 0.08 0.6

Mo 0.6 [19] 4d55s1 0.06 ± 0.01 0.26 0.04 0.03 0.09 ± 0.01 0.4 0.05 0.06

* The singularity index is determined for bulk Au [20].
the Coulomb potential of the ion and infinite lifetime
has the form

(9)

Here, E0 is the kinetic energy of the elastically scattered
ions. Since the exciting potentials exist for a finite time
in both XPS and LEIS, the spectral lines are broadened
in the form of Lorentz broadening [9] for XPS and
Gaussian broadening [14] for LEIS. Therefore, the shape
of the line in XPS and LEIS spectra must be determined
by the convolution of singular function (1) with the
Lorentz distribution and function (9) with the Gaussian
distribution, respectively, and depend on two parame-
ters—singularity index α and spectrum half-width γ.
The singularity index α may be determined by using
the spectrum processing procedure proposed in [9].

Figure 1 shows the experimentally observed spec-
trum of low-energy 0.5-keV He+ ions scattered by Au
nanoclusters (d ≈ 60 Å). The experimental spectrum is
approximated by the solid line that is the convolution of
singular function (9) with the Gaussian distribution
with the half width γ ≈ 10 eV. It is seen that this approx-

I E( ) 1

E E0–( )1 α–
----------------------------, E E0.>=

Fig. 3. Experimental singularity indices α vs. the velocity v
and kinetic energy Ekin of ions for the laser-pulse number
N = (squares) 5000 (d = 60 Å), (triangles) 400 (d = 40 Å),
and (circles) 50 (d = 30 Å).

v

imation satisfactorily reproduces the experimentally
observed spectrum within the errors. Line c is the dif-
ference between the asymmetric and symmetric (α = 0)
spectra, and it can be treated as the excitation spectrum
of the e–h pairs. This spectrum has a bell shape rather
than the singular shape predicted theoretically. This dif-
ference is likely attributed to both the measurement
errors and errors in the mathematical processing of the
measured spectra. For comparison, Fig. 1 also shows
(line d) the spectrum of e–h pairs excited by the core-
hole potential as was measured by XPS. The significant
difference observed for the line shapes can be attributed
to the deviation from the suddenness of the appearance
of the Coulomb potential for LEIS.

The resulting singularity indices α for nanoclusters
Au, Co, and Mo (d ≈ 60 Å) are presented in the table in
comparison with the α values obtained for these metals
by the XPS method. It is seen that the α values deter-
mined by XPS are systematically smaller than those
obtained by LEIS. This difference can be attributed to
the fact that He+ ions for the energies under consider-
ation interact only with surface atoms of nanoclusters,
and the electron properties of the surface atoms differ
from the properties of bulk atoms. This result is consis-
tent with the observation of asymmetry (singularity
index) in the excitation of surface electron states by
synchrotron radiation [12]. According to the table, the
α values correlate with the densities of the electron
states on the Fermi level of the nanoclusters of the met-
als under consideration. These results are consistent
with the theory presented in [7, 8] [see Eq. (8)].

Using Eqs. (6) and (7), one can determine the phases
of the scattering of plane waves by the potential of the
core hole or the Coulomb potential of the He+ ion for
the singularity indices of the metals under investigation
(see table). Phase shifts δ0 (s waves) make the largest
contribution for both XPS and LEIS. In addition, the
contribution from surface electron states to δ0 is larger
than the contribution from bulk states. The table also
shows that the dominant contribution to the phase shift
for Co (α = 0.3) comes from s electrons (δ0 @ δ2),
whereas the dominant contribution to the phase shift for
Au and Mo (α ≈ 0.06–0.09) comes from both s and d
JETP LETTERS      Vol. 80      No. 8      2004
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electrons (δ0 and δ2). As expected, the phase δ1 is close
to zero for the s–d metals under investigation (see
table).

A feature of the investigation of the spectra of He+

ions scattered on the surface of metal nanoclusters is
that the singularity index is independent, within the
measurement errors, of the ion velocity in the range
from 1.2 × 107 to 2.2 × 107 cm/s (E ≈ 0.3–1 keV) (see
Fig. 3) for various mean sizes of the nanoclusters. For
high velocities of ions v  > 2.5 × 107 cm/s, the singular-
ity index α increases from 0.05 to 0.09, which is likely
caused by the excitation of single-particle electron
states.

Figure 4 shows the singularity parameter α for LEIS
spectra as a function of the mean size d of Au nanoclus-
ters for the ion kinetic energy E = 300 eV. It is seen that
this parameter depends only slightly (within the error)
on the size d in the size range d ≈ 20–60 Å under inves-
tigation. In addition, Fig. 4 shows singularity in the
XPS spectra of Au4f5/2 photoelectrons. For large nano-
clusters (d ≈ 60 Å), α ≈ 0.05, which corresponds to the
bulk singularity index [20]. With a decrease in d, the
singularity index α increases and reaches the value α ≈
0.15 for d ≈ 20 Å. Similar dependences were obtained
for different energies of He+ ions.

The above experimental results cannot be explained
within the framework of the accepted assumption on
the change in the number of nearest neighbors [21],
hence, the redistribution of the contributions from the
surface and bulk states with varying of the nanocluster
size. Indeed, let us assume that the singularity index
measured in XPS is representable in the form α = xαs +
(1 – x)αb, where the quantities αs and αb determined by
the surface and bulk electron states, respectively, are
independent of size d, and x ~ 1/d and vary from 0 to 1.
In this case, it is easy to show that α(d) is a step function
such that α  αs ≈ 0.06 for d  0 (x  1) and
α  αb ≈ 0.05 for d  ∞ (x  0), which is incon-
sistent with the observed α(d) dependence. We note
that, under this assumption, the binding energies of the
core electrons in the XPS spectra of the initial and final
states are satisfactorily described as functions of the
nanocluster size [1, 2]. Thus, the nanocluster-size
dependence of the singularity index obtained in this
work can be attributed to the fact that α is determined
not only by the change in ρ(εF) but also by the redistri-
bution of the band structure of the conduction electrons
in the nanocluster with varying of its size. The above
analysis of the experimental results shows that, when
the mean size (d ≈ 20 Å) of the Au nanocluster
decreases, the phase shift δ0 (s wave) increases by a fac-
tor of almost 3 (δ0 ≈ 0.75) compared to the bulk value
(δ0 ≈ 0.21) and the phase shift δ2 (d wave) decreases by
a factor of 1.5 (δ2 ≈ 0.16). Thus, the change in the sin-
gularity index with the nanocluster size is determined
by the band structure of the nanocluster in contrast to
JETP LETTERS      Vol. 80      No. 8      2004
the usual characteristics [1, 2] such as the energies of
the initial and final states.

In conclusion, it should be noted that the asymmetry
observed in metal nanoclusters is attributed to the exci-
tation of the continuous spectrum of e–h pairs. In the
nonmetallic state of matter, instead of the continuous
spectrum of e–h pairs, discrete shake-up satellites and,
hence, discrete excitations appear [19]. Therefore, the
metal–nonmetal transition can be observed when the
cluster size decreases.
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A “collective” attack on the key is considered, and its connection with the classical capacity of a quantum com-
munication channel is analyzed. It has been shown that the allowable error probability for legitimate users to
which the secure key can be extracted is less than half the value for “translucent” eavesdropping and individual
measurements. © 2004 MAIK “Nauka/Interperiodica”.

PACS numbers: 03.67.Dt; 42.50.–p; 89.70.+c
Quantum key distribution (quantum cryptography)
ensures the security of key distribution at the level of
fundamental quantum-mechanical laws of nature [1–3].

Various eavesdropping strategies can be convention-
ally classified as follows.

(i) The “opaque” eavesdropping strategy, which is
often called reception–retransmission, is reduced to
measurement of a transmitted state and further retrans-
mission of a new state depending on the measurement
result.

(ii) In individual “translucent” eavesdropping strat-
egy, the eavesdropper ensures interaction of its auxiliary
state for each message with the transmitted state for a
certain time. After the interaction, the transmitted and
auxiliary states are in a common entangled state. Then,
the eavesdropper carries out measurement of the auxil-
iary state for each message and the informative state is
transmitted to the legitimate user at the receiving end.

(iii) A “collective” attack is similar to the preceding
case, but the eavesdropper accumulates his auxiliary
states in quantum memory and does not carry out mea-
surements until all the states have been transmitted by
the legitimate user. Then, after exchange through an
open channel has been completed in order to correct
errors and enhance security, the eavesdropper carries
out measurements simultaneously over all his states.

(iv) Finally, the most general and apparently most
efficient attack (joint attack) is similar to the preceding
one, but the eavesdropper uses a single auxiliary state
from the Hilbert space of high-dimensional states that
interacts with the transmitted states, and all the mea-
surements over which are carried out at the end.

In this work, a “collective” attack on the key is con-
sidered, and its connection with the classical capacity
of a quantum communication channel is analyzed.
0021-3640/04/8008- $26.00 © 20563
Quantum cryptography on two nonorthogonal states
(B92 protocol) [2] is conceptually the simplest. The
security of this protocol was analyzed in a number of
works [4–9] for various measurements at the receiving
end. Collective measurements were considered for this
exchange protocol only for a particular case of the
determination of the parity bit [10].

The standard protocol for the legitimate users is as
follows. A pair of nonorthogonal single-photon states
0  |u〉  and 1  |v 〉  is used as the informative
states. We follow the notation from [4] for convenient
comparison:

(1)

where |e0〉  and |e1〉  are the orthonormalized basis vec-
tors in space spanned by |u〉  and |v 〉  (see Fig. 1). The
same measurement is always carried out at the receiv-
ing end. This measurement is described by the unity
decomposition

(2)

u v〈 | 〉 2α( ), e0 e1〈 | 〉sin 0,= =

!u
I v| 〉 v〈 |–( )
1 u v〈 | 〉+

---------------------------, !v
I u| 〉 u〈 |–( )
1 u v〈 | 〉+

-------------------------,= =

!? I !u !v .––=

Fig. 1. 
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The space of results at the receiving end consists of
three results 0, 1, and ?, whose probabilities on the
input states |u〉  and |v 〉  are

(3)

Subscript B means the trace over the space of states at
the receiving end.1 Results 0 and 1 are conclusive
results; i.e., the channel !u can trigger only on the state
|u〉  and never on the input state |v 〉  and vice versa.
Counts in the channel !? are inconclusive results,
because they may occur on both states |u〉  and |v 〉 .

Further actions of the legitimate users are as fol-
lows. Alice transmits states |u〉  and |v 〉  with equal prob-
ability to Bob, who carries out measurement (2). After
the transmission of a sufficiently long sequence, Bob,
using an open classical channel, reports in which mes-
sages he has obtained inconclusive measurement
results. These messages are omitted. Further, approxi-
mately half the randomly chosen bits are reported, and
the error probability Q is estimated. These open bits are
then rejected. The error probability in the unopened
part of the long sequence coincides with Q. If Q < Qc,
the legitimate users correct the errors and extract the
secure key.

The actions of Eve are as follows. Eve prepares her
auxiliary state |e〉  for each message. This auxiliary state
interacts with the transmitted state. The joint evolution
is described as (see Fig. 1 and [4])

(4)

(5)

Here, |eu〉  and |ev〉  are states in space spanned by |u〉  and
|v 〉 , whereas a and b are real coefficients, which can be
chosen by Eve (are determined by the operator of joint
unitary evolution). Eve stores her modified states in
quantum memory and does not carry out any measure-
ments until the legitimate users do not complete the
exchange of information through both the quantum and
classical channels.

Bob carries out individual measurements over the
states in each message. States that are seen by Bob are
given by the partial trace over Eve’s subspace of states.
For the input states |u〉  and |v 〉 , we have

(6)

1 For brevity, the ordinary names Alice, Bob, and Eve are used for
the transmitter, receiver, and eavesdropper, respectively.

TrB u| 〉 u〈 |!v{ } TrB v| 〉 v〈 |!u{ } 0,= =

TrB u| 〉 u〈 |!u{ } TrB v| 〉 v〈 |!v{ } 1 θ( ),cos–= =

TrB u| 〉 u〈 |!?{ } TrB v| 〉 v〈 |!?{ } θ( ).cos= =

u| 〉 e| 〉 U u| 〉 e| 〉⊗( )⊗
=  a u| 〉 eu| 〉 b v| 〉 ev| 〉⊗+⊗ φ 1| 〉 ,=

v| 〉 e| 〉 U v| 〉 e| 〉⊗( )⊗
=  b u| 〉 eu| 〉 a v| 〉 ev| 〉⊗+⊗ φ 2| 〉 .=

ρ u| 〉( ) TrE φ1| 〉 φ1〈 |{ }=

=  a2 u| 〉 u〈 | ab 2γ( ) u| 〉 v〈 | v| 〉 u〈 |+( )sin b2 v| 〉 v〈 | ,+ +
and

(7)

respectively. Taking Eqs. (4)–(7) into account, we
arrive at the following expressions for the result proba-
bilities at the receiving end (the right-hand symbol cor-
responds to the sent state, and the left-hand symbol cor-
responds to the interpretation of the measurement
result):

(8)

(9)

(10)

For the remaining transition probabilities, we similarly
obtain

(11)

The legitimate users reject messages where inconclu-
sive results have been obtained. The probabilities of
correctly (Pr{1|1}, Pr{0|0}) and erroneously (Pr{0|1},
Pr{1|0}) interpreted results are determined as

(12)

and

(13)

respectively. Eve also rejects states from quantum
memory in the positions where Bob obtains an incon-
clusive result.

Then, Alice and Bob open approximately half their
bit sequences by random sampling and estimate the
error probability Q. As a result, Eve holds states only in
the positions where Bob obtains conclusive results.
States in these positions that are seen by Eve after mea-
surements made by Bob are given by the (unnormal-
ized) density matrices

(14)

because the operators !u and !v are orthogonal pro-
jectors up to normalization. Formula (14) means that
the state |u〉  is present in Eve’s quantum-memory cell,
and Bob’s measurement yields the correct result, which
corresponds to the input state |u〉  sent by Alice. Corre-
spondingly, Eve’s memory cell contains the state

(15)

ρ v| 〉( ) TrE φ2| 〉 φ2〈 |{ }=

=  b2 u| 〉 u〈 | ab 2γ( ) u| 〉 v〈 | v| 〉 u〈 |+( )sin a2 v| 〉 v〈 | ,+ +

Pr 0 0{ } TrB !uρ u| 〉( ){ } a2 1 2α( )sin–( ),= =

Pr 1 0{ } TrB !v ρ u| 〉( ){ } b2 1 2α( )sin–( ),= =

Pr ? 0{ } TrB !?ρ u| 〉( ){ }=

=  1 a2 b2+( ) 1 2α( )sin–( ).–

Pr 1 1{ } Pr 0 0{ } , Pr 0 1{ } Pr 1 0{ } ,= =

Pr ? 1{ } Pr ? 0{ } .=

QOK
a2

a2 b2+
----------------=

Q
b2

a2 b2+
----------------,=

ρE
OK u| 〉( ) TrB !u φ1| 〉 φ1〈 | !u{ }=

=  1 Q–( ) eu| 〉 eu〈 | ,

ρE
Q u| 〉( ) TrB !v φ1| 〉 φ1〈 | !v{ } Q ev| 〉 ev〈 | ,= =
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if Bob obtains the measurement result on the state |u〉
with error. Similarly, for the input state |v 〉 ,

(16)

(17)

There is one-to-one correspondence between the cor-
rect and erroneous positions obtained by Bob and Eve.

Namely, Eve has the state (|u〉) in a position corre-
sponding to the position where Bob’s measurement
yields a conclusive result and it is correctly interpreted;
e.g., Alice transmits the state |u〉 and Bob interprets it as 0.

Eve has the erroneous state 1 – (|u〉) rather than 0 in
a position corresponding to the position where Bob’s
measurement yields a conclusive result, but it is errone-
ously interpreted: Alice transmits the state |u〉  and Bob
interprets it as 1. The situation is similar for the trans-
mitted state |v 〉 .

Naturally, the positions of the erroneous results are
unknown for Bob and Eve. At that instant, the differ-
ence between Bob and Eve is that Bob has information
in retained positions in the classical form (0 and 1 bits),
whereas Eve has information in the form of quantum
states corresponding to Bob’s classical bits. Eve will
attempt to determine the secure key by quantum-
mechanical measurements and decision rules that pro-
vide the classical bit sequence closest to the key
sequence used by Alice and Bob. In fact, Eve has only
pure states |u〉  and |v 〉  in each cell of quantum memory,
and they are found with a probability of 1/2.

At that instant, the legitimate users have classical bit
strings, whereas Eve has a quantum-memory register
with states. The further argumentation is based on ran-
dom codewords. As is known [11, 12], such random
codes provide the Shannon limit. Since Alice and Bob
communicate through a classical binary symmetric chan-
nel with error probability Q, they can use an open chan-
nel to generate a set of M random codewords that allow
them to correct errors with unit probability upon decod-
ing. In this procedure, Alice treats the n-bit unopened
part of the bit string transmitted to her as the first code-
word, randomly generates M – 1 additional codewords of
length n, and openly reports all M codewords to Bob.

Let w1, w2, …, wM be such a set of codewords. Each
codeword is a binary string of length n: wi = {i1, i2, …,
in}, where ik = 0 or 1. The code redundancy (the number
of codewords for random codewords) must be such that
it ensures the unit-probability correction of errors
occurring with frequency Q. This is possible if the num-
ber of codewords satisfies the inequality [11, 12]

(18)

ρE
OK v| 〉( ) TrB !v φ2| 〉 φ2〈 | !v{ }=

=  1 Q–( ) ev| 〉 ev〈 | ,

ρE
Q v| 〉( ) TrB !u φ2| 〉 φ2〈 | !u{ } Q eu| 〉 eu〈 | .= =

ρE
OK

ρE
Q

M 2n H Q( ) δ–[ ] ,<
IAB Q( ) H Q( )=

=  1 Q Q( )log 1 Q–( ) 1 Q–( ),log+ +
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where H(Q) is the capacity of the binary symmetric
channel. The error probability over all the codewords
satisfies the inequality [12]

(19)

under condition (18).
Eve aims to refer to the classical codewords openly

announced by Alice. Then, using the classical code-
words, Eve constructs decision rules for quantum-
mechanical measurements in order to determine the
correct codeword corresponding to the key with the
maximum probability. Eve compares | 〉 = | 〉 ⊗
| 〉…⊗  | 〉, where | 〉 = |eu〉  and |ev〉  for ik = 0 and

1, respectively, with each classical codeword wi = {i1,
i2, …, in} of Alice and Bob. In fact, Eve compares the
nonorthogonal quantum states |eu〉  and |ev〉  with each of
the positions 0 and 1, respectively, of each classical
codeword. If the states were orthogonal, Eve could reli-
ably distinguish them, i.e., write 0 and 1 to the corre-
sponding positions and have the same bit string as Bob.
However, the states are reliably indistinguishable due to
nonorthogonality, and Eve’s measurement provides
extra error compared to Bob’s measurement. Eve may
carry out individual measurements [13] of states in
each of the positions and treat the result as 0 or 1. The
error is smaller if Eve carries out collective measure-
ments [14] using the measurement operators described
below.

Since the codewords are chosen randomly and inde-
pendently from each other, the probability of an indi-
vidual codeword is given as (for details, see [14])

(20)

and the mathematical expectation  = | 〉〈 | has

the form

(21)

where

(22)

is the density matrix describing the quantum-memory
states.

Further, Eve decodes quantum codewords (trans-
forms them into classical bit strings) by using the deci-
sion rule specified by the measurement operators

(23)

pAB n M,( ) 2ε M 1–( )2n H Q( ) δ–[ ] 0+≤

ψ
w

i ei1

ei2
ein

eik

Pr w i1 i2 … in, , ,( )={ } pi1
pi2

… pin

1

2n
-----,= =

pik

1
2
---,=

ρ
w

i ψ
w

i ψ
w

i

E ρ
w

i( )

=  pi1
pi2

… pin
ei1
| 〉 ei1

〈 | … ein
| 〉 ein

〈 |⊗ ⊗
i1 i2 … in, , ,
∑ ρE

⊗ n,=

ρE
1
2
--- eu| 〉 eu〈 | 1

2
--- ev| 〉 ev〈 |+=

-k ψ̃
w

k| 〉 ψ̃
w

k〈 | , ψ̃
w

k| 〉 3 ψ
w

k| 〉 ,= =
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where

(24)

3 is the projector on the typical subspace of the density

matrix . Here, | 〉 are the eigenvectors of ρΕ and

λJ = …  are its eigenvalues. The typical sub-
space of the density matrix is defined as

(25)

and satisfies the conditions (see [14])

(26)

The quantity H(ρE) is the von Neumann entropy and, in
the case under consideration, coincides with the classi-
cal capacity of the binary quantum communication
channel [14]:

(27)

where λ1, 2 = (1 ± sin(2γ))/2 are the eigenvalues of ρE.

Eve decodes M codewords, which are generated by
Alice, with the error [14]

(28)

whereas the legitimate users decode with the error [12]

(29)

Thus, if

(30)

and the legitimate users choose M < 2n[H(Q) – δ] code-
words, then their decoding error tends to zero, whereas
Eve’s error is nonzero (tends to unity). In other words,
under condition (18), Alice and Bob have the same
(with unit probability) bit string (secure key) after
decoding, whereas Eve with unit probability does not
know this string.

The quantity (ρE) is the classical capacity of the
binary quantum communication channel [13, 14]. If
Eve carried out optimum individual measurements with
the minimum error of distinguishing a pair of nonor-
thogonal states, then (ρE) would change to the classi-
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C

cal capacity of the binary quantum communication
channel per one shot [14], which is given as

(31)

and never exceeds expression (27); i.e., C1(ρE) <

(ρE).

Secure key distribution is possible if, for a given
error Q of the legitimate users, the capacity of the clas-
sical binary symmetric channel between Alice and Bob
exceeds the classical capacity of the binary quantum
channel for Eve. To obtain the final result, it is neces-
sary to express (ρE) [in fact, sin(2γ)] in terms of the
parameters a, b, Q, and sin(2α), where α is the angle
between the signal states chosen by the legitimate
users. Let us derive these relations. The unitarity and
normalization conditions for the states |φ1, 2〉  in Eqs. (4)
and (5) lead to the conditions

(32)

Therefore,

(33)

Let us discuss the results. As is known [15, 16],
secure key distribution is possible if

(34)

Here, Cs is the secure capacity of the channel between
Alice and Bob in the presence of Eve (the number of
bits of the secure key per message that can be transmit-
ted by the legitimate users in the long-sequence limit)
and IAB, IAE, and IBE are the maximum mutual informa-
tion (upon Eve’s attack and chosen signal states and
measurements at the receiving end) between Alice and
Bob, Alice and Eve, and Bob and Eve, respectively. For
Eve’s individual measurements (see below), IAE ≤ IBE.
Therefore, condition (34) is reduced to the form

(35)

The quantities IAE and IBE are determined by the errors
QAE and QBE in the Alice–Eve and Bob–Eve channels,
respectively. Taking Eqs. (6)–(13) into account, we
obtain (for details, see [4, 5])

, (36)
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and

(37)

We emphasize that the mutual information between
Eve and both legitimate users is the same upon the col-
lective attack; i.e., IAE = IBE = (ρE). In this case, con-
dition (34) takes the form

(38)

Figure 2 shows (left-hand panels) IAB, IAE, and IBE for

translucent eavesdropping and (ρE) for the collective
attack as functions of the error Q introduced by Eve in
the channel between the legitimate users for the over-
lapping angle α = (a) π/16, (b) π/8, and (c) π/5 between
the signal states |u〉  and |v 〉 . It is seen that the critical
error to which the secure key distribution is guaranteed
in the presence of the collective attack is approximately
half the critical error upon individual measurements by

IAE 1 QAE QAElog 1 QAE–( ) 1 QAE–( ),log+ +=

IBE 1 QBE QBElog 1 QBE–( ) 1 QBE–( ).log+ +=

C

Cs IAB C ρE( ) 0, IAB C ρE( ).≥>–≥

C

Fig. 2. 
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Eve. Therefore, the collective attack is much more effi-
cient for Eve. The right-hand panels in Fig. 2 show the
secure capacity (38) multiplied by the fraction of con-
clusive results. For small overlapping angles between
the signal states (when the nonorthogonal states are
more distinguishable), the secure capacity for, e.g., α =
π/16 is sufficiently large (Q is small, Cs ~ 0.6, approxi-
mately every second bit of the initial sequence is
secure). However, the critical error is no more than
1.5%. For large overlapping angles, when the nonor-
thogonal states are less distinguishable, e.g., α = π/5,
the critical error ≈11%. However, the secure capacity is
very small. Only 5% of the bits of the initial transmitted
sequence are secure.

This work was supported by the Academy of Cryp-
tography of the Russian Federation, the Russian Foun-
dation for Basic Research (project no. 02-02-16289),
and Moscow State University (interdisciplinary
project).
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Femtosecond Laser Photoelectron Projection Microscopy
of Organic Nanocomplexes
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Organic nanocomplexes obtained by applying an organic dye (Coumarin 153) solution onto the surface of
a metal nanotip were studied by femtosecond laser photoelectron projection microscopy. The tip was a
100-nm-diameter capillary covered with a thin nickel layer. The image of a through hole of the capillary was a
convenient reference for interpretation of the results. The spatial resolution achieved in these experiments was
equal to about 5 nm. © 2004 MAIK “Nauka/Interperiodica”.

PACS numbers: 06.60.Jn; 68.37.–d; 79.60.Jv
Reaching a spatial resolution of several nanometers
is among the most important tasks in nanooptics [1].
The development of such methods is of considerable
importance for the characterization of nanostructured
materials. One possible solution is offered by laser pho-
toelectron projection microscopy (LPPM). The key ele-
ments of a photoelectron projector are a sharp tip (the
radius of curvature of the point tip can be significantly
smaller than the laser wavelength) and a position-sensi-
tive detector of charged particles emitted from the point
tip. When a certain voltage is applied between the nan-
otip and detector, photoelectrons emitted under the
action of the laser radiation travel in the radial electric
field. Since the depth of the escape of photoelectrons is
typically within a few nanometers [2], the object of
investigation in this case is the point tip surface. Due to
the projection effect, the photoelectron-image magnifi-
cation of the laser-irradiated surface nanostructure
obtained in the detector plane can reach up to 104–106.
Previously, this method was successfully used for the
observation of single color centers on the surface of a
LiF crystal [3].

This investigation was aimed at the optical visual-
ization of organic nanocomplexes by means of femto-
second LPPM. We have studied nanostructures formed
on the surface of a metal tip upon application of a solu-
tion of Coumarin-153 (C153) organic dye in ethyl alco-
hol. The probability of the photoinduced decomposi-
tion of the C153 molecules in this experimental geom-
etry is very small, because the metal substrate surface
produces rapid quenching of the laser-excited molecu-
lar electron states [4, 5]. The organic dye used in these
experiments belongs to the class of promising chro-
mophores for biologically active macromolecules [6].

The experiments were performed on a setup
described elsewhere [3]. A simplified scheme of the
experimental setup is presented in Fig. 1. The tip was a
commercially available quartz capillary (µTIPTM, WPI,
0021-3640/04/8008- $26.00 © 20568
Israel) with a diameter of d = 100 nm, onto which a
nickel film of definite thickness was deposited.
Mounted in a vacuum chamber, the capillary was ori-
ented so that its tip faced a position-sensitive detector
of charged particles (microchannel plate, MCP). The
distance between the nanotip and the detector surface
was L = 7 cm. The orientation of the capillary in the
vacuum chamber could be adjusted within ±10° with
the aid of a special vacuum feedthrough.

The LPPM measurements were performed using
femtosecond pulses (τp ≅  60 fs) of laser radiation with
a wavelength of λ ≅  400 nm (which falls within the
optical absorption band of C153 [7]) and a pulse repe-
tition rate of ≅ 76 MHz. The pulse energy could be var-
ied within 0.03–0.3 nJ. The laser radiation was focused
on the sample by a lens with a focal distance of fL ≅
12 cm. The use of femtosecond laser pulses provides

Fig. 1. Schematic diagram of the experimental setup. The
asterisks show organic nanocomplexes.
004 MAIK “Nauka/Interperiodica”
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for an effective laser-induced photoelectron emission
without significant heating of the sample.

In the first stage of the experiments, we obtained the
photoelectron images of two nickel-coated capillaries
(Fig. 2). For this purpose, a relatively small negative
potential ϕtip = –300 V was applied to the irradiated
nanotip. The thickness of the deposited nickel layer was
controlled by changing the deposition time and
amounted to 25 nm (Fig. 2a) and 40 nm (Fig. 2b). The
difference between the diameters of the capillary chan-
nel in these two cases was ∆d ≅  30 ± 5 nm. The photo-
electron signal depends linearly on the laser pulse
energy (Fig. 3a). In our case, the applied static field
(F ~ 1 V/nm) reduces the work function ϕWF (for nickel,
ϕWF ≅  4.6 eV [8]) and provides for single-photon-
induced electron emission from the metal surface irra-
diated by light with λ = 400 nm.

Fig. 2. Photoelectron images of the tip of a 100-nm-diame-
ter quartz capillary covered with a (a) 25- and (b) 40-nm-
thick nickel layer (an observation time of 1.5 and 3 min,
respectively).
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The magnification coefficient k of an electron pro-
jection microscope can be calculated using the well-
known expression [9]

(1)

where r is the capillary radius, θ ≅ 1.5 [9], and η is a
factor taking into account the contraction of the image
of the central region of the capillary tip due to converg-
ing field lines. Assuming that η ≅  2, we can estimate the
magnification coefficient as k ≅  4.7 × 105.

In the LPPM method employed, the main error of
measurement of the characteristic dimensions of nano-
structures, which eventually determines the spatial res-
olution, is related to the nonzero initial transverse com-
ponent of the photoelectron velocity. Indeed, electrons
possessing a nonzero energy E0 are detected by a posi-
tion-sensitive detector with a spatial uncertainty of

(2)

k L/ η*r*θ( ),≅

φ 2L E0/eϕ tip( )1/2.≅

Fig. 3. Plots of the photoelectron current versus laser-pulse
energy for (a) a capillary covered with a 40-nm-thick layer
of nickel and (b) the same metallized capillary with depos-
ited Coumarin 153 dye molecules. The points present the
experimental data with error bars; the solid lines correspond
to the (a) linear and (b) quadratic dependences of the photo-
current on the laser-pulse energy.
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For E0 ≤ 0.1 eV, the error of the measurements is
approximately ∆ ≅  φ/k ≤ 5 nm. This allows the LPPM
method to be used for the investigation of nanoobjects
with a characteristic size as small as ~5–10 nm.

Analysis of the images presented in Fig. 2 with the
use of (1) shows that the diameters of the holes are
d25 nm ≅ 35 ± 5 nm (Fig. 2a) and d40 nm ≅ 11 ± 5 nm
(Fig. 2b). The difference is ∆d = 24 ± 7 nm, which
agrees (to within the experimental uncertainty) with the
estimate obtained above using the relation between the
hole size and the deposited layer thickness. It should be
emphasized that this agreement confirms the validity of
the assumptions made above.

We have also performed experiments with an elec-
tron beam traveling through the capillary channel. For
this purpose, a bundle of silicon nanotubes acting as an
electron emitter was introduced into the rear end of the

Fig. 4. Photoelectron images of the tip of a quartz capillary
with a deposited nanocomplex obtained at a laser-pulse
energy of (a) 0.16 and (b) 0.28 nJ.
capillary (not depicted in Fig. 1). It is natural to assume
that the number of electrons detected in this geometry
at the capillary exit is determined by the channel cross
section. The ratio of electron currents measured for the
two samples studied was i25 nm/i40 nm ≅  5. According to
this, the ratio of the output hole diameters can be esti-
mated as d25 nm/d40 nm ≅  2.2, which is also in good agree-
ment with the independent estimates obtained by
another method. The results of the measurements per-
formed with the nanotube emitter will be reported in
more detail in a separate publication.

In the second stage of our experiments, the nickel-
coated capillary was dipped into a solution of C153 dye
molecules in ethyl alcohol (the solution concentration
was n ≅  2.4 × 1019 cm–3) and then dried. Irradiation of
such a sample with femtosecond pulses of 400-nm laser
radiation showed a quadratic dependence of the photo-
electron current on the laser-pulse energy (Fig. 3b).
According to published data [10], the ionization poten-
tial of the organic dye molecule is ≥7 eV. The photoion-
ization of such molecules in the applied static electric
field (F ~ 1 V/nm) requires at least two photons. It
should be recalled that the dependence of the photo-
electron current on the laser-radiation energy measured
before the application of the dye molecules on the sam-
ple was linear (Fig. 3a).

When the laser-pulse energy was increased from
0.16 to 0.28 nJ, the complex of dye molecules exhibited
movement over the tip surface (Fig. 4). The displace-
ment observed in Fig. 4 occurred within approximately
1 min. This process is probably related to heating of the
sample (the used laser-radiation power was 0.28 nJ ×
76 MHz = 21 mW).

Using laser radiation with a pulse energy of 0.28 nJ,
we performed an additional series of measurements to
determine the dependence of the coordinate x of the
center-of-gravity of the photoelectron image of the
nanostructure (the x-axis direction is shown in Fig. 4b)
on the time of exposure to the laser radiation (Fig. 5a).
The exposure was additionally accompanied by a sig-
nificant decrease in the signal of the photoelectron
emission (Fig. 5b). A comparison of the data presented
in Figs. 5a and 5b suggests that the drop in the photo-
electron response and the decrease in the velocity of the
motion of the nanostructure proceed within approxi-
mately the same interval of time. These changes may
reflect both the photoinduced decomposition of some
of the organic dye molecules (with the corresponding
decrease in the degree of heating of the nanocomplex)
and the desorption of some fragments of the nanocom-
plex under the action of the laser radiation [11].

It should be noted that the experimental data pre-
sented in Fig. 5b are quite well described by the equa-
tion of exponential decay with a characteristic time of
about 1 min. This expression shows that the photoelec-
tron response at the initial time was about 170000 ±
16000 counts per minute (cpm). Assuming a quadratic
energy dependence (Fig. 3b), the signal intensity at the
JETP LETTERS      Vol. 80      No. 8      2004
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initial time for Fig. 5b at a laser pulse energy of 0.28 nJ
should be 133000 ± 20000 cpm (this estimation also
assumes that the spatial nonuniformity of the MCP
detector efficiency for photoelectrons may reach up to
10% of the total count). We note that the two estimates
coincide to within the indicated error limits. Based on
these results, we may assume that the “jump” of the
nanocomplex depicted in Fig. 4 was not accompanied
by significant changes in the photoelectron signal.
Therefore, the observed process cannot be attributed to
the laser-induced desorption of the dye molecules.

Fig. 5. Plots of (a) the coordinate x of the center-of-gravity
of the photoelectron image of a nanocomplex and (b) the
photoelectron current versus the time of irradiation of the
sample at a laser-pulse energy of 0.28 nJ. The x-axis direc-
tion is indicated in Fig. 4b. The points present the experi-
mental data with error bars (the data acquisition time was
30 s); the solid curve shows the results of interpolation.
JETP LETTERS      Vol. 80      No. 8      2004
However, it should be recalled that a relatively small
displacement of the center-of-gravity of the nanostruc-
ture (Fig. 5a) was accompanied by a significant
decrease in the photoelectron emission (Fig. 5b) and
might be caused by the desorption of some fragments of
the nanocomplex under the action of the laser radiation.

In conclusion, we have experimentally demon-
strated the possibility of imaging organic nanocom-
plexes on the surface of a nanotip by means of LPPM.
The fact of visualization of a 10-nm hole in the laser-
irradiated capillary shows evidence of the rather high
spatial resolution (on a level of 5 nm) achieved in these
experiments.

We are grateful to S.K. Sekatskiœ for kindly provid-
ing 100-nm-diameter quarts capillaries for the experi-
ments. This study was supported by the Ministry of
Industry, Science, and Technology of the Russian Fed-
eration, project no. 40.020.1.1.1163.
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