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Abstract—Reflection of a solitary longitudinal strain wave (soliton) from the end face of a nonlinearly elastic
rod is investigated theoretically and experimentally. It is shown that the wave reflected from the free end of the
rod has a reversed amplitude sign, which results in dispersion of the wave. If the end of the rod is fixed, the
reflected wave retains its polarity and properties of the incident solitary wave and propagates back to the input
end. © 2001 MAIK “Nauka/Interperiodica”.
INTRODUCTION

A soliton is a localized long nonlinear quasi-steady-
state wave propagating either along the interface of two
media (a wave of elevation or an internal wave) or
inside a waveguide (a density soliton). Such a wave can
propagate over long distances and transfer energy with-
out distortion of the waveform. In a homogeneous iso-
tropic rod, the soliton propagates without distortion,
while in the presence of inhomogeneities, its form is
distorted. In particular, focusing of the wave may take
place, which is an increase of the amplitude of the sol-
itary strain wave accompanied by a decrease of its half-
width. This process can initiate regions of plasticity or
cracks in a waveguide. Hence, there is the practical
importance of investigating the properties of solitary
strain waves in solving the problems of the strength of
materials, nondestructive testing, and determining the
elastic properties of materials.

In our previous theoretical and experimental stud-
ies, we demonstrated the possibility of the propagation
of a solitary strain wave through a rod with a constant
cross section [1, 2], as well as wave focusing in a
tapered rod [3]. In the references cited here, the wave
processes were investigated apart from the waveguide
ends, which is in an infinite rod approximation. How-
ever, in real designs, the finite sizes of the wave-guiding
components, as well as the way in which the compo-
nent are coupled with other parts of the unit, are impor-
tant. Therefore, it is important to study the reflection of
a solitary strain wave from the rod end face under vari-
ous fixation conditions.

THEORY OF REFLECTION OF A LONG 
NONLINEAR STRAIN WAVE FROM THE END 

FACE OF AN ELASTIC ROD

(1) Formulation of the problem and derivation of
the model equation. Consider a semi-infinite homoge-
1063-7842/01/4605- $21.00 © 20505
neous isotropic rod of a nonlinearly elastic compress-
ible material in a system of cylindrical Lagrangian
coordinates (x, r, ϕ) with the x axis coinciding with the
rod axis, and ϕ ∈  [0, 2π], 0 ≤ r ≤ R, and –∞ ≤ x ≤ L,
where R and X are the rod radius and length, respec-
tively. With no rod torsion, the displacement vector of
the rod points is V = (u, w, 0). The basic equations
describing the evolution of nonlinear waves in a strain-
less structure can be derived using the Hamilton varia-
tional principle

(1)

where δS is the variation of the stress functional and A
is the work performed by an external force on the rod
end, x = l .

The inner integration procedure in (1) is performed
for a time instant t = t0, and the initial rod state is sup-
posed to be natural. The density of the Lagrangian + is
found as the difference between the density K of the
kinetic energy and the volume density Π of the internal
energy under adiabatic deformation:

(2)

Here, ρ0 is the rod material density at the time instant
t = t0 and Ik (k = 1, 2, 3) are the invariants of the
Cauchy–Green tensor C of finite deformations. To
approximate the specific strain energy, let us choose the
Murnaghan model appropriate for a wide range of non-
linearly elastic materials [4]:
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The coefficients in (3) depend on the second-order
moduli of elasticity or the Lame coefficients (λ, µ), and
on the third-order or Murnaghan moduli (l, m, n).

Our objective is to study the nonlinear longitudinal
waves with a characteristic amplitude of B and wave-
length L, such that the strain wave is elastic (B ! 1) and
sufficiently long (R/L ! 1). These constraints allow
simplifications to be made by relating the longitudinal
and transverse displacements, u and w, respectively. Let
us derive these relations taking into account that at the
free lateral surface of the rod (at r = R), at any instant
there must be no normal or tangential stresses and the
corresponding components Prr and Prx of the Piola-
Kirchhoff tensor P must be zeros [4]. The condition of
smallness of the wave amplitude B ! 1 allows one to
consider linear and nonlinear terms in the expressions
for u and w separately, whereas expansion into series in
powers of r is apparent in the limit of long waves. Then,
we have

(4)

(5)

Substituting (4) and (5) into the conditions Prr = 0
and Prx = 0 at r = R and equating the summands with the
same powers of r to each other, we obtain

(6)

(7)

where E is Young’s modulus and ν is the Poisson coef-
ficient.

The higher-order terms can be found in a similar
way. However, they do not alter the form of the result-
ing equation for the nonlinear longitudinal strain waves
that will be derived below; therefore, they are omitted
here. The equation for longitudinal strain waves in the
dimensional form is derived with the help of the Hamil-
ton principle (1). Having substituted (6) and (7) into the
expressions for K and Π, respectively, we obtain
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where β = 3E + 2l(1 – 2ν)3 + 4m(1 + ν)2(1 – 2ν) + 6nν2

is the nonlinearity factor.

Substituting these expressions into (1) and putting
δS = 0, we obtain a nonlinear equation with two disper-
sions (ETD) for the strain wave v = Ux:

(10)

where a = –(ν(1 – ν))/2, b = –νE/2ρ0.

Also, from the Hamilton principle, the boundary
conditions with respect to x namely follow ν, and its
derivatives with respect to x and t tend to zero when
x  –∞. At the other end, x = X and the conditions
depend on fixation. If the rod end is free, then the work
performed by external forces is zero and we obtain
from (1)

(11)

If the rod end is fixed, the work of external forces is
not defined, and on the basis of kinematic reasoning,
the displacement and displacement velocity are taken
equal to zero:

(12)

or, in terms of strain,

(13)

(2) Asymptotic consideration of the interaction
between solitary waves. To investigate the reflection
of a nonlinear wave, let us reduce ETD (10) to a nondi-
mensional form having chosen as the scales L for x, L/c0

for t, and B/L for v, where c0 =  is the so-called
rod velocity. Let us introduce a small parameter ε such
that the nonlinear and dispersive terms in the ETD are
of the same order of magnitude:

(14)

Let us assume that the function ν depends, in addi-
tion to x and t, on a slow time τ = εt. We will seek a solu-
tion to the nondimensional Eq. (10) in the form of a
series in integer powers of ε:

(15)

Substituting (15) into Eq. (10) and equating the
terms with the same powers of ε leads to the D’Alem-
bert solution for v0:

(16)

where Θ = x + t and ψ = x – t.
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In ε approximation we obtain the equation

(17)

The condition of the absence of secular terms leads
to two Korteweg–de Vries equations (KdV) for the
functions v01 and v02,

(18)

(19)

while the solution of the problem to a first approxima-
tion (17) is

(20)

Substituting the known soliton solutions of the KdV
equations [5] into the expression for a zeroth approxi-
mation, we obtain

(21)

From (21) it follows that, regardless of the propaga-
tion direction, the type of the strain wave (compression
or tension) is governed only by the sign of the nonlin-
earity coefficient β, which depends on the elastic prop-
erties of the rod material. Both conditions (13) for the
fixed end can be satisfied at x02 = 2X – x01. In this case,
reflection of the solitary strain wave occurs with no
change of its form. On the contrary, soliton solution (21)
does not satisfy the conditions (11) for a free rod end.
Therefore, the wave reflected from the rod end will not
retain its shape, but will either disappear due to disper-
sion or will overturn because of the nonlinearity. These
processes can possibly be described either in the frame-
work of an asymptotic solution using the approach of
the inverse scattering problem to the KdB equation [5]
or by numerical simulation of the initial nonintegrable
ETD (10).

(3) Numerical study of the wave reflection from
the end face of the rod. Numerical simulation of the
ETD was performed using a conventional implicit
finite-difference scheme. The set of algebraic equations
resulting from the finite-difference approximation was
solved using the procedure of Gelfand and
Lokutsievskiœ [6], also known as the Thomas algorithm.
Numerical solutions of the ETD for an infinite rod of
invariable cross section were previously obtained using
this approach in [7].
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Implementation of the boundary conditions at the
end of a rod of length X is effected by means of sym-
metrical continuation of the calculation area beyond the
rod end face, so that this area would occupy the interval
0 < x < 2X. If the rod end is free, then in the interval
X < x < 2X, the ETD is calculated using the nonlinearity
factor β opposite in sign to that used in the interval
0 < x < X. The initial conditions are postulated in the
form of solitons located centrosymmetrically relative to
the real rod end at x = X. The type of the initial soliton
is chosen depending on the sign of β. So, if β > 0 in the
interval 0 < x < 2X, then we have a tension soliton,
whereas an initial compression soliton takes place in
the interval X < x < 2X. The initial velocities of the soli-
tons are taken to be directed towards each other. The
initial condition v(x = X) = 0 is used in explicit form
while the condition of the zero second derivative is real-
ized automatically in the calculation scheme. Results
on the soliton reflection from the free end of the rod
0 < x < X are presented in Fig. 1. The right-hand side of
the figure corresponds to the free end. The lowermost
profile corresponds to the initial time instant. It is seen
that the amplitude of the solitary wave propagating
from left to right decreases as the wave reaches the end
of the rod. The reflected wave has the opposite polarity.
First, its amplitude grows, then the wave is dispersed.
As a result, no localized strain wave is observed near
the input end of the rod.

In the case of the fixed rod end, an asymmetrical
continuation into the interval 0 < x < 2X is imple-
mented. In both intervals, ETDs with the same coeffi-
cients are calculated with the initial solitons of the same

Fig. 1. Numerical simulation of the decay of a longitudinal
strain soliton reflected from the free end of the rod.
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polarities at equal distances from the point x = X. In this
case, the boundary conditions (13) are automatically
satisfied. Results of the numerical simulation are pre-
sented in Fig. 2. The amplitude of the soliton is seen to
be nearly twice as large when it reaches the rod end.

Fig. 2. Numerical simulation of the reflection of a longitu-
dinal strain soliton reflected from the fixed end of the rod.
The reflected wave has the same amplitude and velocity
as the incident one. Keeping its shape, the reflected
wave propagates towards the input end of the rod.

EXPERIMENT

(1) Experimental technique and processing of the
experimental data. As the waveguide material, SD-3
transparent polystyrene was chosen. The optical
scheme of the experimental setup for the generation
and recording of strain solitons was already described
in our previous papers [2, 3]. The setup consists of a
device for generating the initial shock wave, a holo-
graphic interferometer for recording the wave pattern, a
synchronization unit, and a laser radiation energy
meter. The probing light beam of the interferometer has
a diameter of 50 mm.

The soliton parameters were calculated using data
obtained from processing of the holographic interfero-
grams. Note that the interference pattern is not the usual
image of a strain soliton because this soliton is a longi-
tudinal density wave. However, the amplitude of the
strain soliton can be calculated using the shift ∆k of the
interference fringes [3]

(22)v
Λ∆k

2h n1 1–( ) 1 2ν–( ) ν n1 n0–( )+[ ]
---------------------------------------------------------------------------------.–=
(b)

(a)

Fig. 3. Experimental observation of the decay of a longitudinal strain soliton reflected from the free end of the rod.
TECHNICAL PHYSICS      Vol. 46      No. 5      2001
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Fig. 4. Total reflection of a strain wave from the rod end attached to a quartz plate.

Fig. 5. Penetration of a strain wave through a polystyrene–plexiglass interface.
Here, 2h is the light path transverse to the rod, and n0

and n1 are the refractive indices of the water and the
strainless rod, respectively. The amplitude is deter-
mined from the maximum shift of the fringes. The der-
ivation of relation (22) shows that the characteristic
length L of a solitary pulse (soliton) can be directly
determined from an interferogram as the length of the
interference fringe distortion. In our experiments, the
shape of the longitudinal strain wave is reconstructed
using the following parameters: n0 = 1.33, n1 = 1.6, Λ =
7 × 10–7 m, and ν = 0.35 [8]. Due to the negative refrac-
tive index β for polystyrene, the upward fringe shift
from the undisturbed fringe position corresponds,
according to (22), to compression of the rod material.
TECHNICAL PHYSICS      Vol. 46      No. 5      2001
(2) Observation of the soliton reflection from the
rod end face. Figure 3 shows holographic interfero-
grams of the reflection of a longitudinal-strain soliton
from the free end. The interference fringes from the liq-
uid beyond the rod end remain undisturbed (horizon-
tal), demonstrating total reflection of the incident wave.
At the bottom of the figure panels there are fragments
of the interferograms containing single fringes chosen
for the analysis. In perfect agreement with the theory, in
the fragment at the bottom of Fig. 3b, the amplitude of
the initial incident compression wave is seen to be less
as compared with a similar fragment in Fig. 3a. The
experiment demonstrates the absence of any localized
waves near the input rod end. This confirms the theoret-
ical conclusion of the impossibility of propagation of a
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(b)

(a)

A

B

(c)

Fig. 6. Experimental observation of the reflection of a longitudinal strain soliton from the fixed end of the rod.
TECHNICAL PHYSICS      Vol. 46      No. 5      2001
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localized tension wave through polystyrene. Positions
in the interferograms of the interference fringes dis-
played separately in this and subsequent figures are
indicated by horizontal arrows.

In the experiment, the rod end fixing was imple-
mented by gluing it to a massive brass plate. To deter-
mine whether or not the wave could propagate beyond
the fixed end, we repeated the experiment with a plate
of transparent quartz whose acoustic resistance is six
times that of polystyrene. In the fragment of the holo-
graphic interferogam in Fig. 4, it is clear that the com-
pression wave does not penetrate into the quartz from
the polystyrene as evidenced by the horizontal interfer-
ence fringes from the quartz plate corresponding to an
undisturbed state. At the same time, replacing the
quartz by plexiglass with an acoustic resistance close to
that of polystyrene, we observed an unattenuated pas-
sage of the wave beyond the rod end, as is seen in the
fragment in Fig. 5. The acoustic resistance of brass is
15 times that of polystyrene. Therefore, one can pre-
sume that the wave is reflected from the rod end face
with no loss of energy.

Figure 6 demonstrates the wave reflection from the
rod end attached to a massive brass plate; the right side
of the interferograms corresponds to the fixed rod end.
It is seen that the amplitude of the initial compression
soliton propagating from the input end, shown also in
the fragment in Fig. 6a, has almost doubled by the fixed
rod end (Fig. 6b). Figure 6c shows the reflected com-
pression wave at a distance of 140 mm from the fixed
end. At this point, the water surrounding the rod is dis-
turbed; therefore, the optical path difference caused by
the strain wave itself can be found by subtracting the
fringe shifts in the image outside the rod (B in Fig. 6c)
from shifts measured for the rod (A in Fig. 6c). The
result is that the amplitude of the reflected solitary
strain wave is practically equal to that of the incident
wave in Fig. 6a.

CONCLUSION
For the first time, reflection of a solitary strain wave

from the free and fixed ends of a nonlinearly-elastic rod
has been studied. It has been shown that the amplitude
of the wave reflected from the free end changes sign
TECHNICAL PHYSICS      Vol. 46      No. 5      2001
and the reflected wave is dispersed. If the end is fixed,
the reflected wave has the same polarity as the incident
one and, keeping all the properties of the incident soli-
tary wave, propagates towards the input rod end.

It is demonstrated analytically and numerically that
in our experiments, the reflection of a localized wave
from the fixed end occurs in perfect accordance with
the theory of collisions of solitary waves. Conse-
quently, the observed wave exhibits the property of the
soliton to keep its shape after collisions, which serves
as one more confirmation that the waves we previously
observed are in fact strain solitons. In addition, the
applicability of the ETD model for description of the
evolution of solitary strain waves in a nonlinearly elas-
tic compressible rod has been confirmed.
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Abstract—The collision of a fast (including relativistic) multiply charged ion with the simplest (hydrogen)
molecule is considered on the basis of the eikonal approximation. The analytical formula for the reaction cross
section, i.e., the total cross section of all inelastic electron processes in the domain where the Born approxima-
tion is inapplicable, is derived. The cross section is compared to the corresponding doubled inelastic cross sec-
tions for collisions of multiply charged ions with hydrogen atoms calculated within perturbative and nonpertur-
bative approaches. © 2001 MAIK “Nauka/Interperiodica”.
INTRODUCTION

Studies of elementary processes arising in the inter-
action of atomic systems with fast multiply charged
ions, which have received considerable attention in the
last few years (see, e.g., [1, 2] and recent reviews [3–5]
with their references), are of interest from the stand-
point of both general physics and their possible practi-
cal application. In the interaction of multiply charged
ions with atomic systems, the arising effective electric
fields may substantially exceed the characteristic
atomic field strength. Studying atom and molecule
behavior in such superintense fields is one of the topical
problems of modern physics. The applicability condi-
tion of the Born approximation Z/v ! 1 (Z and v are the
ion charge and velocity, respectively; hereafter we
employ the atomic system of units) may be violated in
the case of the collision of an atom or molecule with an
ion of large charge even for relativistic velocities. This
makes it impossible to use the perturbation theory for
calculating cross sections for various elementary pro-
cesses. In such cases, various nonperturbative methods
are used: the sudden perturbation approximation [6–9],
the eikonal approximation (Glauber approximation)
and its various modifications [10–14], numerical meth-
ods [15], and the recently found exact solution of the
Dirac equation in the ultrarelativistic limit [16]. A con-
siderable part of nonperturbative calculations are con-
fined to collisions of fast multiply charged ions with
atoms, whereas collisions with molecules are consid-
ered more rarely [1–5] because of the cumbersome ana-
lytical calculations and time-consuming numerical
simulations. However, from the practical point of view,
it is precisely studies of collisions between fast ions and
molecules that are of considerable interest.

Whereas collisions of fast protons and ions of small
charges with molecules can be considered within the
ordinary perturbation theory (see, e.g., [17–20]), in the
1063-7842/01/4605- $21.00 © 20512
case of collisions between molecules and fast, heavy,
multiply charged ions, when Z ~ v and the Born
approximation is no longer valid, one should use non-
perturbative methods. If the perturbation theory is
employed for calculating the cross sections for electron
transitions in inelastic collisions of fast charged parti-
cles with multielectron systems, one-electron excita-
tions and ionization are the first-order effects with
respect to the interaction between the incident particle
and atomic electrons [3]. Two-electron transition corre-
sponds to the second order of the perturbation theory,
when the interaction of the incident particle with elec-
trons and interelectron interaction are taken into
account only once each. However, the situation evi-
dently changes when the interaction of electrons with
an incident particle is much stronger than the interelec-
tron one, as it takes place in the interaction of an atom
or molecule with a multiply charged ion. In this case, a
multielectron transition should be considered as a result
of direct action of the incident-particle strong field
[3, 21]. The above-mentioned nonperturbative methods
correspond to just this mechanism of direct excitation.

In this paper, we consider the collision of a fast
(including relativistic) multiply charged ion with the
simplest (hydrogen) molecule on the basis of the
eikonal approximation. The analytical formula for the
reaction cross section, i.e., the total cross section of all
inelastic electron processes in the domain where the
Born approximation is inapplicable, is derived. The
cross section is compared to the corresponding doubled
inelastic cross sections for collisions of multiply
charged ions with hydrogen atoms calculated according
to perturbative and nonperturbative approaches.

GENERAL FORMALISM
In the Glauber approximation, the general expres-

sion for the amplitude of an inelastic collision of a fast
001 MAIK “Nauka/Interperiodica”
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(including relativistic) multiply charged ion with a non-
relativistic (both before and after collision)1 system of
particles (atom or molecule), which is accompanied by
the transition of the system from a state with a wave
function |Ψi〉  to a state with a wave function |Ψf〉 , can be
represented in the form (compare to [12, 13, 22])

(1)

where q = kf – ki is the change in the ion momentum, b
is the impact parameter, and the x axis is directed along
the initial ion momentum ki.

By implication of the Glauber approximation, the
scattering potential U in (1) is the sum of electrostatic
Coulomb potentials produced by static (during the col-
lision) electrons and nuclei of the molecule. The scat-
tering potential U is a function of ion coordinates Rion =
(x, b) and the instantaneous positions of a molecule’s
nuclei and electrons, whose coordinates are denoted by
{RA} (A = 1, 2, …, N, where N is the number of a mol-
ecule’s nuclei) and {ra} (a = 1, 2, …, n, where n is the
number of electrons), respectively. Thus, U = U(x, b;
{ra}, {RA}). A feature of collisions between multiply
charged ions, on the one hand, and atoms and mole-
cules, on the other hand, is that the cross sections of
inelastic processes are rather large and generally
exceed atomic sizes substantially. Therefore, the range
of large impact parameters makes the major contribu-
tion to the cross sections. Using the small-angle
approximation for large impact parameters (as in [22]),
the integration over the ion scattering angles can be per-
formed in the corresponding expression for the cross
section. Finally, for the cross section of the transition
considered, we find

(2)

It is clear that the expression

〈Ψf|exp dx |Ψi〉  in (2) should be interpreted

as the probability of the transition of a molecule from a
state with a wave function |Ψi〉  to a state with a wave
function |Ψf〉  in its collision with an ion moving along a
straight path with the impact parameter b. It is impor-
tant that the expression for the transition probability
satisfies the unitarity condition, i.e., the sum of the

1 Strictly speaking, electrons or nuclei of a molecule thrown into
the continuum as a result of a collision with a relativistic ion may
gain relativistic velocities. However, such processes occur at
small impact parameters and the corresponding contribution to
the total cross section can be neglected (compare to [4]).
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probabilities of transitions to all possible final states
(a complete set) is evidently equal to unity.

Let us discuss the contribution to the cross section
of the interaction between an incident ion and the mol-
ecule’s nuclei. In a collision having an impact parame-
ter b (b @ 1), one nucleus gains a momentum of q1 ~
2Z/(vb) and another, which is spaced at a distance ~R
from the first one, gains a momentum of q2 ~ q1 +
2RZ/(vb2). The difference between these momenta, i.e.,
the relative momentum, is δq ~ 2RZ/(vb2) ! 1 for
b @ 1. Since δq2/(2M) ! ω0 (M is the mass of the mol-
ecule’s nucleus, and ω0 is the natural oscillation fre-
quency; in our case of a hydrogen molecule, M is the
proton mass and ω0 ~ 0.02), the vibrational excitation
of nuclei due to the interaction of an incident ion with
the molecule’s nuclei can be neglected (compared to
characteristic cross sections of electron transitions).
The excitations of rotational degrees of freedom can be
neglected for similar reasons. Indeed, the angular
momentum transferred to a molecule ~δqR ~
2Z/(vb2)R2 ! 1 (compare to analogous estimations in
[23]). Thus, we can keep only the interaction of the
incident ion with electrons in the scattering potential U
and consider the nuclei positions to be fixed, i.e., U =
U(x, b; {ra}). Then,

where the two-dimensional vector sa lies in the plane
perpendicular to the direction of ion motion and has the
coordinates sa = (ya, za).

Generally speaking, the integral with respect to the
impact parameter in (2) diverges at large impact param-
eters.2 However, such a divergence turns out to be
insignificant [4, 8, 13]: for large impact parameters, the
ion field is small and the Born approximation is appli-
cable with overlapping ranges of applicability of the
Born and eikonal approximations. This makes it possi-
ble to match the correctly corresponding cross section
with respect to the impact parameter. Let us denote by
b0 the upper limit of integration with respect to the
parameter b in (2). For large b @ s and orthogonal states
|Ψf〉  and |Ψi〉 , the generalized inelastic form factor (the

2 Note that (just as in the case of collisions between ions and atoms
[13]), if in the collision of a fast ion with a molecule either the
states of more than one electron change or transitions are forbid-
den in the dipole approximation, the integration with respect to
the impact parameter in (2) can be extended to the whole plane of
the impact parameter (since the integrand provides the conver-
gence of the integral) and the need for matching with the result
obtained by the perturbation theory disappears.

1
v
---- U xd

∞–

+∞

∫ χa b sa,( ),
a 1=

N

∑=

χa b sa,( ) 2Z
v
------

b sa–
b

----------------,ln=
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amplitude of inelastic transition)

(3)

tends to iq〈Ψf|s|Ψi〉  for small q and, hence, the integ-
ral (2) with respect to d2b depends logarithmically on b0.
Therefore, the contribution of the region b < b0 to the
cross section can be represented as (compare to [13])

(4)

where the variables λif and αif depend only on the prop-
erties of the electron states of the molecule and are
independent of the impact parameters, namely, the inci-
dent ion charge and its velocity.

In the range of large b > b0, we will use the Born
approximation to calculate the corresponding cross
section, since the ion field in this case is a small pertur-
bation. We will calculate σ in each of the impact-
parameter ranges and obtain the total cross section by
summing the contributions of each range. In doing so,
the exact value of b0 is insignificant,3 since the b0-
dependence of σ turns out to be logarithmical. This
results in a correct matching of the contributions of
each range and dropping out of the b0-dependence in
the final result.

TOTAL INELASTIC CROSS SECTION
Consider the collision of a fast multiply charged ion

with a hydrogen molecule in the reference frame in
which the molecule’s center of mass is at rest at the ori-
gin. The coordinate axes are chosen so that the b vector
is directed along the z axis and the ion velocity v, along
the x axis, as before. We assume that Ra = R/2 and Rb =
–R/2 are the radius vectors of the static protons (the
molecule’s nuclei), and r1, 2 are the radius vectors of
electrons. Then, in the approximation of large impact
parameters, the amplitude of the transition of the sys-
tem from a state with a wave function |Ψ0〉  to a state
with a wave function |Ψk〉  is given by (see (3)) the
expression

(5)

Hereafter, we will consider only inelastic processes
that are connected with changes in the state of the elec-
tron subsystem of a hydrogen molecule and will not
touch upon possible processes related to changes in its
nucleus subsystem. The cross section of all the inelastic
processes that occur in collisions of a multiply charged
ion with a hydrogen molecule will be found in the fol-

3 Although, as is done for collisions with atoms [9], similar estima-
tions may be easily obtained for b0.

Ψ f〈 |1 i
2Z
v
------ b s–

b
--------------ln–

 
 
 

Ψi| 〉exp–

≈ Ψ f〈 | iqs{ } Ψi| 〉 ,  qexp 2Zb

vb2
----------=

σ b b0<( ) 8πZ2

v 2
------λ if

2α if

q0
----------, q0ln 2Z/ vb0( ),= =

A0k Ψk e
iq r1 r2+( )

Ψ0〈 〉 .=
lowing way. First, we obtain the probability of a colli-
sion having an impact parameter b in which the mole-
cule retains its state. In order to find it, one should insert
the wave function of the ground state |Ψ0〉  instead of
|Ψk〉  in (5). We choose the following form for this wave
function:

(6)

where ϕ(r) are the hydrogen-like functions

(7)

r1a, r1b, r2a, and r2b are the distances of the first and sec-
ond electrons to nuclei a and b, respectively; and N is
the normalization factor.

At Za = 1, this function corresponds to the Heitler-
London approximation (with a fixed distance R
between the nuclei); Za = 1.166 corresponds to the vari-
ational calculation [24] of the ground state of a hydro-
gen molecule with the wave function (6) for the equi-
librium distance between the nuclei, R = 1.4. The nor-
malization factor in (6) is conventionally expressed in
terms of the overlap integral S(ρ):

(8)

The calculation of the transition amplitude yields

(9)

where

(10)

The expression obtained depends on the molecule
orientation [through the factor cos(z(qR)) in A2(q)]. In
order to obtain the probability of the process in which
the molecule stays in the ground state in its collision
with a multiply charged ion, one should average the
squared absolute value of the amplitude A00 over
angles. This yields an expression involving an integral
of the product of four factors of the form cos(zi(qR))
(with different zi). The expression obtained in this way
is rather cumbersome; therefore, we will use the fol-
lowing approximation to get a more compact expres-
sion. For large impact parameters, when q ≤ 1, we may
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substitute

into (10) and perform averaging over molecule orienta-
tions after this substitution.4 The final expression for
the averaged probability depends on two integrals
I1, 2(q),

which may be calculated numerically.

The final expression for the averaged probability is

(11)

Then, the reaction probability is Wr(q) = 1 –

. After multiplying Wr(q) by 2πbdb and per-
forming integration with respect to the impact parame-
ter from zero to b0, we find σr(b < b0), i.e., the reaction
cross section in the impact-parameter range 0 < b < b0,
which makes a major contribution to the total inelastic
cross section. However, such a procedure can be
directly performed only numerically. Therefore, in
order to obtain an analytical expression for the cross
section, we employ the method described in [13] and
represent the inelastic cross section in form (4) with
λif = λr and αif = αr . In this expression, the parameter λr

is defined by the asymptotic of the probability Wr(q) at
small q

(12)

and is equal to 2.098 for Za = 1.0 and 1.555 for Za =

4 We numerically calculated the cross section in view of the subse-
quent terms of the cosine expansion and found that the correc-
tions were ≤1%.
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1.166. Formula (5) shows that

(13)

where the summation  is performed over the com-
plete set.

The value αr has been obtained numerically by the
formula (compare to [13])

(14)

and it is equal to 0.415 for Za = 1.0 and 0.482 for Za =
1.166. Thus, the contribution of the impact-parameter
range b < b0 to the cross section has the form

(15)

where αr does not depend on the parameters of the col-
lision v and Z, just as in the case of collisions with
atoms [13].

At large impact parameters b > b0, the ion field is
weak and the Born approximation may be used for cal-
culating the cross sections. In the first order of the per-
turbation theory, the amplitude of the molecule transi-
tion from the initial state |Ψ0〉  into the final |Ψk〉  state in
the time-variable field of the moving multiply charged
ion is given by the expression (see, e.g., [4, 12, 13])

(16)

where ωk0 is the transition frequency; K0(x) and K1(x)

are the McDonald functions; and ξ = ωk0b /v,
β = v/c, and (z1a)k0 = 〈Ψk|z1a|Ψ0〉 , etc. are the dipole
matrix elements of the transition.

Having summed | |2 over all final states k and
performed integration with respect to the impact
parameter b from b0 to ∞, we find the contribution of
the range of large impact parameters to the total inelas-
tic cross section. In the expression for the cross section,
besides the squared z and x components of the dipole
moment, the cross terms involving their product will
appear. However, they vanish after averaging and,
hence, we will not take them into account. In view of
the fact that the following equality is satisfied for the
squared z and x components of the dipole moment aver-
aged over molecule orientations,
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the reaction cross section is given by the formula

(17)

where ξ0 = ωk0b0 /v.
In the limit of large velocities ξ0  0, taking into

account the asymptotics [25] of the McDonald func-
tions for x  0,

(18)

σr takes the form of the so-called Bethe asymptotic

(19)

Here, η = eB = 1.781 (B = 0.5772 is the Euler constant).
We define the mean transition frequency  by the rela-
tion

(20)

with the quantity  = λr determined
above [see (13)]. Generally, formula (20) makes it pos-
sible to calculate the value of . However, this requires
knowing the wave functions and energies of all the
electron states of a molecule. Therefore, in view of the
weak (logarithmic) -dependence of the cross section,
we estimate it in the following way. Since we consider
collisions with large impact parameters, the field of the
molecule’s nuclei can be described by the Coulomb
field of a point charge Za. In this case, the value of 
can be calculated exactly (compare to [13]) and is equal

to 0.465 , where 0.465 is the value of mean transition
frequency in the hydrogen atom.

Then, the final expression for the contribution of the
range b > b0 to the cross section of all inelastic pro-
cesses is given by

(21)
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Summing the cross sections σr(b < b0) and σr(b >
b0), we obtain the total inelastic cross section

(22)

Note that the b0-dependence disappears after match-
ing. In the nonrelativistic limit, the obtained expression
for the cross section satisfies the well-known empirical
scaling law [1, 26]

(23)

where E is the energy of an incident ion divided by the
unit of atomic mass and Q is a universal function.

Generally, in measurements and calculations of the
cross sections of inelastic processes ( ) accompany-
ing collisions of fast charged particles with a hydrogen
molecule, the cross sections are compared to the corre-
sponding doubled cross sections (2σH) for collisions of
the same particles with a hydrogen atom [27]. Note that
deviations from this rule are registered both experimen-
tally and theoretically (in calculations in the Born
approximation) [17]. Such a comparison has not been
performed yet for calculations by nonperturbative

methods in spite of the fact that the estimate σH ≈ 

of the cross sections for collisions of hydrogen atoms
with fast multiply charged ions is widely used (see,
e.g., [26, 27]) in the domain where the perturbation the-
ory is not valid.

The figure shows the result of calculating the total
inelastic cross section by formula (22) for Za = 1.166
and 1, as well as the doubled reaction cross sections for

σr 8πZ2

v 2
------λ r

2v 2α r

ηZω 1 β2–
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2
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.=

σ ZQ E/Z( ),=

σH2

1
2
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200 40 60 80 100 v, au

400

800

σr, 10–16 cm2/molecule

1
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3

4

Reaction cross section (22) obtained in this paper for Za =
(1) 1.166 and (2) 1; (3) doubled cross section for a hydrogen
atom in eikonal approximation (24) and (4) in Born approx-
imation (25). The experimental value of the cross section
σloss was obtained in [26].
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the collision of fast multiply charged ions with hydro-
gen atoms in the eikonal approximation [13]

(24)

and in the Born approximation (the Bethe asymptotic)
[22]

(25)

for Z = 59 and E > 1 MeV/nucleon. Here, the experi-
mental value for σloss obtained in [26] for the collision
of a Pb59+ ion at E = 4.65 MeV/nucleon (v = 13.6) with
molecular hydrogen is shown. The table lists the exper-
imental data obtained in [26] for σloss in collisions of
PbZ+ ions of various multiplicity with molecular hydro-
gen at E = 4.65 MeV/nucleon. Here, the inelastic cross
sections calculated by formulas (22), (24), and (25) are
also presented.

The results of our calculations presented in the fig-
ure and table illustrate the corresponding errors
(  = 2σH) and make it possible to draw the following
conclusions. The correct allowance for the strong ion
field yields a substantial difference between the cross
sections calculated in the Born approximation and in
the eikonal approximation in the cases of collisions of
multiply charged ions with both atoms and molecules.
The effects resulting from allowing for the molecular
structure of electron states may result in significant
(more than 30%) deviations from the prevailing rule of
estimation, according to which the cross section for a
collision with a two-atom molecule is approximately
equal to the sum of the corresponding cross sections for

σre 2 8πZ2

v 2
------ 1.4v 2

Z 1 β2–
---------------------- β2

2
-----–ln

 
 
 

×=

σrB 2 4πZ2

v 2
------ v 2

0.16 1 β2–( )
------------------------------ln β2– 

 ×=

σH2

Cross sections for collisions of PbZ+ ions of energy E =
4.65 MeV/nucleon with molecular hydrogen (in units of
10−16 cm2/molecule)

Z σloss σr1 σr2 σre σrB

52 178 274 330 722

53 182 280 338 750

54 186 287 347 779

55 189 293 356 808

57 196 306 373 868

59 203 318 391 930

Note: σloss is the experimental data [26]; σr1 and σr2 are the cal-
culations by (22) with Za = 1.166 and 1, respectively; σre is
the calculation by (24); and σrB is the calculation by (25).

220–30
+24

220–33
+24

220–33
+24

230–35
+25

250–38
+28

260–39
+30
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isolated atoms. The violation of this rule increases with
decreasing relative collision velocity.

REFERENCES

1. L. P. Presnyakov, V. P. Shevel’ko, and R. K. Yanev, Ele-
mentary Processes with the Participation of Multiply
Charged Ions (Énergoatomizdat, Moscow, 1986).

2. J. Eichler and W. E. Meyrhof, Relativistic Atomic Colli-
sions (Academic, New York, 1995).

3. J. H. McGuire, Adv. At., Mol., Opt. Phys. 29, 217
(1992).

4. V. I. Matveev, Fiz. Élem. Chastits At. Yadra 26, 780
(1995) [Phys. Part. Nucl. 26, 329 (1995)].

5. J. Eichler, Phys. Rep. 193 (4–5), 167 (1990).
6. J. Eichler, Phys. Rev. 15 (5), 1856 (1977).
7. G. L. Yudin, Zh. Éksp. Teor. Fiz. 80 (3), 1026 (1981)

[Sov. Phys. JETP 53, 523 (1981)].
8. A. Salop and J. Eichler, J. Phys. B 12 (2), 257 (1979).
9. V. I. Matveev and M. M. Musakhanov, Zh. Éksp. Teor.

Fiz. 105 (2), 280 (1994) [JETP 78, 149 (1994)].
10. J. H. McGuire, Phys. Rev. A 26 (1), 143 (1982).
11. D. S. F. Grothers and S. H. McCann, J. Phys. B 16 (17),

3229 (1983).
12. V. I. Matveev and S. G. Tolmanov, Zh. Éksp. Teor. Fiz.

107 (6), 1780 (1995) [JETP 80, 989 (1995)].
13. V. I. Matveev and Kh. Yu. Rakhimov, Zh. Éksp. Teor.

Fiz. 114, 1646 (1998) [JETP 87, 891 (1998)].
14. P. K. Khabibullaev, V. I. Matveev, and D. U. Matrasulov,

J. Phys. B 31 (14), L607 (1998).
15. U. Becker, N. Grün, W. Scheid, and G. Soff, Phys. Rev.

Lett. 56 (19), 2016 (1986).
16. A. J. Baltz, Phys. Rev. Lett. 78 (7), 1231 (1997).
17. L. Nagy and L. Vegh, Phys. Rev. A 46 (1), 284 (1992).
18. L. Nagy and L. Vegh, Phys. Rev. A 46 (1), 290 (1992).
19. M. Inokuti, Rev. Mod. Phys. 43 (3), 297 (1971).
20. L. Nagy and L. Vegh, Phys. Rev. A 50 (5), 3984 (1994).
21. J. H. McGuire, A. Mueller, B. Shuch, et al., Phys. Rev. A

35 (6), 2479 (1987).
22. L. D. Landau and E. M. Lifshitz, Course of Theoretical

Physics, Vol. 3: Quantum Mechanics: Non-Relativistic
Theory (Nauka, Moscow, 1989, 4th ed.; Pergamon, New
York, 1977, 3rd ed.).

23. A. B. Migdal, Qualitative Methods in Quantum Theory
(Nauka, Moscow, 1975; Benjamin, Reading, Mass.,
1977).

24. S. C. Wang, Phys. Rev. 28, 279 (1928).
25. Handbook of Mathematical Functions, Ed. by

M. Abramowitz and I. A. Stegun (National Bureau of
Standards, Washington, 1964; Nauka, Moscow, 1979).

26. A. S. Schlachter, K. H. Berkner, W. G. Graham, et al.,
Phys. Rev. A 24 (2), 1110 (1981).

27. M. E. Rudd, Y.-K. Kim, D. H. Madison, and J. V. Gal-
lagher, Rev. Mod. Phys. 57 (4), 965 (1985).

Translated by M. Fofanov



  

Technical Physics, Vol. 46, No. 5, 2001, pp. 518–523. Translated from Zhurnal Tekhnichesko

 

œ

 

 Fiziki, Vol. 71, No. 5, 2001, pp. 15–19.
Original Russian Text Copyright © 2001 by Dubinov.

                                                     

GAS DISCHARGES, PLASMA

                  
Multistream Instability of Crossed Electron Beams 
in a Plasma

A. E. Dubinov
All-Russia Research Institute of Experimental Physics, Russian Federal Nuclear Center, Sarov, 

Nizhni Novgorod oblast, 607188 Russia
e-mail: dubinov@ntc.vniief.ru

Received February 21, 2000; in final form, May 3, 2000

Abstract—Multistream instabilities of crossed electron beams in a plasma are investigated analytically. By
using successively more complicated models, the instability of a finite number of crossed monoenergetic beams
and the instability of an infinite number of crossed monoenergetic beams with different distributions in the azi-
muthal angle are studied. The conclusion is drawn that an isotropic plasma is unstable against the excitation of
longitudinal waves. © 2001 MAIK “Nauka/Interperiodica”.
The familiar theory of the two-stream instability of
electron beams in a plasma [1] can naturally be gener-
alized to the multistream instability theory, which, on
the one hand, serves as a discrete model of the kinetic
instability of a plasma with a continuous electron dis-
tribution function and, on the other hand, describes
actual experiments on the injection of many electron
beams into a plasma.

There are a number of papers aimed at theoretical
[2, 3] and experimental [4] investigations of the multi-
stream instability of a system of parallel electron beams
with different densities and different electron veloci-
ties. However, it is also of interest to study the multi-
stream instability of nonparallel beams. For this reason,
our main objective here is to develop a model of the
instability of a finite number of crossed beams. We then
improve our model step by step in order to investigate
the instability of an infinite number of crossed monoen-
ergetic beams with different distributions in the azi-
muthal angle and the instability of an isotropic plasma
against the excitation of longitudinal waves. Note that
the latter problem is analogous to the problem treated
by Weibel [5] in connection with the instability of a
plasma with an anisotropic electron temperature (see
also [6]). The formalism developed here is also applica-
ble to one-dimensional isotropic electron distributions
that appear in microwave [7] or optical gas breakdowns
[8, 9] in superstrong fields such that the electron oscil-
latory energy is much higher than the ionization energy
of the atoms.

We start by considering a finite number of straight
monoenergetic electron beams that are unbounded in
the transverse direction and propagate against the back-
ground of immobile neutralizing ions. Let the veloci-
1063-7842/01/4605- $21.00 © 20518
ties of all of the beams lie in the same plane (Fig. 1). We
use the dispersion relation derived by Stix [3]:

(1)

where ωbj is the plasma frequency of the jth beam, vj is
the velocity vector of the electrons from the jth beam,
N is the number of beams, ω and k are the frequency
and wave vector of the excited wave, and θj is the angle
between the vectors vj and k.

It is convenient to rewrite Eq. (1) multiplied by k2 as

(2)

where vph is the wave phase velocity.

Equation (2) can be analyzed in a standard way. As
an example, we consider eight electron beams with the
same velocity (v0 = vj) and the same density (ωb0 =
ωbj). Let the beams divide the total angle 2π about the
point of their intersection into eight equal parts
(Fig. 2a). The plot of the function k2(vph) for this beam

1
ωbj

2

ω kv j–( )2
-------------------------

j 1=

N

∑ ωbj
2

ω kv j θ jcos–( )2
----------------------------------------

j 1=

N

∑ ,= =

k2 ωbj
2

v ph v j θ jcos–( )2
-----------------------------------------,

j 1=

N

∑=

vj vN

v1 k

vj + 1

Fig. 1. General configuration of crossed electron beams.
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system is presented in Fig. 3a and is seen to be similar
in shape to the corresponding plots obtained in [2, 3]
for a system of parallel monoenergetic electron beams
with different velocities. However, the plots shown in
Fig. 3a and calculated in [2] differ in that the envelope
of the local minima of the function k2(vph) in Fig. 3a
(the dashed curve) is convex downward, while the cor-
responding envelope in the model of [2] is convex
upward. This discrepancy can be explained as follows.
In our model, the interaction of the excited wave with
the beams that are nearly parallel to the wave propaga-
tion direction is more efficient than with the beams that
are nearly perpendicular to the wave propagation direc-
tion. In contrast, in the model of parallel beams [2], the
excited wave interacts most efficiently with an electron
beam whose velocity is closest to the average velocity
of the beams.

The roots of Eq. (2) can be readily found by inter-
secting the plot in Fig. 3a by a horizontal straight line
k2 = const. If the line passes below some of the local
minima of the function k2(vph), then Eq. (2) has com-
plex roots whose imaginary parts determine the insta-
bility growth rates.

We can easily see that, for sufficiently small values
of k2, Eq. (2) always has complex roots. However, in
real bounded beam–plasma systems, no instability can
occur if their characteristic dimension L is less than the
shortest wavelength at which Eq. (2) still has complex
roots.

In the general case (and in our case of eight beams),
the complex roots cannot be determined analytically.
However, they can be either calculated numerically or
evaluated graphically using the approximate method
described by Smirnov [9].

Let us point out one more feature that should be
taken into account when analyzing Eq. (2). With a spe-
cial choice of the beam velocity vectors, the velocities
of some of the beams may have the same projections
onto the direction of the wave vector k. In this case, the
vertical asymptotics of the plot of the function k2(vph)
that correspond to the resonances of the excited wave
with these beams merge into one, because the corre-
sponding denominators of the fractions in Eq. (2) coin-
cide; the corresponding partial densities in the numera-

tors  are added together. In addition, the values of
the local minima near such degenerate resonances
change. As a result, the number of resonances
decreases; moreover, for a system of N beams distrib-
uted uniformly over the azimuthal angle, we can distin-
guish between two cases: the wave vector of the excited
wave is parallel to one of the beams (case A in Fig. 2b)
and the wave vector is parallel to the bisector of the
angle between the neighboring beams (case B in
Fig. 2c). For even and odd values of N, the number of
resonances decreases in different ways (see table). As
an example, the plot of the function k2(vph) for N = 8
and for case A with five resonances is shown in Fig. 3b.
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Fig. 2. Configuration of eight electron beams with the
same density and velocity: (a) general case, (b) case A, and
(c) case B.
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Fig. 3. Plots of the function k2(vph) (a) in the general case
and (b) in case A.
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It is also of interest to understand how the values of
the local minima depend on the orientation of the wave
vector k relative to the beams. For a system of beams
distributed uniformly in the azimuthal angle, it is suffi-
cient to consider such angles between the wave vector
k and the velocity vj of one of the beams that lie in the
range ϕ ∈  [0; π/N], in which the smallest and the largest
angles correspond to cases A and B, respectively.

For the above symmetric system of eight electron
beams, the dependence of the values of the local min-
ima of the function k2(vph) on the orientation of the
wave vector of the excited wave is illustrated in Fig. 4.
This dependence is characterized by four branches,
because, by virtue of the symmetry of the beam system,
some of the minima are equal in magnitude, so that we
can speak of a partial degeneration of the local minima.
For a general system of beams distributed arbitrarily in
the azimuthal angle, the local minima are nondegener-
ate; however, one can construct a beam system with a
desired (and even fairly high) degree of degeneration.

It is worth noting that, for the wave vector k oriented
approximately in the same manner as in cases A and B,
some of the values of the local minima can be arbi-
trarily large, thereby providing the possibility of gener-
ating very short waves. Physically, this can be
explained by the fact that the excited wave resonates

0 0.2 0.4 0.6 0.8 1.0
ϕN/π

101

102

103

104

k2
j min

b a

Fig. 4. Dependence of the values of the local minima of the
function k2(vph) on the orientation of the wave vector k.

The number of resonances for different orientations of the
wave vector k
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2
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N
2
---- N 1+

2
-------------
with several (rather than one) beams, the number of
beams being determined by the degree of degeneration.

Now, we proceed to an analysis of an infinite num-
ber of crossed beams distributed continuously in the
azimuthal angle. We assume that a two-dimensional
space is penetrated by electron beams with the same
speed v0 but with different densities. We describe the
continuous angular distribution of the beams by the

directionality function f(θ). We also assume, as
before, that the space charge of the beams is neutralized
by an immobile ion background.

The wave properties of such a beam system are gov-
erned by the complex dielectric function

(3)

Mathematically, the problem reduces to that of cal-
culating the integral in expression (3) and determining
the imaginary part of ε. For a number of particular
directionality functions, this problem can be solved
exactly. The results of relevant calculations carried out
for different orientations of the wave vector k are pre-
sented in the Appendix and are illustrated in Fig. 5.

The most interesting case is that in which the direc-
tionality function is uniform. Calculations show that, as
expected, the imaginary part of the dielectric function
(3) is nonzero under the Cherenkov radiation condition
for longitudinal waves:

(4)

The excitation of a longitudinal wave gives rise to
the Cherenkov instability. Note that this situation is
fairly general and does not require that the system be
anisotropic, as is the case in [5]. It is also an easy matter
to generalize this example with an isotropic direction-
ality function and monoenergetic electron beams to the
case of isotropic discrete or continuous electron distri-
bution functions (see below).

All of the examples presented below refer to aniso-
tropic directionality functions, so that the results of cal-
culations depend strongly on the orientation of the
wave vector k relative to the directionality function
f(θ).

In particular, for a single-lobed directionality func-
tion, we consider three different directions of the wave
vector k. For the transverse direction of k (k2), the
imaginary part of the dielectric function is exactly zero.
For the longitudinal direction of k (k4), there is only
direct Cherenkov resonance; in this case, passing over
to the frame of reference that moves at a speed v0/2
with respect to the original frame, we arrive at the
above example with an isotropic directionality function
and the electron velocity v0/2. For the wave vector k
that bisects the angle between the transverse and longi-
tudinal directions, there is also Cherenkov resonance at

ωp
2

ε 1
ωp

2

k2
------ f θ( ) θd

v ph v 0 θcos–( )2
----------------------------------------.

0

2π

∫–=

v ph/v 0 1.<
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Fig. 5. Results of the calculations of Im ε(vph). (1) The directionality function f(θ): f(θ) = const is an isotropic function, f(θ) = cosθ is
a single-lobed function, f(θ) = cos2θ is a double-lobed function, and f(θ) = cos24θ is a function with eight lobes. (2) Polar diagrams
of the function f(θ) and the orientations of the wave vector k. (3) Formulas derived in the Appendix for the exact values of the integral
in expression (3). (4) Plots of the function Im ε(vph).
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|vph/v0| = 1, in the case of which the function Imε(vph)

has finite-amplitude jumps at vph/v0 = ± /2.

The case with a double-lobed directionality function
is a generalization of the case of a two-stream instabil-
ity, and the case with eight lobes is a generalization of
the above model of eight unstable electron beams.
These examples, which are illustrated in Fig. 5 for sev-
eral different directions of the wave vector k, are also
characterized by the Cherenkov instability; moreover,

2
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in the case with eight lobes, the imaginary part
Imε(vph) is an alternating-sign function.

In conclusion, we briefly discuss the electron beam
distribution functions that are not monoenergetic. For
an electron distribution function that is discrete in
velocity and uniform in the azimuthal angle, we have to
analyze the imaginary part of the sum in the expression

(5)ε 1
ωpj

2

k2
------- θd

v ph v j θcos–( )2
---------------------------------------.

0

2π

∫
j 1=

N

∑–=
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Clearly, the sum in formula (5) is equal to the sum
of the terms of the form of (A.1), and the imaginary part
Im(ε) is nonzero only in the velocity range

(6)

Analogous considerations are also valid for isotro-
pic electron distribution functions that are continuous
in velocity. This situation can be analyzed by simply
switching from summation to integration over v in
expression (5), in the case of which we can also arrive
at the situation with Im(ε) ≠ 0.

Hence, we started by developing a model of the
multistream instability of a finite number of crossed
beams and then developed successively more compli-
cated models. In this way, we arrived at the conclusion
that a plasma with an isotropic and continuous (e.g.,

v ph

max v j{ }
----------------------- 1.<
Maxwellian) electron distribution function can be
unstable against longitudinal waves.
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APPENDIX

Here, we present the exact values of the integrals Ij

from Eq. (3); the integrals are numbered by j in the
same manner as in the table:

(A.1)

 (A.2)

I1 2πiv ph
C

R3/2
--------,–=

I2
2
R
---, θ 0; π[ ] ,∈–=
(A.3)

I3 2
R1/2 2v 0

4– 8v ph
2– 8v 0

2v ph
2+( ) 2 A v 0

5 4v 0
3v ph

2– 4v 0v ph
4+( )[ ]+{ }
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(A.4)
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(A.7)
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(A.9)

We direct the attention of the reader to the integra-
tion limits in formulas (A.2)–(A.4). In formulas (A.1)
and (A.5)–(A.9), integration is carried out over the
entire azimuthal angle, as is the case in Eq. (3).

In these formulas, we use the following notation: i is
the imaginary unit;

I4 = 2

2arctanh
v 0 v ph+

R1/2
--------------------- 
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the asterisk denoting the complex conjugate; and
csgn(…) is a complex sign function defined as

and

csgn z( )

=
1 at Re z( ) 0>( ) ∪ Re z( ) 0=( ) ∩ Im z( ) 0≥( )[ ]

1 at Re z( ) 0<( ) ∪ Re z( ) 0=( ) ∩ Im z( ) 0<( )[ ]–
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Abstract—Stable ignition and sustention of a pulsed discharge with a current of up to 180 A and duration of
12 µs at a pressure of 10–1–10–2 Pa are achieved in a glow-discharge plasma cathode with the help of an auxil-
iary initiating discharge. An electron emission current density of up to 100 A/cm2 and accelerating voltage
of 15 kV are obtained in a gas-filled diode based on this type of a plasma cathode. An electron beam with
a neutralized space charge can be transported almost without losses in a weak axial magnetic field along
a plasma channel formed due to the gas ionization by the accelerated electrons over a distance of up to 30 cm.
© 2001 MAIK “Nauka/Interperiodica”.
INTRODUCTION

The perveance of gas-filled and plasma-filled diodes
is higher than that of vacuum diodes due to the acceler-
ation of electrons in a sheath between the cathode and
the anode plasma, which is created either via gas ion-
ization by a beam or using an auxiliary gas discharge.
In an electron source with a plasma emitter [1] in which
the cathode plasma is produced by an arc discharge,
currents of up to 600 A with a pulse duration of 30 µs at
an accelerating voltage of 20 kV and a mean electron
emission current density of 12 A/cm2 are obtained. As
in electron sources with cold cathodes, which provide
current densities of up to several kA/cm2, the service
life of a source with an arc discharge is determined by
the cathode lifetime. The use of a glow discharge with
a hollow cathode in the plasma emitter lifts these
restrictions and substantially increases the service life
of the electron source due to the large surface area and
weak erosion of the cathode. As was shown in [2], a
glow-discharge plasma cathode can provide an emis-
sion current density of up to 60 A/cm2.

The main disadvantage of a glow discharge is the
high pressure required for igniting and sustaining the
discharge; this circumstance substantially limits the
electric strength of the accelerating gap. The use of an
auxiliary initiating discharge makes it possible to sig-
nificantly decrease the operating pressure and achieve
the high electric strength of the accelerating gap [3, 4].

GAS-FILLED DIODE AND ELECTRON-BEAM 
DIAGNOSTICS

A schematic of the gas-filled diode is shown in
Fig. 1. The gas-discharge system of the plasma emitter
consists of two glow discharge systems. The first sys-
tem consists of the cathode 1 and anode 3 and acts as a
system for initiating the discharge, which occurs at a
1063-7842/01/4605- $21.00 © 20524
relatively high pressure for a short time (2–3 µs). The
hollow cathode 1 is a 50-mm-long cylinder with an
inner diameter of 10 mm. In order to decrease the igni-
tion voltage of the initiating discharge, the cathode 1 is
embedded in the 0.1-T magnetic field, which is created
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Fig. 1. Schematic of the gas-filled diode.
001 MAIK “Nauka/Interperiodica”



        

GAS-FILLED ELECTRON DIODE BASED ON A GLOW DISCHARGE 525

                                                                                                                            
by ring Sm–Co permanent magnets 2. The main glow
discharge with a duration of 12 µs occurs between a 40-
mm-diameter and 50-mm-long cylindrical electrode 3,
which acts as a hollow cathode in this discharge, and a
hollow anode consisting of an 80-mm-diameter and
100-mm-long cylindrical electrode 4 and a grid elec-
trode 5, placed at the end of the anode. To ensure the
pressure difference between these discharge systems,
the coupling between them occurs through a small con-
tracting hole 6 mm in diameter. In spite of the small
diameter of the contracting hole, the hollow cathode
effect is ensured by the penetration of the anode poten-
tial because the thickness of the space charge sheath
created by the plasma of the initiating discharge is
fairly small. The presence of the hollow cathode effect
in the discharge system consisting of electrodes 3 and 4
is confirmed by the sputtering of the wall of electrode
3. We note that the copper electrode is sputtered more
intensely than one of stainless steel.

The electrons are extracted and accelerated by a dc
voltage applied between an emissive grid electrode 5
and a cylindrical accelerating electrode 6. In experi-
ments, it was possible to vary the diameters of the open-
ings in the emissive and accelerating electrodes from
10 to 50 mm, the diameter of the latter electrode always
being larger than that of the former. The distance
between the grid emissive electrode 5 and accelerating
electrode 6 was 5 mm.

The parameters of the electron beam were measured
after its passage through a 300-mm-long and 80-mm-
diameter drift channel 7. The main components of the
diagnostic system were a collector 9, a set of Faraday
cups with an aperture diameter of 3 mm, and a
water-cooled calorimeter. The calorimeter was placed
on a movable rod and could be moved along the
diode axis without breaking the system sealing. To
study the influence of the magnetic field on the trans-
portation of the neutralized electron beam, a 0.015-T
axial magnetic field was produced in the drift channel 7
by a solenoid 8.

To ignite the initiating discharge, a 10-kV pulse was
applied from the secondary winding of a pulsed trans-
former; a TGI 500/16 thyratron was used to switch a
6000-pF storage capacitance. The current pulse of the
initiating discharge had a half-sinusoidal shape with an
amplitude of 20–30 A and a full width at a half-maxi-
mum of 3 µs. The main discharge was powered from a
pulse-forming line. A voltage of 5–10 kV was switched
on by a RU62 controlled discharger at the instant when
the initiating discharge current reached its maximum.
The duration of the main discharge current pulse was
12 µs, the current amplitude was up to 180 A, and the
main discharge voltage was ≤1 kV. The pulse repetition
rate, which ranged from single pulses to 25 Hz, was
determined by the power supply capability. The accel-
erating gap was powered from a dc power supply with
an output voltage of 0–15 kV and a storage capacitance
of 5 µF, which enabled the operation with a partial dis-
TECHNICAL PHYSICS      Vol. 46      No. 5      2001
charge of the capacitance and low variations in the volt-
age during the beam current pulses.

EXPERIMENTAL RESULTS

After puffing the working gas (air) into the dis-
charge system and applying the corresponding volt-
ages, the auxiliary glow discharge between electrodes 1
and 3 is first ignited. According to both the experiment
and calculations, when the working gas is supplied
through the hollow cathode 1 at a flow rate of Q = 5–
20 mPa m3 s–1, the pressure in the discharge gap ranges
within several pascals. The presence of the magnetic
field in the cathode region of the auxiliary discharge
allows us to lower the working pressure required for the
auxiliary discharge ignition to 5 × 10–3 Pa. Within the
operating pressure range of the gas-filled diode (10–1–
10–2 Pa), the auxiliary discharge is ignited at a voltage
of 5–10 kV. Then, in a time of ~3 µs, this voltage lin-
early decreases to zero. Depending on the pressure, the
main glow discharge between electrodes 3 and 4 is
ignited with a delay of 1–2 µs; then, in 2–3 µs, the dis-
charge current switches to the grid electrode 5 and its
amplitude reaches 180 A, the pulse duration being
12 µs. To ensure the discharge switching to the grid
electrode 5, this electrode is directly connected to the
power supply, whereas it is connected to the cylindrical
hollow anode 4 through a resistor (R0 = 100 Ω). After
switching, the current to electrode 4 is about several
amperes. The main glow discharge voltage depends on
the pressure only slightly. Thus, changing the pressure
in the system by one order of magnitude (from 10–1 to
2 × 10–2 Pa) leads to an increase in the voltage from 800
to 900 V.

The plasma parameters near the grid electrode at the
main discharge current of 100 A were measured using
a small cylindrical probe for two values of the grid elec-
trode diameter: d1 = 5 cm and d2 = 1 cm. The probe
measurements showed that a 20-fold decrease in the
anode surface area leads to an increase in the plasma
electron density ne by one order of magnitude (from
5 × 1011 to 1013 cm–3) and a decrease in the electron
temperature Te from ~15 to ~10 eV, which is accompa-
nied by a reversion of the negative anode potential drop
to a positive one (from –8 to +1 V). At these plasma
parameters, according to the formula

(1)

where e and me are electron charge and mass, ne is the
plasma electron density, and k is the Boltzmann con-
stant, the plasma cathode can provide an emission cur-
rent density of ~12 and ~80 A/cm2, respectively.

Recall that the extraction and acceleration of elec-
trons is enabled by a dc voltage applied to the 5-mm-
long accelerating gap between the 50-mm-diameter
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electrode 5 and the accelerating electrode 6 with a 55-
mm-diameter opening.

Figure 2a presents characteristic waveforms of the
gas-filled diode current at an accelerating voltage of
15 kV, a pressure of 2 × 10–2 Pa, and a solenoid mag-
netic field of 0.015 T. At a discharge current of 120 A,
the current in the accelerating gap was ~100 A. The
beam was transported almost without losses to the col-
lector, which was placed at a distance of 35 cm from the
emissive grid. When the axial magnetic field created by
solenoid 8 is higher than the azimuthal magnetic self-
field of the electron beam (~0.01 T), the beam transpor-
tation through the drift channel is substantially
improved. Although the optical transparency of the grid
electrode with a 0.4 × 0.4-mm mesh is 40%, the elec-
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3

(b)

1

2

3

(a)

Fig. 2. Time evolution of (1) discharge current, (2) emission
current, and (3) collector current in the gas-filled diode for
an emissive electrode diameter of (a) 50 and (b) 10 mm.
Scales are 40 A/division and 2.5 µs/division.
tron extraction efficiency α, which is defined as the
ratio of the beam current Ib to the discharge current Id,
attains α = Ib/Id = 0.8. In the gas-filled diode, the emis-
sion current from the grid plasma cathode depends
slightly on the accelerating voltage. Thus, the increase
in the accelerating voltage from 2 to 15 kV increases
the emission current by only 15%. As the pressure is
decreased to 10–2 Pa, the extraction of electrons and the
transportation of the beam become unstable. Both the
emission and collector currents significantly decrease,
and RF oscillations of the current occur at the leading
edge of the pulse. Such an effect of the pressure
decrease on the diode operation is explained by the def-
icit of ions, which are produced due to gas ionization by
the electron beam. The deficit of ions impedes the for-
mation of the plasma anode in the anode opening and
results in the incomplete neutralization of the beam
space charge in the drift channel.

The beam current was measured by a resistive shunt
in the collector circuit and by a Rogowski coil. It was
found that the measured current depends on the shunt
resistance. As the resistance increased, the measured
current sharply decreased. When the current flows
through the shunt, a reverse-bias voltage arises at the
collector; the plasma electron current, which is oppo-
sitely directed to the high-energy electron beam cur-
rent, appears between the collector and the drift cham-
ber. Since the density of the plasma electrons may be an
order of magnitude higher than that of the beam elec-
trons [5], the plasma electrons, in spite of these low
velocities, can strongly affect the beam current mea-
surements. A similar effect was observed in [6], where
the current from the collector flew through the plasma
created by a high-current beam near the collector. The
measurements by a Rogowski coil show a low beam
current after the discharge current pulse has come to an
end (Fig. 2, curve 3). To evaluate the energy delivered
by the beam to the collector in the gas-filled diode and
to estimate the beam energy losses, we carried out cal-
orimetric measurements of the beam energy. These
measurements showed that the energy of the beam does
not depend on the presence of a reverse-bias voltage at
the calorimeter although the current in its circuit varies
substantially. Thus, we can conclude that the calorimet-
ric measurements more adequately describe the pro-
cesses of electron extraction from the plasma cathode
and transportation of the electron beam in a gas-filled
diode.

The influence of a magnetic field on the efficiency of
the transportation of an intense electron beam is illus-
trated in Fig. 3, which presents the electron beam
energy Eb as a function of the distance L between the
emissive electrode and calorimeter. It is seen that the
axial magnetic field stabilizes the beam and that the
electron motion in a magnetic field is nearly loss-free
(curve 1). Curve 2 was obtained in the absence of a
magnetic field. Figure 4 shows the distribution of the
current density over the beam cross section measured
TECHNICAL PHYSICS      Vol. 46      No. 5      2001
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by Faraday cups placed behind the solenoid at a dis-
tance of 350 mm from the plasma cathode at a pressure
of P = 3 × 10–2 Pa with (curve 1) and without (curve 2)
imposing the magnetic field. In the presence of the
axial magnetic field, the distribution shows a pro-
nounced maximum at the beam axis with wings spread-
ing beyond the initial beam diameter, which is deter-
mined by the diameter of the emissive opening.

In our experiments, the densities of the emission and
beam currents were limited by the power of the pulse-
forming line that feeds the discharge in the repetitive
mode. To obtain high emission current density, we
modified the configuration of the main discharge sys-
tem and accelerating electrode. The diameters of the
emissive opening in the grid plasma cathode and the
accelerating electrode opening were reduced to 10 and
15 mm, respectively. In such a system, an emission cur-
rent density of up to 100 A/cm2 (Fig. 2b) was obtained
at a discharge current of ~140 A, an emission current of
~80 A, and a collector current of ~70 A. An extraction
efficiency of α . 0.5–0.6 corresponds to the transpar-
ency of the grid electrode with a 0.3 × 0.3-mm mesh,
which was used in this case.

An analysis of the beam cross-section profile mea-
sured by the burning of a system of thin Al foils showed
that, at the entrance to the solenoid, the beam diameter
was equal to the diameter of the accelerating electrode
opening; then, the beam diameter decreased to 12 mm
and remained almost unchanged until leaving the sole-
noid magnetic field at a distance of 30 cm from the
emissive opening.

ANALYSIS OF THE RESULTS

(1) In contrast to the shape of the discharge current
pulse, which remains unchanged as the diameter of the
grid emissive electrode varies (Fig. 2), both the emis-
sion and collector currents depend on the grid electrode
diameter. In particular, at a larger diameter, the emis-
sion current grows more slowly and the collector cur-
rent is delayed for ~2 µs with respect to the discharge
current. Presumably, this is related to the different den-
sities of the electron current extracted from the plasma.
At higher current and electron beam densities, the for-
mation of a plasma anode in the accelerating gap and
the neutralization of the beam space charge in the drift
channel proceed at a higher rate.

(2) The smearing of the beam current density profile
at the collector may be related to various factors such as
the thermal spreading of the electron beam and the scat-
tering of electrons by the gas molecules during beam
propagation along the gas-filled drift channel. At an
energy of 10 keV and a gas pressure of 10–2–10–1 Pa,
the latter factor can be neglected because of the small
differential scattering cross section σ = 5 × 10–18 cm2.
TECHNICAL PHYSICS      Vol. 46      No. 5      2001
The thermal spreading of the beam depends on the stan-
dard deviation [7]

(2)

where t = z/(2eU/m)1/2 is the electron transit time

through the drift space.
After the electron beam has passed through the

accelerating electrode opening, the electron tempera-
ture increases to Ta = Tk(ra/rk)2 [8], where Tk is the elec-
tron temperature at the cathode, ra is the radius of the
accelerating electrode opening, and rk is the beam
radius at the cathode. When the radii differ by 50%, the
temperature increases by a factor of no more than 1.5
and, according to calculations, the spreading of the
beam does not exceed 0.8 cm. Hence, neither electron
thermal motion nor electron scattering due to elastic
collisions can be responsible for the measured current
density profile. The spreading of the beam can be
explained by the fact that the electrons produced due to
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gas ionization move toward the collector; as was men-
tioned above, their density may be one order of magni-
tude higher than the beam electron density. The elec-
tron motion toward the cathode is also responsible for
the tail in the collector current after the discharge cur-
rent pulse has come to an end. At a large grid electrode
diameter, the peak of the collector current density at the
beam axis is due to the focusing of the beam by the
magnetic self-field in the region where the longitudinal
magnetic field has not yet been formed.

(3) At a small grid electrode diameter, the moderate
electron extraction efficiency, which is approximately
equal to the grid transparency, is explained by the
decrease or even vanishing of the negative anode poten-
tial drop near the grid electrode.

CONCLUSION
The use of a glow discharge in high-current electron

sources increases their service life. Practical implemen-
tation of the discharge in the sources of charged parti-
cles is limited by the high pressure required for igniting
and sustaining the discharge. This restriction can be
lifted by using an auxiliary pulsed glow discharge
(which can be ignited at higher pressures) to initiate the
main discharge. In a plasma cathode based on this type
of discharge, we obtained emission current densities of
up to 100 A/cm2, which are comparable to the current
densities in plasma emitters based on arc discharges.

The gas-filled diode enables the obtaining of elec-
tron beams with a higher perveance than in the vacuum
diode. The very efficient transportation of intense elec-
tron beams generated in a gas-filled diode stems from
neutralizing the beam space charge by the ions pro-
duced due to gas ionization by the beam. Note that at
currents of ~100 A and within the pressures range
under investigation (10–2–10–1 Pa), applying an axial
magnetic field stabilizes and improves the beam trans-
portation.
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Abstract—Results on determining the population of the A3Σu electronic state of N2 molecules in a gas dis-
charge using a relatively simple spectroscopic technique are reported. The technique proposed can be used not
only in pure N2, but also in nitrogen-containing gas mixtures. The populations of the metastable and nonequi-
librium B3Πg states of nitrogen molecules are determined. It is shown that the electron-impact excitation is a
dominant mechanism for populating the B3Πg state. © 2001 MAIK “Nauka/Interperiodica”.
In recent years, low-temperature plasma has found
wide applications in chemical technology and material
working. The characteristic feature of plasmochemical
methods for synthesizing materials is that long-lived
excited atomic and molecular states are used as
reagents governing the efficiency of these processes.
For example, when synthesizing aluminum nitride
films at various substrates, the threshold reaction
energy decreases if aluminum atoms or nitrogen mole-
cules are in excited states. One way of decreasing the
reaction threshold is to excite electronic levels of nitro-
gen molecules in a glow-discharge plasma. Molecular
nitrogen has the A3Σu metastable state with an excita-
tion energy of 6.7 eV and a lifetime of 1 s [1].

The aim of this paper is to determine the absolute
population of the A3Σu state of molecular nitrogen and
its main excitation mechanisms.

The glow discharge under study was excited
between aluminum electrodes in a quartz tube 25 mm
in diameter. The discharge-gap length was 32 cm. The
discharge was powered by a dc power source providing
a discharge current of up to 150 mA. The discharge was
initiated in nitrogen at pressures from 0.3 to 1 torr.

Radiation passed through the side surface of the
tube was focused with a condenser system into a nar-
row beam 6–8 mm long and was directed onto a slit of
an STE-1 spectrograph with a 300-line/mm grating and
glass prism, the slit width being 8 µm. The system mea-
sured the radiation spectrum within the wavelength
range 4500–9000 Å. The dispersion in the wavelength
region near 5500 Å was ~9.4 Å/mm. To obtain the
absolute intensity of molecular bands, the system was
calibrated with an Si-6-200 reference lamp. The popu-
lation of the B3Πg state of molecular nitrogen was
determined from the intensity of the electronic-vibra-
tional band sequence ∆v = 4 of the first positive system
1063-7842/01/4605- $21.00 © 20529
of nitrogen (the transition B3Πg  A3Σu) [2]. The
intensity of the electronic-vibrational transition was
found from the area Sv'v'' under the curve S(x) describ-
ing the variation in the observed blackening of the
given band along the spectrograph coordinate. The
main processes resulting in the excitation of the B3Πg

state are the ion–electron recombination  + e +
e  N2(B3Πg) + e and the electron-impact excitation
N2(X) + e  N2(B3Πg) + e.

In order to reveal the mechanism for populating the
B3Πg state, we measured the dependences of the band
intensities of the first positive system on the discharge
current 50–150 mA at various nitrogen pressures. Fig-
ure 1 shows the dependence of the intensity of the
5959.0-Å band of the first positive system of nitrogen
for the same value of the gas pressure (0.5 torr), but for
different values of the discharge current (50–150 mA).

N2
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Fig. 1. Intensity of the 5959.0-Å band of the first positive
system of nitrogen as a function of the discharge current at
a pressure of 0.5 torr.
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It is seen that, as the discharge current increases, the
intensity of the band grows, which is explained by the
increase in the electron density [3]. The increase in the
intensity may be due to the increase in both the rate of
recombination processes and the electron–molecule
collision frequency, which results in the excitation of
the B3Πg state of molecular nitrogen.

Figure 2 shows the dependence of the intensity of
the 5959.0-Å band of the first positive system of nitro-
gen on the pressure (0.3–1 torr) for the same value of
the discharge current (100 mA). The other bands of the
system behave in a similar manner. As the pressure
increases, the intensity of the band decreases. The
decrease in the intensity of the bands with increasing
gas pressure is due to the fact that Te drops because the
electron mean free path decreases and the number of
events of stepwise ionization and vibrational excitation
of molecules increases, which leads to a decrease in the
mean electron energy [3]. As a result, the excitation
efficiency of the B3Πg state decreases, whereas the rates

0.2 0.4 0.6 0.8
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Fig. 2. Intensity of the 5959.0-Å band of the first positive
system of nitrogen as a function of the nitrogen pressure for
a discharge current of 100 mA.
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Fig. 3. Populations of (a) B3Πg and (b) A3Σu states of nitro-
gen as functions of pressure for a discharge current of
100 mA.
of ion-recombination processes remains unchanged
(provided that the densities of charged particles in the
plasma remain constant). It follows from the above
considerations that the direct electron-impact excita-
tion of the B3Πg state is dominant.

The population of the vibrational levels was calcu-
lated from the intensities of radiation bands by the for-
mula [4]

(1)

where  is the inverse dispersion determined from the

spectrogram, l is the length of the viewed part of the
positive discharge column, K(λ, Tk) is the calibration
factor, and Av'v'' is the transition probability.

Summing the determined values of the population
of individual vibrational levels, we obtain the popula-
tion of the B3Πg electronic state of molecular nitrogen.

To determine the absolute population of the B3Πg

state, it is necessary to take into account the radial dis-
tribution of molecules in the discharge tube. Since the
electron impact is the main mechanism for the excita-
tion of the B3Πg state, the radial distribution of mole-
cules exactly coincides with the radial distribution of
electrons. The radial distribution of electrons in the
cylindrical tube is given by the expression [5]

(2)

where r0 is the discharge-tube radius, C the constant
determined from the boundary conditions, and J0 is the
zero-order Bessel function of the first kind.

From the integral population, taking into account
the Bessel radial distribution of the electron density (2),

Nv '

dλ
dx
------K λ Tk,( )Sv 'v ''
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Fig. 4. Populations of (a) B3Πg and (b) A3Σu states of nitro-
gen as functions of the discharge current at a pressure of
0.5 torr.
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The main processes of populating and depopulating the A3Σu state in a discharge [6]

Process no. Process Rate coefficient, cm3 s–1

1 N2(X, v') + e  N2(A, v) + e 0.1–2.3 × 10–11

2 N2(B, v')  N2(A, v) + hv(1+) 1–2 × 105 s–1

3 N2(B, v') + N2(X, v'')  N2(A, v) + N2(X, v'') 1.3–7 × 10–11

4 N2(X, v') + N2(X, v')  N2(A, v) + N2(X, v' – ∆v) <10–16

5 N2(A, v) + N2(X, v')  N2(B, v') + N2(X, v' – ∆v) ~10–10

6 N2(A, v)  N2(X, …)  s–1815
p To( )
--------------- 

  Tr

300
--------- 

 
3/2
we calculated the population of the B3Πg state (at the
discharge axis) under different glow-discharge condi-
tions (Figs. 3, 4, curves a). The obtained values of the
density of the B3Πg state can be used to determine the
population of the A3Σu state.

The main processes of populating and depopulating
this state in a glow discharge are listed in the table. The
contribution from process 4 to the population of the
A3Σu state is small because of the low rate coefficient of
this process and the low density of particles in the
ground state (~1018 m–3).

The main contribution to the population of the A3Σu

state in the discharge comes from the direct electron-
impact excitation of molecules (1), the deactivation of
the B3Πg state through radiative transitions (2), and
quenching this state by nitrogen molecules (3). The
processes of the excitation of the B3Πg state with the
participation of metastable molecules (5) and its
quenching by nitrogen molecules are not reversible in
detail. However, they almost balance each other. The
deactivation of the A3Σu state occurs at the wall (6); the
rate of this process depends on the density of the diffu-
sion flow of metastables.

The metastable density was evaluated from the bal-
ance equation

(3)

where Dm is the diffusion coefficient of metastables
(~1013 cm2 s–1) [7], Nm is the population of the A3Σu

metastable state, NB is the population of the B3Πg state,
k1.1 is the rate coefficient of the electron-impact excita-

Dm∆Nm ANB k1.1N0ne,+=
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tion of molecules, N0 is the population of the X1Σg state,
A is the probability of the B3Πg  A3Σu radiative tran-
sition, and ne is the electron density.

Curves b in Figs. 3, 4 show the calculated values of
the population of the A3Σu state at the discharge axis
under different discharge conditions. It is seen that the
population of the A3Σu state increases as the current
increases or the pressure decreases. This is evidence
that the A3Σu state is populated through the direct elec-
tron-impact excitation of molecules from the ground
state and deexcitation of the B3Πg state.
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Abstract—A study is made of stable and unstable electromagnetic surface waves at the boundaries of the plane
and cylindrical relativistic plasma streams in the frequency range corresponding to positive values of the plasma
permittivity. It is demonstrated that there are critical parameters for the transition from slow to fast waves,
namely, the angle between the velocity and the wave vector in plane geometry and the smallest mode number
in cylindrical geometry. It is shown that the critical parameter for the onset of the firehose instability of an elec-
tron stream is the transverse size of the stream. Higher firehose modes of the stream are shown to be suppressed
by applying a strong longitudinal magnetic field. © 2001 MAIK “Nauka/Interperiodica”.
INTRODUCTION

A number of phenomena revealed when studying
the emission of electromagnetic waves and their propa-
gation in moving beam–plasma media are important
not only for the development of fundamental problems
that link plasma physics with electrodynamics of mov-
ing media but also for some practical applications, such
as plasma microwave electronics and experimental
physics of linear accelerators. An analysis of the condi-
tions for the generation of electromagnetic waves is
also of interest for studying some phenomena in mov-
ing plasmas in the Earth’s ionosphere and in space.

Real plasma streams and charged particle beams are
bounded. As a result, the dispersion properties of sur-
face waves that arise at their boundaries may differ
greatly from those of waves in unbounded media. Sur-
face waves belong to a large class of waves that propa-
gate along a certain surface and whose field decreases
sharply either in one direction away from this surface
(one-sided surface waves) or in both directions (true
surface waves). Thus, a one-sided surface wave can be
excited when an electromagnetic wave is totally
reflected from the interface between two dielectric
media, provided that it is incident from the side of a
medium with a larger refractive index. The existence of
true surface waves is associated with the nonzero imag-
inary part of the surface impedance [1], in the case of
which the refractive index of one of the dielectric media
should be complex [2]. In particular, in the absence of
losses, this situation takes place in a plasma with a neg-
ative permittivity (ε < 0). Surface waves cannot exist at
the interface between two immobile media with posi-
tive permittivities. However, Barsukov and Kanareœkin
[3] showed that the relativistic motion of one of the
media can give rise to an electromagnetic surface wave
even at the tangential discontinuity in the velocity of a
homogeneous medium with ε > 0. Analogously, a sur-
face wave can be excited at the tangential discontinuity
in the velocity of a compressed gas [4, 5]. In both cases,
1063-7842/01/4605- $21.00 © 20532
a necessary condition for the existence of surface waves
is that the medium be anisotropic because of the
appearance of a preferential direction of motion. This
conclusion is confirmed by the existence of surface
waves at the interface between an isotropic medium
and a crystal and at a crystal–crystal interface [6, 7].

The instability of beams and bunches in such sys-
tems has not yet been analyzed. On the one hand, the
electromagnetic instability of a beam can be used to
convert the beam kinetic energy into field energy in a
medium, which is the desired effect. On the other hand,
the parasitic electromagnetic instability of a beam is a
serious obstacle to achieving high operation efficiency
of wakefield accelerators [8] and devices in relativistic
plasma microwave electronics [9] because it may lead
to the decay of the beam. The goal of this paper is to
study this problem. In particular, we consider one of the
physical mechanisms for hydrodynamic instabilities of
relativistic electron streams, specifically, the mecha-
nism associated with the onset and growth of electro-
magnetic surface waves at the beam–plasma interface.
The most interesting case (which has been studied very
little) is that with ε > 0, i.e., with the positive permittiv-
ities of both of the contacting media (the immobile
plasma and the stream). In this case, the instability can
be associated with the generation of both the longitudi-
nal space-charge waves of the stream [10] and electro-
magnetic surface waves at the interface between mov-
ing and immobile plasmas. We show that, in the latter
case, the instability occurs when the wave vector of the
surface wave is noncollinear with the velocity vector in
a medium. In cylindrical geometry, this instability is
associated with the excitation of asymmetric surface
waves. When the electron beam is sufficiently curved,
the first mode of this instability is the so-called firehose
instability of an electron beam, which was studied in
[11–13].
001 MAIK “Nauka/Interperiodica”
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BASIC EQUATIONS FOR A RELATIVISTIC 
ELECTRON BEAM IN A PLASMA

The waves excited in a relativistic beam–plasma
system can be studied using a phenomenological
approach in which a relativistic electron beam is treated
as a moving continuous medium. This approach is
equivalent to a hydrodynamic description of the beam–
plasma system, which, unlike a more exact kinetic
description, does not take into account some important
features of the excited waves (in particular, their damp-
ing due to the thermal motion of the charged particles)
[14]. However, in the frequency range in which the
phase velocity of the excited waves is comparable with
the velocity of the relativistic beam and is substantially
higher than the thermal velocity of the charged parti-
cles, the main properties of the wave processes in a
beam–plasma system can be described using the hydro-
dynamic approach.

In the phenomenological approach, an electron
beam is treated as a plasma stream (with permittivity ε),
which moves with the velocity V = bc (where c is the
speed of light) with respect to an immobile background
plasma. Such a system is described by Maxwell’s equa-
tions

(1)

 (2)

(3)

(4)

supplemented with the Minkowski constitutive rela-
tions for a moving medium [15]:

(5)

where E and H are the electric and magnetic field
strengths and D and B are the electric and magnetic
inductions, respectively.

Equations (5) apply to an arbitrary anisotropic
medium with a complex permittivity tensor . In par-
ticular, the permittivity tensor of a gyrotropic medium
has the form [15]

(6)

where ε⊥  and ε|| are the transverse and longitudinal per-
mittivities, respectively, and g is the gyration coeffi-
cient.

On the other hand, we can switch from the constitu-
tive relations (5) to the equations
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However, in this way, we are faced with the problem
of calculating the permittivity tensor  using a particu-
lar model of a medium (in [16], the corresponding cal-
culations were carried out for a relativistic electron
beam in an immobile magnetized plasma).

In order to apply the phenomenological approach, it
is necessary to determine the permittivity of the moving
medium using the equations for particle motion and
also to impose the conditions on the equilibrium states
of the beam and plasma. In view of this, we use the phe-
nomenological approach to study surface waves at the
boundary of a neutralized relativistic flow (plasma
stream) in an immobile plasma.

SURFACE WAVES AT THE BOUNDARY 
OF A MOVING PLANE PLASMA SLAB

It is well known that, in order for a true electromag-
netic surface wave to exist at the planar interface
between two media, the permittivities of the media
should be opposite in sign: ε1 > 0 and ε2 < 0 [15]. The
relativistic motion of one of the media (e.g., the motion
of a high-current beam in a plasma) can give rise to qual-
itatively new effects. Thus, Pikulin and Stepanov [17]
showed that, at the tangential discontinuity in the veloc-
ity of a nondispersive homogeneous medium, there are
no surface waves whose transverse wave vector k⊥  is col-
linear with the velocity V of the motion of the medium.
On the other hand, if the vectors k⊥  and V are noncol-
linear and the angle between them is ϕ, then there exists
a critical angle ϕk such that, for ϕ > ϕk, surface waves can
be excited at the tangential discontinuity in the velocity
of a homogeneous medium whose permittivity on both
sides of the discontinuity is positive [10, 18].

Along with the surface waves that are stable at the
tangential discontinuity in the velocity, there exist
growing electromagnetic surface waves that trigger a
hydrodynamic instability of the plasma streams. The
relativistic motion of a plane plasma slab gives rise to
the Cherenkov instability (via the excitation of waves
propagating away from the boundary in the external
dielectric medium [10]) or to the instability of surface
waves, provided that the plasma is immobile [18].
However, the analysis carried out in [10, 18] applies
only to surface waves whose wave vector is collinear
with the velocity of a medium.

Let a plane plasma slab with thickness 2h and per-
mittivity ε2 move with the velocity V = bc in an immo-
bile medium with permittivity ε1. In Cartesian coordi-
nates, the velocity has the form b = (0, βy, βz), and the
transverse wave vector k⊥  is directed along the z-axis.
From Maxwell’s equations (1)–(4), constitutive rela-
tions (5), and the boundary conditions, we obtain the
following dispersion relation for surface waves in a pla-
nar waveguide filled with a moving plasma:

(7)

ε̂

ε2η1S ε1η2+( ) η1S 1– η2+( )

=  ε2 1–( ) ε1 1–( )η2γ2βy
2,
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where  = η2 – ε1,  = η2 – 1 – (ε2 – 1)γ2(1 – ηβz)2,
η = kz/k, k = ω/c, kz = |k⊥ |, and γ = (1 – β2)–1/2.

Equation (7) describes waves whose field compo-
nent Ez is symmetric [S = khη2] about the yz
plane and waves with an antisymmetric [S =

khη2)] field component. For a tangential discon-
tinuity in the velocity of a homogeneous medium
(when ε1 = ε2), symmetric and antisymmetric waves are
both described by Eq. (1). For h  +∞, the mutual
influence of the boundaries is negligibly weak, so that
Eq. (1) passes over to the following dispersion relation
for surface waves at a plane boundary between two
media moving with respect to one another [3]:

(8)

Figure 1 illustrates the dependence of the propaga-
tion constant kz on the angle ϕ between the vectors k⊥
and V for the surface waves of a moving plane plasma
slab. The results were obtained for the parameter values
k = 1 cm–1, β = 0.941, γ = 2.96, and ε1 = ε2 = 0.5. Out-
side the slab, the surface wave amplitude decreases

η1
2 η2

2

(coth

(tanh

ε2η1 ε1η2+( ) η1 η2+( ) ε2 1–( ) ε1 1–( )η2γ2βy
2.=
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Fig. 1. Propagation constant kz vs. the angle ϕ between the
vectors k⊥  and V for the surface waves of a plane moving
slab.
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Fig. 2. Real and imaginary parts of k = ω/c vs. the angle ϕ
between the vectors k⊥  and V for the surface waves at the
tangential discontinuity in the velocity (light curves) and for
the surface waves of a moving plane slab (heavy curves).

ϕ, deg
exponentially away from the boundaries. Inside the
slab, surface waves can be divided into two groups:

slow surface waves (for  > 0) and fast internal waves

(for  < 0). In contrast to the case of an isolated tan-
gential discontinuity in the velocity (when the surface
waves cannot propagate at angles smaller than a certain
critical angle ϕk between the vectors k⊥  and V [3]), the
critical angle ϕk for the surface waves of a plane plasma
slab corresponds to the transition from fast to slow

waves. The critical angle is the largest for S ≈ ;
at ε1 = ε2, this corresponds to h  +∞. The thinner the
slab, the smaller the critical angle. For sufficiently
small values of h, fast internal waves do not exist.

Along with stable solutions, Eq. (1) has solutions
that grow in time or space and describe the onset of
absolute or convective instabilities of a plane plasma
slab, respectively.

Figure 2 shows the real and imaginary parts of k cal-
culated as functions of the angle ϕ between the vectors
k⊥  and V for surface waves at the tangential discontinu-
ity in the relative velocity between two media and for
the surface waves of a moving plasma slab. The profiles
in Fig. 2 were obtained by solving Eqs. (7) and (8)
numerically at a fixed real propagation constant kz for
the parameter values kz = 1 cm–1, n1 = n2 = 1.4 ×
1011 cm–3, β = 0.999, γ = 22.4, and h = 1 cm. In the
ultrarelativistic limit, the tangential discontinuity in the
velocity is stable against surface waves whose wave
vector is parallel to the velocity of a medium, but it is
unstable against surface waves propagating at angles
larger than a certain critical angle ϕ. For a moving
plane plasma slab (stream), the critical angles above
which symmetric and antisymmetric (about the yz
plane) surface waves start growing are different; the
angular range in which the stream is stable is governed
by the smaller of the critical angles.

SURFACE WAVES OF A CYLINDRICAL PLASMA 
STREAM

As has been noted previously, at a planar interface
between two media, surface waves can exist only when
the permittivities of the media are opposite in sign [15].
In cylindrical geometry, this condition on the permittiv-
ities is retained; however, for media moving at relativ-
istic velocities, there exist new interesting effects that
are associated with the multimode structure of the
excited waves [19, 20] and have not yet been studied.

We consider a cylindrical plasma stream with radius
R and permittivity ε2, moving in an immobile medium
with permittivity ε1. Let the plasma in the stream move
along its symmetry axis (the z-axis) at a constant veloc-
ity V = bc, where c is the speed of light.

From Maxwell’s equations (1)–(4), constitutive
relations (5), and the boundary conditions, we obtain

η2
2

η2
2

ε1/ε2
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the dispersion relation

(9)

where

Iν(x) and Kν(x) are modified Bessel functions, η = kz/k,

 = γ2((1 – ε2β2)η + (ε2 – 1)β),  = η2 – ε1,  = η2 –
1 – (ε2 – 1)γ2(1 – ηβ)2, and k = ω/c.

Dispersion relation (9) describes surface waves in a
waveguide formed by a relativistic beam propagating in
a plasma. In the limit in which the waveguide radius is
much larger than the characteristic transverse dimen-
sion of the surface wave field, Eq. (9) passes over to dis-
persion relation (8) for a plane tangential discontinuity
in the velocity.

Figure 3 illustrates the propagation constant kz as a
function of the dimensionless waveguide radius kR for
ε1 = ε2 = 0.5, k = 3 cm–1, and β = 0.999 (γ = 22.4). The
heavy curves refer to the slow waves of the waveguide:
the radial profiles of the fields E and H of these waves
are described by modified Bessel functions both inside

and outside the waveguide (  > 0,  > 0). The light
curves refer to the fast waves of the waveguide: the
radial profiles of the fields E and H of these waves are
described by conventional Bessel functions inside the
waveguide and by modified Bessel functions on the

outside (  > 0,  < 0).

For ν = 0, the dispersion relation has no roots,
which, in planar geometry, corresponds to surface
waves propagating in a direction parallel to the direc-
tion of motion of the medium. For a given radius of the
stream, the slow waves with mode numbers larger than
a certain critical mode number can only be excited; i.e.,
the dispersion relation has real roots when ν > νcr .

In contrast to slow waves that can be excited at the
interface between two media and whose amplitude
decreases exponentially with distance from the inter-
face on both sides of it, fast waveguide waves can exist
only when the waveguide is bounded in space. In plane
geometry, fast waves are excited in a waveguide with
two boundaries: inside the waveguide, the wave ampli-
tude is described by the harmonic functions and, on the
outside, it decreases exponentially away from the
waveguide boundaries. In a cylindrical waveguide, fast
waves can be excited at ν < νcr.

If the propagation constant kz is treated as a root of
dispersion relation (9) at a fixed real k = ω/c, then we
obtain waves whose amplitude increases with z when
the imaginary part of the solution is negative. In con-
trast, if we treat kz as a real parameter and k as a root of
dispersion relation (9), then the positive imaginary part

ε2S2 ε1S1–( ) S2 S1–( ) ν2

k2R2
----------- η̃

η2
2

----- η
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2
-----– 

  2
,=

S1
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η1Kν kRη1( )
------------------------------, S2
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η2Iν kRη2( )
----------------------------= = ,

η̃ η1
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η1
2 η2

2
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2 η2

2
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of the frequency ω = kc is the temporal growth rate δ =
Im(ω).

Let us analyze the instability related to the onset of
the first mode of the surface wave in more detail. Sub-
stituting the relationship ω = ω0 + iδ into the expression
for the perturbed electron density  and representing
the resulting formula in the real form, we obtain

We can see that, for kzz – ω0t = const, a growing heli-
cal wave causes the beam particles to be displaced in
the same direction, thereby forcing the beam to bend.
For  ~ n, the model of a rigid cylindrical stream fails
to hold and the instability associated with the excitation
of the first mode of asymmetric surface waves is the
firehose instability of an electron beam, which was
studied in [11–13].

Figure 4 shows the growth rate (divided by the
speed of light) of the nonresonant instability associated

ñ

ñ r θ z t, , ,( ) ñ r( ) δt( ) Θ kzz ω0t–+( )cos .exp=

ñ
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Fig. 3. Propagation constant kz vs. the radius R of the plasma
stream for ν = (1, 4) 1, (2, 5) 2, and (3, 6) 3. Curves 1–3 cor-

respond to slow waves (  > 0), and curves 4–6 refer to fast

waves (  < 0).
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Fig. 4. Growth rate Im(k) of the nonresonant instability vs.
the dimensionless waveguide radius kzR.
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with the excitation of slow surface waves as a function
of the dimensionless waveguide radius kzR for k = 1 cm–1,
β = 0.999 (γ = 22.4), n1 = 1.41 × 1011 cm–3, n2 = 3.12 ×
1012 cm–3 (in which case we have ε1 = 1 – /k2 = 0.5,

ε2⊥  = 1 – /γk2 = 0.5, and  = 4πe2n1, 2/mc2).

Note that, for ν = 0, dispersion relation (9) has no
unstable solutions. In plane geometry, this corresponds
to surface waves propagating in the direction parallel to
the velocity of the medium. For ν ≠ 0 and the fixed
stream radius, the surface waves with the mode num-
bers ν > νcr can only be excited. For a sufficiently large
stream radius, the moving-plasma–immobile-plasma
system is stable against the excitation of the lowest
modes. Therefore, we can eliminate, e.g., the ν = 1
mode, which grows at the fastest rate and can give rise
to a firehose instability of the stream. In other words,
for the unstable solutions (in contrast to the stable
ones), the critical parameter is the radius of the cylin-
drical stream below which the first mode of the surface
waves can be excited.

In this section, we have shown that, in a system
formed by a relativistic plasma stream and an immobile
plasma, both stable and growing non-axisymmetric
electromagnetic surface waves can exist in the fre-
quency range in which the permittivity is positive on
both sides of the tangential discontinuity in the veloc-
ity. We have found that, for the given parameters of the
stream and the plasma, the critical parameter for the
existence of a solution to the dispersion relation is the
lowest mode number below which the fast waves with
a spatially oscillating field can only exist inside the
waveguide. In plane geometry, an analogous critical
parameter is the critical angle between the vectors b
and k⊥ . The growth of the first mode of unstable surface
waves can be interpreted as the initial phase of the fire-
hose instability of an electron stream. For given values
of b, ε, and ω, the critical parameters that govern the
onset of instability in a moving-plasma–immobile-
plasma system are the number of the lowest allowed
mode and the transverse size of the stream.

SURFACE WAVES OF A CYLINDRICAL 
RELATIVISTIC MAGNETIZED PLASMA 

STREAM

Let us consider a nonrotating cylindrical relativistic
plasma stream of radius R, moving with velocity V in
an immobile plasma. The spatial spreading of the
stream can be prevented by applying a sufficiently
strong longitudinal magnetic field B0 [21], so that both
the moving stream and immobile plasma are gyrotro-
pic. When the magnetic field energy is much higher

than the energy of the stream, /8π @ nbW (where W
is the electron energy in the beam), the stability prob-
lem is treated in the electrostatic approximation, with-
out allowance for magnetic perturbations in the system

kp1
2

kp2
2 kp1 2,

2

B0
2

[21–23]. However, the densities and energies of the par-
ticle beams in modern-day experimental devices are so
high that the conditions for the validity of the electro-
static approximation may be difficult to satisfy. On the
other hand, in addition to potential electromagnetic
waves, whose phase velocities are much lower than the
speed of light and which can be described in the elec-
trostatic approximation, there can also be nonpotential
surface waves, whose phase velocities are comparable
with the speed of light and which, under certain condi-
tions, may cause the stream to become unstable [24]. It
is this type of waves that are used for wakefield accel-
eration of charged particles. In this connection, it is of
interest to solve the problem of the surface waves of a
relativistic plasma stream by exactly analyzing Max-
well’s equations for a moving gyrotropic medium.

For an immobile gyrotropic medium, nonpotential
surface waves at the boundary of the plasma column
that partially fills a cylindrical metal waveguide was
considered by Kondratenko [25]. The emission of elec-
tromagnetic radiation during the excitation of surface
waves by an electron beam in a bounded magnetized
plasma was studied in [24, 26, 27]. It is worth noting
that, in all of the cited papers (except for [21, 28]), an
analysis was made of the axisymmetric surface waves
of a cylindrical plasma stream. However, in the param-
eter range in which no axisymmetric surface waves can
exist, the higher unstable modes of the plasma-filled
waveguide can occur. Non-axisymmetric modes in
metal waveguides filled completely with a plasma were
investigated in [21, 24, 28].

We substitute the Minkowski constitutive relations
(5) with permittivity tensor (6) into Maxwell’s equa-
tions (1)–(4) in order to obtain the dispersion relation

(10)

where

QE1QH2 QE2QH1,=

QHj
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For a sufficiently strong longitudinal magnetic field

such that kc @ kη∗ iγi and kc @ , where kpi = ωpi/c,

kc = ωc/c,  = 4πe2Ni/m is the squared plasma fre-
quency, and ωc = eB0/mc is the cyclotron frequency, dis-
persion relation (10) can be simplified to

(11)

Now, we determine the growth rates of the instabil-
ity of a relativistic magnetized plasma stream associ-
ated with the excitation surface waves. For a cold mag-
netized plasma stream, the condition for the surface
waves to be in resonance with the longitudinal space-
charge waves, k = k0 + k∗  (where k0 = βkz and |k∗ | ! k0),
splits into the following resonance conditions:

(12)

The s = 0 resonance is commonly referred to as a
Cherenkov resonance, and the s = 1 and s = –1 reso-
nances are called cyclotron resonances associated with
the normal and anomalous Doppler effect, respectively.
Among all these resonances, the s = 0 resonance is the
only one that can give rise to the instability of a nonro-
tating stream. The other resonances cannot result in an
instability, because the energy of the transverse motion
of the beam electrons in a magnetic field is equal to
zero and, thus, cannot decrease during the excitation of
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surface waves, as they should for s = ±1. For this rea-
son, waves with phase velocities above the speed of
light cannot be excited, because condition (12) fails to
hold for n ≤ 0 and ω > |kz|c [29].

We consider the Cherenkov resonance of surface
waves with longitudinal beam oscillations: k = k0 + k∗ ,
where k0 = βkz and |k∗ | ! k0. Using the above expres-
sions for the elements of the permittivity tensor of a
moving cold plasma, we obtain the following two
weakly coupled equations for the E and H waves:
QE2 ≈ 0 and QH1 ≈ 0. The equation for the E waves can
be solved analytically:

(13)

The condition |k∗ | ! k0 implies that, for solution (13)
to be valid, it is necessary that γ @ 1. For nonzero
modes, solution (13) is complex, which indicates that
the stream is unstable against non-axisymmetric sur-
face waves.

For an arbitrarily strong longitudinal magnetic field
and |k∗ | ! k0, dispersion relation (11) splits into the fol-
lowing dispersion relations for the E and H waves:

where

For ε||1 > 0, the stream can be unstable against E-type
surface waves:

For the onset of the Cherenkov instability associated
with the excitation of the zeroth mode of a plasma
waveguide, it is necessary to satisfy the condition
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 – γ2β2 > 0, in the case of which the instability
growth rate is equal to

The condition for the excitation of non-axisymmet-
ric surface waves has the form

(14)

Recall that, in an unmagnetized plasma, a nonreso-
nant instability occurs at ν ≥ νcr. In contrast, in a
strongly magnetized plasma, the modes with numbers
ν < νcr are unstable; the larger the ratio of the mode
number to the stream radius, the lower the instability
growth rate. In the ultrarelativistic limit, condition (14)
for the onset of a resonant instability fails to hold and
the application of a strong longitudinal magnetic field
suppresses instabilities associated with the transverse
motion of the plasma electrons [30].

CONCLUSION

We have considered model problems in order to
analyze the characteristic features of electromagnetic
surface waves that can be excited at the interface
between a relativistic plasma stream and an immobile
plasma and that give rise to a nonresonant hydrody-
namic instability of the stream in the frequency range in
which the permittivity is positive on both sides of the
discontinuity.

For the stable surface waves of a plane plasma slab
moving at a relativistic velocity in an immobile plasma,
there is a critical angle between the wave vector of the
surface wave and the direction of the slab motion; this
angle corresponds to the transition from slow surface
waves to fast waves. In cylindrical geometry, the role of
the critical parameter for the existence of stable slow
surface waves is played by the lowest mode number
below which the fast waves can only occur.

The growing surface waves give rise to the instabil-
ity of a relativistic plasma slab; the instability growth
rate depends on the angle between the wave vector of
the surface waves and the direction of the slab motion.
The critical angles above which symmetric and anti-
symmetric (about the median plane of the slab) surface
waves start growing are different; the angular range in
which the surface waves are stable is governed by the
smaller of the critical angles. In a cylindrical plasma
waveguide with given values of the velocity and density
of the plasma stream, the critical parameter for the
instability is the transverse size of the waveguide at
which the lowest mode is excited. Applying a strong

ε||1
2 S12

2
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longitudinal magnetic field suppresses higher unstable
modes that are associated with the transverse displace-
ment of plasma particles.

In relativistic plasma microwave electronics, the
surface waves under consideration can be used to gen-
erate electromagnetic waves in directions different
from the direction of the plasma stream motion. The
calculations carried out with allowance for the parasitic
character of higher unstable modes in wakefield accel-
erators show that an electron beam should be addition-
ally focused, e.g., by applying a strong external longi-
tudinal magnetic field.
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Abstract—The existence of a shear homogeneous plane wave trapped by a strip domain moving uniformly in
a tetragonal ferroelectric crystal is demonstrated. Using the nonrelativistic quasi-static approximation and a
change to the moving frame of reference, the solution is obtained and the dispersion relation is derived for the
spatial spectrum of the trapped wave. The uniqueness of the solution is established in the case of the multiple
degeneracy of the roots of the characteristic equation when the trapped wave contains an attached wave in the
strip domain. The trapped wave is shown to correspond to the antisymmetric mode of the electroacoustic wave
of the strip domain at the initial point of the spectrum branch. The specific features of the spatial resonance of
the trapped wave with a shear wave obliquely incident on the strip domain are considered. © 2001 MAIK
“Nauka/Interperiodica”.
INTRODUCTION

From the viewpoint of acoustic spectroscopy of
polydomain crystals [1], the acoustodomain interaction
in ferroelectrics becomes increasingly attractive as its
mechanisms become better understood. For example,
on the basis of controlled domain structures, a variety
of tunable data-processing devices operating on acous-
tic waves were proposed [2–4]. When such devices are
switched or tuned, the domain boundaries (DB) in them
can move, which should be taken into account in con-
sidering the effects of the acoustodomain interaction.

The acoustodomain interaction that occurs under
the conditions of a given uniform motion of domain
boundaries had been studied earlier [5] for the case of
the shear wave refraction by a 180° domain wall in a
BaTiO3-type ferroelectric. The results of this study
were used to evaluate the efficiency of the parametric
transformation of a tone signal by the transverse motion
of DB [6]. In particular, it was shown that a frequency
(Doppler) transformation of acoustic pumping with a
rotation of the wave normal in the direction of the DB
motion is possible. This effect manifests itself as the
shear wave being engaged in the transverse propagation
by the moving DB because of the coupling through the
piezoelectric polarization charges. Therefore, a concept
was put forward [7] that ferroelectrics with moving DB
exhibit a special kind of natural wave motion, which
was called the trapped wave. Being similar to a homo-
geneous harmonic wave propagating at an angle to the
trapping domain walls in the direction of their motion,
the trapped wave is characterized by the transverse
propagation determined solely by the DB motion and
manifests itself as a transferred disturbance.

Since the attempts to represent the carrier of the
trapped wave as a single moving DB failed, it was
1063-7842/01/4605- $21.00 © 20540
assumed [7] that this role is played by a strip domain
(SD) formed by two parallel 180° domain walls. The
theoretical results obtained with this model [7] were
not quite faultless because of an accidental error. The
aim of the study described in this paper is to settle the
doubts upon the existence of the trapped wave and to
describe the properties of the latter and its relationship
with other types of natural waves. To make the results
more evident, we consider the wave motion not in the
laboratory frame of reference as in [7], but in the mov-
ing frame of reference connected with the moving SD
(below, we call it the SD rest frame for brevity). How-
ever, in some cases, we compare the results obtained in
the two frames of reference when such a comparison is
worthwhile.

BASIC EQUATIONS AND BOUNDARY 
CONDITIONS

We consider a ferroelectric of class 4 mm with the
fourfold axis being parallel to the z-axis of the labora-
tory coordinate system x0yz. The ferroelectric contains
an SD with two 180° DB that are parallel to the (010)
plane and are thin as compared to the wavelength: k∆ ! 1,
where k is the wave number of shear waves and ∆ is the
geometric thickness of the DB. In order to eliminate
any noticeable structural sensitivity of the DB to the
motion conditions because of the appearance of not
only spontaneous polarization but also spontaneous
deformation in the domains [8, 9], we restrict our con-
sideration to the SD velocities VD  || y || [010] that are not
too close to the Cerenkov sound limit ct , i.e., to the
velocity of shear waves in a single-domain crystal. We
also assume that the ferroelectric is far from the phase
transition. In the conditions specified above, the motion
of the SD can be considered as preset with VD = const,
001 MAIK “Nauka/Interperiodica”
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and the DB can be considered as thin, structureless
180° domain walls with the current coordinates

(1)

where t is time and d is the thickness of the SD.
The latter assumption is known [9] to be appropriate

in the case of DB in BaTiO3-type ferroelectrics within
the entire ultrasonic frequency range. By convention [1,
10–13], a ferroelectric with an SD can be likened to a
piezoelectric crystal twinned along the planes y = y1, 2.
The antiparallel orientation of the polar fourfold direc-
tions relative to the z-axis within the SD and outside it
will be expressed in this case by a change of sign of the
acting piezoelectric modulus e15: e15 = e for y1 < y < y2
and e15 = –e for y < y1 and y > y2, where e is the magni-
tude of the piezoelectric modulus. We assume that all
other properties of the specified regions of the crystal
are identical.

For constructing the solution in the form of a homo-
geneous plane wave that is characterized by the dis-
placements u, uj || z and trapped by the moving SD, it is
convenient to use the SD rest frame 0 . In this
frame of reference, the SD does not move, while the
ferroelectric represents a medium continuously moving
as a whole (drifting in the transverse direction) with the
velocity VD in opposition to the real motion.

Generally speaking, the “motion” of the medium
means the relativistic nature of the solution. However,
in view of the evident limitations VD /c ! 1 and ct /c ! 1
(c is the velocity of light), the relativistic corrections
involved in the electrodynamics equations [14] and in
the equations of the theory of elasticity [15] (including
the Minkowski constitutive relations for a piezoelectric
medium) will be no greater than the usually neglected
corrections for the electric field delays [10–13]. There-
fore, in the adopted nonrelativistic quasi-static approx-
imation, the relations between the coordinates of the
laboratory frame of reference and those of the SD rest
frame can be expressed through the Galilean transfor-
mation:

(2)

In the case of the propagation of shear waves with a
horizontal polarization in the (001) plane of the ferro-
electric, we can use the following equations in the lab-
oratory frame of reference [5, 10–13]:

(3)

Here, u and uj (j = 1 for y < y1 and j = 2 for y > y2) are
the shear displacements within the SD and outside it; Φ
and Φj are the components of the electric potentials

(4)

y1 VDt, y2 VDt d ,+= =

x̃ ỹz̃

x̃ x, ỹ y V Dt, z̃– z, t̃ t.= = = =

1

ct
2

---- ∂2

∂t2
------- ∇ 2–
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Φ j
 
  0.= =

ϕ 4πe
ε

---------u Φ, ϕ j+
4πe
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---------u j– Φ j,+= =
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these components representing the statistical fields
induced in the SD and outside it by the piezoelectric
polarization charges located at the boundaries y = y1, 2;
∇ 2 = ∂2/∂x2 + ∂2/∂y2; and ε is the dielectric constant.

In the nonrelativistic quasi-static approximation in
the laboratory frame of reference, it is appropriate to
apply the conventional continuity requirements [5, 10–
13] at the DB for the shear displacements, the poten-
tials given by Eqs. (4), the stress tensor components

(5)

and the y-components of the electric inductions

(6)

The superscripts j = 1, 2 in parentheses indicate the
regions outside the SD for the quantities from Eqs. (5)
and (6), and λ represents the elastic modulus of the
crystal. The quantities involved in the boundary condi-
tions contain no derivatives with respect to time. Equa-
tions (2) lead to the following change of differential
operators:

(7)

Hence, if we change to the SD rest frame, the
form of the boundary conditions will remain the same.
It should only be remembered that the boundary
conditions are transferred to the planes  = (j – 1)d,
where j = 1, 2. Taking into account Eqs. (4)–(6), we
obtain

(8)

where λ* = λ + 4πe2/ε.

In view of expressions (7), Eqs. (3) will take the fol-
lowing form in the SD rest frame:

(9)

Here,  = ∂2/∂  + ∂2/∂ . Formally, the problem
under consideration consists in solving Eqs. (9) with
the boundary conditions given by Eqs. (8).
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A TRAPPED WAVE IN THE SD REST FRAME

The advantage of using the SD rest frame consists in
the possibility of constructing the solution without
“guessing” at the behavior of its time dependences in
different parts of the crystal. By virtue of the temporal
homogeneity of the boundary conditions (8), all these
dependences will be identical, and, under the assump-
tion that the oscillations are harmonic, they will be gov-
erned by the common phase factor exp(–iΩ ), where Ω
is the oscillation frequency in the SD rest frame. Adopt-
ing the general coordinate dependence of the solution
to Eqs. (9) in the form of exp(ik|| ) and taking into
account that the trapped wave must have the structure
of an ordinary homogeneous plane wave [7], we can
write

In this case, from Eqs. (9), we obtain

(10)

The quantities k|| and k⊥  have the meaning of the lon-
gitudinal and transverse components of the wave vector
k of the trapped wave, respectively.
From the first of Eqs. (10), we obtain q = ±k||. There-
fore, with allowance for the requirement that the poten-
tials Φ and Φj be limited in their domains of definition,
we write

(11)

In Eqs. (11), ξ = k||  – Ω  is the phase of oscilla-
tions of the trapped wave, this phase being measured
along the SD; A, B, and F1, 2 are the amplitude con-
stants.

With the given k|| and Ω and with the limitation β =
VD /ct < 1 introduced above, the second of Eqs. (10)
yields the following representation of k⊥ :

(12)

Note that, in constructing the solution, one should
take into account both roots given by Eq. (12), because
neglecting one of them overdetermines the problem by
boundary conditions (8). However, the choice of the
values of k⊥  and Eq. (12) is not arbitrary but is subject
to the causality condition: the transverse propagation of
the trapped wave is caused by the SD motion. This,
firstly, means that the condition k⊥  > 0, which provides
the coincidence of the transverse propagation direction
of the trapped wave with the direction of the SD

t̃

x̃

Φ Φ j, i k ||x̃ Ω t̃–( )[ ] qy( ),expexp∼

u u j, i k ||x̃ Ω t̃–( )[ ] ik ⊥ ỹ( ).expexp∼

q2 k ||
2– 0, ct

2 k ||
2 k ⊥

2+( ) Ω k ⊥ VD+( )2.= =

Φ = iξ( ) A k ||ỹ–( )exp B k ||ỹ( )exp+[ ] , 0 ỹ d ,< <exp

Φ1 F1 iξ( ) k ||ỹ( ), ỹ 0,<expexp=

Φ2 F2 iξ( ) k ||ỹ–( ), ỹ d .>expexp=

x̃ t̃

k ⊥
βΩ Ω2 k ||

2ct
2 1 β2–( )–±

ct 1 β2–( )
------------------------------------------------------------.=
motion, is satisfied and, secondly, leads to the limiting
condition

(13)

which corresponds to the termination of the transverse
propagation of the trapped wave with the termination of
the SD motion.

In selecting the roots k⊥  in [7], the stronger require-
ment (13) was not considered. However, this fact
should not affect the final result obtained there, because
the structure of the solution (see Eq. (4) in [7]) obtained
for the trapped wave was correct. However, because of
the slip in writing the sign of one of the terms with the
phase exponent, the dispersion relation for the trapped
wave was written in [7] with an error, which resulted in
a wrong conclusion about the multibranch structure of
the solution and the existence of the corresponding dis-
crete set of modes of trapped waves refracted by the
moving SD. The correction of the results obtained in
[7] inevitably leads to condition (13).

It can be easily established that the condition k⊥  > 0
(VD > 0) is satisfied for both roots (12) in the frequency
range Ω ∈  [k||ct(1 – β2)1/2, k||ct] with its lower bound
included. The latter fact is of crucial importance,
because, according to Eq. (12), just at this lower bound,
i.e., at

(14)

simultaneous fulfillment of the limiting condition (13)
is possible. Relationship (14), which determines the
existence of only multiple roots (12) with the magni-
tude

(15)

can be considered as the form of the relation that occurs
between the main spectral parameters k|| and Ω at a cur-
rent value of β and is peculiar to the trapped wave.

Taking into account the twofold degeneracy of the
roots k⊥  given by Eq. (12) and the required bounded-
ness of the solution uj to the first of Eqs. (9) in the outer
regions, we obtain

(16)

Expressions (11) and (16), where W is the amplitude
of displacements and V is the amplitude of the shear
strain 2uyz in the SD, completely describe the structure
of the trapped wave. We note that, according to
Eq. (16), the part of the trapped wave with the ampli-
tude coefficient V can be interpreted as an attached
wave, i.e., a degenerate waveguide mode [8], but only
within the SD. An extension of this interpretation to the

k ⊥
β 0→
lim 0,=

Ω k ||ct 1 β2–( )1/2
,=

k ⊥
βΩ

ct 1 β2–( )
-----------------------=

u1 U1 i ξ k ⊥ ỹ+( ), ỹ 0,<exp=

u2 U2 i ξ k ⊥ ỹ+( ), ỹ d ,>exp=

u V ỹ W+( ) i ξ k ⊥ ỹ+( ), 0 ỹ d .< <exp=
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whole wave (as in [7]) is obviously inappropriate. This
fact caused the introduction of the term “trapped wave,”
which is more suitable for describing the phenomenon
under study.

DISPERSION RELATION AND THE SPECTRUM 
OF THE TRAPPED WAVE

To derive the dispersion relation for the trapped
wave, we substitute Eqs. (11) and (16) into the bound-
ary conditions (8). The resulting system of homoge-
neous algebraic equations in the amplitudes of partial
waves uj and u and accompanying electric oscillations
(11) must satisfy the solvability condition Det = 0,
which is equivalent to satisfying the following relation-
ships between the amplitudes Uj of displacements at the
SD boundaries:

(17)

After some transformations, from Eq. (17) we
obtain the desired dispersion relation in the form of a
transcendental equation

(18)

which, in addition to Eqs. (14) and (15), determines the
relationship between the components of the wave vec-
tor of the trapped wave.

At first glance, the imposition of relation (18) in
addition to Eqs. (14) and (15) leads to a contradiction:
the substitution of Eq. (15) into Eq. (18) yields a non-
linear dependence k||(Ω), whereas, in essence, expres-
sions Eqs. (14) and (15) point to the linear character of
the frequency dependences of the wave vector compo-
nents of the trapped wave. The contradiction is elimi-
nated if we assume that β does not remain constant
when we move along the linear frequency spectrum of
the trapped wave, i.e., along the dispersion line for
shear bulk waves. In other words, there exist some para-
metric dependences β(k||) and β(k⊥ ), or vice versa, that
provide the tuning of solution (18) to the form of the
linear frequency dependences determined by Eqs. (14)
and (15) in the situation under study. Namely, from
Eqs. (14) and (15), by eliminating Ω , we obtain

(19)

The inverse parametric relationship k||(β) for the
trapped wave can be considered in this case as the

U1

U2
------

1 2_2
k ||d ik ⊥ d k ||d–( )exp–

1 2_2
k ||d–

-------------------------------------------------------------------=

=  
ik⊥ d( )exp 1 2_2

k ||d–( )

ik ⊥ d( )exp 2_2
k ||d k ||d–( )exp–

----------------------------------------------------------------------------.

_2
k ||d 1 2k ||d–( )exp–[ ]

+ k ||d–( ) k ⊥ d( )cosexp 1– 0,=

k ⊥ k ||
β

1 β2–
------------------, k k||

2 k ⊥
2+

k ||

1 β2–
------------------.= = =
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solution to the equation

(20)

which follows from Eq. (18). The typical forms of the
parametric dependences k||(β) and k(β) obtained by
numerically solving Eq. (20) with allowance for
Eq. (19) is shown in Figs. 1 and 2, respectively, for dif-
ferent values of _2.

The calculation of the characteristics of the trapped
wave in the SD rest frame can be performed in the

_2
k ||d 1 2k ||d–( )exp–[ ]

+ k ||d
β

1 β2–
------------------ 

  k||d–( )expcos 1– 0,=

k ||d
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Fig. 1. Dependence of the normalized longitudinal compo-
nent of the wave vector k||d of the trapped wave on β for

_2 = (1) 0.3, (2) 0.4, and (3) 0.5.
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Fig. 2. Dependence of the normalized wave number kd of
the trapped wave on β for _2 = (1) 0.01, (2) 0.1, (3) 0.2, and
(4) 0.4.
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reverse sequence: setting β and determining k|| as a root
of the transcendental equation (20), we calculate k and
k⊥  by Eqs. (19), and the frequency Ω is obtained by any
of Eqs. (14) or (15). The latter option allows us to check
the results of our calculations by comparing the values
of Ω obtained by the two formulas. To determine the
characteristics of the trapped wave in the laboratory
frame of reference, we can use the relationship

(21)

which follows from Eq. (16) when we change from the
SD rest frame to the laboratory frame of reference
according to Eqs. (2). We note that, in Eq. (21), ω has
the meaning of the oscillation frequency of the trapped
wave in the laboratory frame of reference.

In law (21) governing the transformation of the
spectrum of the trapped wave, we have kVD > 0 as a
consequence of the coincidence of the transverse prop-
agation direction of the trapped wave with the direction
of the SD motion (k⊥  > 0, VD > 0), and, therefore, we
will always have ω > Ω . This result can be considered
as a positive Doppler frequency shift that manifests
itself locally but identically at every point of the
medium when oscillations arriving from the oncoming
source (the trapped wave) are received by a stationary
receiver (the crystal). In fact, in the problems on the
natural wave motion of the type under study, the source
of oscillations and the receiver are not explicitly
described, and they can be put in correspondence with
nothing but the wave itself and the crystal. Thus, the
Doppler source and receiver prove to be continuously
distributed over the same spatial region and are inter-
preted as such just in the local sense. The origin of the
frequency shift in the conditions under study is evident:
because of the coupling with the SD through the polar-
ization charges at the boundaries, the trapped wave is
engaged in the motion along the y-axis everywhere in

ω Ω kVD,+=

ω

k0

β ≠ 0

β = 0

Fig. 3. Qualitative representation of the dispersion branches
of the antisymmetric mode of the electroacoustic wave
trapped by a moving strip domain and by a stationary one.
the same way, this motion having the form of a transla-
tional transfer of the wave relative to the crystal.

Recasting the quantity kVD = k⊥ VD in Eq. (21) with
allowance for expression (15) for k⊥ , we obtain a rela-
tion between the frequencies:

(22)

Then, instead of Eqs. (14) and (15), we will have
k|| = ω(1 – β2)1/2/ct and k⊥  = ωβ/ct, and, hence, in the lab-
oratory frame of reference, we obtain k = ω/ct. As one
would expect and as was mentioned above, the latter
equality represents a linear spectrum of shear bulk
waves in the ferroelectric. This result can be obtained
directly from the second equality of Eqs. (10) by taking
into account Eq. (21). In closing the description of the
trapped wave in the laboratory frame of reference, we
note that, when we change to this coordinate system,
Eqs. (18)–(20) remain unchanged. Hence, Figs. 1 and 2
are suitable for discussing the properties of the trapped
wave in both the SD rest frame and the laboratory
frame of reference.

To determine the place of the trapped wave among
the known types of natural waves, we consider the case
of a static SD, β = 0, when the trapped wave front is
orthogonal to the trapping boundaries (k⊥  = 0, k|| = k)
and the spectral behavior of the wave obeys (according
to Eq. (20)) the equation

(23)

From the type of deformation and the type of rela-
tion to the electrostatic fields, as well as from the
noticeable effect of _2 on the downward displacement
of the parametric dependences (which can be seen from
Figs. 1 and 2), one can conclude that the trapped wave
is in some sense similar to an electroacoustic wave
trapped by the SD. According to the results reported in
[12], one can see that Eq. (23) represents not only the
dispersion relation for the trapped wave at β = 0, but
also the condition of a complete delocalization for the
oscillations of the antisymmetric mode of the electroa-
coustic wave at the initial point of the spectrum (see the
dots in Fig. 3), where this point moves along the
straight line representing the spectrum of the shear bulk
waves (the dashed line in Fig. 3).

A similar interpretation can be applied to Eq. (20)
by generalizing the above conclusion, i.e., the conclu-
sion that the trapped wave is identical to the antisym-
metric mode of the electroacoustic wave at the initial
point of the spectrum, to the case β ≠ 0. The qualitative
representation of the changes that occur in the spectrum
of the antisymmetric mode because of the SD motion is
presented in Fig. 3. It illustrates the parametric depen-
dence k(β) (Fig. 2) for the trapped wave as a conse-
quence of the motion of the initial point of the antisym-
metric mode spectrum in the direction shown by the
arrow along the linear spectrum of shear bulk waves. As

ω Ω

1 β2–
------------------.=

_2
k ||d 1 k ||d–( )exp+[ ] 1– 0.=
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for the high-frequency asymptotes of the spectra of the
antisymmetric mode, which are shown by solid straight
lines, they represent the dispersion law for an electroa-
coustic wave at a single DB (the Maerfeld–Tournois
mode [10]).

The asymmetry of the profile of shear displacements
with respect to the middle plane  = d/2 is peculiar to
the antisymmetric mode for a static SD [12], and it will
manifest itself in the trapped wave by the antiphase
relationship of the oscillation amplitudes in the shear
waves at the SD boundaries: U1 = –U2. Using Eqs. (17)
and (18), it is also possible to show that the equality
|U1| = |U2| is satisfied at any β ≠ 0. However, the
antiphase character of the shear displacement oscilla-
tions that occur in the trapped wave at the SD bound-
aries at β ≠ 0 will be violated. The measure of the devi-
ation from antiphase is the quantity ϕu = Arg(U1/U2),
which is estimated in the first period of the 2π-periodic
phase functions of the trapped wave solution by the for-
mula

(24)

Figure 4 presents the typical dependences of ϕu on
β that are calculated by Eqs. (20) and (24) for different
values of _2. These dependences show that, in the case
of an acceptable level of electromechanical coupling in
the crystal, the deviations ϕu from π are not too large,
and, in total, the oscillations of shear displacements
that occur in the trapped wave on different sides of the
moving SD are close to antiphase oscillations.

SPATIAL RESONANCE WITH AN INCIDENT 
SHEAR WAVE

Both the fact that the wave vector of the trapped
wave is noncollinear with the SD boundaries and the
delocalization of oscillations form prerequisites for the
spatial resonance of the trapped wave with a shear
homogeneous plane wave incident at the angle Θ =

k||/k⊥ ) on a receding SD. In this case, the motion
of the SD is a crucial factor, because, in the static case
corresponding to β = 0, the spatial resonance with the
trapped wave is only formally possible in the grazing
incidence limit Θ  π/2 but is unrealizable in prac-
tice.

In considering the spatial resonance, it is natural to
preset the characteristics of the incident shear wave u1
from Eqs. (16) in the laboratory frame of reference and
then to change to the SD rest frame. Thus, taking the
wave vector of the incident wave in the form k = (kx, ky),
where kx = ksinΘ, ky = kcosΘ, k = ω/ct, and Θ is the
angle of incidence, we obtain an expression for the fre-

ỹ

ϕu π=

–
k ⊥ d( )2_2

k ||d k ||d–( )expsin

1 _2
k ||d–( )

2
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1 2 2k ||d–( )exp–[ ]+
----------------------------------------------------------------------------------------------------------.arctan

(arctan
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quency Ω in the SD rest frame in accordance with
Eq. (21):

(25)

In the problems of wave refraction by moving
boundaries, the main requirement imposed on any
refracted wave consists in its synchronism with the
incident wave at the points of the moving boundary
[16]. Therefore, if k' = ( , ) is the wave vector and
Ω' is the frequency of the refracted wave in the SD rest
frame, we have Ω' ≡ Ω and  ≡ kx. The components 
can be determined from Eq. (12) by replacing k|| and k⊥

by kx and , respectively. Simple transformations
yield

(26)

According to Eqs. (26), on each side of the moving
SD boundary,  = 0 or  = d, a pair of differently
refracted waves is formed in the general case. However,
in the semibounded regions  < 0 and  > d, we should
leave only one wave in each region by choosing the
waves on the basis of the Mandel’shtam radiation prin-
ciple for a nonequilibrium moving (in the SD rest
frame) medium [17]. Without going into details, we
note that the first of the refracted waves given by
Eq. (26) should be eliminated from the region  < 0

Ω ω 1 β Θcos–( ).=

kx' ky'

kx' ky'

ky'

ky'
ω
ct

---- Θ,cos=

ky'
ω

ct 1 β2–( )
----------------------- 2β Θ 1 β2+( )cos–[ ] .=

ỹ ỹ

ỹ ỹ

ỹ

ϕu
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π

Fig. 4. Effect of the motion of the strip domain on the depar-
ture of the boundary values of the shear displacement ampli-
tudes in the trapped wave from the antiphase state for _2 =
(1) 0.2, (2) 0.3, and (3) 0.4. The dashed line corresponds to
the purely antiphase state.
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and the second wave should be eliminated from the
region  > d. Then, instead of Eq. (16), we write

(27)

Here, the primes marking the y-component of the wave
vector of the first of the refracted waves (26) are omit-
ted, because, when propagating in the regions 0 < y < d
and  > d, this wave is identical to the incident wave

(  = ky ,  = kx). Correspondingly, the quantity 
involved in Eqs. (27) will be determined only by the
second of Eqs. (26). Other quantities involved in
Eqs. (27) are as follows: ξ = kx  – Ω  is the amplitude
of the incident wave, which is assumed to be known;
and the quantities R and T have the meaning of the
reflection and transmission coefficients for the shear
wave in the case of a receding SD.

Substituting Eqs. (27) in combination with
Eqs. (11), where k|| should be replaced by kx, into the
boundary conditions (8) that remain unchanged, we
obtain a system of inhomogeneous algebraic equations
that allow us to determine the amplitude coefficients of
the potentials of electrostatic oscillations and those of
the shear refracted waves. Below, we restrict our con-
sideration to the expression for R, which, with allow-
ance for Eqs. (25) and (26), can be represented in the
form

(28)

Here, κ = kd, w = κ sinΘ, ζ = 2κ(cosΘ – β)/(1 – β2), and

The angle of incidence Θ = Θ** that corresponds to
the spatial resonance of the incident and trapped waves
is determined by the expression

(29)

which follows from Eq. (19), if we take into account
that k⊥  = kcosΘ** and k|| = ksinΘ**. According to
Eq. (29), in the spatial resonance conditions, the fre-
quency (25) of the refracted waves is converted (as one
would expect) to the trapped wave frequency given by
Eq. (22). We note that, when Θ  Θ**, the transverse
components  of the wave vectors of both types of

refracted waves (26) become identical:   ky. This
fact reflects the multiple degeneracy of k⊥  from
Eq. (12), this degeneracy being peculiar to the trapped
wave.

ỹ
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For the following analysis, it is important to note
that, in the limit Θ  Θ**, the quantity  given by
the second of Eqs. (26) changes its sign at Θ = Θ*
(Θ* < Θ**, cosΘ* = 2β(1 + β2)–1). If we denote  =
k'cosΘ', where k' = ω'/ct, ω' is the frequency of the
refracted wave in the laboratory frame of reference, and
Θ' is the refraction angle, we can determine Θ* as the
angle separating the normal refraction region (Θ' < π/2,

 < 0) from the region of refraction at obtuse angles

(Θ' > π/2,  > 0). The possibility of the manifestation of
the latter is the specific feature of the solutions to the prob-
lems of refraction of waves by receding boundaries [16].

The quintessence of the problem of refraction at
obtuse angles, including the spatial resonance angle
Θ**, consists in the representation and interpretation of
the refracted wave, which usually (Θ' < π/2) proves to
be (see the second term in Eq. (27) for u1) an ordinary
reflected wave. For the classical Einstein problem of a
moving mirror, such a representation and interpretation
was performed in [16] where the refracted wave at Θ' >
π/2 was interpreted as an infinitely long (because of its
monochromatic nature) stub of radiation from second-
ary (Huygens) sources located on the mirror surface,
and this stub of radiation following the mirror progres-
sively lagged behind it. In this case, the refracted wave
plays the role of a wave complementing the incident
one. The corresponding refraction scheme is repre-
sented in terms of wave vectors in Fig. 5a.

The study of the refracted wave in [16] was facili-
tated by the preset uniqueness of the choice of the
region of its propagation. Owing to the perfection
(opacity) of the mirror, the refracted wave could prop-
agate only on the same side of the mirror as the incident
wave. Another situation was considered in [5] where,
because of the identical properties of the ferroelectric
on both sides of the moving DB, the region of propaga-
tion for the wave refracted at Θ' > π/2 could coincide
with both the region of propagation of the incident
wave (  < 0) and the region of propagation of the
directly transmitted shear wave (  > 0). With few insig-
nificant exceptions, the first case corresponds to
Fig. 5a. The second variant of the solution (Fig. 5b),
which was considered in [5], corresponds to the bire-
fringence of the shear wave by a receding DB in a fer-
roelectric.

Such a choice made in [5] was based on the fact that
the solution was constructed directly in the laboratory
frame of reference, where the dispersion law for shear
waves,

(30)

did not indicate any spectral anomalies, and, in estimat-
ing the direction of the energy transfer from the bound-
ary, it seemed to be sufficient to proceed exclusively
from the choice of the direction of wave propagation,
i.e., from the wave normal vector n' or n. This approach

ky'

ky'

ky'

ky'

ỹ
ỹ

ω' n'k'ct, ω nkct,= =
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is suitable with the only addition that it is necessary to
take into account the position of the moving domain
boundary. The possibility of one or another propagation
direction for the refracted wave can be estimated only
relative to this boundary, which means that one has to
change to the frame of reference fixed to the boundary
and, finally, to take into account the changes in the dis-
persion properties of the medium in the DB frame of
reference.

In view of the aforesaid, in constructing the solution
corresponding to Eqs. (27), we reject the scheme of
refraction shown in Fig. 5b and proposed in [5] and
consider the type of refraction presented in Fig. 5a.
Here, the refracting boundary is the backside of the
receding SD (i.e., the DB at  = 0). Line 1 (in Fig. 5, it
represents the incident shear wave) should be continued
in this case beyond the boundary to represent the
directly transmitted wave. By analogy with Eq. (21),
the dispersion law for the refracted wave in the SD rest
frame has the form Ω' = ω' – k'VD. Expressing ω' and ω
through Eqs. (30) and using the definition of the group
velocity, we arrive at the equalities  = nyct – VD and

 = ct – VD, where ny = cosΘ and  = /k'. Tak-

ing into account that  = ωsinΘ/ct and  is deter-
mined by the second of Eqs. (26), we obtain

(31)

For Θ < Θ** (cosΘ > β), according to Eq. (31), we
have  > 0 and  < 0. According to the radiation
principle [17], to provide the energy transfer from the
boundary, it is necessary to exclude the possibility of
the propagation of the refracted wave at  > 0 and the
propagation of the incident-type wave at  < 0. The
resulting refraction corresponds to the diagram shown
in Fig. 5a. We note that Eq. (31) for  equally refers
to the incident wave, which, in contrast to other waves,
provides the energy transfer to the boundary  > 0 at

 < 0. The termination of this process and, as a conse-
quence, the termination of the interaction of the inci-
dent wave with the boundary at Θ  Θ** (  

0,   0) are explained by the fact that, as is char-
acteristic of the end point of the interval of obtuse
refraction angles [5, 16], the wave in these conditions
ceases catching up with the boundary.

Thus, returning to the object of our study, i.e., to the
trapped wave, we can state that it cannot be excited by
a shear wave incident on the SD at the angle Θ**. The
solution presented above (see Eqs. (27) and (28)) shows
that, as we approach the point of the spatial resonance
with the trapped wave (ζ  0), the quantity R exhibits
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ỹ

Vgy

Vgy
'

TECHNICAL PHYSICS      Vol. 46      No. 5      2001
not a polar (as was expected) but a removable singular-
ity of the 0/0 type: R  1 as ζ  0. In this case, the
degeneracy of the spatial resonance takes the form of a
combination of the resonance decrease in the denomi-
nator of the quantity R and a simultaneous decrease that
occurs in its numerator due to the termination of the
interaction of the incident wave with the SD. The angu-
lar dependences |R(Θ)| calculated by Eq. (28) and
shown in Fig. 6 demonstrate the latent (virtual) charac-
ter of the “peaks” of the degenerate spatial resonance
that occurs in this case (see the dashed extension of
curve 5 in Fig. 6 to the region of nonphysical values of
Θ > Θ**). It is also important that, at the very point of
the spatial resonance, the solution described by
Eqs. (27) and (28) becomes meaningless. Its inade-
quacy is expressed as a paradoxical cancellation of the

θ'

VD

1

2

3
(a)

θ'

VD

1

2

3(b)

Fig. 5. Alternative variants of the interaction of a wave with
a receding boundary at obtuse refraction angles Θ' > π/2:
(1) the incident wave, (2) the refracted wave, and (3) the
directly transmitted wave.
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Fig. 6. Angular dependences of the absolute value of the
reflection coefficient for the shear wave reflection from a
receding strip domain at _2 = 0.38 and kd = 2 for β =
(1) 0.1, (2) 0.3, (3) 0.5, (4) 0.7, and (5) 0.9.
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incident wave by the refracted one: at Θ  Θ**, these
two waves have the same direction of propagation
(lines 1, 2 in Fig. 5a coincide) and opposite phases
(R  –1).

We have already noted that the point Θ = Θ** is
characterized by the absence of energy transfer in the
waves relative to the boundary. At this point, the selec-
tion of the refraction schemes (Fig. 5) on the basis of
the radiation principle [17] is meaningless. This fact
can account for the aforementioned failure of the
attempt to represent the solution according to the
refraction scheme shown in Fig. 5a precisely at the
point Θ = Θ**.

Now, let us discuss the possibility of using the
scheme of refraction shown in Fig. 5b for constructing
the solution at Θ = Θ**. The required changes in its
structure consist in moving the term describing the
refracted wave from the expression for u1 in Eqs. (27)
to the expression for u2. The final result obtained with
the selected solution at the point of the spatial reso-
nance with the trapped wave does not depend on the
presence or absence of the front boundary  = d of the
receding SD. Hence, one could directly use the solution
[5] for the extreme right point of the angular interval of
reflectionless birefringence. Its specific features are as
follows: at Θ = Θ**, the refracted and the directly
transmitted waves propagate in the same direction
(lines 2, 3 in Fig. 5b coincide), they have infinitely large
amplitudes (|R|  ∞, |T |  ∞), and they are in
antiphase (R/T  –1). Such a solution provides a
physically correct picture of the termination of interac-
tion: the resulting field of shear displacements is mutu-
ally cancelled beyond the receding boundary (u2 ≡ 0),
whereas, before the boundary, the field has the form of
an incident wave propagating so that it strictly follows
the boundary and experiences no changes precisely
because of the termination of the interaction. The typi-
cal resonance features of the solution (|R|  ∞,
|T |  ∞) will be retained, but only for individually
selected partial waves, which demonstrates their virtual
character.

CONCLUSION

The results of this study show that a moving strip
domain in a ferroelectric crystal can cause a transla-
tional transfer of a shear homogeneous plane wave with
noncollinear orientation of the wave vectors with
respect to the boundaries; this wave is identified as the
antisymmetric mode of the electroacoustic wave of the

ỹ

strip domain at the initial point of the spectral branch,
i.e., the trapped wave. In particular, the developed
approach is used to obtain a physically consistent inter-
pretation of the resonance parametric effects of acous-
todomain interaction in the conditions of extremely fast
motion of domain boundaries.
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Abstract—Mechanisms of plastic deformation of bismuth single crystals that are operative upon the
deformation of the (111) plane using a Berkovich indenter at a loading rate of 1–10 mN/s were studied. The
plastic deformation in the range of the loading rates studied was established to occur mainly by pyramidal slip.
© 2001 MAIK “Nauka/Interperiodica”.
INTRODUCTION

Bismuth recommended itself as a good model mate-
rial suitable for studying plastic deformation by twin-
ning and slip [1–5]. The laws of plastic deformation
revealed in this material can successfully be extended
to other materials, since the perfect and partial twinning
dislocations are identical in many parameters in all the
crystals and often differ only in the magnitude and
direction of their Burgers vectors [6]. In this work, bis-
muth was chosen as a model material to study plastic
deformation of metals with a rhombohedral structure
using the method of indenting the cleavage plane (111)
with a concentrated load at small (below 10 mN/s)
loading rates.

This problem is of interest since in the available lit-
erature there is virtually no information on the bismuth
behavior at small loading rates, because the microhard-
ness tests were mainly performed on a PMT-3 device
with a manual loading. The loading rates studied are in
the range corresponding to loading pulse durations
reaching 10–5 s [7].

EXPERIMENTAL

Bismuth single crystals with dimensions 4 × 5 ×
50 mm were grown by the Bridgman technique from
the initial metal of 99.999% purity. Samples 4 × 5 ×
10 mm in size were obtained by cleaving single crystals
at a liquid-nitrogen temperature along the cleavage
planes (111). The initial density of forest dislocations
was determined by selective etching to be 105 cm–2 for
basal dislocations and 103 cm–2 for pyramidal disloca-
tions.

The tests were performed on a NANO INDENTER II
(Nano Instrument Inc., USA) nanohardness meter
using a Berkovich triangular pyramid at small (below
20 g) loads. During the tests, the displacement of the
1063-7842/01/4605- $21.00 © 20549
indenter depending on the load h = f(P) is detected to a
high accuracy [8]. The accuracy of measuring the depth
of the impression is ±0.04 nm and that of the load at the
indenter is ±75 nN.

The tests were performed on a cleavage plane (111)
of a bismuth single crystal at loads to 200 mN. The rate
of loading was varied from 1 to 10 mN/s.

MODEL

The action of a concentrated load on the (111) sur-
face of the bismuth single crystal activates slip in the

system of { } planes that are arranged most favor-
ably with respect to the action of the external load. In
Fig. 1, the site of the action of the indenter is designated
by the point 0. The traces from the intersection of

planes { } with the plane (111) form a hexagon
A1A2A3A4A5A6 (Fig. 1). Under the effect of the concen-

trated external load P, the { } dislocations begin
their motion on the planes of a pyramid whose faces are

formed by the planes { } (Fig. 2). After going a cer-

111

111

111

111

A3A2

A1 A4

A6A5

0

Fig. 1. Intersection of { } planes with the cleavage plane
(111) (schematic). Point 0 is the site where the concentrated
load was applied.
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tain distance into the depth of the crystal, the disloca-
tions, owing to the specific features of the field of
stresses produced by the Berkovich pyramid, change
the direction of their motion to the opposite one,

although on the planes of the same system { }
inclined at a corresponding angle to the planes of the
initial motion (Fig. 2). Part of these dislocation go onto
the surface, forming steps on it, which can be detected
metallographically. Around an indenter impression,
such steps form hexagons, which are shown schemati-
cally in Fig. 1.

If we assume that under the action of the load P the

dislocations began their motion on planes { }
simultaneously, then their energy Wi at a certain fixed
time instant t can be determined, proceeding from the
concept that they form hexagons (Figs. 1, 2), as the
energy of a hexagonal loop with a Burgers vector that
is orthogonal to its plane. According to [9], the expres-
sion for Wi in this case has the form

(1)

where Li is the length of the ith dislocation of the

{ } type, b is the modulus of the Burgers vector, ν
is the Poisson ratio, and ρ is a small parameter.

The total energy WΣ of all N/6 dislocation loops
under consideration is determined as

(2)

111

111

Wi 6Li
µb2

4π 1 ν–( )
-----------------------

Li

ρ
---- 0.16+ln 

  ,=

111

WΣ Wi.
i 1=

N /6

∑=

P

Fig. 2. Pyramidal faces (planes { }) along which dislo-
cation motion occurs.

111

Calculated values of α depending on the loading rate V

V, mN/s α

1 0.8

3 1.0

10 1.5
For an ensemble of N dislocations { }, it is

suitable to use a quantity , which is the average length
of dislocation segments of the hexagonal loop deter-
mined as

(3)

The energy of a hexagonal loop with a segment
length  is

(4)

Then, in the approximation of the smallness of the
interaction of hexagonal loops with one another [see
Eq. (2)], we can write

(5)

or

(6)

Expression (6) can be used when the dislocation
mobility is high and the processes of their generation
are hindered. In the case of active dislocation genera-
tion and their small mobility, when the distance R
between neighboring dislocations of different hexago-
nal loops closest to one another is so small that we can-

not neglect dislocation interaction, the energy  of
this interaction in the approximation where each loop
interacts only with two neighboring loops can be esti-
mated by the formula [9]

(7)

Estimation (7) was obtained in the approximation
that all dislocations are of length . Summing Eqs. (6)
and (7), we find the total energy W from the external

forces spent on the realization of slip on the { }
planes

(8)

or, taking into account that ν ≈ 0.33,

(9)

Expression (9) can be simplified at R  0, since in
this case ln( /R)  /R and the second term can be
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neglected. As a result, we obtain

(10)

This expression is more suitable than Eq. (9) for
analyzing the physical picture of the phenomenon con-
sidered.

Korsunsky et al. [10] give the following relationship
between the energy W and the depth h of the indenter
penetration into the deformed material:

(11)

where H is the microhardness of the material and k is a
geometrical parameter depending on the shape of the
indenter. It follows from a comparison of Eqs. (10) and

(11) that h ~ N1/3, h ~ , and h ~ R–1/3.

RESULTS AND DISCUSSION

Upon deformation of the (111) surface of bismuth
single crystals with a concentrated load at large loading
rates, an ensemble of wedge twins of the {110}〈001〉
type are usually formed in the deformed region [3, 6,
11, 12]. However, no twins were revealed in this work
near the indenter impression upon deformation of the
cleavage surface of the bismuth single crystal by a
Berkovich piramide at loading rates of 1–10 mN/s. This
indicates that in the process of realization of twinning
in bismuth an important role belongs to the rate of
deformation, which is much higher than 10 mN/s when
a PMT-3 device is used, as was the case in [3, 6, 11, 12].

All these facts indicate that the relaxation of exter-
nal stresses produced in the crystal by a Berkovich
indenter at loading rates of less than 10 mN/s mainly

occurs by slip on { } planes. This makes it possible
to use the above model for the case of deformation of
single-crystal bismuth using small loading rates.

The h(P) dependences at various loading rates are
shown in Fig. 3, from which we see that the loading rate
affects the h(P) curve, although insignificantly. The
higher the loading rate, the slower the growth of h with
P. Using the formula [10]

(12)

we plotted a theoretical dependence of P on h, assum-
ing that k = 0.03797 [13] and H = 152 MPa. The micro-
hardness was determined experimentally using the
samples under study; it is in good agreement with the
commonly accepted values (132 MPa [1]). The course
of the theoretical curve coincides with the experimental
curve corresponding to the loading rate of 3 mN/s. This
indicates that formula (12) cannot be used for all load-

W 12.7N
µb2

2π
-------- L

2

R
-----.≈

W
Hh3

3k
----------,=

L
2/3

111

P
Hh2

k
----------,=
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ing rates. Therefore, it is expedient to introduce a rela-
tion

(13)

where α is a certain dimensionless coefficient depend-
ing on VP .

The calculated values of α are given in the table; it
is seen that the coefficient α increases with increasing
VP . In the first approximation, the dependence of α on
VP can be written in the form

(14)

where β is a quantity whose dimensionality is the
inverse of that of VP .

We can assume that α characterizes the measure of
inertia of the process of the formation of the indenter
impression caused by the inertia of the dislocation slip
process. Similarly to Eq. (13), we can write Eq. (11) in
the form

(15)

Comparing Eq. (15) with Eqs. (10) and (14), we
obtain that N ~ VP , VP ~ L–2, and VP ~ 1/R, i.e., increas-
ing the loading rate activates the processes of disloca-
tion generation, but the dislocation length and spacing
between dislocations decrease in this case. The activa-
tion of the process of dislocation generation gives
grounds to believe that with the increasing loading rate,
the probability of involving twinning and basal slip into
the process of plastic deformation increases.
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Abstract—Conditions at which magnetic inhomogeneities like 0° domain walls arise in (111) plates with com-
bined anisotropy and the properties of these inhomogeneities are studied. In local magnetic fields, the inhomo-
geneities may behave as stable states. Their role in magnetization reversal of the crystals is demonstrated.
© 2001 MAIK “Nauka/Interperiodica”.
It is known that different domain structures (DS)
(strip domains, zigzag domains, bubble lattices, etc.)
are observed in garnet ferrite crystals, which exhibit
appreciable cubic anisotropy (CA) [1, 2]. As a rule, the
DS configuration and parameters depend mainly on
external factors (voltages, fields, etc.), which is of prac-
tical importance [1]. However, theoretical studies show
that, under certain conditions, magnetic inhomogene-
ities like 0° domain walls (0° DW) may occur in those
crystals where induced uniaxial anisotropy (IUA) and
CA coexist [3]. The analysis of the stability of these
inhomogeneities showed [4] that they arise as new-
phase nuclei at lattice defects and play a significant part
in phase transitions like spin flip.

In this work, we consider the possibility of stable
0° DW forming in nonuniform magnetic fields and
investigate their properties that can help to clarify mag-
netization reversal in garnet ferrite films.

0° DOMAIN WALL MODEL

Let us consider a cubic ferromagnetic in the form of
an infinitely long plane-parallel plate of thickness D
wherein IUA is observed. We assume that the easy
anisotropy axis coincides with the [111] direction and
is perpendicular to the plate plane. The coordinate sys-
tem is such that the axis OZ || [111] and the axis

OX || [ ]. The axis OY lies in the (111) plane, mak-

ing an angle ϕ0 with the [ ] direction, and coincides
with the direction along which the magnet is inhomo-
geneous. Then, in this coordinate system, the energy of
the magnetic inhomogeneities with regard for the ener-
gies of exchange interaction, combined anisotropy, and
demagnetizing fields of space charges (localized on

112

110
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DWs) is expressed [5] in the form (winter approxima-
tion)

(1)

Here, A is an exchange factor; Ku and K1 are the IUA
and CA constants, respectively; Ms is the saturation
magnetization; Θ and ϕ are polar and azimuth angles of
the vector M, respectively; Θ∞ and ϕ∞ define the direc-
tion of M in the domains; and V is the plate volume.
Here, we assume that the plate thickness is large, so that
the contribution from the demagnetizing fields of sur-
face charges to energy (1) can be neglected (idealized
model).

The Euler equations minimizing energy (1) have the
form

(2)

if condition

(3)

is satisfied.
From these equations, it follows that, in the range

4/3 < κ < 3/2 (κ = K1/Ku), solutions like
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(4)

exist [6], along with 180° DWs with M || [uuw]. Here,

∆0 = .

Equation (4) implies that, in a (111) plate, the soli-
tons (0° DWs) may be of two types: large-amplitude
(LA) and small-amplitude (SA). They have different
magnetization distributions in the inhomogeneity
region [different signs of the parameter c in Eq. (4)], as
well as different energies E, widths ∆s, and amplitudes
(i.e., maximum angles Θs of deviation of the magneti-
zation vector M from the uniform state). The width and
amplitude of the solitons, which characterize their size,
are given by

(5)

where δ = ln(k + ) and k is the largest root of the
cubic equation

(6)

For the LA solitons, we have E/E0 ≈ 1.4, where E =

4  and Θs ≈ 160°–170°; for the SA ones, E/E0 ≤
10–2 and Θs ≈ 10°. At κ  3/2, the width of the SA
solitons goes to infinity, ∆s  ∞ (the domain wall dif-
fuses), whereas for the LA solitons, ∆s  8.54∆0 [3].
As follows from stability condition (3), a 0° DW as a
one-dimensional inhomogeneity is unstable in terms of
the idealized model [7]. However, with the finiteness of
the plate and the presence of lattice defects taken into
consideration [4], DWs become stable and can exist
near the defects in a wide range of the material param-
eters. This was confirmed by many experiments
[1, 8, 9], from which it follows that solitary magnetic
inhomogeneities do arise at defects in the absence of
saturation fields. These magnetic inhomogeneities help
to detect structural imperfections in of the crystals
[10−12]. As a rule, the magnetization distribution near
the defects is complicated [13]; however, in the one-
dimensional approximation, it corresponds to a 0° DW.

It also follows from the results in [4] that the 0° DW
stability is favored largely by the presence of defects,
which cause a nonuniform distribution of the magnetic
parameters in the sample. As such a defect, we consider

a nonuniform magnetic field H lying in the ( ) plane

ϕ 0 π; ϕ0, πk/3, k Z ,∈= =

a
3κ 4–

2 1 2κ /3–( )
-----------------------------; b 1 2κ /3– ;= =

c
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-----------------------------------------------=
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∆s 2 δ/b Θ δ( )/Θ' δ( )–( ),=

k2 1–

k3 pk q+ + 0,=

p  2 1 c2+

a2
--------------+ 

  , q– 2
c
a
---, k 1.>= =

AKu

110
and making an angle Ψ with the [111] direction. Let H
depend on the coordinate as

(7)

where L is the size of the part of the plate that is sub-
jected to local field (7), i.e., the size of the field nonuni-
formity.

The energy of interaction between the defect and a
0° DW is given by the expression

(8)

It is seen that the 0° DW–field interaction makes a
negative contribution to (1). Its absolute value is maxi-
mum for Θ(y) = Ψ. Thus, interaction (8) makes the
0° DW shape follow the profile of the field nonunifor-
mity.

The inclusion of the plate finiteness requires that the
contribution from the demagnetizing fields of nonuni-
formly distributed surface charges to energy (1),

(9)

be taken into account (Lx is the plate size in the OX
direction). Space charges on Blosh DWs make no con-
tribution.

It was shown [4] that the magnetostatic factor sub-
stantially narrows the stability range of 0° DWs; how-
ever, it should be taken into account in this case.

To quantitatively describe the effect of a nonuni-
form magnetic field on the structure and stability of
0° DWs, we will apply the variational method. As a test
function, we consider the magnetization variation in the
transition layer [Eq. (4), where a, b, and c are consid-
ered as variational parameters]. Obviously, these
parameters can be determined by minimizing energy
(1) in view of (8) and (9), i.e., by minimizing the energy 

(10)

In this case, the variational approach is the most rea-
sonable, since the factors considered have an insignifi-
cant effect on the structure of solitary magnetic
inhomogeneities, only changing the structure parame-
ters [4].
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STATIC PROPERTIES OF 0° DWs

To find stable states of 0° DWs in nonuniform mag-
netic field (7), the corresponding variational problem
was solved by numerically minimizing the reduced

energy εs = Es/ LxD∆0. In this model, we took into
account that the centers of the wall and the field may be
spaced at a value of ξ.

The results obtained are shown in Figs. 1–5, where
all the values having the dimension of length are
reduced to ∆0. We can conclude that the walls are stable
in certain ranges of the sample parameters and nonuni-
form field. As follows from Fig. 1, the equilibrium posi-
tion of the wall is defined by the center of the defect.
When this position is shifted relative to the center,
quasi-elastic forces for which the Hooke law is valid at
small ξ arise. This means that, first, harmonic vibration
of the wall about the equilibrium position is possible
and, second, that the interaction forces in the region of
wall localization on the defect stabilize the structure of
the wall and to a great extent specify its parameters. In
fact, from Fig. 2, the 0° DW width is proportional to
that of the defect. As the latter increases, so does the
width of the wall, and Θs asymptotically approaches the
limit that coincides with the polar angle of the vector M
in a uniformly magnetized plate [14]. Obviously, such
a situation will occur for L  ∞. In this case, the mag-
netic field H becomes uniform and the equilibrium ori-
entation of the vector M is defined by the combined
effect of IUA, CA, and magnetic field. On the other
hand, Fig. 2 shows that there is the minimum size of the
nonuniform field region, at which 0° DWs become col-
lapse-unstable; hence, the origination of 0° DWs at the
center of the nonuniform field is of a threshold nature.
This is in agreement with dependences of the DW
parameters on h and Ψ (Figs. 3, 4). Moreover, we can
argue that there exists the least energy of interaction of
the 0° DW with the local field necessary for the
formation of the stable wall structure. This energy
depends on the size of the defect and on its other
parameters (Figs. 3, 4). From the dependences
obtained, it also follows that the 0° DW shape tends to
follow the profile of the defect. This tendency becomes
dominant with increasing L; i.e., our previous conten-
tion is confirmed.

The dependence of the 0° DW stable states on κ
(Fig. 5) has an interesting feature. It is seen that the
walls remain stable in the wide range of κ, the stability
range exceeding that predicted by the idealized model.
Moreover, the wall exists even for κ = 0, i.e., when CA
is absent. This is a nontrivial result, since it is combined
anisotropy in the crystal that causes solutions like
0° DWs to appear in the idealized model.

On the other hand, as is seen in Fig. 5, the stability
region is bounded both above and below: at the upper
bound, the DW diffuses (∆s  ∞, Θs  Θm), while
at the lower bound, it collapses. In both cases, the
plate becomes uniformly magnetized, but, in the first

Ms
2
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case, its state will correspond to the canted phase with
M || [uuw] and, in the second case, to the highly sym-
metrical phase with M || [111]. When the other param-
eters of the sample or defect vary (Figs. 3, 4), the wall
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Fig. 1. 0° DW parameters vs. displacement ξ: (a) Θs, (b) ∆s,
and (c) εs. κ = 1.42, D = 35, h = 3, Ψ = 90°, and L = 5 (h =
HMs/Ku). Q = (1) 5, (2) 8, and (3) 15.
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behaves in a similar way. This is an additional reason
for the fact [4] that the occurrence of 0° DWs in the
crystal is the intermediate stage in the phase transi-
tion of the magnet from one homogeneous state to
another and that 0° DWs can be considered as new-
phase nuclei localized at the defect, i.e., in the local-
field region.
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Fig. 2. The same as in Fig. 1 vs. defect width L. Q = 3.5,
D = 35, h = 5, and Ψ = 90°. κ = (1) 1.42, (2) 0.83, (3) 0.25,
(4) 0.5, and (5) 0.25.
DISCUSSION

From the aforesaid, it follows that, in (111) plates
with combined anisotropy, local magnetic fields can
give rise to inhomogeneities of specific configuration,
i.e., 0° DWs. They have a number of intriguing proper-
ties; in particular, their size correlates with that of the
field nonuniformity (Fig. 2). Our results may help to
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elucidate the magnetization reversal effect in (111)-ori-
ented garnet ferrite films in pulsed fields [1, 15]. In the
steady-state mode (at the end of the pulse, when mag-
netization reversal becomes), stationary stable triangu-
TECHNICAL PHYSICS      Vol. 46      No. 5      2001
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lar domains were observed at the center of the axisym-
metric nonuniform field. A specific feature of these
domains is that their size is comparable to that of the
field nonuniformity and is much larger than that of bub-
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bles, which also have triangular shape [15–17]. Such a
shape is explained by the symmetry of the CA easy
axes [16, 17]. We considered the one-dimensional case
of a solitary domain. However, our results can readily
be generalized to the two-dimensional case. This is due
to the fact that, first, the shape of the domains will also
be triangular because of the symmetry and, second,
their sizes will correlate with those of the field because
the shape of the 0° DWs tends to follow the profile of
the defect.

CONCLUSION
Thus, we have shown that stable 0° DWs can arise

in local fields. Their stability domain (in terms of the
sample and field parameters) is limited by two critical
(diffusion and collapse) fields. Based on our data, 0°
DWs can be thought of as nuclei of a new phase that
arise during phase transitions like spin flip. In addition,
results of this work may help in the interpretation of
other experiments wherein nonuniform magnetic fields
and different defects are the subject of investigation and
can be used in applications.
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Abstract—It is shown that the uniform strain parameter of the unit cell of solid solutions of alkali metal nio-
bates can be raised and their permittivity can drastically be decreased by isovalent superstoichiometric modifi-
cation in the A subcell. The underlying mechanism is suggested. It is concluded that these findings are helpful
in studying (simulating) piezoelectric ferroelectrics of practical value. © 2001 MAIK “Nauka/Interperiodica”.
 

Low-permittivity (ε) piezoelectric ferroelectrics
(PFs) are promising in many areas of technology; in
particular, they are candidate materials for high-fre-
quency acoustoelectric transducers [1, 2]. Upon simu-
lating PFs based on perovskite-like oxides (POs), it is
necessary to relate ε with crystal chemical characteris-
tics of PF cations and with crystal structure parameters.
In insulators, ε ~ P/E, where P is the polarization or the
dipole moment per unit volume and E is the strength of
an electric field applied to the crystal. Since P = mn
(m is the dipole moment per ion, and n is the volumetric
density of ions), where m ~ α (α is the polarizability)
and n ~ 1/r3 (r is the ion radius), ε depends on the crys-
tal chemical parameters of an ion as ε ~ α/r3. Clearly,
ions with small values of α/r3 are best suited for simu-
lating low-ε PFs. Such are ions whose electronic con-
figuration is similar to that of noble gases [3]; the small-
est values of α/r3 are typical of ions of alkali metals
(AMs): Li+ (0.166), Na+ (0.210), K+ (0.382), as well as
of Mg2+ (0.240) and Al3+ (0.360). Only for them, the
ratio α/r3 is much smaller than unity; for others, it is
close to unity. Therefore, among known PFs, alkali
metal niobates [4], including magnesium- and alumi-
num-substituted ones [5], have the least permittivities.
Their permittivity can be decreased further by improv-
ing the crystal structure. In [6], a relationship between
ε and the uniform strain coefficient δ, the basic param-
eter of the PO structure that characterizes the distortion
of the cubic perovskite cell [7], was derived. It was
established that ε ~ 1/δ. Thus, the larger δ, the smaller
ε. The value of δ can be increased, in particular, by low-
ering the defect density in the solid solutions. In this
case, the process of breaking “polarization circuits” by
vacancies [8] will be suppressed, causing the spontane-
ous polarization Ps and, hence, δ to grow owing to the

relationship δ ~  [7].
The value of δ in niobate PFs can be raised by isov-

alent (in the A subcell) superstoichiometric modifica-
tion. The underlying mechanism is as follows. AM nio-
bates, like other Nb-containing complex oxides,

Ps
2
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“inherit” the defect structure of the Nb2O5 high-temper-
ature modification, which is used in material synthesis
[9]. In this case, the anion-deficient nonstoichiometry

of Nb2O5, i.e., Nb2O5: ( )2O5 – x, due to the
ease of change of the oxidation degree (Nb5+ 
Nb4+), may be accompanied by a change in the point
defect density because of crystallographic shear [10].
As a result, the number of both anion and A sites may
decrease as compared with the initial structure [11].
Excessive A cations occupy newly formed (by crystal-
lographic shear) defects: tetrahedral and octahedral
voids appearing where regular blocks join together. In
Nb-based compounds, the joints are due to crystallo-
graphic shears in two almost mutually orthogonal
directions [10]. The vacancies (voids) do not all
become occupied, since their concentration usually
exceeds the concentration of excessive A cations.
Clearly, the remaining vacancies serve to decrease δ
and, accordingly, increase ε. The introduction of addi-
tional AM oxides would favor at least the partial occu-
pation of the vacant sites in order to rise δ and lower ε.

This was done in Na-substituted LiNbO3 solid solu-
tions (Na1 – xLixNbO3), which are of great practical
interest [1, 5], and Nb-deficient solid solutions of for-
mula Na1 – xLixNb1 – yO3. We studied solid solutions
with x = 0.08, 0.10, 0.12, and 0.14; y was varied from
0.01 to 0.04. The modifiers (Na2CO3) were introduced
superstoichiometrically in amounts of 2.0–8.0 at. %
(Z = 0.02–0.08) at the stage of component mixing. The
Na2CO3 and Li2CO3 components were of chemical
grade, and Nb2O5 was of optical grade. The material
was prepared by two-stage solid-phase synthesis:
800°C for 5 h and 850°C for 5 h. Subsequent sintering
was performed by hot pressing [7] at a pressure of
200 kg/cm2 with isothermal heat treatment (1000–
1150°C depending on the composition) for 40 min. The
solid solutions prepared were impurity-free, as indi-
cated by X-ray diffraction analysis.

Nb1 x–
5+ Nbx

4+
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Experimental results are shown in Fig. 1. The
expected effect of increasing δ and decreasing ε (in
more exact terms, δp, the uniform strain parameter for

the rhombically distorted cell, and /ε0, the relative
permittivity after polarization) is observed in the solid
solutions with y and Z not exceeding 0.02 and 0.04,
respectively. The piezoelectric parameters (Kp, electro-
mechanical coupling coefficient; d31, piezoelectric
modulus; and g31, piezoelectric sensitivity) are consid-
erably improved. As Z and y go beyond the above lim-
its, ε grows (sometimes sharply) and Kp declines. This
may be associated with the fact that when the concen-
tration of the modifiers reaches some value, the concen-
tration of excessive A cations begins to exceed the con-
centration of vacancies. As a result, the cations occupy
interstices, introducing disorder (defects) into the struc-
ture.

Similar results of Japanese investigators (Fig. 2 in
[12–14]), which studied substituted AM niobates of
composition Na1 – xLixNb1 – yO3 + ZA2O (A = Na, Li),
where x = 0.01–0.3, y = 0.005–0.1, and Z = 0.001–0.1,
support our assumption.

Isovalent modification at small Z significantly acti-
vates the process of charge compacting during sinter-
ing: the rate and degree (β) of shrinkage increase
(Fig. 3). Moreover, even the kinetics of sintering
changes. If for pure AM niobates, the process usually
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Fig. 1. /ε0, Kp, and δp vs. Na1 – xLixNbO3 + ZNa2O (Li2O)

solid solution composition. The figures at the curves indicate
the value of x (the content of LiNbO3). Continuous curves,

/ε0; dashed curves, Kp; and dash-and-dot curves, δp.

ε33
T

ε33
T

goes in the solid phase and involves a small amount of
the liquid phase [15], at Z = 0.04–0.08, the liquid phase
prevails and the ceramic formation temperature T1
drops sharply (Fig. 3). The reason is that the solid-
phase reaction is typically incomplete and the powders
contain unreacted sodium carbonates and hydroxides,
which form low-melting eutectics. The Li2CO3 and
LiOH compounds are unstable, and Li2O is a high-
melting compound; therefore, lithium, as a rule, does
not form the liquid phase and the kinetics does not
change. If the liquid phase does form, its role in
improving the solid solution structure is to occupy
vacancies, to “refine” and bond grains, and eventually
to increase δ.

It is noteworthy that at certain concentrations of
additional Na, the solid solutions with the orthorhom-
bic structure become two-phase, which means that they
shift in the (NaLi)NbO3 state diagram [16] because of
composition changes. This also may point to variations
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Fig. 2. ε and Kp vs. Na1 – xLixNb1 – yO3 + ZA2O (A = Na, Li)
solid solution composition [12–14].
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Electrophysical parameters of the solid solutions

Composition
Tk, °C /ε0 Kp

d31 × 1012,
C/N

g31 × 10–3,
W/N Qm

VR × 10–3,
m/s Fabrication technology

x y Z

0.08 0 0.04 332 95 0.207 10 11.7 614 5.88 Laboratory

0.1 0 0.04 345 119 0.25 15 14 145 5.92 "

0.12 0 0.04 350 95 0.29 13 15.7 30 5.65 "

0.12 0 0.08 334 150 0.27 14 11.4 177 5.89 "

0.14 0 0.04 346 75 0.21 11 17.1 45 5.75 "

0.12 0.01 0 350 102 0.275 15 16.8 14 5.64 "

0.12 0.02 0 359 101 0.281 16 16.9 97 5.87 "

0.12 0.06 0 334 141 0.246 14 14 217 5.96 "

0.14 0 0.04 356 102 0.32 16 17.7 271 5.3 "

0.14 0 0.04 356 105 0.294 15 15.9 253 5.46 Industrial (variable hot-
pressing conditions)

0.14 0 0.04 356 104 0.304 15 16.5 239 5.37

0.14 0 0.04 362 108 0.281 14 15.1 252 5.42

ε33
T

of the electrophysical parameters especially with
regard for the behavior of the solid solutions in depen-
dence of the stoichiometric ratio [17]. The table lists the
dielectric and piezoelectric characteristics of some of
the solid solutions obtained under both laboratory (hot-
pressed samples measuring 10 × 1 mm) and industrial
conditions (large blocks 110 × 110 × 25 mm in size,
which were cut into samples of appropriate dimen-
sions). The solid solutions are seen to offer ultralow
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0.04 0.08
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Fig. 3. (a) β(T) and (b) T1(Z) for Na1 – xLixNbO3 + ZA2O
(A = Na, Li). (1) x = 0.1, Z = 0.04 (Na2O); (2) x = 0.12, Z =
0.04 (Na2O); (3) x = 0.1, Z = 0; (4) x = 0.1, Z = 0.04 (Li2O);
and (5) x = 0.1.
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/ε0; relatively high Tk, Kp, d31, and g31; a wide range
of the mechanical figure of merit Qm; increased velocity
of sound VR; as well as high reproducibility of the
parameter from block to block within a lot and from lot
to lot. Thus, the solid solutions are promising PF mate-
rials for various applications.
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Reconstruction of the Autowave Structure upon Deformation 
of Polycrystalline Aluminum
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Abstract—The evolution of zones of localized plastic deformation in polycrystalline aluminum was investi-
gated. At the stage of the linear strain hardening, such zones were established to move synchronously, whereas
at the stage of parabolic strengthening they are stationary. The quantitative characteristics (wavelength, propa-
gation velocity) of deformation waves that are formed at the stage of linear strengthening were determined.
A relation between the quantitative characteristics of the process of deformation localization and the grain size
was found. The distribution of local deformations upon transition from one stage of plastic flow to another was
investigated. A model that explains the generation of coarse-scale structures of localized plastic deformation is
suggested. © 2001 MAIK “Nauka/Interperiodica”.
INTRODUCTION

The investigations of the kinetics of the develop-
ment of deformation localization that were performed
on a wide circle of materials using a high-precision
technique [1–4] show that the process of plastic flow
tends to localization during its entire course and that the
forms of localization have a clearly pronounced rela-
tion to the multistage nature of the flow curve. The most
interesting problem in this connection is the synchro-
nous motion of plastic-flow zones observed at the stage
of linear strengthening, at which σ ~ Θε, where σ is the
stress in the sample, ε is the related total deformation,
and Θ = dσ/dε is the strain-hardening coefficient. The
detailed picture of flow localization in this case makes
it possible to obtain the characteristics of the specific
wave process, i.e., the wavelength λ and the velocity of
its propagation Vw (which is inversely proportional to Θ)
[5]. At the stage of parabolic strengthening, when σ ~ εm

(m < 1) and the strain-hardening coefficient decreases
with increasing deformation, the zones of plastic flow
are stationary. To understand the origin of these differ-
ences, of significant interest is the evolution of the pro-
cess of deformation localization in the material, which
can exhibit a repeated change of the parabolic and lin-
ear stages of strengthening. It proved that polycrystal-
line aluminum is unique in this respect; its σ (ε) curve
consists of three stages [6]: two parabolic stages (at the
beginning and at the end of the process) and a linear
stage between them. The aim of this paper is to clarify
the laws of the development of the process of deforma-
tion localization at each stage and upon transition from
one stage to another.
1063-7842/01/4605- $21.00 © 20563
EXPERIMENTAL

As the material for the investigation, we used sheet
aluminum of grade A85 (total content of impurities no
more than 0.15 wt %). Samples with the dimensions of
the gage portion of 50 × 10 × 2 mm were stamped from
a sheet. The average grain size D was changed by pre-
liminary plastic deformation and subsequent recrystal-
lization annealing; in three cases under study, it was
0.2, 0.3, and 0.4 mm. The samples were pulled in ten-
sion in an Instron-1185 testing machine at a constant
velocity of the mobile grip Vm = 3.35 × 10–6 m/s (εt =
6.7 × 10–5 s–1).

The accuracy of distinguishing the linear stage of
strain hardening was enhanced by using a special tech-
nique, in which, in addition to the usual procedure of
finding the deformation interval in which the coeffi-
cient Θ was constant, the ultrasonic velocity Vs was
measured in the sample directly during the mechanical
tests [7]. As is shown in [7], both Θ and Vs are constant
at the stage of linear strengthening in aluminum; the
use of an additional criterion simplifies the separation
of this stage and increases the accuracy of determining
its beginning and end in the σ (ε) flow curves for the
samples of polycrystalline aluminum used.

The patterns of deformation localization were
revealed directly in the process of loading using the
speckle-interferometry method described in detail in
[4]. This method makes it possible to obtain the distri-
butions of the components of the plastic-distortion ten-
sor βi , j = ∇ r (where r is the displacement vector) over
the surface of observation (see, e.g., Fig. 1) and follow
their evolution in time. Thus, analyzing changes in the
position of zones of localized plastic flow depending on
time t = ε/εt, we can determine important characteris-
tics of the process, such as the velocity V of propaga-
001 MAIK “Nauka/Interperiodica”
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Fig. 1. Distribution of local elongations in a sample with grain size D ≈ 0.2 mm (the contours correspond to lines of ε = const).
tion of deformation waves along the sample axis in the
course of its extension and the wavelength λ.

RESULTS

We managed to separate the stage of linear strength-
ening in the curves of plastic flow of all the samples of

6

5

4

3
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Fig. 2. The beginning (1) and the end (2) of the stage of lin-
ear strengthening of polycrystalline aluminum depending
on the grain size.
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Fig. 3. Displacement of the maxima of localized deforma-
tion along the sample axis (D ≈ 0.2 mm) upon tension at a
constant rate.

2

1

polycrystalline aluminum that were studied. As is seen
from Fig. 2, in all three cases the extension of this stage
is small and decreases with increasing grain size D.
This agrees with the data of [6], according to which the
linear stage is poorly distinguishable at temperatures
above 77 K, especially in coarse-grained and single-
crystal aluminum. Indeed, the extrapolation of the
curves obtained to their intersection shows that |εe –
εb |  0 as D  0.5 mm, i.e., the segment of linear
strengthening vanishes, degenerating into a point of
transition from one parabolic stage to another with a
discontinuous change in the exponent m in the expres-
sion

(1)

that describes parabolic strengthening [6].

Owing to this type of the vicissitude of stages in the
curve of plastic flow of aluminum, we managed to
solve the main problem of the investigation: to plot and
analyze the distributions of the εxx component of the
tensor of plastic distortion (εxx ≡ ∂u/∂x is the local elon-
gation in the direction x along the axis of tension of the
sample; u is the component of the vector r in the x
direction) in the process of deformation of the same
material strengthened according to various laws. It is
suitable to represent the data for the analysis of the evo-
lution of deformation localization in the form of the
dependence of the position X* of the maxima of the
quantity εxx along the axial line of the sample on the
deformation time t ~ ε, as is shown in [3]. The depen-
dence obtained (Fig. 3) shows that the behavior of εxx at
the linear and parabolic stages of strengthening is dif-
ferent. It follows from Fig. 3 that the stage of linear
strengthening is associated with the inclined segments
of the X*(t) dependences; the velocity of propagation of
deformation waves in this case is Vw = dX*/dt (see
table). The stages of parabolic strain hardening in
Fig. 3 correspond to the horizontal segments of the
X*(t) dependences, for which Vw = 0. Thus, the regular-
ities preliminarily established on a wide circle of met-
als and alloys [1–4] manifest themselves upon exten-
sion of polycrystalline aluminum in the total measure:
at the parabolic stages, stationary systems of zones of
plastic flow appear, whereas at the stage of linear
strengthening, a system of zones of localized deforma-
tion that moves over the sample arises (wave process).

σ σ0 Aεm,+=
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DEVELOPMENT OF LOCALIZED 
DEFORMATION

The localization of plastic deformation in polycrys-
talline aluminum has characteristic features that arise
and develop in accordance with the change of stages of
strain hardening. In the course of plastic flow, a system
of zones of localized deformation spontaneously arises
in samples and evolves in the form of a wave process or
a stationary structure, and the type of the pattern of
localization of these zones is completely determined by
the law of strain hardening that is operative at a given
moment. Let us discuss the main experimentally estab-
lished features of the development of such patterns of
localized deformation in polycrystalline aluminum.

An analysis of the shape and of the spatial position
of the zones of localized deformation in a sample made
it possible to establish that they represent parallel layers
of plastically deformed material 3–5 nm thick. This is
the case both for the parabolic and linear strengthening;
the difference is that at the stage of linear strengthening
such layers move synchronously. The traces of the lay-
ers at the surface of observation are almost perpendicu-
lar to the axis of tension of the sample. In this feature,
they differ, e.g., from the Lüders bands, for which the
slope predicted by the theory of elasticity [8] and usu-
ally observed experimentally is ~55°. The difference
appears to be due to the fact that the properties of real
coarse-grained aluminum do not fully correspond to the
idealized models of plasticity used in calculations. It
follows from the analysis of the localization patterns,
such as those shown in Fig. 1, that the plasticity isolines
are slightly curved and their profiles (steepness of the
slopes) are asymmetric.

Thus, alternating deformed and nondeformed layers
of approximately equal thickness arise in aluminum
polycrystals upon plastic flow. The dynamics of their
evolution corresponds to a given stage and to the mech-
anism of strain hardening that acts at a given moment.
Such a delamination of the deformed material occurs
spontaneously upon tension at a constant rate and
appears to represent a general property of the process of
plastic deformation [1, 2].

The plastic flow develops in such a stratified mate-
rial as follows. At the stages of parabolic strengthening,
the entire plastic deformation proves to be almost com-
pletely localized inside immobile active zones; the
material between these zones is virtually not deformed.
At the stage of linear strengthening, the plastic defor-
mation occurs so that the process gradually involves
new layers of the material adjoining the leading fronts
of the mobile zones of plastic flow, whereas the defor-
mation in the layers at the back edges of these zones
ceases.

At the stage of linear strengthening, the process of
localization acquires a wave nature and is characterized
by a wavelength λ and a velocity of wave propagation
Vw (see table). In the investigated cases, the magnitude
of Vw decreases with increasing coefficient Θ, which
TECHNICAL PHYSICS      Vol. 46      No. 5      2001
qualitatively agrees with the previously established
(and explained in [5]) expression

(2)

which relates these two characteristics of the deformed
medium. In comparison with the data of [5] on the
Vw(Θ) dependence for single crystals of alloyed γ-Fe,
the linearity in the case of aluminum is less -or- more
poorly fulfilled. This appears to be explained by the fact
that the changes in the strain-hardening coefficient Θ in
this case are due to differences in the grain size D in
various samples. It follows from the quantitative analy-
sis of the relation between the strain-hardening coeffi-
cient and the grain size, the Θ(D) function has the form
analogous to the well-known Hall–Petch relationship:

(3)

(Fig. 4) with the correlation coefficient k = 0.97. Other
mechanical properties of aluminum, e.g., flow stress,
also can change with changing D. Since J in Eq. (2) has
the sense of the energy flux through the deformed sam-
ple [5], the change in the flow stress leads to changes in

Vw V0 J /Θ,+=

Θ Θ0 kΘD 1/2–+=
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D–1/2

1.3
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1.5

1.6
Θ × 10–8, MPa

0.2

0.3

0.4

Fig. 4. Strain-hardening coefficient of polycrystalline alu-
minum (stage of linear strengthening) depending on the
grain size. Numerals near the data points denote grain
size D (mm).

Dependence of the parameters of deformation waves in poly-
crystalline aluminum on the grain size (stage of linear defor-
mation strengthening)

 Grain size
D mm

(D–1/2, mm–1/2)

Strain-harde-
ning coefficient

Θ, 10–8 Pa
(Θ/E) × 103

Wave-
length
λ, mm

Velocity of pro-
pagation of defor-

mation waves 
Vw × 10–5 m/s

0.2 (2.24) 1.58 (2.24) 7.0 ± 0.5 8

0.3 (1.82) 1.42 (2.01) 5.8 ± 0.2 8

0.4 (1.58) 1.38 (1.96) 4.5 ± 0.2 13



566 ZUEV et al.
J and a deviation of the Vw(Θ–1)dependence from lin-
earity predicted by Eq. (2).

At the first and second stages of parabolic strength-
ening, the alternating actively deformed and nonde-
formed layers produce a stationary structure in the sam-
ple. The deformation localization at the second para-
bolic stage is so large that the development of such a
structure leads to the formation of several (3 to 5)
clearly distinguishable necks in the sample. Finally,
shortly before the appearance of a macroscopic narrow-
ing of the cross section, the entire plastic deformation
is localized in one place, where later a neck is nucleated
and ductile fracture of the sample occurs.

DEFORMATION LOCALIZATION AS A PROCESS 
OF ORDERING IN A DEFORMED MEDIUM

In the evolution of deformation structures upon
plastic flow of polycrystalline aluminum, clear regular-
ities can easily be traced which are also characteristic
of other, previously investigated materials. After the
yield limit is reached at the first stage of parabolic
strengthening, a stationary system of localized zones of
plastic flow arises in the sample. At the stage of linear
strengthening, such zones move synchronously along
the sample at a constant rate. The transition to the sec-
ond stage of parabolic strengthening is accompanied by
the formation of an immobile system of zones of local-
ized flow.

It should be noted that upon transition from one
stage to another the existing structure of zones of local-
ized deformation becomes “broken up” and a new
structure, corresponding to the law of deformation
strengthening that acts at a given stage arises in its
place. Due to the changes in the law of deformation, the
distribution of the localized-deformation zones
becomes disordered, their amplitude decreases by a
factor of about two, and their number increases (some
zones become divided into two). Then, in the beginning
of the new stage of strengthening, a specific localiza-
tion pattern (mobile or stationary) is spontaneously
formed from the disordered distribution of the zones of
plastic flow, gradually acquiring regular features. An
important feature of the observed evolution is that it
occurs in the course of the continuous extension of the
sample at a constant rate.

The duration of the linear stage of strain hardening
decreases in coarse-grained samples in such a way that
the deformation εe corresponding to the end of this
stage is virtually insensitive to D, whereas the begin-
ning of the linear stage εb is shifted with increasing
grain size into the range of larger deformations (Fig. 2),
i.e., the stage of linear deformation at which the flow
stress is

(4)

arises in polycrystalline aluminum at the expense of the
corresponding shortening of the first parabolic stage,
and this shortening is more pronounced in a fine-

σ σb Θε+=
grained material. This conclusion is confirmed by the
following feature of the kinetics of transition from the
first parabolic stage to the linear stage: while the σ (ε)
diagram goes into the linear stage (σ ∝  ε), the zones of
localized deformation still remain immobile; their
motion begins after an approximately one-fourth of the
duration of the stage of linear strengthening. Therefore,
the duration of the transition between stages deter-
mined from the σ (ε) curve proves to be smaller than
the time required for the formation of a new pattern of
localized deformation. This feature agrees well with the
results of [6], where it was shown that the deformation
corresponding to the beginning of the second parabolic
stage is virtually independent of the grain size in
aluminum.

The microstructural features corresponding to the
various stages of the flow curve in polycrystalline alu-
minum were qualitatively considered in [6]. There are
also numerous works devoted to electron-microscopic
investigations of the structure of deformed aluminum
(see, e.g., [9]). Unfortunately, it is impossible to clarify
the origin of the macroscopic localization of flow and,
moreover, to understand its details at the various stages
of deformation strengthening on the basis of only
microscopic investigations. In this work, using the
X-ray diffraction technique based on the concepts
developed in [10] and a specially designed scheme
[11], we established that the change of stages of the
flow curve is accompanied by marked quantitative
changes in the fine structure of the deformed material.
It turned out that already at the first stage of parabolic
strengthening, the grains of polycrystalline aluminum
become divided into blocks of size χ. The onset of the
stage of linear strengthening corresponds to a significant
(twofold) increase in the size of such blocks, as shown in
Fig. 5. After the termination of the stage of linear
strengthening, the block dimensions again decrease.

It is evident that the above behavior can be consid-
ered as a result of ordering in the deformed medium.
Such an approach, based on the ideas of synergetics
[12], finds progressively wider application in explain-
ing processes of structure formation upon plastic flow.
Significant part of investigations is devoted to attempts
of explaining the formation of dislocation structures of
various complexity [13, 14], and it is only in a few
works [1, 4, 15, 16] that the processes of self-organiza-
tion are regarded on a macroscopic level as a spontane-
ous development of localization zones, and their regu-
lar behavior is considered in accordance with the mul-
tistage nature of the flow curve [1, 4, 16]. In those
works, all possible patterns of localization are consid-
ered as various types of autowave processes [17] or dis-
sipative structures that arise in open systems through
which an energy flux passes.1

1 Autowaves, in contrast to the conventional waves that arise under
the action of an external action, are eigenstates of a medium [17].
The media that admit such phenomena are called active. The main
differences between deformation autowaves and plasticity waves
or elastic waves in solids were considered in [5].
TECHNICAL PHYSICS      Vol. 46      No. 5      2001
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From such a viewpoint, a changeover of the types of
localization of plastic flow is related to changes in the
state of the deformed medium. Since the most signifi-
cant changes upon plastic flow in a material consist in
the accumulation and redistribution of lattice defects,
clear concepts of the relationship between the micro-
structural parameters and quantitative characteristics of
the patterns of deformation localization are required. In
this connection, of great importance is the fact, estab-
lished in this paper, that the transition from a stationary
structure of localized zones to a wave-type structure is
related to the above-mentioned noticeable increase in
the size of blocks, which was determined by X-ray dif-
fraction.

ON THE NATURE OF LONG-WAVELENGTH 
PERIODICITY

As was noted earlier [1–4], the most complex part of
the problem is the explanation of the magnitude of the
wavelength (distance between zones of plastic flow),
which is 5–10 nm on the order of magnitude. The solu-
tion suggested in this work is based on the following
model. A polycrystal loaded by an external device rep-
resents a mosaic of stressed domains of microscopic
scale, which are connected with stress concentrators at
which the generation of dislocation shears proves to be
more probable. Each shear in this case is considered as
a discontinuous (jumplike) relaxation process. Such
jumps in aluminum were studied in detail at helium
temperatures [18]. A relaxation jump is accompanied
by the emission of elastic pulses (acoustic emission)
[19]. Thus, it is characteristic of the state of a stressed
material that, in the system of elastically stressed con-
centrators, there walk random elastic pulses, whose
superimposition on the static fields of the stress con-
centrators increases the probability of relaxational
events of plastic deformation.

Let us consider the propagation of such a pulse
through a zone with a variable dislocation density
(through a zone of plastic flow that had been spontane-
ously divided into blocks). For simplicity, we assume
that the dislocation density in each block decreases
from its center to the periphery in a linear law. In accor-
dance with the known relation [20] ε ≈ bρl (where b is
the Burgers vector, ρ is the dislocation density, and l is
the average dislocation free path), this results in an
analogous distribution of deformation in such a zone.
As follows from Fig. 5, the velocity of sound in the
deformed aluminum at the stage of parabolic strength-
ening changes with deformation (Vs ∝  ε). This means
that upon the passage of a plane wave through such a
zone, the wave front rotates by a small angle α, as
shown in Fig. 6, and the waves from neighboring
domains, which play the role of acoustic lenses, will be
focused on the symmetry axis. This results in an
increase in the concentration of elastic stresses and a
related increase in the probability of the occurrence of
relaxational acts of plasticity in the zone of stress
TECHNICAL PHYSICS      Vol. 46      No. 5      2001
focusing; this, in turn, leads to the formation of a new
zone of deformation at a distance λ from the initial
zone. A simple geometric calculation (see Fig. 6 for
details and designations) shows that this distance is

(5)

In aluminum, the sound velocity is Vs = 6 × 103 m/s
and its experimentally found change in the range of
plastic deformations corresponding to the stage of par-
abolic strengthening is ∆V ≈ 10 m/s [7]. For reasonable
values of the cross-sectional size of blocks δ ≈ 10–7 m
(Fig. 5) and for the ratio χ/2δ ≈ 10, we obtain λ ≈ 6 ×
10–3 m, which is close to the experimentally observed
distance between the zones of localized deformation. It
is important that λ @ χ, so that relation (5) specifies the
relationship between the scales of the phenomena on
the microscopic (dislocation) and macroscopic (zones
of deformation localization) levels of the process of
plastic flow. An analysis of the geometry of focusing
shows that such an effect can manifest itself on both the
ascendant and descendant branches of the Vs(ε) depen-
dence (Fig. 5).

It seems that the role of such acoustic lenses may be
played by dislocation ensembles with a nonuniform
distribution of dislocations (and deformations) in them,
such as dislocation tangles, cells, etc. [9], as well as
twins. In this case, the various schemes of distribution
and behavior of macroscopic zones of localized defor-
mation can naturally be related to changes in the geom-
etry of the acoustic lenses (i.e., in the magnitudes of χ,
δ, and their ratio) considered above or to the redistribu-

λ χ/2 αsin χ/2 αtan χ/2( )    1/ ∆Vδ/χV s( )≈ ≈ ≈
≈ χ χ/2δ( ) V s/∆V( ).
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Fig. 5. Variation of the dimensions of microstructure blocks
(δ) and the velocity of ultrasound propagation (Vs) upon
deformation of aluminum.
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tion of dislocations in them in the course of plastic flow.
Thus, in accordance with Eq. (5), the above-noted
increase in the block dimensions δ leads to a corre-
sponding change in the distance λ, which manifests
itself in the displacement of the zone of plastic flow
along the axis of tension at the stage of linear deforma-
tion strengthening.

CONCLUSION

Thus, the investigation of the evolution of the local-
ization of plastic deformation in polycrystalline alumi-
num made it possible to observe the formation and
decomposition of time–spatial ordered patterns of
localized plastic flow. Their character and evolution
completely correspond to the previously established
types of relation of the patterns of localization with the
law of deformation strengthening that is operative at a
corresponding stage of the plastic flow curve. Accord-
ing to the model suggested, the formation of such
ordered systems of plastic-flow zones is due to the fact
that the randomly arising regions of localized deforma-
tion serve as acoustic lenses that focus the acoustic
radiation generated by relaxational events at a certain
distance from the operative deformation zone, which

A

A

2χ

A

A'

A

A'

A

S

S

x

∆V × t

λ
α

δ

Fig. 6. To calculation of the distance between the zones of
localized plastic flow: A–A, position of the wave front
before the passage through the deformation zone; A–A'–A–
A', position of the wave front after the passage through the
deformation zone; and S, probable sites of nucleation of new
deformation zones.
increases the probability of the realization of the next
event of plastic flow in the region of focusing.
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Abstract—The kinetics of impurity atmosphere formation and phase precipitation near the triple joints of
deformation boundaries of the cellular structure is considered. The decomposition of solid solutions of substi-
tutional impurities when an alloy is under high plastic strain is theoretically analyzed. © 2001 MAIK
“Nauka/Interperiodica”.
At large plastic strains in an alloy (ε > 0.1–0.2), the
cellular structure with a characteristic cell size of
1−2 µm is formed [1, 2]. Microscopically, the forma-
tion of such structures is due to two processes: glide
and climb of edge dislocations. Boundaries between
the cells are named deformation boundaries, since they
arise under plastic strain. If the structure continuity is
undisturbed, the disorientation of adjacent cells gener-
ates a self-balancing system of internal stresses. The
stresses are maximal near the triple joints of deforma-
tion boundaries. The dilatation field of the joints is sim-
ulated by a wedge disclination [3]. In the stress field
produced by disclinations of various sign, substitu-
tional impurities are separated: those with an atomic
radius larger than that of a solvent diffuse to the posi-
tive-dilatation disclination, while those with smaller
atomic radii move toward the negative-dilatation discli-
nation. If the impurity concentration near a wedge dis-
clination exceeds the solubility limit at a given temper-
ature, macroscopic concentration inhomogeneities like
impurity atmospheres or second-phase precipitates
arise, indicating the decomposition of impurity solid
solutions. In this work, we studied the kinetics of these
processes near the triple joints of deformation bound-
aries in the cellular structure. The decomposition of
solid solutions of substitutional impurities under high
plastic strain of an alloy is theoretically analyzed.

The potential of interaction between an impurity
atom and a wedge disclination is given by

(1)

where µ is the shear modulus, ν is Poisson’s ratio, ω is
the magnitude of the disclination rotation vector, ∆v is
a change in the crystal volume when an impurity atom
is introduced, and R1 is the outer disclination radius.

The logarithmic divergence of the potential V at
r  0 and R1  ∞ is eliminated if these parameters

V A
r

R1
-----, Aln

µω 1 ν+( )∆v
3π 1 ν–( )

----------------------------------,= =
1063-7842/01/4605- $21.00 © 20569
are assumed to be finite. The radius r0 of the wedge dis-
clination core is comparable to the characteristic thick-
ness of deformation boundaries (several interatomic
distances). The outer disclination radius R1 equals half
the cell size. Since R1/r0 ≈ 104, diffusion problems are
sometimes solved for an unbounded region. For a pos-
itive-dilatation wedge disclination (tensile stresses),
ω < 0; for a negative-dilatation disclination, ω > 0
(compressive stresses). Near the former, impurity
atmospheres with large atomic radii form; near the lat-
ter, smaller radius impurities are concentrated. Note
that the sign of ∆v changes with the disclination sign.
Therefore, the value of the potential V remains con-
stant. Physically, this means that diffusion of substitu-
tional impurities with various atomic radii toward asso-
ciated disclinations is governed by the same equations.

The formation kinetics of impurity atmospheres in
the vicinity of a wedge disclination is described by the
unsteady-state equation of diffusion in the field of the
potential V subject to appropriate initial and boundary
conditions:

(2)

where D is the impurity diffusion coefficient, k is the
Boltzmann constant, T is absolute temperature, C0 is
the mean impurity concentration, and Ceq is the equilib-
rium impurity concentration near the disclination core.

Let us briefly review the physical meaning of the
initial and boundary conditions adopted in our model.
At the initial time instant, the substitutional impurities
are uniformly distributed over the volume and their
concentration equals the mean concentration C0. The
same holds at the boundary r = R1. In physical terms,
this means that the loss of impurity atoms that move to
the disclination core (to the boundary r = R1) is com-

1
D
----∂C

∂t
------- ∆C

∇ C∇ V( )
kT

---------------------- r0 r R1≤ ≤( ),+=

C r, 0( ) C0, C R1 t,( ) C0, C r0 t,( ) Ceq,= = =
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pensated for by the atoms arriving from adjacent discli-
nations of the opposite sign. This follows from the self-
balance of the stress system at the triple joints of cell
boundaries. The condition at the boundary r = r0 means
that here the equilibrium impurity concentration is set
instantaneously and then remains unchanged through-
out the time of impurity distribution by diffusion. At
r = r0, the equilibrium impurity concentration is con-
ventionally expressed as

(3)

The logarithmic coordinate dependence of the inter-
action potential V significantly simplified problem (2):

(4)

The sign of the dimensional parameter α does not
depend on which (large or small) impurity atoms dif-
fuse to associated (positive- or negative-dilatation) dis-
clinations. In fact, when large impurity atoms diffuse to
a positive-dilatation disclination, α < 0, since ω < 0 and
∆v > 0. When small atoms diffuse to a negative-dilata-
tion disclination, α also < 0, since ω > 0 and ∆v < 0.
This immediately follows from relationship (1). The
parameter α is the binding energy between an impurity
atom and a wedge disclination divided by thermal
energy. If |α| ! 1, the stress field of a wedge disclina-
tion can be considered as a small perturbation of the
basic diffusion flux. If |α| @ 1, the disclination field
governs the impurity diffusion flux. Finally, at |α| ≈ 1,
the diffusion fluxes due to the potential V and concen-
tration gradients are comparable to each other. Let us
evaluate |α| for the Mo–Nb system. At kT = 2 × 10–20 J,
µ = 1.34 × 1011 Pa, ν = 0.3, ω = 0.3 rad, and ∆v = 2.7 ×
10–30 m3, we have |α| = 1. The disorientation angle
between adjacent cells ω = 0.3 rad seems to be quite
reasonable for the strain ε ≈ 0.3.

Next, consider the kinetics of the formation of an
impurity atmosphere near a positive-dilatation wedge
disclination. For α = –1, the concentration field of large
impurity atoms is found from a solution to the problem

(5)
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V
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and has the form

(6)

It is seen that the stress field of an wedge disclina-
tion turns the problem with cylindrical symmetry to the
plane problem; that is, a cylindrically symmetric impu-
rity atmosphere is formed according to the plane sym-
metry law. This greatly enhances the formation rate of
the impurity atmosphere, as directly follows from the
diffusion equations in (4) and (5). Indeed, all other
things being equal, at ∂C/∂r < 0, the rate of change of
the impurity concentration (∂C/∂t) in (5) is larger than
in (4) at α = 0 [the second term in the right of (4),
(1/r)(∂C/∂r) < 0, diminishes ∂C/∂t]. The impurity
atmosphere here is formed because the large atoms
leave adjacent negative-dilatation disclinations. In the
vicinity of these disclinations, their own small-atom
atmospheres form (small atoms leave positive-dilata-
tion disclinations). The formation kinetics of the latter
also obeys (5) and (6). In other words, the solid solution
of substitutional impurities becomes layered. This is
typical of multicomponent alloys, where the atomic
radius of substitutional impurities differs from that of
the matrix metal. Therefore, in multicomponent alloys,
impurity atmospheres at the triple joints of deformation
boundaries have different compositions. Interstitial
impurities behave in a somewhat different manner.
They form atmospheres only near positive-dilatation
wedge disclinations, since any interstitial impurity
increases the crystal volume.

If the concentration of substitutional impurities near
wedge disclinations exceeds their solubility limit, new
phases appear. They nucleate and grow at wedge discli-
nations of various signs with an equal probability. The
growing precipitates capture the substitutional impuri-
ties from the solid solution and deplete it. The diffusion
growth of precipitates proceeds as follows. First, a
nucleus with a characteristic radius R0 rapidly forms;
then, it grows by diffusion. During this process, the
concentration of substitutional impurities at the moving
boundary of the precipitate changes stepwise: C = C1 in
the new phase and C = C2 in the surrounding matrix
(C1 > C2 and C2 < C0, where C0 is the mean impurity
concentration). In physical terms, this means that the
precipitate boundary instantaneously captures the
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impurities from the solid solution and delivers them to
the new phase with a higher concentration. Mathemat-
ically, the problem of diffusion growth kinetics for the
new phase near a wedge disclination is stated as

(7)

where R0 is the radius of a new-phase nucleus and R is
the current radius of the new phase.

It is assumed that the outer radius of a wedge discli-
nation far exceeds the characteristic size of a precipi-
tate. This allows us to consider the new-phase growth in
the infinite matrix. If there exist large substitutional
atoms (α = –1) near a positive-dilatation wedge discli-
nation, problem (7) takes the simpler form

(8)

If precipitation is controlled by impurity diffusion,
the precipitate size grows according to the law R(t) =

β , where β is a dimensionless parameter of the
problem. Its value is found from the equation for mass
balance at the interface. In the fixed interface approxi-
mation, this equation turns to the quadratic equation
for β:

(9)

Other approaches (for example, the introduction of

the new variable r/2 ) will not qualitatively change
the growth kinetics but will make the equation for β
more complicated [4]. Moreover, one should realize
that the diffusion growth of precipitates is merely an
idealized model. In actual systems, second-phase pre-
cipitation is governed by two processes: the diffusion of
impurities to the interface and their absorption at it. The

growth kinetics law changes from ~  to ~t , whichever
prevails. Our approximation is valid when impurity
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atoms are absorbed momentarily and, hence, diffusion
becomes the limiting stage of new-phase evolution.
With the initial and boundary conditions remaining
unchanged and α = 0 in (7), we have

(10)

Such a statement implies that the new phase grows
only owing to the impurity concentration gradient.
From the equation for mass balance at the interface, one
can derive the transcendental expression for the param-
eter β1, which characterizes the growth kinetics accord-

ing to the law β1  [5]:

(11)

where K0(x) and K1(x) are modified Bessel functions of
zero- and first order, respectively.

A solution of Eqs. (9) and (11) allows us to estimate
the effect of the stress field of a wedge disclination on
the precipitation kinetics. Without loss of generality,
we put C0 = 2 × 10–4, C2 = 10–4, and C1 = 3 × 10–4 at.%.
Then,

(12)

Since K1(x)/K0(x) > 1, β1 > 1/ . On the other
hand, from the first relationship in (12), β = 1/β +

1/ , it follows that β > 1/ . Therefore, it is impos-
sible to arrive at the expected inequality β > β1 without
numerical analysis. Numerically solving Eqs. (12)
yields β = 1.3 and β1 = 0.8. For these values, the growth
kinetics is described by the relationships

(13)

One can see that the stress field due to a wedge dis-
clination (the model of triple joints at deformation
boundaries) significantly enhances the growth rate of
precipitates. Other values of the boundary concentra-
tion require merely a numerical refinement of β and β1.
With small substitutional atoms present near a nega-
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tive-dilatation disclination, the growth kinetics of pre-
cipitates obeys the same mathematical laws.

Thus, when an alloy is subjected to a high plastic
strain, the solid solution of substitutional impurities
decays. The decay is favored largely by a great number
of triple joints (at deformation boundaries) that appear
during the formation of the cell structure. The distinc-
tive feature of these structural imperfections, which are
simulated by wedge disclinations, is that they generate
high stress fields. In fact, a wedge disclination, for
which σll ~ ln(r/R) and N(t) ~ t  (σll is the trace of the
normal stress tensor and N(t) is the time law of impu-
rity atmosphere formation), is the most powerful

defect. Next are a microcrack tip (σll ~ 1/ , N(t) ~
t4/5) and an edge dislocation (σll ~1/r, N(t) ~ t2/3) [6].
That is why impurity atmospheres and precipitates
form just near the triple joints of deformation bound-
aries. At a high plastic strain, the concentration of such
defects grows because the cells become smaller.

r
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Abstract—An analysis is carried out of the carbon clusters that may be immediate precursors of fullerenes.
Using quantum chemistry methods it is shown that these can be two-ring clusters with a single bond between
the rings. Possible initial steps of the transformation of a two-ring cluster into a fullerene have been outlined.
© 2001 MAIK “Nauka/Interperiodica”.
In [1], a scheme for calculating the kinetics of
fullerene formation from multiple-ring structures was
proposed. All possible transformation routes can, in
principle, be followed in this scheme for a given start-
ing object and a prediction made about the fraction of
clusters closing under the conditions considered and
the fraction remaining unassembled. The scheme was
entirely speculative and based on the following
assumptions.

(1) Intermediate clusters in the growth of fullerenes
can be characterized by three parameters: the number
of pentagons N5, the number of hexagons N6, and the
number of vacant radicals ρ.

(2) All topologically possible routes for the rings to
be bonded to the growing cluster nucleus are equivalent
and feasible.

(3) To describe the evolution of the clusters quite a
small number of reactions is sufficient.

(4) Incompletely assembled clusters with a large
surplus of pentagons or hexagons (necks or shells) fail
to develop further and the bonds in them can only
break.

Before using this scheme in the calculation of
fullerene formation in an arc discharge, the starting
object has to be defined, the assumptions it is based
upon verified, and, if necessary, corrected. The present
study is devoted to solving the first of these problems.

We used both semi-empirical methods of quantum
chemistry (mainly the AM1 method) and various esti-
mates. With the help of the AM1 method, we deter-
mined the energies of given configurations and the cor-
responding atom positions. Specifying reactions inside
the cluster, one can calculate the parameters of the cor-
responding transition states and determine the reaction
probability based on the theory of transition state [2].
1063-7842/01/4605- $21.00 © 20573
1. In order to successfully simulate the process of
fullerene formation in an arc discharge it is necessary
first of all to identify the most probable immediate pre-
cursors of fullerenes. As such precursors, either two-
ring clusters with four triply bonded atoms [3] or three-
ring clusters [4] were proposed. In these studies the
dynamics of such clusters was considered for the most
probable route in every instance. However, different
objects were not compared using the same method and
it was not determined which of them actually domi-
nates fullerene formation under specified conditions.

Experiments on the mobility in drift tubes [5] give a
definite picture of the evolution of carbon clusters up to
the phase of ring formation (atoms  molecules 
chains  rings). It can be supposed that the next
object on the route to fullerene formation will be a two-
ring cluster produced as a result of the collision of
rings. Its most likely configurations are shown in Fig. 1.
Cluster I forms when two rings collide in such a way
that the atom of one ring hits an atom of the other ring
and the inertia of the relative motion of the rings is not
enough for overcoming the elasticity of the bonds.
Cluster II analyzed in [3] forms in a situation when the
two rings come within a bond’s length of one another
and then part of one ring penetrates the other ring. In

IIIIII

Fig. 1. Clusters with different topologies: (I) two-ring clus-
ter with two triply bonded atoms, (II) two-ring cluster of the
two-ring adduct type [3], and (III) three-ring cluster.
001 MAIK “Nauka/Interperiodica”



 

574

        

ALEKSEEV, DYUZHEV

                                                                                                       
this case the inertia of motion overcomes the elasticity
of bonds and one more bond is formed. The minimum
additional kinetic energy needed in this case in equal to
the barrier for the rings to get close to each other and,
according to our estimates, amounts to 0.5–0.6 eV (the
same as in [6]). Thus, the relative occurrence of the for-
mation reaction of cluster II at a temperature of 0.25 eV
can be estimated at 10–20% of the total number of col-
lisions.

2. Consider the possible ways to transform clusters I
and II into fullerenes and compare their efficiencies.
For cluster I, it will be natural to evolve through a
sequence of reactions producing pentagons and hexa-

Fig. 2. First reactions in the development of cluster I; forma-
tion of a singly bonded frame. N = 32.
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Fig. 3. Energy variations in the evolution of two-ring clus-
ters I (1) and II (2). Identical reaction chains are taken, NΣ
is the total number of pentagons and hexagons in a cluster.
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Fig. 4. Energies of clusters (1) and fullerenes (2) as func-
tions of the number of atoms N. The zero of energy is taken
as the value of the total energy of two rings of (N/2) atoms.
gons (possibly also tetragons). One of this type of reac-
tion chains is shown in Fig. 2. It is seen that in every
transformation phase, the cluster consists of a central
singly bonded frame and the remains of the rings (ring
fragments).

For clusters II, this route is also possible, with the
growth point as one of the initial bonds. But the other
original bond usually interferes with the correct closing
of the structure and must eventually be broken. Yet even
prior to this, other conditions being equal, cluster II
must be more rigid and less reactive than cluster I. This
is seen in Fig. 3, which shows the energy variation with
the evolution of the clusters. The reaction chains for the
two clusters are assumed to be identical. It is seen that
in terms of energy, clusters II are in a less advantageous
situation than clusters I. So, among the two-ring clus-
ters, cluster I is a more probable precursor of fullerenes.

3. The next step in solving the problem should have
been a comparison of the evolution of cluster I with
three-ring clusters III (Fig. 1) formed when a two-ring
cluster captures a third ring. Such clusters were consid-
ered in [4]. Under real conditions of an arc discharge,
clusters III are formed much farther away from the dis-
charge axis than clusters I and their concentration
should be much lower. Therefore, they should be taken
into account only if their rate of transformation into
fullerenes is at least 1–2 orders of magnitude higher
than that of type 1 clusters.

Thus, in the search for a fullerene precursor the
fullerene synthesis process should be considered prac-
tically throughout, i.e., major routes of convolution into
fullerene taken by two- and three-ring clusters of close
dimensions should be established and characteristic
evolution times for these routes compared. Then, con-
centrations of the two- and three-ring clusters in the
discharge should be estimated by calculating at least
some simplified transformation dynamics of the pre-
ceding clusters.

4. Consider the evolution of a two-ring cluster I
along chains of reactions in which only pentagons and
hexagons are formed (like the chain shown in Fig. 2).
The reactions were analyzed beginning with a cluster of
N = 32 atoms, this being a minimum cluster size for
which a fullerene isomer exists with an energy lower
than that of the two-ring cluster (Fig. 4).

Directions of possible reactions for cluster I are
shown in Fig. 5 for a cluster with N = 40. In the varia-
tions shown in Fig. 6, in the course of reaction, the
energy ∆E and the reaction energy barrier Ea as func-
tions of the number of atoms are shown for some reac-
tions. In the first step of reaction a, a bond forms
between the atoms of the ring that are the next closest
to the cross bond, resulting in a hexagon. In reaction b,
the first and the second diagonal atoms of the rings are
bonded. However, a stable pentagon fails to form (clus-
ter A) and the reaction is completed with one of the
atoms sticking out (cluster C). It can form a hexagon
(“D”), though it is evident that the total time of such a
TECHNICAL PHYSICS      Vol. 46      No. 5      2001
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cascade reaction is longer than in reaction a, in which a
hexagon is formed at the very beginning. The barrier of
reaction a diminishes with cluster size from ~4 eV for
N = 20 to 1.8 eV for N = 48.

In the second step of the route through the hexagon,
the double-bonded hexagon atom binds one of the ring
atoms, resulting in either tetragon T, pentagon P, or
hexagon H (reactions t, p, and h). The ring fragment
may also be divided into two approximately equal parts
(reaction m). It is seen in Fig. 6 that for small clusters,
the least energy is spent in the formation of the penta-
gon and, for larger clusters (starting with N = 44–46),
in type m reactions.

Topologically, cluster M is nearly equivalent to a
three-ring cluster considered in [4]. Though the barrier

of reaction m,  ~ 3.5 eV, is considerably higher

than , this reaction should be taken into account,
because when the number of atoms is large the three-
ring clusters, as shown below, they demonstrate a
higher rate of closing into a fullerene. On the other
hand, estimates show that in a real arc discharge, the
effective time of reaction m is still much larger than the
time of the third ring capture. Therefore, in what fol-

Ea
m( )

Ea
p( )

a

b

A

D
C

MHPT

t
p h

m

T1 P1

Fig. 5. Formation reactions for pentagons and hexagons in
the first evolutionary step of a two-ring cluster I.
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Fig. 6. Energies involved in the reactions presented in Fig. 5
for different numbers N of the atoms: (a) energy variations
for different reactions; and (b) energy barriers for the reac-
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lows, reactions p and m are considered in parallel and
the three-ring clusters proposed in [4] are not consid-
ered at all.

Reaction h consumes much more energy than p and,
as distinct from m, nothing is gained in subsequent
kinetics. Reaction t producing a tetragon at N ≥ 36 is
somewhat less advantageous compared with p.
Besides, cluster T easily slips into a more preferable
configuration with one of the atoms sticking out (T1 in
Fig. 5). The same configuration is obtained most often
with cluster T when the optimization is started with a
bad approximation. In the next step a pentagon is
formed but with a different bonding of the rings (P1);
i.e., the end result is again a version of reaction p.

Thus, the process in which a fullerene is built only
from pentagons and hexagons requires no tailoring to
match the scheme but readily follows it.

5. The calculation of the development of the two-
ring cluster I using AM1 shows that this cluster trans-
forms into a cluster with a central tetragon (studied
alongside other clusters in [6]) practically without
meeting any barrier. It is not known if this result is true
or is a consequence of the tolerance of small valence
angles using this method. Therefore, it is necessary to
consider possible routes of evolution of the cluster with
a central tetragon (Fig. 7, S0), especially since it has a
lower energy than cluster I.

There are two such routes. The first involves
increasing the number of M tetragons (Fig. 7, transition
S0  S1 and so on). However, along this route,
already at M = 4, the cluster energy becomes very large
(Fig. 8, curve 1), which makes this route a dead-end.

A different method is more likely (S0  R0 
R1 in Fig. 7). This chain of reactions is always prefera-
ble in terms of energy, especially in the case of small
two-ring clusters (Fig. 8, curve 2), and its likelihood is
indirectly confirmed in experiments with drift tubes [5].
The barrier for the second reaction of this chain
amounts to 3.4 eV at N = 32 or 4.7 eV at N = 40 and,
apparently, grows further with increasing N. Conse-
quently, the larger the cluster, the lower the possibility
of its developing into a simple ring. As will be shown
later, the transformation into a fullerene has the oppo-
site tendency.

ACKNOWLEDGMENTS

This study was carried out in the framework of the
Russian program “Fullerenes and Atomic Clusters” and
supported in part by the Russian Foundation for Basic
Research, project no. 00-02-16928.

REFERENCES

1. N. I. Alekseev and G. A. Dyuzhev, Zh. Tekh. Fiz. 69 (9),
104 (1999) [Tech. Phys. 44, 1093 (1999)].

2. H. Eyring, S. H. Lin, and S. M. Lin, Basic Chemical
Kinetics (Wiley, New York, 1980; Mir, Moscow, 1983).

3. D. L. Strout and G. E. Scuseria, J. Chem. Phys. 100,
6492 (1996).

4. V. A. Schweigert, A. L. Alexandrov, Y. N. Morokov, and
V. I. Bedanov, Chem. Phys. Lett. 235, 221 (1995).

5. J. M. Hunter, J. L. Fye, and M. F. Jarrold, J. Chem. Phys.
3, 1785 (1993); J. M. Hunter, J. L. Fye, E. J. Roskamp,
and M. F. Jarrold, J. Phys. Chem. 98, 1810 (1994).

6. A. L. Aleksandrov, V. M. Bedanov, Yu. N. Morokov, and
V. A. Shveœgert, Zh. Strukt. Khim. 36, 991 (1995).

Translated by B. Kalinin
TECHNICAL PHYSICS      Vol. 46      No. 5      2001



  

Technical Physics, Vol. 46, No. 5, 2001, pp. 577–583. Translated from Zhurnal Tekhnichesko

 

œ

 

 Fiziki, Vol. 71, No. 5, 2001, pp. 71–77.
Original Russian Text Copyright © 2001 by Alekseev, Dyuzhev.

                          

SOLIDS

            
A Statistical Model of Fullerene Formation Based on Quantum 
Mechanical Calculations 

II. Verification of the Model and Kinetics of Transformation 
into Fullerene

N. I. Alekseev and G. A. Dyuzhev
Ioffe Physicotechnical Institute, Russian Academy of Sciences, St. Petersburg, 194021 Russia

e-mail: dgan@hm.csa.ru
Received August 28, 2000

Abstract—An analysis of a large number of feasible routes for the transformation of two-ring clusters into
fullerenes is carried out. The applicability of a scheme for the abridged description of this transformation devel-
oped earlier has been demonstrated as well as the fact that the formation of a small quantity of fullerenes with
less than 60 atoms results from the assembly kinetics alone, without resorting to symmetry considerations.
It has been shown that the assembly rate increases with cluster size, at least for clusters of less than 60 atoms.
© 2001 MAIK “Nauka/Interperiodica”.
In [1], a scheme of a condensed description of the
transformation kinetics of multiple-ring carbon struc-
tures into fullerenes was proposed that can be used to
calculate the formation of fullerenes in an arc dis-
charge. It has been shown in [2] that the most probable
precursor of the fullerene is a two-ring cluster with a
single bond between the rings. The purpose of this
paper is to consider the kinetics of transformation of the
two-ring cluster into the fullerene.

CLOSING KINETICS OF THE TWO-RING 
CLUSTER WITH THE FORMATION 
OF A FULLERENE: QUALITATIVE 

CONSIDERATION

1. Available computing facilities allow the closing
kinetics of a two-ring cluster resulting in the formation
of a fullerene to be calculated for clusters with the num-
ber of atoms N not exceeding 40. In particular, for N =
32, a calculation of the cluster closing was performed,
taking into account all possible assembly routes, which
gave an estimate of the effect of multiplicity of assem-
bly routes and yielded statistical data on the probability
of various reactions in the course of assembly. For N =
40, the bonding energy variation was considered for a
fairly large number of the possible routes (about 20)
and some qualitative relationships were formulated.
For a number of typical routes, the reaction probabili-
ties were calculated and used to determine the total
time of evolution.

2. Figure 1 shows all reaction types adequate for
evolution of the cluster towards a fullerene. Primed and
unprimed reactions differ in positions of the new car-
1063-7842/01/4605- $21.00 © 20577
bon bond; they are inside or outside the ring fragment,
respectively.

For N = 32, the barriers of every reaction were cal-
culated for many configurations of the already assem-
bled frame. By way of example, Fig. 2 shows the bar-
rier height Ea for reaction 5 as a function of the total

1 2 3 4

4'1'

5 7

8'6'5'

Fig. 1. Reactions taken into account in the study of the evo-
lution of carbon clusters.
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number of polygons NΣ = N5 + N6. The scatter of the
points corresponds to different evolution routes of the
cluster and is a measure of the sensitivity of the reaction
to a particular topology.

The probabilities of the reactions considered are
essentially different. The highest barriers and the larg-
est cup products ∆E are typical of hexagon formation
reactions, in which atoms located on different sides of
the ring fragment are bonded. For example, Ea ~ 2.8–
3.0 eV for reaction 2, and it is 3.5–3.8 eV for reaction 3.
This is due to the fact that the valence angles in frag-
ments consisting of a small number of atoms are appre-

0 5 10 15 NΣ

0.5

1.0

1.5

2.0

2.5

3.0

Ea, eV

Fig. 2. Energy barriers for reaction 5.
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Fig. 3. Bond energy variation for some formation routes of
a closed cluster of 40 atoms: (d) formation of nearly spher-
ical fullerene 1, (s) formation of polar fullerene 2, and (×)
intermediate case.
ciably less. In reaction 4, a vacant radical is addition-
ally formed, which is a doubly connected atom with a
valence angle equal to or less than that in the hexagon,
2π/3 [3].

However, these reactions cannot be excluded,
because the clusters would then not close. Indeed, the
condition necessary for closing a cluster is as follows:
at N5 = 6, the number of hexagons N6 should be at least
half the number of hexagons in the assembled

fullerene,  = N/2 – 10, and at N5 > 6, the inequality

N6/  > N5/12 should hold. If this condition is not
met and the pentagons are too numerous, then the clus-
ters cannot close without heptagons and octagons
needed to form the constriction. This follows from the
need to meet the Eulerian criterion 2N4 + N5 = 12 + N7 +
2N8. The energy of such clusters is very large and their
formation is unlikely.

Thus, if the number of pentagons in the assembling
cluster is close to the critical value, the most probable
of the hexagon formation reactions should take place,
even though its probability is lower than that of penta-
gon formation.

3. In Fig. 3, the dependences are given of the bond-
ing energy of a cluster consisting of 40 atoms (N = 40)
on the total number of polygons in cluster NΣ. Curve 1
corresponds to the case where a spherical fullerene is
formed of pentagons and hexagons arranged with max-
imum uniformity. Curve 2 corresponds to a polar
fullerene with compact groups of pentagons concen-
trated on the opposite poles of the cluster. Curve 3 is an
intermediate configuration.

It is seen that the energy maximum for the spherical
fullerene is high, because many radicals are present in
the growing cluster and, in general, this entire route
appears hardly probable. The route leading to the polar
fullerene is also nonoptimal, because it has been found
that the absolute energy minima at N ≠ 36, 48, and 60
are reached in an unclosed state. Between these two
extremes, there are a lot of intermediate situations and
it is not possible to indicate an optimum one, let alone
a priori.

4. Thus, it appears important to calculate an ensem-
ble of isolated clusters composed of 32 atoms and try
all the possible routes to a closed (or nearly closed)
structure. It was assumed that at the initial moment of
time, only two-ring clusters are present. Later, some of
the clusters move into energetically more advantageous
states. For N = 32, six of such closed clusters were
taken. A system of balanced equations was solved for
all intermediate clusters (a total of 156). At every step,
all reactions were taken into account for which the
maximum and minimum probabilities differed up to
two orders of magnitude at a typical temperature of
0.25–0.30 eV. For N = 32, when a fullerene should have
only six hexagons, this approach is sufficient to make
the control of the right ratio between N5 and N6 unnec-

N6
0( )

N6
0( )
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essary. Apart from the last stage of closing, the cluster
evolves only through the addition of new pentagons and
hexagons.

The characteristic concentration rise time τF = 1/ωF

at a temperature of 0.28 eV was found to be 0.7 s. Cal-
culations for a few arbitrarily chosen routes leading to
a closed structure yielded τF ≥ 10 s. So, taking into
account the variety of routes alone reduced τF by more
than an order of magnitude.

Of course, the practical value of this calculation is
not very great, because under conditions prevailing in a
real arc discharge a cluster like this is certain to trap a
lot of small carbon fragments, such as C1, C2, or C3.
However, methodologically such a calculation is
important for revealing a number of the process fea-
tures that support the simplified scheme [1].

(a) There is no unique well-pronounced optimal
route. Variations of the concentrations of a number of
clusters with NΣ = 7 chosen fully at random are shown
in Fig. 4. The curves correspond to the shortest charac-
teristic time, which is the time needed for the establish-
ment of a quasi-stationary flow from the initial cluster
to the ultimate one in NΣ space. It is seen that all the
concentrations are of the same order of magnitude.

(b) Most ways of bonding the rings to the nucleus
are realized and have approximately equal importance.
Figure 5 shows variations of the concentration for three
versions of the cluster with NΣ = 7 for the same times.
Curves 2 in Figs. 4 and 5 refer to the same cluster. It is
again seen that all three concentrations are of the same
order of magnitude.

5. Let us now estimate the characteristic time for the
transformation of a two-ring cluster into a fullerene at
N ≥ 40. For the sake of simplicity, we take one chain of
reactions. The reaction probabilities

(1)

will be determined from the energies of the initial, final
and intermediate states, En, En + 1, and E*, respectively.
Statistical sums Qn, Qn + 1, and Q* consist of the trans-
lational, vibrational Qvib, and rotational Qrot terms given
by the usual formulas. In an approximation of harmonic
oscillators, Qvib = 1/ 1 – exp(–hνi/qT)], where the
index i denotes the vibrational degrees of freedom i =
1, 2, …, 3N – 6. In Eq. (1) Plank’s constant h = 6.625 ×
10−27 erg s, q = 1.6 × 10–12 erg/eV and the temperature
is in eV.

In deriving the transformation rate along the chain
of reactions 1  2  3 …  G  F (where F
is a fullerene and state G corresponds to the cluster pre-
ceding the energy maximum), the reverse reaction
F  G is considered negligible. Then the term wF can
be estimated without solving the nonstationary prob-
lem. It will only be required to write the balance reac-
tions for the intermediate states “k” (k > 1) in terms of

wn n 1+, qT /h( ) Q*/Qn( ) E* En–( )/T–[ ]exp=

[
i∏
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the population yk = nk/  (  being an equilibrium
population) and set dyk/dt = 0 in all equations. Together
with the balance equation for n1,

(2)

This procedure gives the decay rate of the initial
state, which is determined from a system of algebraic
equations. It was found to be

(3)

where w12, w23, and w34 are probabilities of the first and
subsequent direct reactions; Ωk = (Qk/Q1)exp(–(Ek –
E1)/T).

The meaning of Eq. (3) is straightforward: the total
time taken to overcome the overall potential barrier is a
sum of the effective times tk of overcoming the barriers
for the component reactions, tk being longer than the

nk
0( ) nk

0( )

wF 1/n1( )dn1/dt w12 1 y2–( ).= =

wF
1–

=  1/w12 1/Ω2w23 1/Ω3w34 … 1/ΩGwGF,+ + + +
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Fig. 4. Variation of the concentration with time for three
arbitrarily chosen clusters (1–3).
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attached in different ways (1–3).
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actual reaction time by a factor of 1/Ωk. Assuming that
the clusters beyond the bottleneck are in equilibrium
with the fullerene, formula (3) can be refined:

(4)

where  = nF (t  ∞),  = n1(t = 0).

If the energy peak is well defined (bottleneck), then

(5)

where Q*/Q is the typical ratio of the statistical sums of
the intermediate and initial states characteristic of the
new bond formation reaction and the ratio QG/Q1 is of
the order of (Qn + 1/Qn)G.

It is seen thus seen that the peak position is equally
important as the barrier height.

The peak position depends on the number of atoms.
Figure 6 shows energy variations in the course of con-
struction of the fullerene from two-ring clusters with

wF
1– 1/w12 1/Ωiwi i 1+,

i 2=

G

∑+≈

+ nF
∞/n1

0( ) Ωi 1+ /Ωiwi 1+ ,
i G 1+=

F

∑

nF
∞ n1

0

ωF qT /h( ) Q*/Q( ) QG/Q1( ) EQ/T–( ),exp≈

4
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Fig. 6. Energies of two-ring clusters with different numbers
of atoms: N = 40 (1), 48 (2).
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Fig. 7. Variation with N of the total energy of bonds in the
case in which ∆N atoms break away in the final stage of con-
struction.
N = 40 (curve 1) and N = 48 (curve 2). It is seen that an
energy rise in the first stages of construction then gives
way to an interval, in which the energy variation is
weak apart from minor local peaks due to particular
reactions. This is due to the fact that the gain in energy
from the bonding of the atoms begins to prevail over the
energy of the curved surface. However, at low N, the
lowering of energy is counteracted by larger stresses in
the ring fragments because of smaller angles. So, at N =
40, a noticeable drop in energy begins only at NΣ = 10–
12 (in Fig. 6 NΣ = 16). As N is increased and the rings
become larger, the energy drop starts earlier (NΣ = 6–8
at N = 48).

Thus, with an increasing number of atoms in the
cluster, its assembly rate increases. As shown above,
τF > 10 s for N = 32, while the characteristic time cal-
culated taking into account the multiplicity of routes is
τF ≈ 0.7 s. For N = 40, we have (QG/Q1) ~ 10–4 for G ~ 8
and τF is equal to 10–2 s. For N = 48, the reduction of the
statistical sum in the maximum in steps 5–6 does not
exceed 103 and the estimated value of τF is about 10–3.
Extrapolation to 60 atoms (using data for N = 24, 32, 40,
44, and 48) taking into account the multiplicity of routes
is τF ≈ 10–4–10–5 s.

SPECIFIC FEATURES OF THE FINAL STAGE 
OF CLOSING OF THE CARBON CLUSTER 

INTO A FULLERENE

Consider in more detail the final reactions, which
close the cluster and give it its ultimate appearance. It
is evident that with arbitrary ring sizes in the initial
two-ring cluster the precise closing is a rare event
(internal transformations of the Stone–Wales type in
the assembled part of the clusters do not affect the sur-
face edge topology and ring fragments).

Typical structural defects appearing in the final
assembly steps are small ring fragments, which must be
discarded. In Fig. 7, a dependence is shown of the vari-
ation of the total energy needed to break the bonds of
∆N atoms on the number of atoms in the cluster N.
The cluster topology was assumed such that exactly
this number of atoms ∆N was superfluous regarding the
closing into a fullerene. In Fig. 7, solid circles corre-
spond to ∆N = 2 and crosses and open circles to ∆N = 4.
The scatter in the data is due to the fact that for N =
const different clusters can have the same size N.

It is seen that ∆E > 0 as long as N is below 62–65
and the discarding reaction is never favored. On the
other hand, at 36 < N < 60, there is a wide class of
nearly flawless clusters with a few extra atoms whose
energy is much lower than that of the initial two-ring
clusters. However, it hard for them to get rid of the extra
atoms, whereas, due to reaction-active doubly bonded
atoms, they should be easily incorporated into the soot
particles. This the reason why the amount of fullerenes
with N < 60 is always small, even after annealing for an
TECHNICAL PHYSICS      Vol. 46      No. 5      2001
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unlimited time, despite their being more favored than
the initial products in some cases.

THE RATE OF TRANSFORMATION OF CARBON 
CLUSTERS INTO FULLERENES: 

THE ABRIDGED DESCRIPTION SCHEME

1. The abridged scheme proposed in [1] is efficient
when the number of atoms in a cluster is large and a
direct consideration of all the possible intermediate
clusters is cumbersome. However, as shown above, at
N > 48–50, several assembly routes are available with
well-defined energy peaks for NΣ = 5–7, and for deter-
mining the characteristic transformation time, the
details of further assembly are of little consequence. It
is enough to have information on clusters with NΣ < 5–
7 obtainable by extrapolation of the data for N = 24, 32,
40, and 44, or to generalize the calculation for N = 32
and not to use the abridged description scheme. How-
ever, by using this scheme it is easy to take into account
an important class of reactions which have not been
considered even for N = 32, namely, the reactions in
which new pentagons and hexagons are formed in a
process involving short-moving triangles and tetragons
and atoms that stick out. Therefore, it will be useful to
discuss this scheme again.

2. In the analysis above, it has been demonstrated
that the evolution of the clusters is in fact a progression
through a table (N5, N6) referred to in [1] as an activity
table. In Fig. 8, an activity table illustrating the evolu-
tion of a cluster with N = 44 is presented. The area
below straight line 1 is a shell region I containing clus-
ters with a surplus of hexagons. This region is practi-
cally unpopulated, because the prevailing progression
direction of the clusters is different, leading towards the
region of excess pentagons. The area II above line 2, the
constriction region, is also poorly populated. As
already noted, a cluster coming to the boundary of this
region is either reflected with the disintegration of a
pentagon or a new hexagon is formed. Therefore, the
progression of a cluster towards becoming a fullerene
occurs within the region bounded by lines 1 and 2. For
every N value, the cluster progression was followed up
to the assembly stage approximately corresponding to
the energy peak and influenced by the number of atoms
(the fullerene diagonal D in Fig. 8). It was assumed that
all clusters belonging to the diagonal D transform into
fullerenes with equal probability. This is true of a frac-
tion of clusters with N < 60 and of most of the clusters
with N > 62–65 (because of the loss of 2–5 extra
atoms).

3. Progression of a cluster is determined by its
energy. Let the cluster energy be

(6)
E Eframe Er

5( ) R5 ρ5–( )–=

– Er
6( ) R6 ρ6–( ) Ering E γ( ),+ +
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where Eframe – (R5 – ρ5) – (R6 – ρ6) is the frame
energy minus the energy of radicals at the edge; ρ5, 6
and R5, 6 is the number of actual and potential pentago-
nal and hexagonal radicals; R = R5 + R6 = 2m + ρ5 + ρ6
is the total number of radicals; m is the number of ring
fragments; Ering is the total bonding energy of atoms in
the ring fragments; and E(γ) is the distortion energy at
the frame–ring fragment junction.

The frame energy is localized in the bonds between
the frame atoms. It depends on the shape and can be
characterized by the number of potential pentagonal
(R5) and hexagonal (R6) radicals. As mentioned above,
assembled fullerenes can have two limiting configura-
tions: nearly spherical or polar. In the first case, the
energy of the curved surface is a minimum, and in the
second, it is a maximum. The same properties are dis-
played by the frames in the process of assembly.

In a spherical frame, the numbers of radicals ,

 and the edge energy are the highest. Energy E(0)

for this frame is expressed through the energy of the

fullerene, EF( , ) as

where B is the number of bonds in the frame.
The quantity B is determined from topological rela-

tionships [1]:

Here, Ns is the total number of atoms in the frame; R is
the total number of potential radicals; Ni is the number
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3N6
0( ) 30+

-------------------------EF N5
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B NA 2N5 3N6 3.+ + +=

1 2 3 4 5 6 7 8 9 10 11 12
1

2

3

4

5

6

7

8

9

10

11

12

I 1

2
II

N6
N5

D

Fig. 8. Cluster activity table for N = 44.
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of internal atoms of the frame; and NA is the number of
triply bonded atoms at the frame edge. We get B =
3(N5 + N6) + R. In a polar frame, the energy of distorted
valence angles is the highest, while the number of rad-

icals ,  and the edge energy are the lowest. The
cluster with a minimum elongation represents a struc-
ture of six pentagons and the central hexagon with a
growth of a “nanotube” of hexagons. At N5 = 6 there
can be any number of hexagons N6, whereas at N5 > 6

it is N6 =  – 1 = 6k, where k is an integer. The num-

ber of radicals  at N5 = 6 is given by a periodic

function of N6 at N6 = 7, 13, 20, …,  = 6 and for

other N6 values  = 7. The number  is zero at
N5 = 6 and is uniquely defined for other tube closing
reactions at N5 > 6. In contrast to the spherical
fullerene, the pair of numbers (N5, N6) uniquely defines
the shape of the cluster for the nanotube so that it can
be explicitly constructed, and its energy is E(1). The
position of any cluster between these extreme cases is
determined by the numbers of radicals R5, R6 in the

ranges between  and ,  and , and the
frame energy by linear extrapolation between the ener-
gies of the spherical cluster E(0) and the nanotube E(1):

The energy of ring fragments Ering given by the sec-
ond term in formula (6) was determined from the fol-
lowing considerations. In every fragment, there are
NR = (N – Ns)/m atoms and (NR – 1) bonds, each binding
two atoms of the fragment. A closed ring will have a
number of bonds larger by Λ (Λ ~ 2). Thus, in a closed
ring the total number of bonds is (NR + Λ + 1), giving
the total energy of the ring fragments as

where  is the energy of a ring of NR + Λ + 1
atoms.

The last energy term in Eq. (6) is the energy local-
ized in the vicinity of the frame–ring fragment bonds.
This energy is minimal if the number of atoms in the
rings is exactly that needed for constructing the
fullerene and depends on a mismatch parameter

where N(0) = 2  + 20.

R5
1( ) R6

1( )

N6
0( )

R6
1( )

R6
1( )

R6
1( ) R5

1( )

R5
0( ) R5

1( ) R6
0( ) R6

1( )

Eframe E 0( ) E 1( ) E 0( )–

R5
1( ) R5

0( )–
------------------------ R5 R5

0( )–( )+=

+
E 1( ) E 0( )–

R6
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0( )–
------------------------ R6 R6

0( )–( ).

Ering m
NR 1–

NR Λ 1+ +
--------------------------Ering

NR Λ 1+ +
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Ering
NR Λ 1+ +

γ
N Ns–

N 0( ) Ns–
---------------------,=

N6
0( )
The energy E(γ) was expressed as E(γ) = C0 +
C1(N5/12)2γ, where C0 and C1 are constants, C0 being
close to the atomic bond energy.

4. For calculating the energy of any cluster using
Eq. (6), in addition to numbers N5, N6, the numbers of
three radicals are required—ρ5, ρ6, and R5—because
the energy at the edge is determined by the number of
actual radicals ρ5, ρ6, while the energy of the con-
structed surface depends on the number of potential
radicals R5 and R6. For N = 60, it is necessary to con-
sider about 20 triplets of numbers (ρ5, ρ6, and R5), but
for a cluster with a constant number of atoms isolated
from the contact with small carbon fragments, this
problem is quite solvable.

The parameters in the expression for the energy
terms were fitted using the least squares method and
data for approximately 40 clusters. The energies of all
clusters calculated with the obtained parameters dif-
fered from the exact values (calculated by AM1) by not
more than 1 eV.

5. The performed calculations and estimates, on one
hand, confirm the qualitative assumptions on which the
scheme of [1] is based, and, on the other hand, suggest
a need for some modifications. So, it was erroneously
assumed in [1] that the configurations corresponding to
bottlenecks, which have a greater number of bonds,
have lesser energy than the initial cluster, and that the
number of such clusters is large. Quantum mechanical
calculations demonstrate that the opposite is true.
Region II in Fig. 8 at N5 > 6 is a natural area of attrac-
tion for the clusters and, simultaneously, a dead-end
region with a very high cluster energy. As noted above,
an ultimate closed cluster, if favored, skips this region
at the expense of the reaction of hexagon formation at
a certain assembly stage (even if the probability of
these reactions is 1–2 orders lower than that of penta-
gon formation). In the energy diagram depicting the
evolution of a real cluster, these reactions introduce
characteristic peaks (Fig. 6). As a rule, the cluster
energy diminishes between the peaks, because reaction 5
(Fig. 1) leads to the disappearance of a radical. The
peak positions for different routes are variable.

If all the clusters with specified N5, N6, and R are
treated as one object, the consequence will not be a last-
ing one: at the next step, an average cluster almost cer-
tainly will follow a reaction with a lower barrier and
more often than not it will be the pentagon formation
reaction. If the cluster already has many pentagons, it
will shoot out to the dead-end part of the activity table.
It can get back to the main active region only by break-
ing bonds. It was considered, therefore, that when an
average cluster with N5 > 6 is found in the last active
cell adjacent to region II, a hexagon will form by the
most probable reaction of this type 8 or 2' (Fig. 1). If
these reactions are not possible for topological reasons,
then reactions 2, 3, or 3' will take place. The most prob-
TECHNICAL PHYSICS      Vol. 46      No. 5      2001



A STATISTICAL MODEL OF FULLERENE FORMATION. II 583
able reaction for the same topologies is reaction 5; the
other reactions are frozen.

For the active part of the table (highlighted cells in
Fig. 8) at N5 > 6, the principle of conditional probability
was also applied: only the most probable reactions of
hexagon formation occur, first reaction 8, then 2, and
only when the required surface configurations are lack-
ing do other reactions become possible. Of course, this
modification is applicable only to fairly small clusters
(N < 44–46). At large N, the clusters with N5 > 6 are
found on the falling branch of the energy diagram (i.e.,
below the fullerene diagonal) and need not be consid-
ered.

6. In Fig. 9, the major result of the calculations is
presented, which is the dependence of the transforma-
tion time τF on N. The starting objects in the calculation
scheme were clusters with a central hexagon obtained
as a result of a ring fragment being divided in two and
the subsequent formation of a pentagon (N5 = 1, N6 = 1,
m = 3). The temperature was assumed constant at
0.28 eV. A significant reduction of the assembly time
with an increasing number of atoms is seen. The quali-
tative discussion of this result was given above.

Certainly, the long times obtained in this isolated
scheme at N < 40 are not obtainable under gas dis-
charge conditions where the cluster will have high
chances of capturing small fragments like C1, C2, or
C3. However, the derived relationships for the transfor-
mation of multiple-ring clusters into fullerenes open
new aspects of the dynamics of their formation in an arc
discharge.

CONCLUSION

In subsequent computational work on fullerene for-
mation in gas discharge plasma, the following prob-
lems must be solved. It is necessary to develop a theory
of arc discharge between graphite electrodes in inert
gases at low pressures. In gas discharge physics, the arc

32 36 40 44 48 52 56 60 N

10–1

10–2

10–3

10–4

τ, s

Fig. 9. Characteristic time of transformation into fullerene
vs. the number of atoms in the initial cluster.
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in which the plasma forming material is the product of
anode erosion practically has not been considered. This
theory should not be too complicated, because it is
intended as a component of the general calculation pro-
cedure. The theory should supply not only the initial con-
ditions of the plasma jet exiting the interelectode gap but
also the radial concentration of the charged particles,
because, as shown in computer simulations, the charge
residing on a cluster can change its dynamics [4].

It is necessary to clarify the role of the buffer gas in
the fullerene formation process. From experiments, it is
known that the best inert gas for the purpose is helium,
and with increasing molecular weight of the inert gas,
the fullerene formation efficiency decreases [5]. This
experimental observation should be given a theoretical
explanation.

The role of small clusters in the formation of poly-
cyclic clusters and the building of fullerenes should be
identified. There is thermodynamic evidence that at the
temperature optimal for preparation of fullerenes (0.2–
0.3 eV) and the typical total carbon concentration, the
equilibrium concentration of carbon atoms and mole-
cules is extremely low. In this case the assembly of
fullerenes is possible only by internal reactions in the
already formed multiple-ring clusters and only if these
clusters are in an area of optimum temperature for a
sufficient amount of time. It is possible, however, that
these processes are all nonequilibrium and that the opti-
mum conditions for fullerene formation are different.
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Abstract—Pt/W/Cr/SiC Schottky-barrier diodes that retain good electrophysical parameters up to 450°C are
studied. With the Auger electron spectroscopy (AES) method, it is shown that the thermal stability is provided
by using a multilayer metal composition that ensures the metal/SiC interface stability. The surface-barrier struc-
tures obtained are tested for radiation hardness. They are irradiated by fast neutrons with a fluence of 4.42 ×
1015 n/cm2 and attendant γ radiation with a dose of 8.67 × 105 R in the concentration range of Nd – Na = 1016–
5 × 1017 cm–3. Irreversible modifications of the structures at Nd – Na ≤ 8 × 1016 cm–3 are found. The degradation
of the parameters is inversely proportional to the doping level. © 2001 MAIK “Nauka/Interperiodica”.
Today, silicon carbide devices are viewed as basic
components of extreme electronics. Emphasis in this
area is on contact systems, which must retain good
electrical performance at high temperatures and when
subjected to high-intensity ionizing radiation.

The effect of thermal annealing on the properties of
metal/SiC (Me/SiC) surface-barrier structures was
studied in [1–3], where Au, Pt, Hf, Ni, Ti, Cr, etc. were
employed as barrier-forming metals. It was found that
the electrical performance of the diodes irreversibly
degrades when the devices are subjected to high tem-
peratures (300–700°C). This shrinks the range of oper-
ating temperatures. For example, data on the efficiency
of Au/SiC-based Schottky diodes are available only for
temperatures of 300°C or below [4].

It is obvious that the thermal stability of the contacts
is governed largely by the properties of the Me/SiC
interface. Ways of improving the stability of the transi-
tion layer have been considered in a number of works.
In particular, it was shown [5] that metals, such as Cr,
W, Ta, and Mo, as well as associated multilayer compo-
sitions, are promising materials for high-temperature
rectifying contacts. Such a conclusion is based on AES
profiles taken from the Me/SiC interface during high-
temperature treatment of the contacts. The possibility
of Cr/SiC diodes being used as temperature-sensitive
transducers with conversion linearity up to 400°C was
demonstrated in [6].

It was the aim of this work to create SiC-based
Schottky diodes whose current–voltage characteristic
(CVC) remains stable up to 450°C, to discover factors
responsible for their thermal stability, and to estimate
the radiation hardness of the devices.

In experiments, we used n-SiC single crystals of
polytypic modification 6H that were covered by epitax-
ial films (Nd – Na = 1016–1017 cm–3) grown by vacuum
1063-7842/01/4605- $21.00 © 20584
sublimation on the Si(0001) face [7]. Prior to metal
application, the surface was first treated by the standard
technology and then (immediately before the deposi-
tion) finished by rapid argon bombardment (the energy
≈400 eV). Ohmic contacts were formed by applying a
0.3-µm-thick nickel film on the C face of SiC by mag-
netron sputtering with subsequent annealing in a vac-
uum at 1000°C for 3 min. A Cr/W/Pt multilayer system
was applied in a single vacuum cycle by magnetron
sputtering of the metals onto Si wafers preheated to
200°C. The metal films were 0.1 to 0.15 µm thick, and
the surface area of the contacts was 5 × 10–4 cm2. The
electrophysical parameters of the diodes were stabi-
lized by heat treatment in a vacuum at 500°C for
10 min. The devices thus prepared were intended to
withstand temperatures up to 450°C.

The Schottky barrier heights derived from capaci-
tance–voltage (C–V) curves taken from the heat-treated
structures were found to vary between 0.9 and 1.05 eV,
which is 0.2–0.25 eV lower than in untreated devices.
This can be related to changes in the chemical compo-
sition and structure of the metal/semiconductor inter-
face.

The rectification ratios of CVCs of the structures
(Fig. 1) were Kr = 107 at 20°C and Kr = 102 at 400°C for
U± = 1 V. The nonideality ratio of the room-temperature
CVC is n ≈ 1.12 and drops with increasing temperature
(inset in Fig. 1).

To study the thermal stability of the surface-barrier
structures, we annealed them in a vacuum at 450°C for
50 h. As follows from the room-temperature CVCs
(Fig. 1), the heat treatment does not change the rectify-
ing properties of the structures. Moreover, the electrical
performance of the devices does not degrade even after
subsequent 10-min annealing at 700°C. AES concen-
tration profiles from the Pt/W/Cr/SiC system (Fig. 2)
001 MAIK “Nauka/Interperiodica”
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show a slight modification of the Cr/SiC interface, indi-
cating the efficiency of the tungsten barrier, which pre-
vents interdiffusion of platinum and chromium.

The heat treatment at the stage of fabricating the
diode structure and also the long-term stabilizing
annealing form a transition layer of chromium carbides
(hatched regions in Figs. 2a, 2c). The chromium car-
bides were identified from the fine structure of the KVV
carbon lines (Fig. 2b). The silicon lines remain
unchanged. This indicates that diffusion, causing the
chromium carbides to appear, is of an activation char-
acter. The resulting carbides suppress the growth of sili-
cide phases. Chromium carbides are known to have a
high thermal stability [8]. Therefore, the transition
layer with thickness of about 30 nm stabilizes the
Me/SiC interface and acts as an efficient diffusion bar-
rier at temperatures near 450°C.

As was noted, devices of extreme electronics may
simultaneously be subjected to high temperatures and
ionizing radiation. Therefore, of interest was to study
the operation of the high-temperature Schottky diodes
exposed to high-dose radiation. Obviously, radiation-
induced defects, modifying the properties of the semi-
conductor, may severely affect the CVC of the device.
A feature of defect formation in 6H SiC upon irradia-
tion is that resulting defect centers are very deep and
temperatures necessary to anneal out the defects are
very high (T ≥ 1000°C). Therefore, the properties of the
diodes cannot be restored at operating temperatures
(400–600°C) [9]. In view of this circumstance, we tried
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Fig. 1. CVCs of the Pt/W/Cr/SiC surface-barrier structures.
h, as-prepared structure; j, after annealing at 450°C for
50 h. The inset shows the temperature dependences of the
rectification ratio Kr and nonideality coefficient n.
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to trace a correlation between the radiation hardness of
the Schottky diodes and the initial doping level in SiC.

Radiation hardness tests were performed on Schot-
tky diodes with dopant concentrations of 1016 (type 1),
3 × 1016 (type 2), and 1017 cm–3 (type 3) in the epitaxial
films. Irradiation was carried out with a BARS pulsed
reactor (SPELS Co., Moscow). The devices to be tested
were placed in the central path of the reactor at a site
where the particle fluence was calibrated to maximum.
The neutron energies varied between 0.1 and 3.0 MeV.
Along with neutron irradiation, the devices were
exposed to γ radiation. The total fluence of neutrons
was 4.42 × 1015 n/cm2, and the dose of attendant γ radi-
ation was Dγ = 8.67 × 105 R. After aging for a time, the
devices were annealed at 600°C for 10 min, their elec-
trophysical parameters were studied with DLTS, and
C–V and I–V curves were recorded.

It was found that the CVCs of the type-3 devices
remain unchanged (Fig. 3a), while those of the type-1
and type-2 devices change irreversibly (Fig. 3b). The
reason is a sharp increase in the series resistance
because of material compensation by radiation-induced
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Fig. 2. (a, c) Depth profiles of the elements for the
Pt/W/Cr/SiC system and (b) Auger lines of carbon (KVV) in
chromium carbide and silicon carbide.
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the 6H SiC diode structure after irradiation.
defects. Annealing at 600°C does not restore the char-
acteristics even partially.

The degree of compensation was estimated from the
C–V curves (Fig. 4). In the irradiated type-3 structures,
the concentration of uncompensated donors was calcu-
lated by the formula

(1)

and equaled (Nd – Na)' = 7 × 1016 cm–3. The concentra-
tion of compensating centers was estimated at 3 ×
1016 cm–3.

As follows from our DLTS data (inset in Fig. 4) and
data for deep radiation-induced centers in 6H SiC [9],
the compensation effect after irradiation and annealing
is due to deep centers with activation energies of 0.35
and 0.6–0.8 eV (reckoned from the conduction band
bottom).

Thus, Pt/W/Cr/SiC Schottky diodes studied in this
work retain good electrophysical parameters for 50 h at
450°C. The thermal stability is provided by using the
multilayer metal composition that ensures the stability
of the Me/SiC interface. The radiation hardness of the
structures depends on the initial doping level. When the
structures (with dopant concentrations in the range of
Nd – Na = 1016–5 × 1017 cm–3) are simultaneously
exposed to fast neutrons (the fluence 4.42 × 1015 n/cm2)
and γ radiation (the dose 8.67 × 105 R), the barrier prop-
erties irreversibly degrade at Nd – Na ≤ 8 × 1016 cm–3.
The degradation is inversely proportional to the doping
level.
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Abstract—For the moire visualization of macroscopic defects in composite periodic structures by comparing
a structure under study with the reference, it is proposed that rerecorded moire patterns from each of the sub-
structures be used as reference ones. The use of the rerecorded moire patterns obtained by filtering complex
conjugate orders of diffraction improves the sensitivity of the method. © 2001 MAIK “Nauka/Interperiodica”.
INTRODUCTION

For the visualization of macroscopic defects in
objects with a distinct periodic structure, the moire
methods are preferable [1, 2]. They are simple and have
nearly the same accuracy as the interference methods
[3, 4]. If a macrodefect of the periodic structure shows
up as a deviation of the structure period from the mean
value, the sensitivities of both methods are nearly equal
but the moire methods do not require high-coherence
light sources. If the object represents the superposition
of several periodic substructures, one usually needs to
visualize macrodefects in each of the substructures sep-
arately. In this case, preference is given to the interfer-
ence methods, since the moire methods necessitate
additional spatial filtering. The sensitivity of the inter-
ference methods can be improved by using higher
orders of diffraction [5, 6]. In the moire methods, to do
this would require filtering higher diffraction orders or
using reference periodic transparencies of a higher car-
rier frequency [2, 7, 8].

DESCRIPTION OF THE METHOD

The scope of this work is the moire visualization of
macroscopic defects in composite periodic structures
by comparing the moire pattern of the overall structure
with the rerecorded substructure pattern used as the ref-
erence ones. It is also proposed to rerecord the sub-
structure patterns by separating complex conjugate dif-
fraction orders with spatial filtering. If an entire com-
posite structure to be studied consists of N elementary
periodic structures (substructures), N separate moire
patterns must be rerecorded. The use of the complex
conjugate orders allows a 2n-fold decrease in the period
of the substructure rerecorded, where n is the number of
the diffraction order filtered.

The amplitude transmittance of a composite peri-
odic structure consisting of N elementary structures can
1063-7842/01/4605- $21.00 © 20587
be represented as the product of the transmittances of
the elementary structures:

(1)

In (1), the amplitude transmittances of the ith ele-
mentary structure in the reference composite structure
and in the composite structure under study are repre-
sented as the Fourier expansions

(2)

(3)

where τ0 and  are constants, aim and  are coeffi-
cients, Ki is the vector of the ith structure that lies in its
plane and is orthogonal to its grooves, r is the radius
vector of a point, ϕi is a function describing the devia-
tion of the period of the ith elementary reference struc-
ture from the mean value Ti = 2π/ |Ki |, and εi is a func-
tion characterizing macrodefects in the structure. Rere-
cording of the reference composite structure to obtain
separate patterns can be done by well-known methods
of high-sensitivity holographic interferometry [9–11].
One-beam approach seems to be optimal for our
objects, since it allows rerecording by incoherent light
[9]. The magnification of the optical systems must
equal unity in this process. If the nth diffraction orders
are separated out and linear recording conditions are
met, the amplitude transmittance of the image of the ith
substructure rerecorded is represented as

(4)

A comparison of (4) and (3) shows that the period of
the fringes in the pattern rerecorded is 2n times smaller
than the period of the structure under study.

τ τ 1τ2 … τN .××=

τ1 τ0 aim m Kir ϕ i εi+ +( )[ ] ,cos
m 1=

+∞

∑+=

τ2' τ0' aim' m Kir ϕ i+( )[ ] ,cos
m 1=

+∞

∑+=

τ0' aim'

τ i'' 1 2n Kir ϕ i+( )[ ] .+∼
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The moire visualization of macroscopic defects in
an elementary structure implies the precise superposi-
tion of its rerecorded pattern on the composite struc-
ture. The resulting amplitude transmittance of the com-
bined structure is given by the product . Assume
that the fringes of any of the elementary structures
besides the ith one have an orientation differing from
that of the fringes of the pattern superimposed. In this
case, the product  would suffice to analyze the
moire fringes. Going to the cosine of half-angle in (4)
yields

(5)

The moire fringes characterizing the low-frequency
modulation of the elementary structure are described
by the product of the first cosine by the mth term of the
series, which meets the condition m = 2n. All other
terms in (5) do not affect the moire fringes. Represent-
ing the mth term of the Fourier series through the cosine
of half-angle and retaining the necessary terms, we
arrive at

τ i''τ

τ i''τ i

τ i''τ i n Kir ϕ i+( )[ ]cos
2∼

× τ0 aim m Kir ϕ i εi+ +( )[ ]cos
m 1=

+∞

∑+
 
 
 

.

2aim n Kir ϕ i+( )[ ] m
2
---- Kir ϕ i εi+ +( )cos

2
cos

2

(‡)

(b)

Moire patterns visualizing macroscopic defects in the grat-
ings with (a) vertical and (b) horizontal grooves.
(6)

The moire fringes corresponding to the low-fre-
quency modulation of a high-frequency elementary
structure are described by the east term in (6):

(7)

If pattern (4) is recorded under nonlinear conditions,
its amplitude transmittance will be other than the
cosine function and contain higher harmonics. Eventu-
ally, the superposition of such a pattern on the structure
under study would complicate the moire pattern.

Setting the last cosine in (7) equal to zero, we find
the centers of the moire fringes:

(8)

The moire fringes are observed in both reflected and
transmitted light.

If the pattern rerecorded is precisely aligned with
the composite structure under study, moire pattern (7)
is tuned to an infinitely wide fringe. The in-plane rota-
tion of the image rerecorded by a small angle α pro-
vides tuning to fringes of a finite width. In this case, the
moire pattern is described by the product

(9)

where K0 = n(Ki – ) and  is the structure vector
of the rotated rerecorded pattern.

The vector K0 is orthogonal to the moire fringes,
and its absolute value determines their width: T0 =
2π/ |K0 |. It is evident that T0 = T/(2nα) at small α.

The fact that the function εi/2, describing a macro-
scopic defect of the elementary structure, is multiplied
by the factor 2n means a 2n-fold increase in the sensi-
tivity of the flaw detection method. Tuning of the moire
pattern to finite-width fringes makes it possible to
determine the sign in the visualized distribution of the
function εi [12].

EXPERIMENTAL TEST

The method proposed was applied to visualize mac-
roscopic defects in a composite structure that repre-
sents two mutually orthogonal amplitude gratings with
equal periods: T1 = T2 = 0.2 mm. The substructure pat-
terns of the reference composite structure were
recorded with the separation of the first diffraction

=  
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orders. An FG-690 holographic film was used as a
record medium. The figure shows reflection moire pat-
terns observed on the diffusing screen upon superim-
posing the patterns rerecorded on the composite struc-
ture under study. The moire patterns visualize the func-
tions ε1 and ε2 for the gratings with (a) vertical and (b)
horizontal grooves with a twofold sensitivity. The rota-
tion of the gratings rerecorded to tune to the finite-
width moire fringes was the same.
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Abstract—An experimental investigation into emission by plasmas from Cd and crystalline CdAl2Se4 targets
irradiated with a pulse-periodic YAG : Nd3+ laser is presented. The laser operates at a pulse width of 20 ns and
provides 1–2 × 109 W/cm2 at the focus. The spectral and time characteristics of the emission are examined. The
main findings are as follows: (1) The strongest lines correspond to the transitions from the 63S1 and 53D2 levels
of Cd I. (2) With the Cd target, the recombination bottlenecks are 52D5/2 of Cd II (Eup = 20.11 eV) and 83D1, 3
of Cd I (Eup = 8.60–8.65 eV). (3) The average electron temperature outside the core of the plume is 0.64 eV.
(4) For the 508.6-nm line of Cd I, the high filling rate of the 63S1 upper energy level may be related to the rapid
recombination of cadmium ions with electrons via the intermediate levels of Cd– at 6.82 and 7.24 eV. © 2001
MAIK “Nauka/Interperiodica”.
INTRODUCTION

Cadmium-containing crystals are widely used as
targets for the laser deposition of thin compound films
in microelectronics [1]. A mass-spectrometric diagnos-
tics of the plasmas from CdGa2S4 and CdGa2Se4 single
crystals irradiated with an YAG : Nd3+ laser (delivering
over 109 W/cm2) was reported in [2]. Optical diagnos-
tics [3, 4] can also provide information necessary for
the optimal fabrication of high-quality films. Such
experiments allow one to determine ne, Te, and the con-
centrations of excited (metastable) atoms and ions in
multispecies laser-produced plasmas. Since the plas-
mas from the crystals are characterized by very com-
plex emission spectra [5], it may be wise to take targets
made of individual elements of the crystal under study
(a metal or a semiconductor). This approach may
enable one to precisely interpret the emission spectra
and may deepen the understanding of the laser–crystal
interaction.

To the best of our knowledge, no data have been
reported on the optical properties of plasmas from
Cd−Al–S(Se) crystals under the action of a neodymium
laser generating a relatively low radiant-flux density
(≤109 W/cm2) at the focus. Nor have we found any
quantitative data on the emission intensity distribution
and other properties of plasmas from Cd targets (in the
case of a 109 W/cm2 YAG : Nd3+ laser).

This paper presents an experimental investigation
into the optical properties of plasmas from Cd and lay-
ered crystalline CdAl2Se4 targets irradiated with a mod-
erate-power YAG : Nd3+ laser.
1063-7842/01/4605- $21.00 © 20590
EXPERIMENTAL SETUP

The plasmas were produced in a vacuum by means
of a pulse-periodic YAG : Nd3+ laser (λ = 1.06 µm and
τ = 20 ns) providing 1–2 × 109 W/cm2 at the focus. The
vacuum chamber with the targets was pumped down to
3–12 Pa. We used highly pure cadmium, whose metal-
impurity percentage was 10–4–10–2% at most. The
CdAl2Se2 target was a layered crystal grown and puri-
fied by a technique similar to that reported in [2]. Its
impurity percentage was below 10–6–10–4%. The emis-
sion by the plasmas was examined with an MDR-2
monochromator, an FÉU-106 photomultiplier (PMT),
and a KSP-4 recorder. The monochromator–PMT sys-
tem was calibrated in a range of 200–600 nm with an
SI8-200 band lamp and a DVS-25 hydrogen lamp.
Emission intensity was measured to an accuracy of
3−5%. For the core of the plume, time characteristics
were obtained with an ÉLU 14-FS linear electron mul-
tiplier and a 6 LOR-04 fast oscilloscope. (In this case,
the distance r from the surface to the point of interest is
within 1 mm.) For wider pulses (τ ≥ 1 µs) and the region
outside the core (r ≥ 3–5 mm), we used a Foton pulsed
PMT and a CI-99 oscilloscope, which insured a time
resolution of 20–30 ns. Emission spectra were inter-
preted on the basis of data borrowed from [6–8].

SPECTRAL AND TIME CHARACTERISTICS 
OF THE EMISSION

Figure 1 and Table 1 refer to the Cd target. Figure 1
shows a survey emission spectrum. Table 1 presents
interpreted spectral data, the fractional intensities of
Cd I and Cd II lines, and respective upper energy levels.
The rightmost column lists the values of ∆J/kλ, i.e., the
001 MAIK “Nauka/Interperiodica”
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Table 1.  Emission spectrum of the laser-produced plasma from the Cd target

No. λ, nm Degree of
ionization Eup, eV Transition J/kλ , arb. units ∆J/kλ , %

1 508.6 Cd I 6.39 53P2–63S1 1.00 21

2 480.0 Cd I 6.39 53P1–63S1 0.60 13

3 467.8 Cd I 6.39 53P0–63S1 0.20 5

4 441.3 Cd I 6.61 53P1–63S0 – –

5 361.1 Cd I 7.37 53P2–53D2 0.70 15

6 346.7 Cd I 7.37 53P1–53D2,1 0.25 5

7 340.4 Cd I 7.37 53P0–53D1 – –

8 +
326.1 Cd I 3.80 51S0–53P1 0.20 5
325.3 Cd I 7.76 53P1–73S1

9 313.3 Cd I 7.76 53P1–73S1 0.03 <2

10 308.1 Cd I 7.76 53P0–73S1 0.02 5

11 298.1 Cd I 8.10 53P2–63D3,2 0.25 5

12 288.1 Cd I 8.10 53P0–63D2,1 0.15 <5

13 283.7 Cd I 8.10 53P0–63D1 0.05 <2

14 +
276.7 Cd I 8.44 53P2–73D3,2 0.20 5
274.9 Cd II 10.28 52P3/2–62S1/2

15 266.8 Cd I 8.44 53P1–73D2 0.05 <2

16 266.0 Cd I 8.60 53P2–83D3 0.05 <2

17 +
255.3 Cd I 8.65

0.10 2
254.5 Cd I 8.60 53P0–83D1

18 231.3 Cd II 11.12 52P3/2–52D5/2 0.10 <5

19 228.8 Cd I 5.41 51S0–51P1 0.30 7

20 +
226.5 Cd II 9.26 52S1/2–52P1/2 0.25 5
226.7 Cd I 5.47
ratio of the intensity of an individual spectral line to the
total intensity of the line emission in the region 200–
600 nm.

The emission lines of Cd I and Cd II were observed
against a faint continuous background. The spectra
indicated no presence of cadmium ions with higher
degrees of ionization. The highest intensities were mea-
sured for the Cd I lines located at 508.6, 479.9, and
361.1 nm. The upper level of the first and second line is
63S1 (Eup = 6.39 eV), and that of the third is 53D3 (Eup =
7.37 eV). The intensity of a Cd I resonance line (at λ =
326.1 nm) was fairly low, which may stem from consid-
erable self-absorption in the plasma. For erosion laser-
produced plasmas expanding into a vacuum, it is com-
monly held that excited levels of metal ions and atoms
are filled mainly due to electron–ion recombination,
e.g., Cd+ + e + e – Cd* + e [4, 9]. Accordingly, Table 1
enables us to reveal the bottlenecks of the recombina-
tion stream flowing downwards through the energy lev-
els of Cd II and Cd I. (From here on, recombination
bottleneck means the highest ionic or atomic energy
TECHNICAL PHYSICS      Vol. 46      No. 5      2001
level from which radiative transitions are detected [4].)
The recombination bottlenecks were found to be 52D5/2

of Cd II (Eup = 20.11 eV) and 83D1, 3 (Eup = 8.60–
8.65 eV).

300 λ, nm200 400 500

228.8 nm Cd I

(346.6 + 346.8) nm Cd I 361.1 nm Cd I 508.5 nm Cd I

Fig. 1. Plasma from the Cd target: a survey emission spec-
trum (r = 7 mm). The plume originates from the surface of
the target.
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Table 2.  Emission spectrum of the laser-produced plasma from the CdAl2Se4 target

No. λ, nm Element Eup, eV Transition J/kλ , arb. units ∆J/kλ , %

1 +
432.0 Se II 16.88

0.15 <2
432.9 Se I 9.18

2 426.5 – – – 0.15 <2

3 421.3 Se II 14.92 0.85 8

4 404.7 Se III 19.38 0.65 6

5 396.2 Al I 3.14 32P3/2–42S1/2 0.70 6

6 394.4 Al I 3.14 32P1/2–42S1/2 0.55 5

7 365.5 Al II 0.40 <5

8 361.1 Cd I 7.37 52P2–53D3 0.15 <2

9 +
337.9

Se III 1.00 10
338.7

10 +
325.2

Cd I
7.76 53P2–73S1 1.00 10

326.1 3.8 51S0–53P1

11 309.3 Al I 4.02 32P3/2–32D5/2 0.70 7

12 308.2 Al I 4.02 32P1/2–32D3/2 0.45 <5

13 288.1 Cd I 8.1 33P1–63D2,1 0.25 2

14 +
275.7 Cd I 0.20 2

274.9 Cd II 10.28 52P3/2–62S1/2

15 266 Cd I 8.6 53P2–83D3 0.10 <2

16 258.1 Cd I 8.6 53P1–83D2 0.25 2

17 243.4 Cd II 0.15 <2

18 232.1 Cd I – – 1.00 10

19 228.8 Cd I 5.41 51S0–51P1 0.55 5

20
+ 226.5 Cd II 0.50 5

226.8 Cd I 5.47 52S1/2–52P1/2

21 381.2 Se III 0.55 5
The average electron temperature was determined
from the distribution of J/kλ for Cd I. The values of Te

were found from the intensity ratios of the lines [10].
The transition probabilities of the Cd I lines were bor-
rowed from [11, 12]. Since the spread in Eup for the
Cd I lines was modest (∆E ≤ 2 eV), we evaluated Te

from the slope of ln(I1/I2) plotted against E1 – E2,
where I1 and I2 are line intensities and E1 and E2 are the

0

–2

ln(I1/ I2), arb. units

E1 – E2, eV
0

–2
–4

2

Fig. 2. Plasma from the Cd target: emission-intensity ratio
vs. the difference between the corresponding upper energy
levels for Cd I spectral lines.
respective upper energy levels (Fig. 2). Due to self-
absorption in the plasma, the resonance Cd I line was
not covered by the procedure, which allowed us to
obtain an acceptable scatter of points in Fig. 2.

Figure 3 shows emission-intensity oscillograms of
the strongest Cd I lines for the core of the plume from
the Cd target (r = 1 mm). It is seen that the leading
edges are 5–15 ns long and the trailing edges decay
almost linearly by 5–15% of Jmax per 100 ns. The
508.6-nm line is the exception: its intensity falls at a
rate as high as 3% of Jmax per 1 ns in the linear segment.
As is known, the transition probabilities for the 508.6-
and the 479.9-nm lines are close to each other: they are
1.56 × 10–8 and 1.41 × 10–8 s–1, respectively [11]. Also,
the lower level for the 508.6-nm Cd I line is metastable,
with a lifetime of 130 s, and that for the 479.9-nm line
has τik = 2.4 × 10–6 s [12]. Consequently, the short dura-
tion of the pulsed emission and the high decay rate
(and, hence, the short recombination-filling time for the
508.6-nm Cd I line [4]) may be due to the fact that the
width of the emission pulse is self-limited owing to the
TECHNICAL PHYSICS      Vol. 46      No. 5      2001
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metastability of the lower level. Furthermore, 53P2 is
the lower level for the 361.1-nm Cd I line as well. This
line gives a slowly decaying pulse, and its τik approxi-
mates to those of the lines at 508.6 and 479.9 nm.
Therefore, the difference in duration between the
508.6-nm line and the other strong lines of Cd I mainly
stems from the ways in which the corresponding upper
levels are filled. The distinctive manner in which Cd I
(63S1) is excited by slow electrons was first noted in
[13]. It has been demonstrated that the excitation at
near-threshold electron energies (≤8.00 eV) goes only
via an intermediate Cd– level (Eup = 6.82 eV) of half-
width 0.68 eV and that a higher intermediate level
(7.24 eV) also exists [13]. Thus, the most probable rea-
son for the high intensity and upper-level filling rate of
the 508.6-nm Cd I line is the rapid recombination of
Cd+ ions with electrons via the intermediate levels
of Cd–.

Figure 4 and Table 2 refer to the CdAl2Se4 target.
Figure 4 shows an emission spectrum over the range
220–435 nm, with the plume originating from the sur-
face of the target. Table 2 presents interpreted spectral

1.0

0
100 200 t, ns

0.5
5

1.0

0

0.5

4

1.0

0

0.5
3

1.0

0

0.5

2

1.0

0

0.5 1

I, arb. units

Fig. 3. Plasma from the Cd target: emission-intensity oscil-
lograms for Cd I spectral lines observed in the core of the
plume (r = 1 mm): (1) 508.6, (2) 479.9, (3) 467.8, (4) 361.1,
and (5) 346.7 nm.
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data and the values of J/kλ and ∆J/kλ. The salient fea-
tures of the spectrum are Cd I and Al I lines, which are
typical of this wavelength region. For comparison, we
performed an experiment with Al targets (under similar
irradiation and detection conditions). It was found that
the plume spectrum comprises only four strong Al I
lines located at 396.2, 394.4, 309.3, and 308.2 nm.
They account for 12, 14, 37, and 37% of the total inten-
sity, respectively. With the CdAl2Se4 target, selenium
showed up as strong lines of Se II and Se III ions. The
surface irradiation of a slab made of highly pure sele-
nium caused no plume. Instead, a faintly glowing core
was observed on the surface; its emission spectrum was
continuous under the specified irradiation conditions.
This implies that the formation of excited Se ions is
related to the features of crystal destruction in the laser
plasma. A mass-spectrometric analysis of CdGa2Se4, a
compound of similar properties, has revealed that the
majority of charged particles in the laser-produced
plasma are Se+, Ga+, and Cd+ ions with corresponding
percentages of 46, 28, and 14% [2]. We believe that the
plasma from a CdAl2Se4 target must have basically the
same ionic composition, although we detected a large
number of excited Se III ions. With respect to the laser
deposition of thin compound films, the most intense
lines of Cd I, Al I, and selenium ions can be used to
evaluate the plasma properties (ne, Te, the concentra-
tions of atoms and ions in metastable states, etc.) that
determine the film quality [14, 15].

CONCLUSIONS

We have conducted an experimental investigation
into emission by laser-produced plasmas from Cd and
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Fig. 4. Plasma from the CdAl2Se4 target: an emission spec-
trum (r = 7 mm). The plume originates from the surface of
the target.
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layered crystalline CdAl2Se4 targets irradiated with a
pulse-periodic YAG : Nd3+ laser of moderate output
pulse power. The findings are as follows: 

(1) The strongest lines correspond to the transitions
from the 6S1 and 53D3 levels of Cd I. 

(2) With the Cd target, the recombination bottle-
necks are 52D5/2 of Cd II (Eup = 20.11 eV) and 83D1, 3 of
Cd I (Eup = 8.60–8.65 eV). 

(3) The average electron temperature outside the
core of the laser plume (at r = 7 mm) is 0.64 eV. 

(4) For the 508.6-nm line of Cd atoms, the filling of
the upper energy level may be related to the rapid
recombination of Cd+ with electrons via intermediate
levels of Cd– (Eup = 6.82 and 7.24 eV), as suggested by
the emission dynamics of the core plasma of the laser
plume. 

(5) For the CdAl2Se4 target, the strongest lines cor-
respond to Cd I, Al I, Se II, and Se III. 

The results of this study may be useful for the diag-
nostics of plasmas from cadmium- and aluminum-con-
taining crystals by the transient emission or absorption
spectroscopy.
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RADIOPHYSICS

       
Response of a Gyrotron to Small-Amplitude Low-Frequency-
Modulated Microwaves Reflected from a Plasma
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Abstract—Experiments in the L-2M stellarator revealed the intense noise modulation of the gyrotron power
and the change in its mean value under the action of the noise modulation of radiation reflected from the plasma
column. The effect observed is explained in terms of the resonant locking of the gyrotron self-oscillations due
to wave reflection from the fluctuating plasma load. © 2001 MAIK “Nauka/Interperiodica”.
1. It is commonly accepted that the use of quasi-
optical systems for transmitting and focusing gyrotron
radiation in plasma magnetic confinement systems
makes it unnecessary to specially protect the gyrotron
from the action of the reflected wave. Indeed, even at a
relatively high reflection coefficient (~10%), it is hardly
possible that the front of the reflected wave can be
matched to the front of the incident wave, which guar-
antees a significant weakening of the reflected waves
that propagate backward through the quasi-optical
transmission line and arrive at the gyrotron output win-
dow. Thus far, this approach has dominated in experi-
mental investigations and seemed to be quite reason-
able. However, in our experiments on plasma electron
cyclotron heating at the second harmonic of the elec-
tron gyrofrequency in the L-2M stellarator, we encoun-
tered an unexpected phenomenon—the response of a
gyrotron loaded with a strongly absorbing gyrotropic
plasma to reflected radiation. The aim of this paper is to
describe this effect.

2. A four-mirror quasi-optical line is used in the
L-2M stellarator to transport gyrotron radiation and
focus it onto the outer horizontal port. The distance
between the gyrotron and the input window is about 5 m.
A resonant quartz input window 85 mm in diameter is
positioned in the waist of the last focusing mirror. The
cylindrical surface of the rear wall of the stellarator
vacuum chamber, together with the flange of the port
situated on it, defocuses the beam; as a result, the inten-
sity of the microwave beam reflected backward through
the input port is damped substantially (the reflection
coefficient is ~0.7%). At the beam axis, between the
last mirror and the quartz window, a bidirectional cou-
pler with two detectors for monitoring the envelop of
the gyrotron pulse and the reflected radiation is
installed. Such monitoring is very useful when adjust-
ing the gyrotron operating conditions because the
envelop of the gyrotron pulse is very sensitive to small
1063-7842/01/4605- $21.00 © 20595
variations in the beam current and cathode voltage of
the gyrotron. In the L-2M stellarator, a GYKOM
gyrotron operating at a frequency of 75 GHz, with a
power of up to 400 kW is used. The standard operating
conditions are as follows: the power is 150–250 kW, the
pulse duration is 10–12 ms, the voltage is 60–63 kV,
and the beam current is 17–20 A. In addition to the inci-
dent and reflected power signals measured with the
help of the bidirectional coupler, we also measured the
radiation transmitted through the plasma column. The
transmitted signal passed through the port situated at
the inner side of the stellarator chamber wall and was
recorded by detectors equipped with rectangular
waveguide sections, which made it possible to measure
radiation with the given orientation of the electric field.
The detectors were mounted in absorbent rubber cylin-
ders, which served to blind the detectors and narrow
their directional patterns.

In experiments, the electric field vector of a linearly
polarized wave was perpendicular to the stellarator
magnetic axis, lying in the equatorial plane of the tor-
oidal chamber. The polarization of the reflected wave
was usually the same as that of the incident wave. In the
absence of a plasma, the passed wave also had the same
polarization as the incident wave. In the presence of the
plasma column, the linearly polarized incident wave
splits into an extraordinary and ordinary wave with
elliptical polarization. In a hot plasma, the extraordi-
nary wave is absorbed almost completely in the
gyroresonance region during a single pass through the
plasma column (the absorption coefficient is not less
than 0.9), whereas the ordinary wave passes without
attenuation. The signal passed through the plasma is the
sum of the partially absorbed extraordinary wave and
the unabsorbed ordinary wave. As the electron density
smoothly varies during the discharge, the passed wave
undergoes Faraday rotation, which manifests itself as
oscillations in the detector signal amplitude [1].
001 MAIK “Nauka/Interperiodica”
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Fig. 1. Signals of (a, b) the gyrotron power (direct signal) and (c, d) radiation passed through the plasma for two stellarator dis-
charges. The sampling time is 16 µs.
The detector signals were processed with the help of
an analog-to-digital converter (ADC). The ADC sam-
pling frequency was 0.1–16 µs. The time constant of the
detectors was about 1 µs.

3. In the absence of a plasma, the gyrotron generates
a flat-top microwave pulse with a rise time of 0.5 ms
and a fall time of 20–30 µs. The gas breakdown and the
formation of the plasma column last for 1–1.5 ms. Dur-
ing this time, the gyrotron signal remains unchanged
(Fig. 1). After the plasma column is formed, noise
oscillations arise at the plateau of the incident-power
signal. Depending on the gyrotron operating condi-
tions, the averaged pulse power can decrease (Fig. 1a),
remain constant, or increase (Fig. 1b).

Higher amplitude oscillations are seen in the signal
passed through the plasma (Figs. 1c, 1d). In this case,
the detector was oriented so as to measure the field
component parallel to the stellarator magnetic axis. A
low-level flat-top burst in the signal arises because of
the insufficient adjustment of the detector. Broad peaks
are produced due to the Faraday effect.

The effect of the plasma on the gyrotron operation,
which manifests itself in the gyrotron power oscilla-
tions, may be attributed to the modulation of either the
reflection coefficient or the spectrum of the reflected
radiation. Indeed, intense noise fluctuations are seen in
the reflected signal measured with a bidirectional cou-
pler (Fig. 2). In this case, the modulation amplitude of
the reflected signal is substantially higher than that of
the gyrotron signal and is as high as the noise modula-
tion of the microwave radiation passed through the
plasma (Figs. 1c, 1d). That the modulation amplitude of
the radiation reflected from the plasma and passed
through the plasma is much higher than the modulation
amplitude of the gyrotron signal shows that the modu-
lation of the reflected and passed radiation is due to the
scattering by plasma fluctuations. The modulation of
the radiation passed through the plasma is related to the
small-angle scattering by plasma fluctuations and the
interference of the scattered and passed waves (the
phase-contrast version of the small-angle scattering
technique [2]). The modulation of the reflected signal
can be attributed to either backward scattering of the
incident wave by plasma fluctuations or small-angle
scattering of the radiation reflected backward from the
rear wall of the stellarator chamber. We note that the
slow (on a time scaleof milliseconds) oscillations of the
reflected signal are similar to the oscillations of the
transmitted signal. The reason for these slow oscilla-
tions is also similar to that for the slow oscillations of
the transmitted signal: we observe the interference
between the extraordinary and ordinary waves reflected
from the plasma and those reflected from the rear wall
of the chamber and passed through the gyrotropic
plasma column.

Note also that, after the plasma column is produced,
the amplitude of the reflected signal drops by one order
TECHNICAL PHYSICS      Vol. 46      No. 5      2001
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of magnitude (the reflection coefficient falls to 0.1%),
as seen in Fig. 2.

4. To study the influence of the amplitude and phase
of the reflected microwave on the gyrotron power, we
carried out test measurements in the absence of a dis-
charge in the stellarator. For this purpose, a thin mica
film with a thickness of 110 µm was placed in the waist
of the microwave beam in front of the stellarator win-
dow; the film plane was perpendicular to the beam axis.
From shot to shot, the film was gradually displaced
along the beam axis, which allowed us to vary the
amplitude and phase of the reflected wave produced as
a result of the interference between two waves reflected
from the stellarator and the film. The phase variation
attained 0.688π, and the reflection coefficient varied
from its minimum value of 0.014 up to 0.065. Within
this range of the amplitudes and phases of the reflected
wave, we did not observe any variations in the gyrotron
power. These measurements permitted us to determine
the reflection coefficients from the stellarator chamber
and the mica film: the former was 0.67%; the latter, 4%.

0.1

0 2

Reflected signal

Time, ms

0.4

0.2
–0.2

Auto correlation

Time delay, ms

0.6

0.8

1.0

–0.1 0 0.1 0.2

0.2

0.3

0.4

4 6 8 10 12

Fig. 2. Reflected signal and its autocorrelation function. The
sampling time is 0.1 µs. The averaging is performed over
four time intervals: 3–4, 4.5–5.5, 7.5–8.5, and 9.8–10.8 ms.
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Consequently, neither variations in the time-indepen-
dent reflection coefficient from 0.014 to 0.065 nor vari-
ations in the time-independent phase of up to 0.688π
influence the gyrotron power, whereas noise fluctua-
tions in the reflection coefficient, which is on the order
of 0.1%, produce the modulation of the gyrotron power
and change its mean value by 10% and higher.

The relation between the noise fluctuations of the
plasma column and the gyrotron power was studied
numerically by calculating the autocorrelation func-
tions of gyrotron radiation (the direct signal) and the
reflected and scattered radiation. The autocorrelation
functions were computed using the method developed
by van Milligen [3] (with a low-frequency digital filter
with a 1-kHz band and a 6-dB attenuation per octave).
This allowed us to cut the dc component of the signal
and its slow variations due to the interference of the
waves with different polarizations. Figures 3 and 4
show the gyrotron signals and their autocorrelation
functions calculated by averaging over 4 ms with a
sampling time of 2 µs. The delay in the appearance of
the noise fluctuations in Fig. 4 is due to the delay in the
gas breakdown and the formation of a plasma in the
stellarator under conditions when the resonance region
is displaced from the magnetic axis toward the outer
side of the stellarator chamber. In both cases, the corre-
lation time for three-fourths of the noise power is about
16 µs; i.e., the noise frequencies lie above 30 kHz. For
the reflected signal, the situation is quite different. As
seen from Fig. 2, only one-third of the noise power has
a correlation time of 16 µs and no less than one-half of
the noise power lies within the range of lower frequen-
cies. An even stronger difference is observed for the
scattered and gyrotron radiation spectra. Figure 5 illus-
trates the scattered and gyrotron signals measured
simultaneously in a discharge, and Fig. 6 shows the
autocorrelation functions for these signals. It follows
from Fig. 6 that no more than one-fourth of the noise
power in the scattered signal lies in the range of short
correlation times (shorter than 16 µs), whereas three-
fourths of the gyrotron noise power is concentrated
here.

Hence, in addition to the fact that the noise modula-
tion amplitude of the scattered and reflected radiation
substantially exceeds the modulation amplitude of
gyrotron radiation, we also see the difference between
their spectra; namely, the low frequency modulation is
dominant in the scattered and reflected radiation spec-
tra.

5. The influence of microwave radiation reflected
from a plasma on the gyrotron spectrum is easily
described in terms of a self-oscillator that has under-
gone an external quasi-resonance signal.1 Recall [4, 5]
that the self-oscillator phase can be captured by an arbi-
trarily small signal if its frequency falls within a narrow

1 The equivalent approach is based on a model in which the effect
of reflection from a fluctuating plasma is treated as the modula-
tion of the eigenfrequency and quality factor of the resonator [1].
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Fig. 3. Gyrotron signal and its autocorrelation function. The resonance point lies at the magnetic axis of the stellarator.
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Fig. 4. Gyrotron signal and its autocorrelation function. The resonance point is displaced from the magnetic axis toward the outer
side of the chamber.
band proportional to the amplitude of this signal. Oth-
erwise, if the controlling-signal frequency falls outside
the locking band (∆f = Rω/Q, where R is the amplitude
reflection coefficient from the load and Q is the quality
factor of the resonator), then the additional oscillations
provoked by this signal are merely imposed on the free
TECHNICAL PHYSICS      Vol. 46      No. 5      2001
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Fig. 5. Gyrotron signal (the sampling time is 16 µs) and scattered radiation signal (the sampling time is 1 µs) measured in the same
discharge.

480 000 Direct signal
(not synchronized) self-oscillations. A relatively weak
response of the self-oscillator to the signal outside the
locking band is resonant within the frequency band on
the order of p ~ ω/Q.

The role of the quasi-resonant controlling signal
may be played by secondary fields that arise due to
scattering of the primary self-oscillator field by the
fluctuations of self-oscillator parameters, including its
load. Being scattered by broadband fluctuations, each
spectral component of the primary self-oscillator field
gives rise to a secondary broadband controlling signal.
It follows from above that only the low-frequency com-
ponent of the controlling signal spectrum (within the
band on the order of p) affects the self-oscillator.

Therefore, the spectrum of a self-oscillator with
weakly fluctuating parameters consists of a relatively
narrow primary peak standing on a relatively broad sec-
ondary pedestal (Fig. 7). The primary-peak width is
determined by the resonant locking of the self-oscilla-
tor phase by the lowest frequency fluctuations of the
self-oscillator parameters and is proportional to their
amplitude, whereas the width of the pedestal that arises
due to broadband low-frequency fluctuations is on the
order of p.

In our experiments, the pedestal was very low and
the primary self-oscillation peak was only detected.
The broadening of this peak due to the locking effect
apparently takes place even when the gyrotron is per-
fectly matched to the output transmission line (Fig. 7);
in this case, the role of the controlling signal is played
TECHNICAL PHYSICS      Vol. 46      No. 5      2001
by perturbations caused by the scattering of the self-
oscillator field by low-frequency fluctuations of the
parameters of the self-oscillator itself. Under our exper-
imental conditions, the reflection from the mica film
with constant parameters cannot produce the additional
components in the controlling fluctuation spectrum and
only results in a slight displacement of the central fre-
quency of the gyrotron self-oscillations. However, the
equally small reflection from the plasma gives rise to
controlling fluctuations with a much higher amplitude

1.0

0.5

0

Auto correlation

0–0.1 0.1 0.2 0.3
Time, ms

48000 Direct

48000 Scattering
signal 53–57 ms

Fig. 6. Autocorrelation functions for the signals shown in
Fig. 5.
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in comparison with the fluctuations arising immedi-
ately in the gyrotron working volume, thus resulting in
a significantly broader self-oscillation peak in the out-
put radiation spectrum (Fig. 7).

6. The results obtained can be summarized as fol-
lows:

The modulation of the gyrotron power and the
change in its mean value under the action of plasma
fluctuations has been found experimentally at low val-
ues of the reflection coefficient (~0.001) of the gyrotron
radiation from the plasma column. The observed effect
can be attributed to the resonant frequency locking of
gyrotron oscillations by the waves that arise from the
scattering of gyrotron radiation by turbulent plasma
fluctuations, propagate backward through the transmis-
sion line, and arrive at the gyrotron output window.

a

b

–p p ω–ω0

Fig. 7. Spectra of a self-oscillator with (a) the matched out-
put and (b) the partially reflecting fluctuating load; ω0 is the
frequency of an oscillator with perfectly stable parameters.
It is shown that both variations in the reflection coef-
ficient from the steady-state load in the range 0.014–
0.065 and the variations in the reflected-wave phase by
0.68π have no effect on the gyrotron power.

It is demonstrated that the noise modulation ampli-
tude of the nearly forward scattered radiation or the
backward reflected radiation is several times larger than
the amplitude of the gyrotron power modulation and
that the low frequency modulation is dominant in the
spectra of the scattered and reflected radiation, in con-
trast to the gyrotron noise spectrum.
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Abstract—Charged particle beam trajectories in a simple electromagnetic quadrupole–octupole lens are
numerically calculated based on analytical expressions for the +potential distribution. Locations of the lens foci
in the image space are determined over a wide range of initial conditions. Relationships between the electro-
static and magnetic lens components that provide correction for chromatic aberrations of off-axis beams, which
are different from classical beams, are obtained. Phase contours at the lens exit are calculated for beams occu-
pying the major part of the aperture, and conditions for transforming the phase contour with minimal distortions
are found. © 2001 MAIK “Nauka/Interperiodica”.
In our earlier paper [1], a modified combined qua-
drupole lens capable of simultaneously correcting for
chromatic and geometric aberrations was proposed.
This lens has the form of a cylinder split along its gen-
eratrices into eight equal parts. Electrostatic potentials
applied to the lens sections form the quadrupole and
octupole components of the lens. The four electrodes
located between the quadrupole electrodes are simulta-
neously the pole pieces of the magnetic lens. This type
of lens system can be used in charged particle transport
channels, microanalyzers, electron microscopes, and
other devices. In this paper, we obtain an analytical
expression for the scalar potential of the combined lens
with infinitesimally narrow gaps between electrodes
and poles.

The purpose of this work is to theoretically study the
electromagnetic quadrupole–octupole lens described
above in order to provide a distortion-free transmission
of wide charged-particle beams and of narrow beams
passing far from the axis. Numerous previous works
use the aberration theory, which is valid at best for
beams that occupy half of the aperture at most. In our
approach, the beam can occupy almost the entire aper-
ture, because we calculate the trajectories based on ana-
lytical formulas that we obtained for the electrostatic
and magnetic fields.

In Cartesian coordinates, the potential of the above
finite-length lens can be written as

Here and below, the coordinates are normalized by the
radius R of the lens aperture; ±V and ±U are the poten-
tials of the electrostatic quadrupole and octupole,

ΦFM x y z, ,( ) 1/πk z( )=

× W V–( ) 2 x2 y2– 2xy+( )/ 1 x2 y2+( )2
–[ ][ ]arctan{

– W V+( ) 2 x2 y2– 2xy–( )/ 1 x2 y2+( )2
–[ ][ ]arctan

+ 2U 2 x4 y4 6x2y2–+( )/ 1 x2 y2+( )4
–[ ][ ] } .arctan
1063-7842/01/4605- $21.00 © 20601
respectively; and ±W is the scalar potential of the mag-
netic quadrupole. The function k(z) describes the field
distribution along the optical axis, which is the same for
the electric and magnetic components. This circum-
stance is not significant, because it does not restrict the
generality of further conclusions, although it simplifies
the calculations. The function k(z) is specified numeri-
cally or is approximated by an appropriate analytical
function. In particular, the field in short lenses is most
frequently represented by a Gaussian approximation; in
sufficiently long lenses, by a rectangular function.

Parameters of the charged particle beam trajectories
are calculated from second-order differential equations
of motion. To solve these equations, we developed a
computer code EMKOL using MathCAD. This code
reduces each second-order differential equation to a
system of two first-order differential equations and
solves them with an error below 10–6. The code is capa-
ble of predicting trajectories in a single lens and in a
system of lenses as well.

As an example, we studied an electromagnetic qua-
drupole–octupole lens with a rectangular field distribu-
tion with an effective length of L = 4R. Focusing modes
for the parallel beam were calculated, which are neces-
sary for using the lens in imaging systems. Phase con-
tours of wide beams at the exit of the lens were also cal-
culated, which is of interest for concentrating systems.

For electrostatic quadrupole lenses of different
strengths with parallel entrance beams, Fig. 1 shows the
distances from the field edge to the points of intersec-
tion between the lens axis and trajectories as well as the
angles with which the trajectories leave the lens. For
small entrance point offsets from the axis x0 < 0.1R, this
distance determines the focal length of a lens of a par-
ticular strength, and it coincides with the distance cal-
culated from the formula given in [2]. Figure 1 shows
that, as the entrance point offset increases, the trajec-
tory–axis intersection point approaches the lens and the
001 MAIK “Nauka/Interperiodica”
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point coordinate of the central beam trajectory.
trajectory inclination angle grows. The lower the lens
strength, the greater the longitudinal spot extent. The
transverse focus blur is almost independent of the lens
strength and remains below 0.1R.

A narrow parallel entrant beam is generally focused
along a curvilinear trajectory. Figure 2 illustrates the
transverse and longitudinal beam extension at the point
the most remote trajectory intersects the axis versus the
initial coordinate of the central beam trajectory. The
entrance beam width is ∆x0 = 0.2R. It is seen that the
transverse focus blur is an order of magnitude smaller
than the longitudinal blur. It should be noted that, for
annular entrance beams, the longitudinal spot extension
remains the same, while the transverse one increases
twofold.

To improve the beam transmission conditions, we
used the octupole. We studied wide beams that occupy
up to 0.8 of the lens aperture and narrow beams that are
far offset from the axis. In the first example, the octu-
pole potential is U = 0.1V. In this case, the change in the
position of the beam–axis intersection point with the
entrance coordinate is less rapid (dash-and-dot line in
Fig. 1) and the longitudinal displacement is more than
two times smaller than that for the quadrupole lens. The
transverse dimension of the spot in the focal plane is
two times smaller. In the second example, the spot blur
is corrected by the octupole component so as to make
the focal distance independent of the beam entrance
point coordinate. Curve 3 in Fig. 2 is a plot of the octu-
pole strength U/Φ0 at the quadrupole strength of
U/Φ0 = 0.1, where Φ0 is the accelerating potential. The
transverse beam dimension is two orders of magnitude
smaller than that for the quadrupole lens.

It is known that the chromatic aberration in the
paraxial region of the combined quadrupole electro-
magnetic lens can be corrected. If the electric and mag-

x0/R

∆fc/R

0.08

1

2

30.06

0.04

0.02

0 0.2 0.4 0.6 0.8

Fig. 3. Longitudinal chromatic aberration in the electro-
static (solid lines) and combined lenses (dashed lines) vs.
the coordinate of the beam entrance point with the lens
strength as a parameter: (1–3) same as in Fig. 1.
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netic fields are colocated, their strengths are interre-
lated as GE = –0.5GM [2], where GE = V/Φ0 and GM =

W/c . Then, the strength of the achromatic
combined quadrupole lens is GME = GM + GE = –GE.
However, as the beam moves away from the axis, a
noticeable chromatic aberration reveals itself. Figure 3
illustrates the longitudinal chromatic aberration in the
electrostatic lens and in the combined lens meeting the
paraxial beam correction condition; the initial beam
energy varies within 1%. The chromatic aberration in
the electrostatic lens is seen to vary slightly with the
entrance point position. In the achromatic lens, the
region of correction depends on the lens strength. Out-
side this region, the chromatic aberration rapidly grows
and, when x0 > 0.6R, reaches values typical of the elec-
trostatic lens.

We determined the electrostatic-to-magnetic field
strength ratios at which the region of chromatic aberra-
tion correction becomes wider. Figure 4 shows this
ratio for the parallel beam and the residual chromatic
aberration for the initial beam energy spread within 1%
as a function of the beam entrance point position. These
quantities were found to be almost independent of the
lens strength over a sufficiently wide range. The com-
parison of Figs. 3 and 4 shows that the residual chro-
matic aberration in lenses with a refined GE/GME ratio is
below 10–3 when the distance from the axis is less than
0.7 of the lens radius, while for the classical achromatic
lens, it is one to two orders of magnitude higher within
0.6–0.7 of the aperture radius, depending on the lens
strength.

We calculated the coordinate of the trajectory–axis
intersection point for the achromatic lens, as well as the
angle with which the beam leaves the lens (Fig. 5). It
should be noted that, in lenses with a refined electro-
static-to-magnetic component ratio, this coordinate is
almost the same as in the electrostatic lens (compare
Figs. 1, 5). For a lens which is achromatic in the parax-
ial approximation, it rapidly grows as the trajectory
moves away from the axis, while the behavior of the
trajectory inclination angle versus the entrance coordi-
nate is significantly different from a linear function.
These results reveal that geometrical aberrations in the
classical achromatic lens are much greater than those in
the improved lens.

The quadrupole–octupole electromagnetic lens is
capable of concentrating wide beams with large angles
of inclination. To study these modes, one should inves-
tigate how the lens transforms different phase contours
of the entrance beams. As an example, consider an
elliptic entrance phase contour with semiaxes x0 = 0.7R

and  = 0.35. Figure 6 shows halves of the phase con-
tours at the exit of the following lenses. On the left are
the electrostatic and magnetic quadrupoles of equal
strengths (GE = GM = 0.1). On the right are the classical
achromatic lens (GE = 0.1, GE/GME = –1), the improved
achromatic quadrupole (GE = 0.1, GE/GME = –0.42),

2e/mΦ0–

x0'
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Fig. 5. Coordinate of the trajectory–axis intersection point
for achromatic lenses and the angle with which the trajecto-
ries leave the lens: solid lines represent the electromagnetic
lens with the strength shown in Fig. 4 and dashed lines rep-
resent the classical achromatic lens; (1–3) same as in Fig. 1.
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Fig. 4. Ratio of the electrostatic component to the total
strength of the electromagnetic lens that provides the condi-
tion for the lens to be achromatic over a wide range of initial
conditions (solid line); the dashed line shows the residual
chromatic aberration of the electromagnetic lens.
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and the quadrupole–octupole (GE = 0.1, GE/GME =
−0.55, U/Φ0 = –0.046) lenses. This figure shows that
the classical achromatic lens introduces the greatest
distortions into the phase ellipse. As for the intensity of

0.5
x'

0.3

0.1

–0.1

–0.3

0.2 0.6 1.0 1.4 x/R–0.4–0.8–1.2

1

0

2

3

4

Fig. 6. Phase contours at the exit of different quadrupole
lenses: (1) electrostatic lens; (2) magnetic lens; (3) classical
achromatic lens; and (4, 5) improved achromatic electro-
magnetic quadrupole and quadrupole–octupole lenses,
respectively.

5

the exit beam, it peaks in the improved achromatic qua-
drupole and quadrupole–octupole lenses. The compar-
ison of the improved achromatic lenses have shown that
the octupole is free from the phase ellipse distortions
typical of the quadrupole lens. However, the octupole
features somewhat higher chromatic aberrations,
though they remain two times lower than those in the
electrostatic lens.

We have thus shown that the above approach
improves the performance of the quadrupole lens for
charged particle beams occupying the major part of the
aperture. The lens has a simple design and its parame-
ters are the same as or better than those of quadrupole
lenses combined with paraxial beams.
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Abstract—Using Landau’s phenomenological theory of phase transitions, the shear-induced melting of a thin
layer of substance confined between two crystalline surfaces is considered. The kinetics of melting and solidi-
fication is considered for static and alternating loads. The possibility of two consecutive “melting” (solid-to-
liquid) transitions is discussed. As a result of the first transition, modulation of the microscopic density becomes
zero only in the direction of shear (partial melting) and as a result of the second, it also disappears in the normal
direction (complete melting). © 2001 MAIK “Nauka/Interperiodica”.
1 INTRODUCTION

The development of experimental tools for studies
of frictional processes at the atomic level (atomic force
microscope [1], quartz microbalance [2], surface force
apparatus [3]), as well as the development of computer
techniques, led to a sharp increase in the last decade in
the number of studies in the field of the friction between
solids either in direct contact or separated by a thin
lubricating layer (see, for example, [4–6]). Experimen-
tal physicists can now investigate well-defined systems
under closely controlled conditions (for instance, the
possibility of measuring the thickness of the lubricant
layer and the relative displacement of the solid surfaces
to within fractions of the interatomic distances). As a
result, frictional process, formerly a purely technical
problem, for the first time became an object of exten-
sive basic research.

One of the findings of these studies is that a layer of
lubricant several atomic layers thick can behave like a
solid [4]. Such thin layers are by no means exotic but
exist practically in any friction unit operating in the so-
called boundary lubrication regime. When two solids
are pressed against each other (or two microirregulari-
ties are brought into close contact), the thickness of the
lubricant layer steadily decreases until about 10 molec-
ular layers are left. This layer demonstrates consider-
able elasticity and remains trapped between the two
surfaces if the pressure is not too high [4]. At this point,
it tends to form either a layered structure in the direc-
tion perpendicular to the bounding surfaces, or a long-
range crystalline or quasi-crystalline order in the plane
of the layer (experimental investigations of these
aspects can be found in [7, 8] and a study by the molec-
ular dynamics method in [6, 9]).

1 This study was performed during the author’s stay at the Fors-
chungszentrum Jülich (Germany). 
1063-7842/01/4605- $21.00 © 20605
Computer simulation of the slip under shear stress
of solids separated by a thin layer of the solidified “liq-
uid” [6, 9] has shown that the slip occurs often because
of the melting of the intervening layer. For instance, in
thin crystallized layers confined between atomically
flat surfaces of mica and loaded mechanically, the shear
modulus steadily decreases as the shear deformation is
increased and ultimately becomes zero; when the load
is removed, it increases continuously from zero up [7].
Obviously, in this case, melting occurs by the second
order phase transition. It should be emphasized that this
is the case of local melting of a layer confined between
two crystalline solids retaining their crystalline struc-
ture. It is evident that in this case, the energy of the
crystalline state of the lubricating layer will be different
for different orientations of the crystal lattice. It can be
shown that the standard Landau argument that the melt-
ing at a second order phase transition is impossible fails
in this case (this problem is discussed in more detail in
the last section of this paper).2

It is essential that both the process of shear-induced
melting and the process of crystal structure recovery
are not instantaneous but have a character of slow relax-
ation. High-molecular compounds studied in [7], due to
confinement of the system by solids and steric limita-
tions, displayed shear modulus relaxation times
between 1 and 10 s. At times much less than the above
characteristic time, the medium behaves as an abso-

2 The possibility of a thin layer melting at the second order phase
transition does not contradict Landau’s conclusion that melting is
always the first-order phase transition [14], since the latter is valid
only for unbounded media and transitions from the state with a
discrete symmetry group into a state which is isotropic and invari-
ant with respect to rotations. In the case considered here, the isot-
ropy, even though the medium is in a liquid state, is distorted both
by the confining surfaces and by the presence of a selected direc-
tion in the plane of the layer (the direction of deformation).
001 MAIK “Nauka/Interperiodica”
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lutely ideal linearly elastic body (in particular, the
response contains only the basic frequency under a
periodic external action at a fixed frequency).

It is obvious that in the study of these layers over the
time range given below, the characteristic time of the
shear modulus relaxation using only temperature and
stress as thermodynamic parameters is inapplicable and
that a more detailed study of nonequilibrium kinetics of
the system should be undertaken. The slowness of the
shear modulus variation allows for studying the kinet-
ics within the framework of the macroscopic phenome-
nological theory. Basically, this theory considers the
states of partial thermodynamic equilibrium at a speci-
fied (slowly varying) order parameter. For considering
the states of partial equilibrium as having a real physi-
cal meaning, it is necessary that the kinetics of the order
parameter be slow. The shear modulus displays just this
property as seen in the experiment. This is obvious
from the theoretical point of view as well, because the
shear modulus is a result of long-range correlations in
the system and can change only by the staged mutual
adjustment of atoms, which in any case requires much
more time than, for example, the displacements occur-
ring in the propagation of an elastic wave.

In this paper we propose a theoretical description
of the melting of the mentioned thin intermediate layer
in the framework of Landau’s theory of phase transi-
tions [10].

A MELTING PHASE TRANSITION INDUCED 
BY TEMPERATURE AND SHEAR

The starting point of Landau’s thermodynamics the-
ory of phase transitions is the choice of the order
parameter ϕ, which is a quantity characterizing the
qualitative changes of the body state at the point of
phase transition. In the case of melting, a natural candi-
date for the role of the order parameter is the limiting
value of the pair correlation function at infinity or of the
amplitude of the periodic part of the microscopic func-
tion of medium density, which is equivalent. In a liquid
state, the microscopic function of medium density is
homogeneous and the order parameter is equal to zero,
while in the crystalline state the density function has a
nonzero periodic component accounting for the pres-
ence of the crystal lattice. The stability of the medium
with respect to shear is closely related to the order
parameter defined in this way, the statement that the
medium is in a crystalline state simply meaning that
any two neighboring molecular layers in this state cre-
ate periodic potentials for each other. The melting
means the vanishing of the periodic component of the
interaction potential. In the case of purely harmonic
modulation of the density function, it can be shown that
the shear modulus µ is proportional to the square of the
order parameter

(1)µ ϕ2.=
At temperatures in the vicinity of the phase transi-
tion temperature, the expansion of the free energy den-
sity in powers of the order parameter has the form

(2)

Here, a and b are functions of the thermodynamic state
parameters, namely, of temperature and pressure. In the
vicinity of a critical temperature Tc,

(3)

Function (2) describes the system in a state of min-
imum energy, where there are no elastic deformations.
In the crystalline phase due to nonvanishing transverse
rigidity of the system, the medium can be transformed
into a state of metastable strain. For description of this
state, it is necessary to add to the free energy Eq. (2) the

free energy of the elastic deformation µ /2. In a spa-
tially nonuniform system the expansion in terms of gra-
dients of the order parameter should be considered as
well. Thus, taking Eq. (1) into account, the total free
energy density can be written in the form

(4)

where εel is the elastic deformation.3 

The elastic stress in the layer is defined as

(5)

At T < Tc and εel = 0, the coefficient by the second
power of the order parameter is negative, meaning that
the body is in the solid state with a shear modulus:

(6)

As the elastic distortions increase, the absolute
value of the coefficient by the second-order term
becomes less. Accordingly, the order parameter and
shear modulus decrease:

(7)

At a certain deformation value

(8)

the transverse rigidity of the medium becomes zero.
The elastic stress as a function of the elastic deforma-

3 Note that the free energy (4) has absolutely the same form as the
Ginzburg–Landau free energy in the theory of superconductivity.
The elastic deformation in (4) corresponds to the phase gradient
in the Ginzburg–Landau theory.
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tion is given by

(9)

At εel = , where

(10)

it reaches its maximal value,

(11)

Expression (9) is plotted in Fig. 1 with the experi-
mental results taken from [7]. Note that in the experi-
ment this dependence can only be followed up to the
stress maximum since the falling branch of the σ(εel)
dependence corresponds to the unstable states of the
system. The layer subjected to gradually increasing
shear stress will loose its stability with respect to shear
when a critical shear value given by Eq. (1) has been
reached. For analysis of its further dynamics, it is nec-
essary to take into consideration plastic deformation.

PLASTIC AND VISCOUS LAYER PROPERTIES 
AT FINITE DEFORMATIONS

If a plastic deformation is present in a medium, the
elastic deformation can be represented as the difference
between the total ε and the plastic εpl deformations

(12)

If the plastic deformation varies with time,4 then
additional viscous stress is generally associated with it:

(13)

where η is the dynamic viscosity.
The total stress in the layer is 

(14)

It can be shown that the plastic flow in the elastic
state proceeds by thermoactivated nucleation of the
critical dislocation rings, whose energy U0 is inversely
proportional to the applied stress:

(15)

Having overcome this barrier, the dislocations move
with high velocities determined by the viscous friction
arising from interaction with the phonons and electrons
[11], which are approximately in proportion to the

4 Plastic deformation can develop in an elastic layer at finite elastic
deformations because the state of elastical deformation is meta-
stable and at finite temperatures thermoactivated relaxation of the
elastic stress is possible.
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applied stress. Accordingly, the macroscopic rate of the
plastic deformation is given by an expression of the
form

(16)

This expression shows that we are indeed dealing
with an ideally elastic body in the sense that the rate of
plastic deformations identically becomes zero in the
linear as well as in all finite orders of the stress
(the  point σ = 0 is an essentially singular point of
expression (16)). Still, at finite stress there is always
some finite rate of plastic deformations.

It can be shown that the coefficient A(T) vanishes at
the critical temperature. This means that at the point of
the transition from the solid to the liquid state (at εel =
εel, c), the rate of the plastic deformation rate varies con-
tinuously. Therefore, in the qualitative analysis, we
assume that between the elastic and plastic deforma-
tions, a linear relaxation relationship exists in the vicin-
ity of the transition point

(17)

where τ is a phenomenological coefficient having the
meaning of the characteristic time of the internal stress
relaxation (Maxwell relaxation time).

TRANSITION OF THE LAYER 
FROM AN ELASTIC TO A VISCOUS STATE

Using Eqs. (5), (7), (9), and (17) we write

(18)

The plot of this dependence is presented schemati-
cally in Fig. 2 for two different values of the parameter
η/τ corresponding to two possible scenarios of the
shear-induced melting. In the first case, as the stress
increases, a steplike melting of the layer occurs at

ε̇pl σe
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Fig. 1. Dependence of the elastic shear stress on the elastic
deformation in the layer. The circles show experimental
data [7].
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point 1 and the system goes to point 2, corresponding
to viscous flow. A further increase in stress results in a
monotonic increase of the deformation rate. If the stress
is then decreased, the layer remains in the liquid state
down to point 4, where it solidifies abruptly (transition
to point 5). The corresponding diagram with the coor-
dinates ( , σ) is shown in Fig. 3. A similar hysteretic
behavior was observed experimentally [7, 8] and in
computer simulations [6].

At very high viscosity (or short relaxation time τ),
there can be no extrema in the function σ(εel) as shown
in Fig. 2 (curve a). In this case, the melting proceeds
continuously and results in a continuous and monotonic
increase of the plastic deformation rate with stress.

FLUCTUATIONAL CONTRIBUTION 
TO THE ELASTIC STRESS IN THE LIQUID 

PHASE

It is interesting to note that strong fluctuations of the
order parameter in the vicinity of the transition point
produce an elastic contribution to the stress above the
transition point as well, i.e., in the liquid phase. Indeed,
by averaging Eq. (5) we obtain

(19)

The average value of 〈ϕ 2〉  in the liquid phase outside
the fluctuation region is given by the following expres-
sion [10]:

(20)
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Fig. 2. Dependences of the shear stress on the elastic deforma-
tion in a layer undergoing a melting phase transition. (a) Large

viscosity  = 20 , (b) low viscosity  = 4 .
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where

(21)

kB is the Boltzmann constant, and L is the system extent
in the shear direction.

Equations (19)–(21) determine the contribution of
fluctuations to the total stress above the critical temper-
ature. A similar contribution is added below the phase
transition point. Note that under externally applied
stress, stress fluctuations in the directions perpendicu-
lar to shear are suppressed because of a symmetry vio-
lation. That is why the integration in Eq. (20) is carried
out along only one component of the wave vector (in
the shear direction). Substitution of Eq. (21) into
Eq. (20) results in the following expression for the fluc-
tuation component of the order parameter:

(22)

Note that the fluctuations of the force of friction
have principally different character at the direct and
reverse transitions. With increasing stress, the static
elastic deformation changes stepwise from the value
corresponding to the maximum stress in the elastic
state to that corresponding to viscous flow of the layer
(transition from point 1 to point 2 in Fig. 2). Therefore,
the layer can be found in the vicinity of the phase tran-
sition point by any stress. When the stress decreases,
solidification of the layer occurs at the point corre-
sponding to the phase transition to the elastic state. In
the vicinity of this point, the fluctuations should abnor-
mally increase, and at the transition point, the fluctua-
tion should be scale invariant [10]. These conclusions
are completely supported by the measurements of the
friction force fluctuations in the vicinity of the layer
solidification transition [12].
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Fig. 3. The plastic flow rate as a function of the shear stress
in a loaded/unloaded layer as given by Eqs. (18) and (17)
(solid curve). With the use of a more realistic law of plastic
flow in form (16), the dependence shown schematically by
the dotted line results.
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Let us find the temperature dependence of the plas-
tic deformation rate for small stress and temperatures
above the phase transition temperature. In this case, the
stress is given by the expression

(23)

For the plastic deformation rate, by virtue of
Eq. (17), we obtain

(24)

where

(25)

The dependence (24) is presented in Fig. 4. Similar
dependences have been observed in computer experi-
ments [6].

KINETICS OF THE ORDER PARAMETER 
EQUILIBRATION

If the temperature or deformation of the layer
changes stepwise, a certain time is then necessary for
the order parameter to attain a new equilibrium value.
The kinetics of the order parameter can be determined
from the following considerations. The derivative
−∂f/∂ϕ determines a generalized thermodynamic force,
which makes the order parameter approach its equilib-
rium value. In the vicinity of the phase transition point,
this derivative is small and the kinetic equation will be
linear in thermodynamic force:

(26)

where γ is the kinetic coefficient, which has a dimen-
sion of frequency in our case.

Its explicit form is

(27)

Using this kinetic equation, let us analyze the exper-
imental results obtained in [7, 13]. In [7], thin layers of
liquid lubricants were investigated with molecules in
the form of linear chains consisting of 3-methyl-unde-
cane (=CH3–C11), alkane with eleven CH2 groups with
one methyl group near the third carbon atom, and per-
fluoro-heptalyne [CF3O(CF2CF2O)7CF3]. A thin layer
of lubricant was placed between two atomically flat
mica surfaces, one of which was bent to form a cylinder
and glued to a glass lens. The mica surfaces were set
into periodic motion relative to each other at frequen-
cies from 1 to 250 Hz, and the force and relative dis-
placement of the surfaces were measured. In the elastic
region, the response of the layer during one period was
almost ideally linear. At the same time, the response
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varied smoothly from period to period with a character-
istic relaxation time from 10 to 30 s for CH3–C11. The
equilibrium value of the elastic modulus decreased
monotonically as the oscillation amplitude was
increased. It is evident that in the case considered the
order parameter relaxation time considerably exceeded
the period of oscillations. The relaxation time was mea-
sured in experiments with other polymeric lubricants,
for instance, squalane C30H62, which has globular mol-
ecules in contrast lower than the period of oscillations,
so the load could be considered quasistatic [13].

Let us show that the root-mean-square value of the
steady-state order parameter as a function of the root-
mean-square of the elastic deformation can be obtained
in general form irrespective of the relation between the
period of external force and the order parameter relax-
ation time.

Dividing Eq. (27) by ϕ and taking into account that
/ϕ ≡ ∂lnϕ/∂t, Eq. (27) can be represented in the form

(28)

If εel(t) is a periodic function of time, then the solu-
tion of Eq. (28) will be an asymptotically periodic func-
tion of time. Averaging Eq. (28) over one period and
taking into account that 〈∂lnϕ/∂t〉  = 0 due to the period-
icity of ϕ, we obtain

(29)

At 〈 〉  exceeding the critical value 2α|Tc – T|, the
average value is 〈ϕ 2〉  ≡ 0. Equation (29) is similar to
Eq. (9); however, in the case of periodic action, it

relates the time-averaged values 〈ϕ 2〉  and 〈 〉 . We see
that under an alternating applied force, the layer under-
goes the same melting phase transition as in the case of
the static external force. At the transition point in this

ϕ̇

∂ ϕln
∂t

------------ γ 2α T Tc–( ) 2bϕ2 εel
2 t( )+ +( ).–=

ϕ2〈 〉
α Tc T–( ) εel

2〈 〉 /2–
b

----------------------------------------------.=

εel
2

εel
2
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0.6

0.8
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1

εη/σ

2 3 4
T/Tc

.

Fig. 4. The plastic flow rate as a function of temperature in
the vicinity of the melting temperature.
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case the amplitude εel exceeds the critical value for the
transition εel, c under static load. Exactly this behavior is
observed experimentally [7].

If the frequency is much higher than the reciprocal
of the relaxation time, then the solution of Eq. (27) or
of the equivalent Eq. (28) can be easily obtained in
explicit form. So, for the first-order approximation in
the parameter γ/ω, we obtain

(30)

Substituting

(31)

we find

(32)

Obviously, this expansion is true if

(33)

The stress σ(t) = ϕ2(t)ε(t) in the linear approxima-
tion in the parameter γ/2ω is given by the expression

(34)

It has a component in phase with ε(t) and a compo-
nent out of phase by π/2, which determine the elastic
(µ) and dissipative (µ') parts of the shear modulus,

ϕ t( ) ϕ0 1 γ εel
2 t( ) εel

2〈 〉–( ) td

0

t

∫–
 
 
 

.=

εel t( ) 2 εel
2〈 〉 ωt,sin=

ϕ t( ) ϕ0 1
γ

2ω
------- εel

2〈 〉 2ωtsin–
 
 
 

.=

γ
2ω
------- εel

2〈 〉  ! 1.

σ t( ) ϕ0
2 2 εel

2〈 〉 ωtsin
γ

2ω
------- εel

2〈 〉 ωtcos+=

–
γ

2ω
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2〈 〉 3ωtcos .
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0

1
ε(t)

0 2 4 6 8 10 12 14 16 18 ωt

Fig. 5. Typical response of the layer to an oscillating stress.
Asymmetry is caused by a third harmonic in the response of
the layer (see Eq. (34)).
respectively:

(35)

If the stress is taken in the form of a harmonic func-
tion

(36)

then for the deformation, we obtain

(37)

Note the presence in the response of the third har-
monic, which has the same amplitude as the dissipative
component of deformation. The occurrence in the
response of the squalane layer under periodic loading
of a well pronounced third harmonic (with the phase
coinciding with that given by Eq. (37)) was established

in [13]. A typical response at γ〈 〉/2ω  = 1/3 is pre-
sented in Fig. 5.

ORDER PARAMETER RELAXATION 
AT FIXED STRESS

In experiments, it is often not the displacement but
the externally applied stress that is fixed. Expressing
from the condition of constant stress,

, (38)

the elastic deformation as a function of the order
parameter and substituting it into Eq. (27), we obtain
the kinetic equation

(39)

which determines the order parameter dynamics at a
given stress. Introducing the dimensionless variables

(40)

where ϕ0 = (α(Tc – T))1/2 is the equilibrium value of the
order parameter in the absence of deformation (see
Eq. (6)), σ0 = (1/b)(2/3α(Tc – T))3/2 is the maximal
attainable steady-state elastic stress in the layer given
by Eq. (11), and t0 = (2α(Tc – T)γ)–1 is the characteristic
time of the order parameter relaxation to the equilib-
rium value, Eq. (39) can be rewritten in the form

(41)

µ ϕ0
2,=

µ' ϕ0
2 γ
2ω
------- εel

2〈 〉 µ γ
2ω
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2〈 〉 .= =

σ 2 σ2〈 〉 ωt,sin=
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2
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γ
2ω
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σel
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4
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+
γ

2ω
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ϕ0
4
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σel
2 ϕ0

4

σ ϕ2εel const= =

ϕ̇ γ 2α T Tc–( )ϕ 2bϕ3 σ2
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-----+ + ,–=

ϕ̃ ϕ /ϕ0, σ̃ σ/σ0, t̃ t/t0,= = =
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The function on the right side of this equation is
shown in Fig. 6 at several values of the dimensionless
stress. In the absence of external stress (  = 0), the
equilibrium value, which is given by the intersection
point of the corresponding curve with the abscissa axis,
is  = 1. If the stress is increased rapidly to  = 0.5,
the order parameter will decrease and the kinetics of the
approach to the equilibrium value will be exponential.
If the stress is increased up to the critical value,  = 1,
the kinetics of the order parameter in the vicinity of the

equilibrium point, which is at  = , will be
determined by the equation

(42)

Its solution

(43)

shows that at critical stress, the approach to the equilib-
rium value obeys the power law.

At still higher stresses, the derivative ∂ /∂
remains negative at all values of the order parameter,
which decreases until reaching zero. Obviously, this
decrease proceeds with acceleration and the system
attains the zero of the order parameter in a finite time.
Indeed, at low values of the order parameter the great-
est contribution comes from the last term in Eq. (41), so
this equation can be rewritten in the form

(44)

Its solution has the form

(45)

supporting the above statement.

The numerical solutions of Eq. (41) for the critical
stress (  = 1), as well as for lower and higher stresses
than the critical one, are shown in Fig. 7. The presented
kinetics is amazingly similar to the kinetics observed in
experiment [7]. The fact that the measurements in [7]
were carried out under alternating stress does not com-
promise the results presented above. So, it can be
shown that if the stress frequency is much higher than
the reciprocal of the order parameter relaxation time (as
was the case in the experiments described in [7]),
Eq. (41) is valid provided that  is understood as a
mean of the order parameter over the stress period and

 as a mean-square stress.

σ̃

ϕ̃ σ̃

σ̃

ϕ̃* 2/3

∂ ϕ̃ ϕ̃*–( )
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------------------------ 6 2/3 ϕ̃ ϕ̃*–( )2.–=
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1 6 2/3ϕ̃*t+
---------------------------------=

ϕ̃ t̃

∂ϕ̃
∂ t̃
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4
27
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ϕ̃2 ϕ̃ 0( )4 16
27
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σ̃
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σ̃2
TECHNICAL PHYSICS      Vol. 46      No. 5      2001
Note that in the vicinity of the point ϕ = 0, Eq. (38),
and the kinetic Eq. (39) as well, become, strictly speak-
ing, inapplicable. Taking into account viscosity, instead
of Eq. (38), we will have

(46)

and the kinetic equation in the vicinity of the zero of the
order parameter takes the form (we return to the initial
dimensional variables)

(47)

It is obvious that if

(48)

the kinetics changes from the square-root law of
Eq. (45) to an exponential law with the characteristic
relaxation time τ,'

(49)

εel
σ

ϕ2 η /τ+
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Fig. 6. The rate of variation of the normalized order param-
eter as a function of the order parameter.
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Fig. 7. Kinetics of the shear modulus (order parameter
squared) at stresses below, at, and above the critical stress.
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KINETICS OF THE TRANSITION 
TO SOLID STATE

If in the experiment the resulting strain is main-
tained constant, then the kinetic equation taking into
account the finite rate of plastic deformation is obtained
from Eq. (27) by substituting Eq. (46)

(50)

Going back to the dimensionless variables (40), this
equation can be written in the form

(51)

where

(52)

The linearization of Eq. (50) in the neighborhood of
the point  = 0 shows that the liquid state becomes
unstable at

(53)
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Fig. 8. Kinetics of the shear modulus increase after removal
of load.
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Fig. 9. Schematic of the tribological system.
Thus, if k ! 2/(3 ), the strain of solidification will
be substantially lower than the strain of melting.

Let us analyze the solidification kinetics in the lim-
iting case where the strain drops instantaneously from
the critical value (53) down to zero. The solution of
kinetic Eq. (50) at  = 0 is given in an implicit form by

(54)

The corresponding time dependence of the normal-

ized shear modulus  from an initial value of (0) =
0.1 is presented in Fig. 8.

STABILITY CONDITIONS FOR STEADY 
SLIDING

The dynamics of any tribological system is deter-
mined not only by the forces of friction acting directly
in the sliding plane, but also by the elastic properties of
the system as a whole. The latter in many cases can be
described in the framework of the following model pre-
sented schematically in Fig. 9. A spring with elastic
constant ks is tied to a block of mass M placed on a flat
substrate. The contact area of the block with the floor is
denoted by A. The free end of the spring moves with a
constant velocity v0. The equation of motion of the
block has the form

(55)

where F0 is the friction force

(56)

For the rate of plastic flow determining the viscous
contribution to the strain, we will use the approxima-
tion

(57)

which is based on the thermoactivated nucleation of
dislocations. The form of this dependence for different
values of the parameter U0/kBT is shown in Fig. 10. For
a layer of thickness d, using Eqs. (54), (57), and the
relation x = dε and neglecting the inertia term, the equa-
tion of motion is

(58)

Differentiating Eq. (12) with respect to time and
taking into account Eq. (57), we obtain

(59)

3
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TECHNICAL PHYSICS      Vol. 46      No. 5      2001



THERMODYNAMICS AND KINETICS OF SHEAR-INDUCED MELTING 613
Kinetic Eq. (27) can be transformed to

(60)

Equations (58)–(60) completely determine the
dynamics of the block’s movement over the substrate.
The steady-state solutions of this system of equations
satisfy the following three equations:

(61)

(62)

(63)

Here, H(x) is the Heaviside function, ξ = x – v0t.
In order to study the linear stability of this solution,

we will linearize the system of Eqs. (58)–(60) in the
vicinity of the steady-state solution (61)–(63):

(64)

(65)

(66)

Substituting into Eqs. (64)–(66):

(67)

we come to the following condition of the solvability of
the system of equations (64)–(66)

(68)

where

(69)

(70)

(71)

The stability condition for the solutions is that all
coefficients in Eq. (68) should have the same sign.
Since S and Q are always positive, this condition
reduces to the requirement that the coefficient N be pos-
itive. The equation N = 0, therefore, describes the
boundary on the (εel, ks) plane separating regions of the
steady-state and non-steady-state movements. Solving
it with respect to ks and taking into account Eq. (62), the
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equation of the curve bounding the region of steady
states can be obtained:

(72)

The form of the boundary of the steady states in
coordinates (ks, ) can be obtained by solving

Eq. (57) with respect to  and substituting the function

 = ( ) into Eq. (72). In the limit of large values of
the parameter U0/kBT, Eq. (72) can be presented in a
simple analytical form. First at all, note that

(73)

Then, in the case U0/kBT @ 1, the rate of plastic
deformation is essentially nonzero only in the immedi-
ate vicinity of the critical value  = 1 and we can
replace  by its critical value throughout Eq. (72) with
the exception of terms containing

Ultimately, we arrive at the equation

(74)
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Fig. 10. The plastic deformation rate as a function of elastic
deformation at different values of the activation energy.
Numbers by the curves are values of the parameter U0/kBT.
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where

(75)

(76)

The stability diagram for the steady-state movement
is presented in Fig. 11.

PHYSICAL ORIGIN OF THE SHEAR-INDUCED 
MELTING PHASE TRANSITION

Returning to the problem of the possibility of a sec-
ond-order phase transition between crystalline and liq-
uid states, we emphasize that the peculiar feature of this
transition in our case is that it occurs under conditions
that considerably change the symmetry of both the
crystalline and liquid states, in the first place because of
the confining solids and, in second place, by elastic
deformation. Orientation of the surfaces of the solids
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Fig. 11. Curves bounding the region of steady-state motion.
The motion is steady-state in the region above the corre-
sponding curve and non-steady-state below. Numbers by the
curves are values of the parameter U0/kBT. Solid curves are
exact solutions of Eq. (72), dashed curves are the approxi-
mate solutions of Eq. (74). k2: (a) 1.0 and (b) 10.
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determines the preferential plane, and the direction of
shear determines the preferential direction in that
plane. The vanishing of the order parameter and the
related vanishing of the shear modulus imply that the
microscopic density, which is periodic in the crystalline
state, becomes uniform in the liquid state [14]. The
preferential character of the direction of shear creates a
situation in which, as a result of melting, the micro-
scopic density modulation disappears first only in the
direction of shear. If this is indeed the case, then the
melting has a peculiar one-dimensional character.
Whether such one-dimensional melting actually takes
place in the above experiments can be found out exper-
imentally by studying the orientation of the atomic lay-
ers after shear-induced melting and the subsequent
solidification of the layer when the load is reduced.

Let us show that the mentioned partial one-dimen-
sional melting can occur as a second-order phase tran-
sition. Below we follow Landau’s argument [14], mak-
ing such modifications as necessary for an anisotropic
system.

Let δρ be the change in microscopic density of the
layer as a result of transition from the crystalline state
to the shear-melted state with x as the coordinate in the
direction of shear. δρ as a function of x is equal to zero
in the molten state and is nonzero in the crystalline
state. Let us represent δρ as an expansion in plane
waves:

(77)

where k = 2πn/a, n is an integer, a is the lattice constant
in the x direction, and the term with k = 0 is excluded
from the summation. Since δρ is real, there should be

(78)

where * denotes the complex conjugation.
Expansion of the free energy in powers of δρ con-

tains terms of the form

(79)

For the free energy to be invariant with respect to
translations, it is necessary that k1 + k2 + k3 + … = 0.
Hence, the second-order terms contain only the prod-
ucts bkb–k or, according to Eq. (78), |bk|2. The free
energy expansion, therefore, has the form

(80)

Here, Ak are constants depending on temperature and
elastic deformation. Above the melting point, f has a
minimum for all Ak; i.e., all Ak are positive. At the point
of the continuous phase transition, the second-order
term should become zero at nonzero values of δρ. This
means that one of the Ak coefficients should turn zero at
the transition point; i.e., the curve A(k) is tangential to

δρ bke
ikx,

k

∑=

bk b k–* ,=

bk1
bk2

bk3
…., , ,

f Ak bk
2.

k
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the abscissa axis. Thus, at the transition point, the den-
sity modulation arises at a certain single wavelength
determined by the k0 value at which Ak becomes zero.

In accordance with Landau’s theory [14], the higher
order terms can now be written in form (79), where the
summations are carried out over only the wave vectors
in which the instability appears. It is clear that the free
energy expansion contains no third-order terms since
no sum of three wave vectors from the set {k0, –k0} is
equal to zero. But the condition for the continuous
phase transition is just that there must be no third-order
terms in the expansion of the free energy. The disap-
pearance of the microscopic density modulation in the
direction normal to the sliding (at larger shear deforma-
tions) is also the one-dimensional phase transition and
can proceed as a second-order phase transition.

We come to the conclusion that the specific symme-
try of thin layers subjected to strong shear deforma-
tions, in contrast to melting by increasing temperature,
results in the possibility of two melting transitions, both
of which can proceed as a second-order phase transi-
tion. The first transition results in the disappearance of
the density modulation only in the direction of shear
(the one-dimensional melting) and the second transi-
tion results in the disappearance of the density modula-
tion in the normal direction as well (total melting).
Although we do not know of experiments that directly
support the conclusions made, the computer simulation
shows that the transition from the molten to the solid
state indeed often occurs as two consecutive phase tran-
sitions [6].

CONCLUSIONS

The concepts developed in the present study natu-
rally explain the experimentally observed peculiarities
of the kinetics of shear-induced melting and solidifica-
tion of thin layers of lubricants. Of fundamental impor-
tance is the introduction of, first, the nonequilibrium
shear modulus and, second, the nonequilibrium order
parameter, the latter being a more fundamental quantity
than the shear modulus. It is for the order parameter
that the analytical kinetic equations at the transition
point can be written. The introduction of these two
quantities makes possible a natural interpretation of the
linear response of the system under fast alternating
stress and of the occurrence of the phase transition as
the amplitude of the alternating stress increases. The
agreement between the obtained variations with time of
the shear modulus in direct and reverse transitions, on
the one hand, and the experimental data, on the other,
TECHNICAL PHYSICS      Vol. 46      No. 5      2001
shows that the experimentally observed peculiarities of
the melting kinetics of thin layers can be described
assuming that shear-induced melting is a result of a sec-
ond-order phase transition taking place as elastic defor-
mation of the layer increases.
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Abstract—The design and testing of a Compton current generator are briefly described. Its current response to
a γ quantum (i.e., sensitivity) is estimated at η = 7.0 × 10–21 (A cm2 s)/γ. At relatively high gamma fluxes, the
generator can be employed as a battery charger. When it is fed by a pulsed gamma flux, the resulting current
pulse is capable of triggering the equipment and evaporating a metal wire synchronously with the application
of the gamma pulse. The generator can also be used as a direct-charge radiation detector for determining the
dose and dose rate of a radiation pulse, as well as its shape. © 2001 MAIK “Nauka/Interperiodica”.
INTRODUCTION

Interaction of high-energy directional gamma fluxes
with matter generates the directional motion of high-
energy charged particles, i.e., a photo-Compton elec-
tron current IC (with a density of jC), and also causes
charge separation in the matter with the formation of a
current of low-energy charged particles, i.e., conduc-
tion (or leakage) current Iσ (with a density jσ). In our
case, the currents are oppositely sensed [1].

In practice, these phenomena adversely affect the
operation of devices in the radiation environment. At
the same time, they can have a beneficial effect in a
number of specific cases [2].

Our aim was to take advantage of a directional flux
of high-energy charged particles in converters of
X-rays to electric current. These converters are of two
types: current generators and radiation detectors that
are charged directly by the action of a gamma flux
(hence, the term “direct-charge radiation detectors”)
[3]. Their designs are similar (see Eq. (6)). In the radi-
ation energy range considered in this article (0.5–
10 MeV), the Compton scattering of gamma quanta by
bound electrons of insulator atoms prevails; therefore,
both devices will be called Compton current generators
(CCGs). Structurally, a CCG represents an insulating
gap of arbitrary geometry with two metal electrodes on
its boundaries or a set of such gaps.

In this work, the device was made in the form of a
planar disk that had d-spaced 50-µm-thick copper foil
plates. The gap was filled by polyethylene (CH2)n or
fluoroplastic (CF2)n. The energies of gamma quanta,
chemical composition of the device, and size d were
such that the pair-generation effect and the contribution
of the thin plates into IC and Iσ could be ignored.
1063-7842/01/4605- $21.00 © 20616
ELECTRODYNAMIC PROBLEM AS APPLIED 
TO A GAMMA-IRRADIATED GAP 

WITH A CONDENSED INSULATOR
The electric field in a CCG insulating gap exposed

to radiation is determined from the expression

(1)

Here, σ is the radiation-induced conductivity of the
insulator, E is the electric field strength vector in the
insulator, D is the dielectric displacement vector, ε0 is
the dielectric constant, ε is the relative permittivity of
the insulator, ρ is the space charge density in the insu-
lator, and t is time. Problem (1) is solvable because the
dependences of the material parameters (σ, ε, jC) of a
specific insulator on radiation-field parameters (spec-
trum, dose, dose rate, irradiation time, and postirradia-
tion relaxation), as well as on attendant external effects,
are known. On the condition that the gamma quantum
range in the insulator [4] is much greater than d even for
the lower limit of the energy interval, the solution of
system (1) over the space (without considering the
explicit dependences of the insulator parameters on the
acting radiation field) is given by

(2)

Here, Ig(t) is the generator current as a function of jC(t);
V, radiation-induced potential difference between the
generator plates; C, capacitance of the gap; Rσ, leakage
resistance of the gap; Rn, load resistance; In, current
passing in the external circuit; and Ic, charging current
in the gap. In (2), Ig(t) is the only material parameter;

∂ρ
∂t
------ div jC jσ–( ) div jC σE–( ),= =

div D div ε0εE( ) ρ.= =

Ig t( ) d
dt
----- CV( ) 1

Rσ t( )
------------- 1

Rn

-----+ 
 + V Ic Iσ In.+ += =
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however, the radiation-induced electric field in the gap
(the gap specifies the power and current capabilities of
CCGs) also depends on the other material parameters
of the insulator. Therefore, the complete design of the
CCG also implies the calibration of the three (σ, ε, jC)
material parameters of the insulator according to their
dependences on the radiation-field parameters and
device geometry. Note, however, that when insulating
gaps are used as a current generator driven by gamma
radiation, our goal is to obtain significant values of In;
therefore, the ideal case would be the short-circuit
mode In = Ig(t), according to (2). In practice, designers
are making efforts to provide conditions as close to the
short-circuit mode as possible. In this case, the leakage
current is much smaller than Ig(t) and is ignored; hence,
In ≅  Ig(t) – Ic. By choosing the CCG design and load
such that the setting time of the potential difference
between the plates is much less than the exposure time,
we eventually obtain Ig(t) ≅  In. Therefore, in this work,
we calculate only the generator current IgA(t) and its
sensitivity to radiation and verify our calculation exper-
imentally; the calculation and calibration of the con-
ductivity and permittivity of the insulator are beyond
the scope of our report.

Calculation of the CCG Current and Sensitivity

Usually, gamma sources (especially, impulse
sources) have a continuous spectrum of gamma quanta.
Under these conditions, it is impossible to determine
the CCG current and power capacities by calibration,
since an appropriate set of calibrated high-energy
sources that cover the continuous gamma spectrum is
lacking. Therefore, one cannot get by with analytical
methods in this case. Designers usually first develop an
adequate procedure for determining the sensitivity of a
CCG and then verify it with respect to the amplitude
with experimental techniques using available calibrated
monochromatic gamma sources. In addition, they
observe how the CCG current reproduces the shape of
incident gamma radiation by means of an impulse
source with a known or a still unknown shape. Good
agreement between the analytical and experimentally
measured sensitivity values means that both the design
and the fabrication technology of the generator are
acceptable.

Let a gamma flux N0 γ/cm2 be incident on a planar
CCG normally to its surface. We assume that the
gamma quanta are distributed with some spectral den-
sity. Then, the normalized-to-unity group spectrum of
the quanta is given by

(3)

where E is the energy of the quanta [MeV], ∆NE is the
number of quanta with an energy in the interval ∆E =

f E( )∆E
∆NE

N0
-----------,=
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E2 – E1, and f(E) is the density of the energy distribu-
tion of the quanta [MeV–1].

Next, let the normalized-to-unity time distribution
of the quanta have the form

(4)

Here, ∆Nt is the number of quanta per unit time interval
∆t = t2 – t1 and ϕ(t) is the density of the time distribution
[s–1], which describes the radiation pulse shape.

Let µ(E) be the attenuation coefficient of gamma
radiation in the insulator, δ(E) be the mean projection
of the recoil electron path in the insulator onto the
direction of incidence of the radiation, and q be the
charge of an electron. Then, the magnitude of the
radiation-induced current in the insulator can be
expressed as

(5)

where Egr is the greatest energy of the gamma quanta
and x is the space coordinate that coincides with the
direction of gamma flux incidence on the CCG and is
reckoned from its front plate.

Equation (5) shows that the radiation-induced cur-
rent reproduces (in time) the shape of the acting radia-
tion. In Eq. (2), Ig(t) is expressed through jC(x, t);
namely, Ig(t) is the convolution of jC(x, t) over the space
with consideration for the distribution of recoil elec-
trons in the insulator and with regard for the transport
of their charge to the CCG plate (the transport ratio
depends on the insulating gap geometry).

For a planar CCG, a steady-state monochromatic
gamma source, normal incidence of gamma quanta on
the CCG plane, uniform irradiation of the plate surface
area S, and an insulator thickness much less than the
gamma quantum range in the insulator, we have

(6)

(the intermediate mathematics is omitted).

Note that N0ϕ(t) in expressions (5) and (6) is the
gamma flux density and represents the instantaneous
intensity of the acting flux. This quantity specifies to
what extent the CCG current reproduces the shape of
incident radiation in time. For a static gamma source,
N0ϕ(t) is the time-invariable gamma flux density; we
designated it as Φ0. Let us define the CCG current
response (sensitivity) as the CCG current per unit

gamma flux density. Then, for an Étalon-3 static 
gamma source with an effective gamma energy of
1.253 MeV and for the CCG geometry mentioned

ϕ t( )∆t
∆Nt

N0
---------.=

jC x t,( )

=  qN0ϕ t( ) µ E( ) µ E( )x–( )δ E( ) f E( )exp E,d

0

Egr

∫–

Ig t( ) 0.5SqN0ϕ t( )δµ2d=

Co27
60
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above, the rated sensitivity η is

CCG CALIBRATION ON AN ÉTALON-3 GAMMA 
RADIATION SOURCE

Calibration was aimed at measuring the CCG sensi-

tivity to  gamma quanta: the CCG current is
divided by the density of a gamma flux passing through
the generator.

Metering Equipment

The Étalon-3 source was certified at the Mendeleev
Research Institute of Materials as a secondary standard
of exposure dose (ED) and exposure dose rate (EDR)
(certificate no. 39/91). Other devices (U5-11 amplifier,
M2300 dose meter, Shch1516 voltmeter, and D3-28
computer) were certified at the Mendeleev Research
Institute of Materials and the Specialized Laboratory of
Metering Equipment.

On calibration, the radionuclide activity was
≈100 Ci and the gamma beam axis passed perpendicu-
lar to the working space of the CCG through its center.
The distance between the front wall of the CCG and the
center of the source was 57 cm.

Results of Measurement

A uniform (within ±3%) collimated gamma flux
uniformly irradiated the CCG surface. With the M2300
dose meter, we measured the relative differences in the
EDR values for various collimator diameters and deter-
mined the EDR at l = 57 cm using the known EDR
value at the certified point (l = 150 cm). The validity of
the EDR values measured (the accuracy 2.5%) was
confirmed by the fulfillment of the condition EDRl2 =
const. We took the mean value.

The gamma flux density Φγ(γ/(cm2 s)) is related to
the EDR (µr/s) as 1.70 × 103 γ/(cm2 s) = 1 µr/s. Using
the known EDR at a distance of 57 cm to the source
center, we obtained Φγ = 1.51 × 108 γ/(cm2 s).

The CCG sensitivity is found by the formula

Here, Rn = 1.01 × 1011 Ω is the metering resistance of
the U5-11 amplifier and U(V ) = U2 – U1, where U2 and
U1 are the mean voltages across the plates under and
without irradiation, respectively.

The mean voltage values were obtained from sev-
eral tens of observations, each observation being 100 to
300 instantaneous readings of the Shch1516 voltmeter
that were averaged with the DZ-28.

η
Ig

Φ0
------ 0.5Sqδµ2d 6.71 10 21–  

A cm2 s
γ

-------------------.×= = =

Co27
60

ηγ
U

ΦγRn

------------ 7.0 10 21–  
A cm2 s

γ
-------------------.×= =
The systematic errors of measurement were as fol-
lows: ±3% for the EDR at a distance of 57 cm to the
source, ±4% for the coefficient of EDR-to-Φγ conver-
sion, and ±2% for Rn. The relative errors introduced by
the Shch1516 and M2300 were negligible. The random
error of measurement is the sum of random errors of the
voltages and does not exceed ±6% at a confidence prob-
ability of 0.95.

Thus, the overall relative error of the CCG sensitiv-
ity, measured according to State Standard 8.207, is no
more than 9% at a confidence probability of 0.95. The
reproducibility of the results was 96.5% or higher. The
difference between the calculated and experimental
sensitivities, 4.1%, lies within the calibration accuracy
and is due to the known systematic error of calculation
that can be eliminated in practice.

TESTING OF THE GENERATOR ON A FAST 
PULSE GRAPHITE REACTOR

The aim of experiments with the fast pulse graphite
reactor [5] was to record the shape of the CCG current
pulse when the generator is fed by gamma radiation
from the reactor and to compare it with the reactor
pulse recorded by the standard technique [5]. The qual-
itative parameter of comparison is the pulse shape
itself, and the quantitative parameter is the pulse half-
width.

The Compton generator was 84 cm distant from the
surface of the active zone of the reactor.

RESULTS

The CCG pulse halfwidth measured from the oscil-
logram was found to be 3.25 × 10–3 s. This value differs
from the reactor pulse halfwidth measured by the stan-
dard technique by 0.31%. Such a discrepancy falls
within a measurement accuracy of 10% for both values.

The shapes of both pulses were totally coincident.

CONCLUSIONS

(1) The electrodynamic properties of an insulating
gap exposed to continuous-spectrum gamma radiation
cannot be determined by calibration because calibrated
steady-state monochromatic high-power gamma
sources covering the entire spectrum of impulse
gamma sources are lacking. Therefore, in this work, the
characteristics we are interested in were obtained ana-
lytically, i.e., by solving the boundary-value problem in
the gap for a CCG of planar geometry. The solution,
which includes the spectrum and density of a gamma
flux, relates the current and potential difference
between the generator plates to radiation-field parame-
ters.

(2) Our analytic method was verified by the example

of the  radionuclide spectrum and the gamma fluxCo27
60
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intensity from a pulse nuclear reactor. It turned out that
the calculated and experimental CCG sensitivities dif-
fer by 4.1%. Also, the current shape and duration of the
CCG differ from those of the nuclear reactor that were
determined by standard technique by 0.31%. These dis-
crepancies are well within the measurement accuracy,
counting in favor of the analytic method and the CCG
fabrication technology.

(3) The coincidence of the analytic and experimen-
tal CCG sensitivities means that the analytic method is
valid and can be applied to calculating not only the cur-
rent of a specific generator but also, more generally, the
radiation-induced current in the insulator.

(4) It was shown that the insulating gap converts the
energy of high-frequency (2 × 1018–2 × 1021 Hz) elec-
tromagnetic field to a current pulse of a duration equal
to the irradiation time. The current can charge batteries,
trigger equipment, or evaporate a metal wire. In addi-
tion, the current energy can be converted to the energy
of an electromagnetic pulse with a frequency corre-
sponding to the irradiation time.

(5) A CCG can be used as a direct-charging detector
for determining the shape of gamma pulses with a con-
TECHNICAL PHYSICS      Vol. 46      No. 5      2001
tinuous spectrum. It can also be applied to measuring
the dose and intensity when the spectrum of gamma
radiation is (i) monochromatic; (ii) continuous and
either known prior to experiments or is to be measured
experimentally; and (iii) continuous, unknown, and
weakly (≈10%) variable from run to run.
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Abstract—Thermally stimulated current spectra of human blood preparations are investigated. The electret
effect in blood is interpreted using the fundamental concepts of the electret state of matter and electrical polar-
ization of biopolymers. It is speculated that the electret effect in blood is related to the biological cycles in the
organism and associated biochemical processes. It is noted that the method of thermally stimulated current is
appropriate for express diagnostics of biological objects. © 2001 MAIK “Nauka/Interperiodica”.
INTRODUCTION

The electret effect, i.e., the ability of materials to
retain the electrically polarized state after an external
effect responsible for polarization has been removed
and to produce the electric field in the environment, is
a fundamental property of living and nonliving matter
[1]. To date, this effect has been discovered in many
materials and biological objects [1–3]; therefore, it is
logical to assume that it plays a vital role in the life
activity of biological systems. Obviously, the study of
the electret properties of living tissues is of great inter-
est in biology and medicine.

The concept of electrical phenomena in biological
objects dates back to the middle of the 19th century,
when Du Bois-Ramond put forward the so-called elec-
tromolecular theory [2]. It is known that more than 90%
of living matter is accounted for by polar molecules of
proteins, nucleic acids, lipids, adipose matter, carbohy-
drates, and water, which bear coupled electric charges
(dipoles). The essence of Du Bois-Ramond’s theory is
that biological electrogenesis is governed largely by the
dynamics of polar groups entering into the composition
of the molecules listed. By the early 1970s, two funda-
mental properties of living matter had been established:
natural electrical polarization as a general property of
living tissues and the presence of a quasi-polar bioelec-
tric field [1–3]. Today, thorough investigation into the
bioelectret effect via modern physical instruments and
available theoretical concepts of the electret state has
become a burning issue.

The most effective way of studying the charge state
of insulators is the method of thermally stimulated
depolarization (current) (TSC). Perhaps, the term
“thermally stimulated discharge” would more ade-
quately reflect its basic idea. In this method, the relax-
ation of a charge responsible for the electret state is
studied. Since charge relaxation at room temperature is
a long-term process, the discharge is stimulated by
heating at a constant heating rate. The sample placed
1063-7842/01/4605- $21.00 © 20620
between two electrodes is heated with a constant rate,
and the current passing in the circuit is measured. From
its temperature dependence (TSC spectrum), one can
judge mechanisms behind the electret effect. The
advantages of the TSC method are its high sensitivity
and high resolution. Also, it gives a chance to trace
relaxation processes in a material that can be in differ-
ent states and to record the transition temperatures.

Recently, the tendency to extend the application of
the TSC method has appeared. In particular, it was used
for food characterization [4] and in studying the depo-
larization of collagen, hemoglobin, mioglobin, etc.
[1, 5, 6]. In addition, with the TSC method, the electret
effect was found to be a common property of polypep-
tides, polynucleotydes, and polysaccarides [7−9].

Unlike electrical polarization in “simple” chemical
compounds, the electret effect in human body tissues
has a more complex nature and is of greater practical
value. There are reasons to believe that the parameters
of this effect vary according to life conditions of the
organism [9]. The electrophysical properties of blood,
one of the most important components of the human
organism, are particularly sensitive to changes in the
environmental conditions.

It was the aim of this work to study the electret prop-
erties of blood of different groups with the TSC method
and to treat the results in terms of the fundamental con-
cepts of the electret effect.

EXPERIMENTAL METHODS

In experiments, we used Rh-positive peripheral
blood of groups I–IV. From each donor, blood was
taken five times at 1–2 h intervals during a day. Samples
(1 ml) were placed into an aluminum electrode
(degreased in ethyl alcohol) and covered by a sterile
polytetrafluoroethylene (teflon) spacer on which the
second electrode was applied. The sample was heated
at a rate of 5 °C/min, and the interelectrode current was
001 MAIK “Nauka/Interperiodica”
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measured (for the measuring circuit, see Fig. 1). The
thermoclearance method [10] was used to accurately
determine the energies of activation of polarization
charge relaxation that correspond to peaks in the TSC
spectra. The sample was first heated with a constant
rate to obtain the first peak and then was rapidly cooled
to room temperature. After repeat heating, another peak
at a higher temperature was recorded, etc. The energy
of activation for each of the peaks was evaluated from
the ascending portion of the I(T) curve [10].

RESULTS AND DISCUSSION

For all the blood preparations, the TSC spectra have
three extrema (Fig. 2). In the low-temperature range
(Tmax = 40–50°C), a smooth peak of negative charge
relaxation is observed. It is known [1] that the low-tem-
perature depolarization peak for collagen and hemoglo-
bin is due to so-called bound water. Human blood is a
multicomponent system consisting of plasma (a water
solution of mineral salts, amino acids, proteins, ste-
roids, enzymes, etc.) and blood cells (erythrocytes, leu-
kocytes, thrombocytes, etc.) [11]. Erythrocytes (or red
blood cells), containing hemoglobin enclosed by a lipid
sheath and other components responsible for oxygen
transport in the organism, account for about 45 wt % of
blood. The specific chemical structure of amino acids,
proteins, and lipids (a great number of polar groups,
such as NH, CO, and OH) define the high hydrophilic-
ity of the blood components; hence, most of them are
covered by hydrate sheaths [1, 12]. Thus, it might be
expected that some amount of water in blood is in the
bound (structured) state since hydrogen is bonded to
polar fragments of various organic molecules. This
appears to increase the dipole moment of the compo-
nents and cause the electret effect, since the energy of
dipole water molecules depends on their orientation.
Thermally stimulated disintegration of such coordi-
nated structures is, in essence, dipole disordering.
It seems likely that this disordering shows up in the
form of the small low-temperature TSC peak. For this
peak, the energy of charge relaxation activation is W1 =
0.45 eV. The mean energy of a hydrogen bond is known
to vary between 0.10 and 0.25 eV [13]. With complexly
configured organic compounds (containing polar
groups) present in blood, water molecules may form
coordinated structures with higher bond energies.

The results obtained indirectly corroborate data that
bound water in biopolymers can be in the electret state
[1, 14].

In the middle-temperature range (Tmax = 70–90°C),
the extremum is the superposition of several peaks
whose intensities are several times greater than that of
the low-temperature peak. This means that, in this tem-
perature range, some coordinated structures break
down and bound dipoles with relatively high bond
energies relax. In our opinion, the middle-temperature
peak can be attributed to the thermal denaturation of
TECHNICAL PHYSICS      Vol. 46      No. 5      2001
protein compounds in blood, i.e., to an irreversible
modification of the protein structure without breaking
the polypeptide chain. As is known, the secondary
structure of proteins is formed by intramolecular
hydrogen bonds and the tertiary structure, largely by
Van der Waals forces [13]. The thermal relaxation of
charges of ionized and protonated groups, which are

1 2

4

5 6

3

7

Fig. 1. Setup for measuring and recording TSCs: 1, teflon
spacer; 2, upper (Al) electrode; 3, data amplifier; 4, dis-
mountable screen; 5, lower (Al) electrode; 6, blood sample;
and 7, PC with dedicated software.
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Fig. 2. TSC spectra of (a) group-I, (b, c) group-II,
(d, e) group-III, and (f) group-IV human blood. In (d, e), the
high-temperature peaks are of different polarity.
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responsible for the electrostatic attraction between
fragments of a protein molecule, and that of Van der
Waals interactions cause the denaturation of blood pro-
teins [15]. The wavy middle-temperature peak in
Fig. 2b (which was resolved by thermoclearance,
Fig. 2c) seems to correspond to the three values of the
bond energies (W2 between 0.5 and 0.7 eV) responsible
for the polarization of proteins of group-II blood.

The high-temperature (Tmax = 105–120°C) peak is
the most intense. At these temperatures, one can expect
the phase transition with the formation of thromboid
mass. Intense thermal oxidative destruction of organic
compounds entering into the blood composition is
accompanied by the sticking together of lipid sheaths
of erythrocytes, denaturated proteins, fragments of
polypeptide chains, etc. The thermal decomposition of
newly formed structures results in the relaxation of
their polarization charge, which is associated mainly
with Maxwell–Wagner polarization [1].

The TSC spectra for different blood groups are sim-
ilar; however, some of the peaks shift along the temper-
ature scale, vary in intensity, and even change sign
(Figs. 2a–2f). For example, the high-temperature peak
shifts toward lower temperatures with increasing group
number. It lies at 115–118 (group I), 108–110 (II), 98–
100 (III), and 95–97°C (IV).

The above effects are likely to correspond to spe-
cific life cycles of the organism. Reversible biochemi-
cal processes involve positive and negative ions, as well
as positive and negative potentials in the double electri-
cal layer around blood cells [16]. According to physio-
logical factors (blood pressure, muscular activity, the
presence of stimulators in the organism, etc.), the con-
centrations of various ions and the potential distribu-
tions may change, thereby affecting the parameters
responsible for the electret effect. Small peak intensi-
ties may also indicate variations in the dipole moments
of the blood components when a number of biochemi-
cal reactions fluctuate about equilibrium. A change in
the high-temperature peak polarity for blood samples
taken from the same donor during a day has been noted
(Figs. 2d, 2e)—this phenomenon is yet to be under-
stood. Note also that, in each of the experiments, the
intensities and polarities of the TSC peaks vary in a dif-
ferent manner.

CONCLUSION

Thus, the TSC method provides information on such
an important biological object as blood. With this
method, it was established that human blood exhibits
the electret effect due to the coordination of the super-
molecular structure of its components. Our interpreta-
tion of the effect is based on the ability of complex
organic molecules, including biopolymers, to show the
electret properties, which follow from their specific
complex chemical configuration. The data obtained
may indicate that the electret effect in blood is both a
function of biochemical processes in the human organ-
ism and a factor that initiates them.

We believe that the TSC method might become a
simple yet informative blood diagnostics tool. To fully
exploit its potentialities, it is necessary to gain more
experimental findings and perform complex medical
and physical investigation in the fields of hematology,
cardiology, physics, physical and biologic chemistry,
etc. Therefore, it will be the further aim of the authors
to refine the behavior of the parameters characterizing
the electret effect, in particular, to relate the effect to the
living conditions of a donor, its Rh factor, blood group,
sex, age, etc., which is of great practical interest.
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EXPERIMENTAL INSTRUMENTS AND TECHNIQUES

  
Improved Sensitivity of Refractive Interface Detection 
in Capillary Methods of Separation

A. I. Gorshkov, O. V. Oshurkova, and V. B. Konstantinov
Ioffe Physicotechnical Institute, Russian Academy of Sciences, 

Politekhnicheskaya ul. 26, St. Petersburg, 194021 Russia
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Abstract—It is demonstrated that the sensitivity of the refractive method for detecting solution–solution inter-
faces can be increased by optimally choosing the ratio of the outer and inner capillary diameters. © 2001 MAIK
“Nauka/Interperiodica”.
The method for detecting electrolyte interfaces in
transparent glass or quartz capillaries of a constant
cross section (outer diameter 1.0–1.6 mm, and inner
diameter, 0.5–0.8 mm) dates back to early in the 1970s
[1]. A capillary with solutions was centrally located in
a parallel beam of white light cut by a 0.3- to 1.8-mm-
wide slit with sharp rectilinear edges. The “image”
(resulting optical field) observed on the screen placed at
a distance of 4–20 cm behind the capillary represents a
series of rectangular contours. Their width is propor-
tional to the refractive index of the solution in a given
site of the capillary [2]. Each rectangle is filled by
straight light lines parallel to the outer contour and con-
centrating near the axis. The outer contour and the inner
lines consist of colored bands. A narrow-band transmis-
sion filter makes it possible to observe the pattern in the
corresponding color. As the capillary–screen distance
increases, the rectangles widen, the inner line spacing
grows, and the image quality degrades. Figure 1 shows
an example of the “image” of a solution–solution inter-
face.

Thus, the method makes it possible to visualize the
interface in a transparent capillary provided that the
solutions have different refractive indices. There are
many alternative methods for detecting the interfaces in
capillaries [3]. The advantages of the method proposed
are as follows. First, the method is sensitive to the
refractive index—the property inherent in any solution
(hence, its general applicability). Second, the method is
“extended” in that it simultaneously detects all the
interfaces inside a capillary and gives a chance to
observe the process of separation, unlike point meth-
ods. However, its sensitivity is low. If the width of the
capillary “image” is to be measured with an accuracy of
0.1 mm, our optical method is applicable for solutions
with a concentration ranging from 0.1–0.2 mol/l to sat-
uration. Most point methods for detecting interfaces in
capillaries are good at concentrations of 0.001 mol/l or
even lower. Therefore, it is expedient to improve the
1063-7842/01/4605- $21.00 © 20623
sensitivity of the refractive method, which was the pur-
pose of this work.

An LGN-208A laser with a wavelength of 0.63 µm
was used as a light source in our experimental setup.
The beam was telescoped in the horizontal direction by
a combination of short- and long-focus cylindrical
lenses. The width of the horizontal optical slit could
manually be varied from 0.5 to 2.0 mm. A micrometer
screw allowed the vertical adjustment of the optical
knife, placed in front of the capillary at a distance of
0.3 mm. The distance from the capillary to the screen
was no less than 5 cm. Substituting a laser for a white
light source (with or without a color filter) is natural for
to day’s experimentation. Having passed through the
second lens, the laser beam represents a ~20-mm-wide
stripe with the intensity decreasing at the edges.

The optical-knife screening of the upper half of the
capillary makes only the lower part of the image acces-
sible for observation. This means that imaging beams
cross the optical axis between the capillary and the
screen. We used a graphical approach in terms of geo-
metrical optics to construct an image. Assume that the
capillary is made of glass with a refractive index of 1.50
and filled with distilled water with a refractive index of
1.330. The refractive index of surrounding air is 1.000.

Fig. 1. Negative image of a capillary filled with solutions
with different refractive indices.
001 MAIK “Nauka/Interperiodica”
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Fig. 2. Beam trajectories in the capillary filled with distilled water and in surrounding air. Shown are the angles of incidence on the
outer wall of the capillary.
Beams I–VII in Fig. 2 cross the axis after leaving the
capillary and, hence, form the image. The ratio of the
outer diameter D to the channel diameter d, D/d = 2.00
(see Fig. 2), is typical of earlier practical applications.
The plot of the angle of departure of the beams versus
their angle of incidence exhibits a maximum (curve a in
Fig. 3). It is seen that the maximum of 7.1° is achieved
at the angle of incidence 25° (beam VII). Thus, it is
clear that the beam with the highest refraction (VII)
forms the outer contour of the “image,” whereas the
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Fig. 3. Graphically obtained plots of the angle of departure
(ϕ) versus angle of incidence (α) at the air–capillary inter-
face for distilled-water-filled capillaries: (a) D/d = 2.0, n =
1.5; (b) D/d = 2.857, n = 1.5; (c) D/d = 1.538, n = 1.5;
(d) D/d = 1.33, n = 1.5; (e) D/d = 1.538, n = 1.4; and
(f) D/d = 1.396, n = 1.5.
other beams with angles of incidence of 0°–38° fill the
inner area up to the axis. The beam with an angle of
incidence of 38° (not shown in Fig. 2) leaves the capil-
lary parallel to the axis. There are two groups of beams
with angles of incidence of 0°–25° and 25°–38°. The
beams of either group occupy the entire space within
the half-image under consideration. Thus, what we
observe within the image contour is interference
fringes.

To be certain that the above mechanism is valid, let
us analyze the trajectories of the other beams. The
beams with angles of incidence of 38°–44° (the
extreme beam is beam V in Fig. 2) are deflected from
the axis and do not take part in imaging. The beams
with angles of incidence of 45°–49° experience total
internal reflection at the glass–water interface. The
beams with angles of incidence of 50°–90° travel only
inside the glass and, being deflected by angles exceed-
ing 38°, do not take part in imaging.

Note that, in addition to the beams refracted, we
must consider the reflected ones, since there are four
interfaces between the media with different refractive
indices. The beams reflected from the outer wall of the
capillary (one of them is shown in Fig. 2 for an angle of
incidence of 50°) do not form the image. Let us turn to
the beams reflected from the second (glass–water)
interface to the glass. If the angle of incidence of such
a beam ranges from 46° to 48°, the beam leaves the cap-
illary at the “appropriate” angle and takes part in imag-
ing (e.g., beam VII in Fig. 2). However, the image is
formed mainly by the beams refracted into the water
channel. To prove this, we carried out experiments in
which the capillary was filled by water with a high con-
centration of black ink instead of by distilled water. The
image did not form.

Now let us consider the effect of the refractive index
of the capillary liquid on the width of the image. The
beam that forms the outer contour of the image leaves
the capillary filled with water at the maximum angle of
7.1° (beam VIIa in Fig. 2). If the capillary is filled by a
TECHNICAL PHYSICS      Vol. 46      No. 5      2001
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transparent liquid with a refractive index of 1.340, this
angle increases to 8.0° (beam VIIb). Experiments indi-
cate that the image width does increase in the latter
case [2].

Let us introduce the notion of the sensitivity of the
refractive method (s). We define the sensitivity as s =
∆n/∆h, i.e., as the difference between the refractive
indices of two liquids filling the capillary (∆n) when the
difference in the widths of the corresponding images
(∆h) equals 1 mm at a capillary–screen distance of
5 cm. We can easily obtain the sensitivity from the
above graphical data: s = n/2L( – ) =
0.0065 n/mm. Here, L = 5 cm is the distance to the
screen. The sensitivity of a conventional detector with
D/d = 1.8 is s = 0.007 1/mm [2] (for simplicity, s will
be expressed in 1/mm).

A decrease in the ratio D/d increases the sensitivity
of the refraction method. The angle of departure versus
angle of incidence plots for distilled-water-filled capil-
laries made of the material with a refractive index of
1.50 retain the peaks up to D/d = 1.39, and the height of
the peak grows (Fig. 3). Specifically, the maximum
angles of departure are 17.5° and 27° for D/d = 1.538
and 1.396, respectively. The graphical determination of
the sensitivity for the latter ratio of the diameters yields
the value 0.001 1/mm, which is 3.5 times higher than
that for D/d = 2.0. The peak in the plot disappears when
D/d decreases to 1.33 (curve d in Fig. 3). In this case,
the image of the capillary forms in a different way.
Experiments show that the outer contour of the image
represents a 10-mm-wide noisy fringe at a distance of
5 cm to the screen. Therefore, such a capillary is intrin-
sically inapplicable for our detection method.

It is evident that there must be a curve between
curves f and d in Fig. 3 that has no peak and tends to sat-
uration on the right of the figure. Here, the sensitivity is
the highest provided that the ratio D/d is properly
chosen.

It was found that the variation of the refractive index
of the capillary from 1.4 to 1.6 leads to minor changes
in the ratio D/d at which the peak disappears. This is
illustrated with curves c and e in Fig. 3, which were
obtained for the same ratio D/d = 1.538 but different
refractive indices of the capillary (1.50 and 1.40,
respectively).

Chernov et al. have elaborated the approximate the-
ory that accounts for the peak in the angular depen-
dence [4].

Capillaries used for optical detection of the inter-
faces are produced by rapidly drawing a heated tube
having the required ratio of the diameters (apparently,
some similarity principle sets in). No additional pro-
cessing of the capillary walls is needed.

It was mentioned that the beam that is deflected
through the maximal angle forms the outer contour of
the image. Therefore, a greater distance from the capil-
lary to the screen could increase the sensitivity of the

8.0°tan 7.1°tan
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detection method. In practice, however, the image qual-
ity degrades at large distances. Moreover, when the
screen is 70 cm distant from the capillary, the outer
contour and the adjacent fringes by themselves consist
of more closely spaced interference fringes. Thus, we
must choose the distance optimal in terms of sensitivity
and a method of measuring the image width. This prob-
lem calls for further investigation.

The following experimental fact has also found
explanation. The image of a water-filled capillary dis-
appears if it is placed into a water-filled plane-parallel
transparent cuvette for thermostatic control. The graph-
ical analysis similar to that for the capillary with D/d =
2.0 shows that the beams refracted at the capillary–
thermostat water interface are deflected up from the
optical axis and give no peak in the associated curve.
Consequently, the image of the capillary with the solu-
tion on the screen is absent. This holds for the refractive
index of the capillary wall from 1.4 to 1.6. Thus, ther-
mostatic control in capillary separation methods using
the detection technique proposed should be provided
by a gas flow (see, i.e., [5]).

The results of the graphical analysis agree well with
experimental data. Figure 4 shows an experimental plot
of the capillary image width versus D/d for distilled-
water-filled capillaries and the capillary–screen dis-
tance 5 cm. The scatter in the data points is apparently
related to a possible difference in the refractive indices
of the capillary glasses.

In the above considerations on the image formation,
we dealt only with the ratio D/d without regard for the
smallness of the capillary diameter. This means that the
peak in the angular dependence does not depend on the
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Fig. 4. Experimental plot of the capillary image width ver-
sus ratio D/d. The capillary is made of glass and filled by
water. The distance from the capillary to the screen is 5 cm.
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outer diameter provided that the ratio D/d is appropri-
ately chosen and the beam width is larger than D. For
this effect to be observed in large-diameter tubes, the
optical uniformity of the material must be high. In
drawn capillaries, high uniformity is provided in a nat-
ural way, as demonstrated with specially selected glass
tubes with a diameter of about 2.0 mm.

In the case of spherical symmetry, we would have a
thick-wall sphere filled by water. Illumination of the
sphere with an appropriate ratio of the diameters by a
plane monochromatic beam will allow the observation
of Newton rings obtained in such an unusual manner.

CONCLUSIONS
(1) The outer contour of the “image” of a water- or

solution-filled capillary is formed by the beam
deflected from the axis by the largest angle. Therefore,
the width of the capillary image is proportional to the
refractive index of the filling liquid.

(2) The sensitivity of the method can be improved
four- or fivefold (with the image width measured with
the same accuracy) if the ratio D/d is optimal.

(3) The sensitivity of the method can additionally be
increased by using a capillary material with a refractive
index of 1.4.

(4) Refraction plays the decisive role in forming the
capillary image. Therefore, the term “refractive detec-
tor” (instead of the earlier “diffraction detector”) seems
to be more appropriate for the associated device.

Recall that our method is a versatile and “extended”
technique to observe interfaces capillary separation. It
will be competitive with the alternative techniques if its
sensitivity is improved.
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Abstract—In [1], for computer simulations of salt crystal growth from biological fluids, the so-called τ-model
was put forward. This model was used to describe the crystal growth under different conditions [1–5]. However,
our independent investigation indicates that the conclusions obtained with the τ-model are not confirmed. The
effects observed are related to mistakes in the algorithm. © 2001 MAIK “Nauka/Interperiodica”.
Methods for investigating structures formed by salt
crystallization from biological fluids (plasma, lymph,
saliva, etc.) have found increased application in medi-
cal diagnostics over the past few decades, because they
are simple and provide much information. In addition,
they are suitable for proximate examination of large
groups of population.

In diagnostics, rapid (for 2–4 h) drying of samples
is usually applied. In this case, salt crystals precipitate
as grains or dendrites, and the biological fluid itself
forms a complicated lobed structure.

In the absence of biological components, the growth
of salt crystals is simulated in the framework of the
τ-model [1, 2]. The model was also employed to
describe two-component media. It characterizes cyclic
changes in dendrite shape (kinetic recurring phase tran-
sitions) [3, 4]. A simplified version of the τ-model was
used to describe self-similarity [5].

However, our investigations did not confirm the
conclusions obtained in its framework. The effects
observed are related to mistakes in the algorithm.

Consider a thin layer of a supersaturated common-
salt solution on a substrate. In the direction perpendic-
ular to the substrate, the variation in the salt concentra-
tion is assumed to be negligible. Then, the salt concen-
tration obeys the diffusion equation

(1)

where C is the salt concentration in the solution and D
is the diffusion coefficient.

To solve this equation numerically, it is necessary to
set initial conditions, boundary conditions, and a com-
putational scheme. At the initial time instant, the solu-
tion concentration in the interior is assumed to be con-
stant and equal to 1.1C0, where C0 is the saturation con-
centration of the solution.

There exist a number of ways to set boundary con-
ditions. Since in [1] boundary conditions are not con-
sidered, we will briefly analyze them. If the size of a

∂C
∂t
------- D

∂2C

∂x2
--------- ∂2C

∂y2
---------+ 

  ,=
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region for which calculations are performed were equal
to that of crystallizing droplet, then the zeroth solution
concentration at the boundary would be a natural
boundary condition. In [1], simulation is carried out in
the region with linear dimensions of 10–2 cm, which is
two orders of magnitude smaller than the actual system
being simulated. If we assume that this region is iso-
lated, then, for a given supersaturation of the solution,
the volume of a grown crystal will be about 2% of the
entire solution volume. Since our region constitutes
only a small part of the entire system, it is reasonable to
set a fixed concentration or a fixed flow at the boundary
of the region. The latter condition means that the sur-
roundings have a higher solution concentration and,
with time, would lead to a rise in the concentration in
the region under consideration. Therefore, the most
adequate boundary condition is a constant solution con-
centration equal to that in the interior at the initial time
instant.

When a crystal nucleates in the solution, the mass
conservation law must be fulfilled at the liquid–solid
interface. This results in the following boundary condi-
tions [6]:

where ∂C/∂n is the derivative along the normal to the
interface, ρ is the salt density, and V is the crystal
growth rate.

Taking into account the expression for growth rate
[6], we have

(2)

where β is the kinetic coefficient of crystallization.

To numerically solve Eq. (1), we apply the finite-
difference method and an explicit two-layer symmetric

D
∂C
∂n
------- ρ C–( )V ,=

D
∂C
∂n
-------

ρ C–( ) C C0–( )
ρ

---------------------------------------β,=
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Table

β, cm/s
Crystal growth rate 

, cm/s

Time (L/V) the liquid–
solid interface takes to 
travel a distance L, s

Growth rate V1 in the
〈100〉  direction, cm/s L/V1, s

data from [1] computer
experiment data from [1] computer

experiment

1 1.6 × 10–2 6.1 × 10–3 1.1 × 10–3 8.9 × 10–3

10–1 1.6 × 10–3 6.1 × 10–2 7.5 × 10–4 1.3 × 10–1

10–2 1.6 × 10–4 6.1 × 10–1 3.1 × 10–4 3.2 × 10–1

10–4 1.6 × 10–6 6.1 × 101 9.26 × 10–4 4.8 × 10–6 1.108 2.1 × 101

10–5 1.6 × 10–7 6.1 × 102 4.06 × 10–4 4.9 × 10–7 0.246 2 × 102

10–6 1.6 × 10–8 6.1 × 103 8.9 × 10–5 4.9 × 10–8 1.124 2 × 103

V
C C0–

ρ
----------------β=
scheme with equal steps L along the spatial coordinates
and a time step τ:

Having rearranged the terms and multiplied both
sides by L, we obtain the expression for flow of matter
inside the liquid:

At the interface, the expression for the flows takes

Ci j,
τ 1+ Ci j,

τ–
τ

-------------------------- D
Ci 1+ j,

τ 2Ci j,
τ Ci 1– j,

τ+–

L2
-----------------------------------------------------





=

+
Ci j 1+,

τ 2Ci j,
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τ+–
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.
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L
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+ Ci j 1+,
τ Ci j,

τ
–( ) Ci j 1–,

τ Ci j,
τ–( ) ).+

(a) (b)

(c)

Fig. 1. Crystal shapes at the kinetic coefficients β = (a) 10−2

(quasi-equilibrium regime; the crystal shape does not
change at lesser β), (b) 10–1, and (c) 10 cm/s.
the form

The above difference scheme is completely coinci-
dent with that used in [1] in view of the corrections
made in [3]. The only difference is that, in [3], it is
referred to as a method of diffusion fluxes. This differ-
ence scheme is stable only under the condition [7, 8]

which renders it unfeasible. In practice, such problems
are solved with implicit schemes. Nevertheless, we
applied just this scheme to be able to compare our
results and those obtained in [1]. The time step in [1] is
twice as large as the limiting value, which casts doubt
on the results obtained in that article. In addition, when
calculating the variation of the salt concentration in a
mesh, the authors of [1] mistakenly assume that if the
mesh has three neighbors with the same or a greater
concentration, the salt mass lost by any of them for a
period τ is equal to ILτ/3. However, it is easy to check
that such a quantity of the salt leaves the mesh for τ/3.
If any mesh at any time step had the same number of
neighbors with equal concentrations, this error and the
improper choice of the time step would merely com-
pensate each other, making the computational scheme
stable. Actually, however, different meshes have a dif-
ferent number of neighbors at various time steps.
Therefore, once one step of the calculation has been
completed, the states of different meshes will corre-
spond to different time steps.

For the parameters used in [1], the crystallization
process is quasi-equilibrium; i.e., the solution concen-
tration has time to fit a new position of the interface.
Indeed, the relaxation time, τ0 = L2/D is on the order of
10–3 s, which is at least two orders of magnitude smaller
than the characteristic time of crystal growth (see
table). Thus, the statement that the crystal growth is
simulated under nonequilibrium conditions has little

I
m

L2τ
--------

ρ Ci j,
τ–( ) Ci j,

τ C0–( )
ρ

------------------------------------------------β.= =

τ L
2

4D
-------,≤
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force. The quasi-equilibrium growth of crystals is char-
acterized by the skeleton rather than by the dendritic
form [6]. The formation of dendrites is due to growing
instabilities when a crystal deviates at random from its
equilibrium shape. Since a random deviation in the
framework of this model is impossible and instability
mechanisms are not involved, there are no apparent rea-
sons for dendrites to appear. Our calculations are
shown in Fig. 1. Both in the kinetic (quasi-static) and in
the diffusion regimes, only the skeleton crystals are
observed.

The data in the table are again evidence that the
results obtained in [1] are invalid. The table compares
our theoretical estimates of the crystal growth rate with
the results from [1]. The crystal growth rates obtained
in [1] exceed those of the theoretical estimations and
numerical simulation by several orders of magnitude.
Our calculations were performed for the same parame-
ters as in [1]: C0 = 0.36 g/cm3, ρ = 2.2 g/cm3, D = 1.5 ×
10–5 cm2/s, and L = 10–4 cm.

In [3], salt crystal growth in the presence of a pro-
tein (albumin) is simulated. The kinetic coefficient of
crystallization and the relative supersaturation are
assumed to be equal to 2.2 × 10–3 cm/s and 0.9, respec-
tively. With reference to [1], it is argued that it is these
values of the parameters that correspond to the growth
of skeleton salt crystals in the absence of the protein. In
[1], however, the relative supersaturation used was 0.1
and the skeleton shapes were observed at the kinetic
coefficient of crystallization 10–6 cm/s. At greater val-
ues of the coefficient, the crystal had the dendrite
shape. Thus, the results obtained by the same authors in
the framework of the same model are in obvious con-
flict. In addition, the value 0.9 of the relative supersat-
uration is open to question. In [3], it is supposed that the
concentration of the protein and its transition to the gel
phase are governed by diffusion equation (1) and
boundary condition (2) with the appropriate diffusion
TECHNICAL PHYSICS      Vol. 46      No. 5      2001
coefficient. If there were two different salts in the solu-
tion, such a transition would be possible. However, it
can hardly occur in a salt–protein system. Nowadays,
the percolation theory is commonly accepted in
describing the process of gelatination (see, for exam-
ple, [9]).

Thus, our independent verification does not confirm
the main data obtained in [1–5], which resulted from
the improper computational algorithm.
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Abstract—A numerical method for estimating the order of angular focusing, which is a most important param-
eter of electron-optical systems, is proposed. The method is based on the determination of the value of the cor-
relation between a power function and a function of charged-particle entry angle, the latter being constructed
by analysis of trajectories. The method is verified for systems admitting analytical solutions. © 2001 MAIK
“Nauka/Interperiodica”.
The order of focusing is a parameter of major
importance for electron-optical systems. For instance,
this parameter determines the value of spherical aberra-
tions for electron lenses, as well as specifies the degree
of contradiction lying in the requirement of simulta-
neously achieving high resolution and transmission in
mass and energy dispersion analyzers.

In contrast to analytical methods, numerical tech-
niques make it possible to study systems that are very
close to real ones. Our numerical method of search for
higher-order angular focusing may be considered as an
extension of the method reported in [1, 2]. In these
papers, it is shown that the condition of Nth-order
focusing for the central angle of entry α0 is given by

(1)

where n = 2, 3,…, N; α is the initial angle of motion;
R(α) = yc(α) + xc(α)t(α); t(α) = ; and xc(α),
yc(α), and γ(α) are the coordinates and the angle at
which a particle escapes from the field gradient region.

However, numerical simulations of higher-order
derivatives (n > 2) cause large errors. Therefore, the
function δn(α) cannot be calculated with a required
accuracy.

In practice, this method has proven to be effective in
searching for second-order focusing and inappropriate
for higher-order focusing. Thus, the problem of
adaptating the method to search for conditions of
higher-than-second order focusing arises. Having intro-
duced the function

(2)

we can recast the condition for (N + 2)th-order focusing
as a set of the equalities

(3)

δn α0( ) R n( ) α0( )t ' α0( ) R ' α0( )t n( ) α0( )– 0,= =

γ( )tan

F α( ) R'' α( )t ' α( ) R ' α( )t '' α( ),–=

F n( ) α0( ) 0, n 0 1 2 … N ., , , ,= =
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The Taylor expansion of the function F(α) in the
vicinity of α0 is written as

In view of (3), for (N + 2)th-order focusing, we have

(4)

Since F(α) given by (2) is a result of numerical sim-
ulations, this function is the superposition of the true
values and noise. Therefore, it is reasonable to consider
it as a random function of the nonrandom argument α.
Let S*(α) denote the function defined by (4). It is clear
that

We assume that S*(α) is also a random function
with negligible noise and 1/(N + 1)!F (N + 1)(α0), a non-
random factor. It is clear enough that the functions F(α)
and S*(α) are correlated in the case of (N + 2)th-order
focusing.

The normalized mutual correlation function [3, 4] is
used to estimate the dependence between the sections
of two random functions. Since the normalized mutual
correlation function does not change when a random
function is multiplied by nonrandom factors, it is suffi-
cient to study the correlation between F(α) and S(α) =
(α – α0)N + 1 in order to estimate the correlation depen-
dence between F(α) and S*(α).

For a discrete change in the argument α = α1, α2, …,
αL and the zero shift between the functions Fi = F(αi)
and Si = S(αi) = (αi – α0)N + 1 (i = 1, 2,…, L), the nor-
malized mutual correlation function is given by

(5)

F α( ) F α0( ) F ' α0( ) α α 0–( ) 1/2( )F '' α0( )++=

× α α 0–( )2 … 1/N!( )F
N( ) α0( ) α α 0–( )N ….+ + +

F α( ) 1/ N 1+( )!F N 1+( ) α0( ) α α 0–( )N 1+=

+ 1/ N 2+( )!F N 2+( ) α0( ) α α 0–( )N 2+ ….+

S* α( ) 1/ N 1+( )!F N 1+( ) α0( ) α α 0–( )N 1+ .≈

ρ0 N( ) RFS/ KFKS( )1/2,=
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where

The higher the degree of correlation between the
functions Fi and Si, the closer ρ0 to unity. Here, we con-
sider ρ0 as a function of N, which defines the degree of
the corresponding polynomial.

The technique of searching for higher-order focus-
ing is as follows. In accordance with the method in
[1, 2], the angle of second-order focusing α0 is deter-
mined by solving the equation F(α) = 0. Then, from
formula (5), the correlation between the function F(α)
(see (2)) and the power function S(α) = (α – α0)m + 1 is
estimated for consecutively varying m = 0, 1,…, M,
where M is the upper bound of search that meets a par-
ticular application. Finally, we determine the value of
N(0 ≤ N ≤ M) for which ρ0(N) = max{ρ0(0), ρ0(1), …,
ρ0(M)}. The closeness of ρ0(N) to unity will indicate a
correlation between F(α) and S(α) = (α – α0)N + 1, i.e.,
the existence of (N + 2)th-order focusing. Practically,
the values of M = 10–20 are found to suffice.

In order to avoid large-number manipulation, one
should normalize the function S(α) = (α – α0)N + 1 by
dividing by the factor (αmax – αmin)N + 1.

Formula (4) implies that, for high orders of focus-
ing, F(α) is close to zero in a wide range of α. There-
fore, spurious roots of the equation F(α) = 0 may
appear, since F(α) is noisy. In such cases, in order to
refine α0, one should estimate the maximum value of
the mutual correlation function ρ0(α0N) with respect to
two variables: central focusing angle and degree of
polynomial. Below, our method is verified for models
admitting analytical solutions.

As is known [5], a cylindrical reflector has second-
order angular focusing at α0 ≈ 42°. The trajectory anal-
ysis of a cylindrical reflector by the technique described
in [6] shows that second-order angular focusing at α0 ≈
42° takes place also in real devices with the edge field
corrected by three pairs of adjusting rings. The corre-

RFS 1/L Fi F–( ) Si S–( ),
i 1=

L

∑=

KF 1/L Fi F–( )2
, KS

i 1=

L

∑ 1/L Si S–( )2
,

i 1=

L

∑= =

F 1/L Fi, S
i 1=

L

∑ 1/L Si.
i 1=

L

∑= =
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sponding value of the normalized function of correla-
tion between F(α) and (α – α0)m + 1 takes the maximum
value ρ0 = 0.99 at m = 0.

An energy analyzer with three cylindrical electrodes
[7] provides third-order focusing with the central angle
α0 ≈ 40°. The normalized correlation function ρ0
reaches its maximum value of 0.97 at m = 1 when the
charged particle trajectories in an analytically defined
electrostatic field are calculated by the Runge–Kutta
method. The focusing parameters coincide with those
obtained in [7] within the error of numerical integration
of the equations of motion.

The trajectory analysis of a spherical mirror, which
provides perfect angular focusing at α ≈ 90° [8], and
the estimate of the corresponding correlation function,
ρ0 > 0.95 for the highest degree of the polynomial used
in this paper (N + 1 = 25) allow us to conclude that elec-
tron-optical systems with high-order focusing can be
studied by the technique described.

CONCLUSION
A correlation method for estimating the order of

angular focusing in numerical analysis of electron-opti-
cal systems is proposed. It is tested for systems admit-
ting analytical solutions.
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Self-Organization of the Channel Structure of a Nanosecond 
Diffuse Discharge in a Wire–Plane Electrode System
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Abstract—The results of an experimental study of the spatial structure of a high-voltage diffuse discharge in
a wire–plane electrode system are presented. Self-organization of the discharge current channels into regular
cells is observed in the plane perpendicular to the electric field vector. The dependences of the structural param-
eters of the discharge in centimeter-sized gaps on the interelectrode distance are studied at air pressures within
the range 220–760 torr. Self-organization of the discharge structure is explained in terms of the electric inter-
action among charges of the diffuse channel heads during bridging of the gap. © 2001 MAIK “Nauka/Interpe-
riodica”.
High-voltage nanosecond diffuse discharge in centi-
meter-sized interelectrode gaps with a highly nonuni-
form distribution of the electric field is accompanied by
the generation of fast electron fluxes and associated
X-ray bremsstrahlung [1]. That is why this type of dis-
charge is widely used to preionize the active medium of
gas lasers [2] and efficiently clean air of organic pollut-
ants [3]. The generation of ionizing radiation can be
related to the channel or microchannel spatial structure
of the discharge [1, 4]. This stimulates further investi-
gations of the discharge structure.

Studies of the discharge showed that it had a regular
multichannel structure. The main dependences of the
structural parameters and mechanisms for the develop-
ment of the discharge on the discharge initiation mode
were determined [1, 4, 5]. However, the spatial struc-
ture of the discharge was detected in [4, 5] only by pho-
tographing the discharge from one side. Thus, only cur-
rent channel projections on the plane passing through
the wire cathode perpendicular to the anode were
detected. In addition, the dependence of the geometric
parameters of the current channels on the gas pressure
remained unknown.

The goal of this work was to describe the results of
studying the spatial structure of a nanosecond diffuse
discharge in the anode plane. The discharge was initi-
ated in air at a pressure of p = 220–760 torr.

A wire–plane electrode system was used in the
experiments. The wire diameter was 0.2 mm and the
wire length was 120 mm. The length h of the interelec-
trode gap ranged from 50 to 105 mm. Negative-polarity
voltage pulses with a pulse rise time of 8 ns and total
duration of 180 ns were generated at the wire cathode
using a power source. The voltage amplitude ranged
from 80 to 100 kV depending on the discharge initia-
tion conditions. The discharge current amplitude
increased from 20 to 860 A as the pressure and the gap
1063-7842/01/4605- $21.00 © 200632
length decreased. The spatial structure of the discharge
was detected by photographing the discharge as a
whole and its individual regions. Another method of the
discharge structure imaging was based on the traces left
by the current channels on the anode coating. The dis-
charge was photographed using a Zenit E camera with
a Gelios 44-2 objective. The viewing angle was chosen
so as to provide simultaneous detection of the spatial
structure of the discharge and the distribution of the dis-
charge channels over the anode surface. The photo-
graphs were taken at a distance of 0.2–0.4 m from the
discharge. An isochromatic film with the spectral sensi-
tivity boundary at 640 nm was used as the photosensi-
tive material.

The anode was coated with a fine-dispersion foam
material, carbon soot, or a commercial photoemulsion
impregnated with an electrolyte. It was found experi-
mentally that neither the general view of the discharge
nor its electrical characteristics were modified by the
presence of a detection coating on the anode.

Experiments show that carbon soot coating (with a
thickness of ~0.05 mm and dispersion of ≤4 µm) pro-
vides the most detailed information when detecting the
traces of discharge current channels. The channel trace
on soot had the shape of a round imprint slightly differ-
ent in hue from soot. The imprint could be seen in the
reflected light. The silvery hue of the imprint was
caused by the large number of microchannels constitut-
ing the imprint [1]. However, the processing of traces
on the soot coating was rather difficult. Taking into
account that the experiments were repeated many times
because of the statistical scatter in the experimental
data, soot coating was used mostly in control experi-
ments and for studying the microstructural parameters
of the discharge. The results of these studies will be
published in a separate paper.
01 MAIK “Nauka/Interperiodica”
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A fine-dispersion foam material was used instead of
soot for studying the discharge microstructure. The
main advantage of this material over soot is the signifi-
cantly higher sensitivity to discharge current channels.
In addition to the main current channels, a foam layer
approximately 1 mm in thickness provided the detec-
tion of even hardly visible fragments. The resolution of
the method depended on the material dispersion
(≤200 µm). We note that the material dispersion
increases gradually as the pressure decreases. For this
reason, at reduced pressure, this method was used only
to determine the number of current channels and their
distribution over the anode surface.

Experiments showed that the discharge consisted of
several separate diffuse channels distributed uniformly
along the wire cathode (Fig. 1). Such a pattern is typical
of high-voltage nanosecond discharges in the wire–
plane gap [4, 5].

The mean number of the discharge channels
decreased from 36 to 14 as the gap length increased
from 50 to 105 mm. The number Nc of diffuse discharge
channels was determined using the three methods men-
tioned above. Photographing of the discharge allowed
Nc to be determined within the whole pressure range at
small values of the interelectrode gap length h or within
the whole range of h at a reduced pressure at which the
discharge glow intensity was sufficient for detection.
The number Nc of diffuse discharge channels deter-
mined photographically was somewhat smaller than the
number Nc determined by the trace method. A special
experiment combining the two methods showed that
this discrepancy was caused by the coincidence of pro-
jections of some channels on the photofilm. In some
cases, insufficient focusing of the channel images
caused an additional measuring error. The total error in
the number of channels determined by photographing
was 20–40%. The values of Nc determined by the trace
methods on the soot and the fine-dispersion foam layer
were usually close to each other. The total error in the
number of channels determined by the trace method did
not exceed ±5%; this error was caused by errors in the
identification of traces. It was shown experimentally
that, at most, one in every ten channel traces on the
anode coating could be due to artifacts (e.g., a dust
grain, a flaw on the soot surface, or a burst foam bub-
ble) rather than the discharge.

Experiments showed that the regular spatial struc-
ture of the discharge manifested itself not only as the
uniform distribution of the current channels along the
wire cathode, but also as self-organization of the dis-
charge channels into regular cells in the anode plane.
The traces of channels of a single discharge pulse on a
fine-dispersion foam layer are shown in Fig. 2. Analysis
of photographs of the channel structure at various h
showed that the channels in the anode plane were
arranged in hexagonal order in several rows symmetri-
cally about the cathode projection. An idealized pattern
TECHNICAL PHYSICS      Vol. 46      No. 5      2001
of the channel distribution over the anode surface is
shown in Fig. 3.

As the gap length h decreased from 100 to 60 mm,
the trace density increased. The number of rows
remained the same, but the number of channels in each
row increased. The distance between the axes of the
outermost rows remained almost the same (25 mm). As
the gap length was further reduced to 50 mm, two addi-
tional outer rows of traces occurred; the distance
between the rows adjacent to the central row decreased
from 25 to 15 mm, while the distance between the axes
of the outermost rows became equal to 33 mm. Within
the gap length range 50 < h < 60 mm, the number of
detected channels increased with decreasing h faster
than within the range from 100 to 60 mm. We note that
the observed pattern of the discharge structure organi-
zation is consistent with the results reported in [4],
where a nonlinear dependence of the number of dis-
charge channels on the interelectrode gap length was
also observed.

As the gap length h increased from 50 to 80 mm, the
mean diameter of the channel decreased only slightly
from 1.1 to 0.9 mm. However, as the gap length
increased to 105 mm, the diameter decreased to
0.4 mm. The diameters of the channel traces in the cen-
tral rows of the pattern were usually larger than in the
outer rows. The reason could be that the channel length
increased with increasing distance from the cathode
projection on the anode (the channel length corre-
sponds to the length of the external field line [5]). This
caused an increase in the electrical resistance of the
channel and, therefore, a decrease in the electric current
through the channel.

The number of channels and their distribution over
the anode were almost independent of the pressure.
A decrease in the number of discharge channels was
observed only near the lower limit of the pressure range
under study. The reason could be that the discharge cur-
rent flowed partly through the visible regions of a dif-

Cathode

Fig. 1. General view of the discharge at h = 74 mm and p =
310 torr.
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Fig. 2. Distribution of the discharge traces over the surface of an anode coated with a thin layer of a fine-dispersion foam material
(h = 74 mm and p = 400 torr).
fuse glow observed at reduced pressure. Another reason
could be that the sensitivity of the methods used to
determine the number of channels became insufficient
as the current density decreased. For h = 74 mm, three
rows of traces were observed at all pressures. The dis-
tance between the axes of the outermost rows increased
from 25 to 40 mm as the pressure decreased from 1 atm
to p ≈ 300 torr, whereas the mean channel diameter
increased from 1 to 4.5 mm.

The process of self-organization of the discharge
structure in the plane perpendicular to the electric field
is best explained in terms of the electric interaction
between the charges of the channel heads during the
bridging of the gap [5].

The heads of the channels emerging from the cath-
ode are at different distances from the anode because of
the statistical scatter of the start times and axisymmet-
ric distribution of the electric field near the wire (this
distribution determines the initial direction of the chan-
nels). As the distance from the cathode increases and
the field strength determined by the electrode geometry
decreases, the superposition of the external electric
field and the field produced by the adjacent channels
becomes the main factor determining the propagation
direction of each channel. The electric interaction

25
 m

m

h = 90 mm

25
 m

m

h = 60 mm

15
 m

m

h = 50 mm

33
 m

m

Fig. 3. Idealized pattern of the distribution of channel traces
over the anode surface.
between the heads of the delayed channels and
quasineutral columns of the adjacent channels of
greater length results in the merging of delayed chan-
nels with adjacent channels [5]. Thus, the number of
channels is reduced, while the mean distance between
the channels increases and the distances from the anode
to the channel heads equalize. This slows down the pro-
cess of channel merging. The dependence of the num-
ber of channel traces on the anode coating on the inter-
electrode distance becomes nonlinear. The propagation
of the channels whose ends are approximately at the
same distance from the anode is accompanied by the
repulsion of their likely charged heads. As a result, the
distribution of channels in the plane perpendicular to
the external electric field becomes regular.
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Abstract—The dependence of the free charge carrier concentration on light intensity is analyzed in two types
of crystals where photorefractive centers are either traps or donors. Conditions under which the dependence
becomes sublinear at relatively low light intensities are established. © 2001 MAIK “Nauka/Interperiodica”.
Although studies on photorefractive crystals date
back to the 1970s, kinetic phenomena occurring in
them are still not fully understood. In particular, the
concentration of free carriers as a function of light
intensity in photorefractive crystals remains unclear. 

Numerical calculations showed [1] that the recipro-
cal of the characteristic time of space charge grating
formation depends sublinearly on light intensity when
it exceeds a certain critical value. Note that, in
Bi12SiO20 (BSO) silicosillenite crystals, the sublinear
dependence arises even at small intensities. The authors
of [1] argue that their numerical data make it possible
to revise the current theory of the photorefractive effect.

This circumstance makes us consider again the
dependence of the free carrier concentration on the
light intensity, since it is this dependence that causes
the sublinearity. The aim of this study is to compare this
dependence for two types of crystals in order to directly
(without numerical calculations) find the sublinearity
conditions in the operating range of light intensities.

We will use the basic model of a photorefractive
medium [2]. This so-called one-center model assumes
that a single energy level lies in the midgap of a solid.
Electrons are excited into the conduction band from
filled traps C– either thermally or under the action of
light of a certain frequency. Free electrons from the
conduction band may recombine with the empty
traps C0.

The time variation of the filled trap concentration is
described by the kinetic equation

(1)

which was first applied to analyze the photorefractive
effect in [3]. Here, N– and N0 are the concentrations of
the C– and C0 centers, respectively; β is the probability
of the thermal generation of free electrons; S is the
cross section of optical absorption; I is the light inten-
sity in the crystal; γ is the recombination coefficient;

∂N–

∂t
--------- β SI+( )N–– γN0Ne,+=
1063-7842/01/4605- $21.00 © 20635
and Ne is the electron concentration in the conduction
band. The total concentration N of photorefractive cen-
ters during the process remains constant:

(2)

From Eq. (1), it follows that the concentration of
free carriers in the stationary state (∂N–/∂t = 0) is deter-
mined by the expression

(3)

Since N– denotes the concentration of the bound
negative charge, the electroneutrality condition
requires the positive charge to be present in the
medium. Consequently, a possible physical model of a
photorefractive crystal should involve the existence of
photorefractive centers with a concentration N and
other positively charged centers with a concentration Nc

(type-1 crystals). The latter are inactive and do not par-
ticipate in light-induced kinetic phenomena.

At β = I = 0, the free charge is absent. In this case,
N– = Nc and N0 = N – Nc. Since the quantity Nc does not
change, the appearance of Ne under illumination (I ≠ 0)
means that N– decreases and N0 simultaneously rises
exactly by the same quantity Ne. Substituting N– = Nc –
Ne and N0 = N – Nc + Ne into (3) yields the quadratic
equation for Ne:

(4)

Hence, we obtain

(5)

which is valid at small n satisfying the inequality

(6)

N N– N0.+=

Ne
N–

N0
------n n

β SI+
γ

---------------= 
  .=

Ne
2 N Nc– n+( )Ne nNc–+ 0.=

Ne

Nc

N Nc–
----------------n,=

n ! 
N Nc–( )2

2 N Nc+( )
-------------------------.
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At large n obeying the condition

(7)

Eq. (4) provides

(8)

The Ne vs. I graph is a curve originating from some

value of  (at I = 0) and linearly rising in a certain
interval of I. Further, the rise slows down and the curve

asymptotically tends to .

There exists another possible physical model of a
photorefractive crystal. Instead of traps, this model
deals with photorefractive donor-type centers with a
concentration N. In such a crystal (type-2 crystal), a
fixed negative charge Nc is present. It appears when
some donors donate their electrons to acceptors. The
equal positive charge N+ is on ionized donors. Under
illumination, thermally excited free carriers with a con-
centration Ne appear. For this model, the kinetic equa-
tion can be written in the form

(9)

From (9), we obtain the expression for the concen-
tration of free carriers in the stationary state:

(10)

Substituting the quantity N+ = Nc + Ne into (10), we
come to the quadratic equation for Ne. Its coefficients
are expressed through the parameters of the medium
and light intensity:

(11)

It is seen that, at small values of n satisfying the ine-
quality

(12)

Ne is proportional to the parameter n:

(13)

In the case of large n, i.e., at

(14)

the concentration Ne tends to its maximum:

(15)

Equations (4) and (11) coincide only if Nc = 1/2N.
In this particular case, the behavior of Ne as a function
of I is totally independent of whether the photorefrac-
tive centers are traps or donors. An example of such a

n @ 2 N Nc+( ),

Ne
max Nc.=

Ne
0

Ne
max

∂N+

∂t
---------- β SI+( ) N N+–( ) γN+Ne.–=

Ne
N N+–

N+
-----------------n.=

Ne
2 Nc n+( )Ne n N Nc–( )–+ 0.=

n ! 
Nc

2

2 2N Nc–( )
----------------------------,

Ne

N Nc–
Nc

----------------n.=

n @ 2N Nc–( ),

Ne
max N Nc–( ).=
crystal is a lithium niobate crystal doped by iron to
~10−2%. This crystal has the following parameters [4]:
N = 6.6 × 1024 m–3, Nc = 3.3 × 1024 m–3, β = 1 s–1, S =
6.2 × 10–5 m2/J, and γ = 10–15 m3/s. For this case, ine-
qualities (6) and (12) yield

(16)

Hence, we see that the range of I where the linear
behavior of Nc takes place is much wider than the oper-
ating range of light intensities, i.e., I ~ 104 W/m2.

At Nc ≠ 1/2N, Eqs. (4) and (11) do no longer coin-
cide and their solutions may significantly differ.
From (12), it follows that, at Nc ! N, the bound of ine-
quality (16) shifts to much lower values, whereas (6)
raises it only insignificantly. As Nc decreases as com-
pared to N (the concentration of photorefractive centers
is usually in the range 1024–1025 m–3), this boundary
may approach the operating range of I for the type-2
crystals. The type-1 crystals remain linear under these
conditions.

To illustrate the aforesaid, consider type-2 BSO
crystals, for which typically [5] N = 1025 m–3, Nc =
0.95 × 1022 m–3, β = 1 s–1, S = 1.06 × 10–5 m2/J, and γ =
1.65 × 10–17 m3/s. Let us find a range of I where the Ne

vs. I dependence is linear. According to (12), n must be
much less than 2 × 1018 m–3. This means that (β + SI) !
33 s–1. The value I = 105 W/m2 does not satisfy this ine-
quality. Strictly speaking, even the first term in the
above inequality does not meet it. Having refined ine-
quality (12) in view of this, we find that the Ne vs. I
dependence is linear at I < 104 W/m2. This is in exact
agreement with numerical results in [1].

It is important to find a quantitative test for the devi-
ation of the concentration Ne from its linear approxima-
tion. For this purpose, the quantity

(17)

where  is the linear approximation of Ne, is conve-
nient.

We will proceed from the rigorous solution of
Eq. (11):

(18)

At small values of n, the term involving n and stand-
ing in brackets is negligible. Then, this solution can be
represented as

(19)

I  ! 1013 W/m2.

η
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where

(20)

Here, n0 and n1 are the constant and linear (in I) compo-
nents of n, respectively.

We are interested in the range of small I, where the
sublinearity occurs. Expanding, Eq. (19) in terms of a
small parameter proportional to I, we obtain, to second-
order accuracy,

(21)

It is seen that the difference between the actual and
linear dependences is proportional to the light intensity
itself.

It is convenient to represent relationship (21) in the
form of the dependence I(η). Taking into account the
smallness of m (for BSO, m = 5 × 10–4), we have

(22)

This expression makes it possible to directly deter-
mine the light intensity that corresponds to a preset
value of η for any type-2 crystal. 

According to (22), the light intensity is a parabolic
function of Nc. It is minimum, Imin = 4βS–1η, at p = 0.
For small p, a rise in I is slightly affected by an increase

in Nc. For example, at Nc = 2 , only the twofold
growth of Imin is observed. Further increasing Nc, how-
ever, results in a sharp rise in I.

Let us turn to the BSO crystal again. According to
(20), to it, p = 37 and I = 1.4 × 105 W/m2, there corre-
sponds η = 0.01 (for such I, the difference between Ne

and its linear approximation is 1%). Note that expres-
sion (22) is also appropriate for greater values of η
(however, in this case, the associated value of I may be
inaccurate). For example, at η = 0.1, I = 1.4 × 106 W/m2,

p
Nc

2

2 2N Nc–( )n0
---------------------------------.=

η  = 
1

4 p 1+( ) 1 m–( )
---------------------------------------

n1

n0
----- m 2 p p 1+( )

n0

Nc

------= 
  .

I
4 p 1+( )β

S
------------------------η .=

Nn0
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while the true value, I = 1.75 × 106 W/m2, calculated
from exact expression (19) is 25% greater.

Expression (22) also allows us to make quantitative
estimations when the values of N and Nc differ from
sample to sample. From (20), a decrease in Nc by an
order of magnitude (N remains the same) leads to p =
0.37 in the case of BSO. For such a sample, the value
of η = 0.01 would be attained at I = 5 × 103 W/m2,
which is higher than Imin only by 37%. However, an
increase in Nc by one order of magnitude causes I to rise
by two orders of magnitude. For example, if Nc ≈ N (as
for lithium niobate), I increases by six orders of magni-
tude.

If the photorefractive centers in BSO were traps
rather than donors, then, according to (6), the linear
behavior of Ne would be observed in an extremely wide
range of I that satisfies inequality (16).

It is of interest that, at Nc = N – α (where α ! N), a
situation may arise when the type-1 crystals rather than
the type-2 ones exhibit a sublinear Ne–I dependence at
comparatively small light intensities.
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Abstract—Radial flows of carbon particles from the interelectrode gap of an arc discharge in modes optimum
for production of fullerenes are measured. From the experimental data conclusions are made concerning trans-
formations of the carbon particles in a gas-plasma jet. © 2001 MAIK “Nauka/Interperiodica”.
1. Arc discharge between graphite electrodes in a
helium atmosphere is the most simple and effective
means of producing fullerenes, but the scale of experi-
mental studies of this kind of discharge is still inade-
quate [1–5]. It is known that in a usual high-current arc
discharge at pressures close to normal, a strong axial
plasma flow arises as a result of both thermal processes
and the inherent magnetic field of the arc [6]. If the sep-
aration between electrodes is small, this flow can trans-
form into a fanlike jet exiting the interelectrode gap [7].
In the case of a fullerene arc carbon atoms vaporized
from the anode are present in the jet. In the exiting car-
bon vapor, transformations of carbon atoms into
fullerenes, associates, nanoclusters, aggregates, and
soot particles take place [8]. In this work, we attempted
to obtain data on these transformations using carbon
collecting probes.

2. The arc was burning between two vertical graph-
ite electrodes 6 mm in diameter in a cylindrical vacuum
chamber 180 mm in diameter. Most of the measure-
ments were carried out in a mode optimum for produc-
ing fullerenes: an arc current of 70 A, a helium pressure
of 60 torr, and an interelectrode separation of 4 mm.
Around the arc, at different distances r from its axis,
carbon-collecting probes consisting of tungsten wires
of a diameter of 2a = 1.5 mm and a length of L = 60 mm
were arranged parallel to the arc axis. After the termi-
nation of the arc, the weight m(r) of the soot deposited
on the probes and the total weight m0 of the carbon that
exited the interelectrode gap of the arc discharge were
determined.

3. Deposition of a material on the probe in a gas flow
is usually characterized by a capture parameter ε(r) [9],
which is the ratio of the material flow to the flow of
material particles in a rectilinear path. The capture
parameter of a probe is given by formula ε(r) =
(m/m0)/a/πr, where a is the probe radius.

As carbon from the arc is deposited on the probe, its
effective diameter increases. Figure 1a shows varia-
tions with time of the maximum probe deposit diameter
Dmax, which was determined from probe pictures taken
1063-7842/01/4605- $21.00 © 20638
in the burning arc. It is seen that for times of t < 3 min,
the experimental data can be approximated with a
straight line. The lack of coincidence of the probe
diameter extrapolated to t = 0 with the initial probe
diameter (for r = 12 mm) is possibly due to the high ini-
tial erosion in the arc. Variation of the shape of depos-
ited carbon layer with time is insignificant (Fig. 1b). If
the jet boundary is defined as a half-width of the distri-
bution of the deposit over the probe length, then the jet
divergence will be ~100°, at least for r < 30 mm.

The quantity m0 is affected by many, often uncon-
trollable factors, and the function m(r) should be deter-
mined in one experiment. Therefore, in all experiments
an arc burning time of t = 3 min was used, which
ensured that at small r the wire diameter increased
almost linearly and at large r the deposited material
could be reliably weighed. In calculating the capture
parameter, the initial probe diameter was increased by
a quantity δ = 1/4(Dmax –2a) (linear averaging over time
and probe length) and the quantity Dmax was measured
after termination of discharge.

The dependences of the capture parameter on r are
shown in Fig. 2. Data points in this figure are the aver-
ages of four experiments. Though m0 values in these
experiments differed by a factor of up to 1.5, the ratio

1

2

1 2 3 t, min

Dmax, mm

0

2

3

4
(a) (b)

1

3
2

105051015

0.7

0.8

0.9

x, mm

D/Dmax

0.6

Fig. 1. (a) Dependence of the maximum probe diameter on
the arc burning time at r = 12 (1) and 20 mm (2) and (b) the
relative distribution of deposited carbon along the probe
length at r = 12 mm; t = 1 (1), 2 (2), and 2.5 min (3).
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(m/m0) is constant to within less than 10%. This is evi-
dence that the jet properties depend weakly on the con-
tent of carbon added.

It is seen in Fig. 2 that at small r, the capture param-
eter ε(r) > 1. With increasing r, the capture parameter
ε(r) drops and, at r > 50, mm, becomes less than unity.
The experiments have shown that ε(r) diminishes as
helium pressure increases. For example, at r = 15 mm,
ε(r) ~ 5 at a helium pressure of 30 torr and ~2 at
180 torr.

4. The simplest estimates show that under the exper-
imental conditions any carbon particles are completely
entrained by the helium flow. In this case, if the flow
about the probe is laminar or noneddying, the particles
can get to the probe only by diffusion across the flow
tubes.

Let us make some estimations. The scattering cross
section σ was determined using an approximation of
the elastic collision of spheres σ = π/4(DP + DHe)2, DP

being the diameter of a carbon particle and DHe, the
diameter of a helium atom, DHe = 2.3 × 10–8 cm. The
free path is λ = 1/σN. The concentration of helium
atoms is N = PHe/kT. The diffusion coefficient is D =
1/3λ ,  being the thermal velocity of helium atoms.

Let the diffusion time τ be the time it takes a particle
to traverse the region of the probe, τ = 2a/v0, v0 being

v v

1 2 3 4 5
r, cm

0

1

2

3

4

5

6

7
ε(r)

6

Fig. 2. Dependence of the dimensionless parameter ε(r) on
distance r from the discharge axis.

Table

Particle DP, cm

ε(r)

T, K 103 104

v0, cm/s 103 104 103 104

Atom 3 × 10–8 1.3 0.41 7.3 2.31

Fullerene 7 × 10–8 0.72 0.23 4.1 1.30

Associate 3 × 10–6 0.02 0.006 0.11 0.035
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the velocity of the undisturbed flow; then the diffusion
length will be L = (Dτ)1/2. In this case, particles from
tubes at a distance of L from the zero tube can be depos-
ited on the probe and the capture parameter can be esti-
mated as ε ~ L/a.

In the table, estimates of the capture parameters for
three kinds of carbon particles at a helium pressure of
PHe = 60 torr and a probe diameter of 2a = 1.5 mm are
given. The calculation was carried out for two values of
the temperature T and the flow velocity v0. From the
table and Fig. 2, it is seen that at small r only carbon
atoms can fit the experimental values of ε(r) and, thus,
only for certain values of T and v0; at large r, on the
contrary, only for associates of ε < 1. Qualitatively,
these relationships appear quite reasonable. Note that
in one of the studies [10], it has been shown that
fullerenes are produced in the region 10 < r < 30 mm.
However, in order to arrive at quantitative conclusions,
it is necessary to make appropriate calculations.
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Abstract—An axially symmetric model is used to analytically estimate the longitudinal electric field created
in a plasma by an injected electron beam. The relationship can be used to estimate the electron beam energy
loss in the range of parameters where theoretical studies rely only on numerical simulations. The results are of
interest for creating relativistic electron beams, studying their relaxation in plasma, and developing new meth-
ods for charged particle acceleration. © 2001 MAIK “Nauka/Interperiodica”.
Systems consisting of a great number of particles
are very difficult to study analytically. Therefore, theo-
retical investigations of the electron beam–plasma
interaction rely primarily on numerical simulations,
which can allow for a variety of processes evolving
simultaneously. Such an approach is capable of accu-
rately predicting the behavior of a complex system with
given parameters. However, along with simulating par-
ticular facilities numerically, one should also analyze
the physical processes (first of all, the dominant pro-
cesses that govern the system behavior). The study of
these processes with approximate models that ignore
fine effects even gives a number of useful relationships.
In this paper, we analyze the results of numerical simu-
lations reported in [1–4] and use them to develop an
analytical model and to obtain an equation for the lon-
gitudinal electric field produced by a relativistic elec-
tron beam (REB) injected into a plasma. This result is
very important in applications, because the beam
energy is transferred to the plasma mainly through the
excitation of the longitudinal electric field.

We consider the REB–plasma interaction assuming
that the problem is axially symmetric. The set of Max-
well’s equations in cylindrical coordinates (r, ϕ, z)
under the condition ∂/∂ϕ = 0 has the form

(1)

where Bϕ is the azimuthal magnetic field component, Er

and Ez are the radial and longitudinal electric field com-
ponents, jpr and jpz are the radial and longitudinal com-
ponents of the plasma electron current density, and jb is
the beam current density.
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In Eqs. (1), the radial component of the beam cur-
rent is neglected. Furthermore, to a first approximation,
one can neglect the effect of electromagnetic fields on
the beam electrons and assume that the beam is given
and that the induced fields depend on the variable ζ =
t – (z/Vb) (where Vb is the longitudinal velocity of the
beam, z is the longitudinal coordinate, and t is the time),
rather than on the two independent variables z and t.
The above assumptions significantly simplify the prob-
lem and simultaneously allow us to study the physical
processes that govern the behavior of the system under
study. In this case, Eqs. (1) yield

(2)

where γb = 1/ .

Since all the above quantities depend on ζ rather
than on z and t independently, the electromagnetic field
and charges are carried with the beam. If the beam cur-
rent grows slowly enough (so that the displacement
currents can be neglected) and the longitudinal velocity
of the plasma electrons is small (the longitudinal com-
ponent of the plasma electron current density may be
ignored), the continuity equation ∂ρ/∂t = divj = 0 takes
the form

(3)

Integrating Eq. (3) with respect to r, we obtain

(4)

where Q = rρdr is the charge contained in a

straight unit-length cylinder of radius r aligned with the
beam axis.
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Substituting Eq. (4) into Eq. (2), we obtain

(5)

The first term on the right-hand side of Eq. (5) is due
to charge transport in the longitudinal direction. The

denominator of this term contains , because the vor-
tex and Coulomb fields associated with the charge
transport are directed oppositely and differ by a factor

of . Even at a moderate relativistic factor of γb > 3,
this term can be neglected if the linear density of the

plasma channel satisfies the inequality Np > Nb . This
condition is fulfilled with a margin in the majority of
applications. In this case, Eq. (5) reduces to a simpler
equation for the longitudinal electric field:

(6)

Let us consider corollaries of Eq. (6) in more detail.
This equation may be used to calculate the longitudinal
electric field from the known radial dynamics of the
plasma electrons. For example, when even a moder-
ately relativistic beam (γb > 3) is transported through a
plasma channel of radius b in which the plasma density
is much higher than the beam density, the boundary
condition for the longitudinal electric field component
can be taken as

(7)

This is an evident corollary of Eq. (6), because
radial currents are only possible inside the channel.
Boundary condition (7) is valid for a wide range of
parameters and can be used to analyze the beam trans-
port through dense plasma channels.

Let us use Eq. (6) to find the electron beam energy
loss due to the displacement of plasma electrons. We
consider the injection of an electron beam with the lin-
ear particle density Nb higher than the linear electron
density Np of the plasma channel. Therefore, it can be
assumed that, after a sufficiently long period of time T,
all plasma electrons will leave the channel and deposit
on the wall of the drift tube with a radius R. Under these
assumptions, the beam energy loss Wb associated with
the displacement of electrons over the distance ∆z can
be estimated as

(8)

where Ib is the beam current and Ez(0) is the field at the
axis of the system.

∂Ez

∂r
--------

1

γb
2βbc

-------------2
r
---∂Q

∂ζ
-------–

4πβb

c
------------ j pr.+=

γb
2

βb
2

γb
2–

∂Ez

∂r
--------

4πβb

c
------------ j pr.=

Ez b( ) 0.=

Wb ∆z IbEz 0( ) t,d

0

T

∫=
TECHNICAL PHYSICS      Vol. 46      No. 5      2001
The longitudinal electric field at the axis can be
found from Eq. (6) as

(9)

Assuming that the plasma channel is uniform, we
obtain

(10)

where e is the electron charge.
With (9) and (10), Eq. (8) yields

(11)

Relationship (11) completely agrees with the results
of numerical calculations, as well as with the analytical
results obtained from other models in [2–6]. It should
be noted that this energy loss refers to unmagnetized
plasma. In a magnetized plasma, jpr = 0 and this loss is
absent.

An important corollary of Eq. (6) is that the longitu-
dinal electric field is governed by the radial component
of the plasma electron current density. When the beam
front is wide, the energy loss is significantly lower. The
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validity of this assumption was verified by a numerical
model based on Maxwell’s equations and Vlasov’s
equation.

The figure shows the energy loss

versus the dimensionless duration of the beam front τf =
t f ωp for different values of ωpR/c. The beam radius is

a = b. It is seen that  is almost independent of ωpR/c,
but it depends strongly on τf. For small τf(<20), the
beam energy loss is mainly determined by the kinetic
energy gained by the plasma electrons in the electro-
magnetic field induced by the beam front. As the front
duration increases, the electromagnetic field in the sys-
tem decreases and the plasma electrons gain a lower
kinetic energy. With these parameters, the energy loss

 rapidly decreases with increasing τf . However,
starting with τf > 100, the energy loss becomes almost
independent of τf, because the duration of the beam
front becomes much longer than the oscillation period
of the plasma electrons. Even though the front duration
is large, the electron beam excites radial oscillations of
the plasma electrons. It is the amplitude of these oscil-

W̃ Wb
c4

ωp
4 R4

------------
N p

Nb

------=

W̃

W̃

lations (which weakly depends on the pulse front dura-
tion) that governs the major part of the beam energy
loss in this case. Thus, we have shown that the energy
loss can be made several times lower by increasing the
duration of the pulse front. If the propagation distance
is fairly long, the energy savings may be significant. It
should be noted that at τf = 0, the numerical results
agree well with formula (11).
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ERRATA
Errata: “On One Mechanism of Magnetization Reversal 
in Crystals with Combined Anisotropy” 
[Technical Physics 45 (11), 1441 (2000)]

R. M. Vakhitov and V. E. Kucherov
e-mail: VakhitovRM@bsu.bashedu.ru

In formula (8) (p. 1443), ζ should be replaced by ξ.
Throughout the paper, “null domain wall” should read “zero-degree domain wall.”
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