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#### Abstract

We study within the light-cone path integral approach [3] the effect of the induced gluon radiation on high- $p_{T}$ hadrons in high-energy heavy-ion collisions. The induced gluon spectrum is represented in a new form which is convenient for numerical simulations. For the first time, computations are performed with a realistic parameterization of the dipole cross section. The results are in reasonable agreement with the suppression of high- $p_{T}$ hadrons in $\mathrm{Au}+\mathrm{Au}$ collisions at $\sqrt{s}=200 \mathrm{GeV}$ observed at RHIC. © 2004 MAIK "Nauka/Interperiodica". PACS numbers: 12.38.-t


1. One of the most interesting results obtained at RHIC is the suppression of high $-p_{T}$ hadrons in $\mathrm{Au}+\mathrm{Au}$ collisions (for a review of the data, see [1]). It is widely believed that parton energy loss due to the induced gluon radiation caused by multiple scattering in the quark-gluon plasma (QGP) produced in the initial stage of nucleus-nucleus collisions plays a major role in this phenomenon (usually called jet quenching) [2-7] (for a review, see [8]). The most general approach to the induced gluon emission is the light-cone path integral (LCPI) approach developed in [3] (see also [8-10]). It accurately treats the mass and finite-size effects and applies at arbitrary strength of the Landau-Pomeran-chuk-Migdal (LPM) effect [11, 12]. Other available approaches have limited domains of applicability and can only be used either in the regime of strong (the BDMPS formalism $[2,5]$ ) or weak (the GLV formalism [6]) LPM suppression (the GLV approach [6], in addition, is restricted to the emission of soft gluons). For this reason, they cannot be used for an accurate analysis of jet quenching for RHIC (and LHC) conditions.

The LCPI approach expresses the gluon spectrum through the solution of a two-dimensional Schrödinger equation with an imaginary potential in the impact parameter plane. The imaginary potential is proportional to the cross section of interaction of the $\bar{q} q g$ system (for $q \longrightarrow g q$ transition) with a particle in the medium, $\sigma_{3}(\rho)$ (here $\rho$ is the transverse distance between the quark and gluon, the antiquark is located at the center of mass of the $q g$-system). The $\sigma_{3}(\rho)$ can be written as $\sigma_{3}(\rho)=C(\rho) \rho^{2}$. The factor $C(\rho)$ has a smooth (logarithmic) dependence on $\rho$ for $\rho \ll 1 / \mu_{D}$ (hereafter, $\mu_{D}$ is the Debye screening mass). If one replaces $C(\rho)$ by $C\left(\rho_{\text {eff }}\right)$, where $\rho_{\text {eff }}$ is the typical value of $\rho$, the

[^0]Hamiltonian takes the oscillator form. This approximation, which greatly simplifies the calculations, was employed in several analyses [4, 7, 13] (it was also used in the BDMPS approach $[2,5])$. However, the oscillator approximation turns out to be too crude and unsatisfactory. First of all, for RHIC and LHC conditions, the dominating $\rho$ scale is not small enough and the results depend strongly on the choice of $\rho_{\text {eff }}$. Another reason why the oscillator approximation is unsatisfactory is more serious. In the high energy limit the gluon formation length, $L_{f}$, becomes larger than the quark path length in the QGP and finite-size effects become important. In this regime, $\rho_{\text {eff }} \ll 1 / \mu_{D}$ and one might naively expect that the oscillator approximation should work very well. However, one can show [14] that, in this regime, the dominating $N=1$ rescattering contribution (and any odd rescattering) evaluated in the oscillator approximation simply vanishes. For RHIC and LHC conditions, the finite-size effects play a very important role and the oscillator approximation can lead to uncontrolled errors. For this reason, one has to use an accurate parameterization of the three-body cross section. It requires numerical calculations for solving the Schrödinger equation.

In the present paper, we represent the induced gluon spectrum in a new form that is convenient for numerical computations. We, for the first time, calculate the induced gluon emission and the nuclear modification factor for RHIC conditions using a realistic imaginary potential.
2. We consider a quark with energy $E$ produced in a medium at $z=0$ (we chose the $z$-axis along the quark
momentum). The induced gluon spectrum in the gluon fractional longitudinal momentum $x$ reads [3]

$$
\begin{align*}
\frac{d P}{d x}= & 2 \operatorname{Re} \int_{0}^{\infty} d z_{1} \int_{z_{1}}^{\infty} d z_{2} g(x)\left[K\left(z_{2}, \boldsymbol{\rho}_{2} \mid z_{1}, \mathbf{\rho}_{1}\right)\right.  \tag{1}\\
& \left.-K_{v}\left(z_{2}, \boldsymbol{\rho}_{2} \mid z_{1}, \boldsymbol{\rho}_{1}\right)\right]\left.\right|_{\boldsymbol{\rho}_{1}=\boldsymbol{\rho}_{2}=0} .
\end{align*}
$$

Here, $K$ is the Green's function for the Hamiltonian (acting in the transverse plane)

$$
\begin{gather*}
H=-\frac{1}{2 M(x)}\left(\frac{\partial}{\partial \boldsymbol{\rho}}\right)^{2}+v(\boldsymbol{\rho}, z)+\frac{1}{L_{f}},  \tag{2}\\
v(\boldsymbol{\rho}, z)=-i \frac{n(z) \sigma_{3}(\rho)}{2}, \tag{3}
\end{gather*}
$$

and

$$
\begin{align*}
& K_{v}\left(z_{2}, \mathbf{\rho}_{2} \mid z_{1}, \boldsymbol{\rho}_{1}\right)=\frac{M(x)}{2 \pi i\left(z_{2}-z_{1}\right)} \\
\times & \exp \left[\frac{i M(x)\left(\boldsymbol{\rho}_{2}-\boldsymbol{\rho}_{1}\right)^{2}}{2\left(z_{2}-z_{1}\right)}-\frac{i\left(z_{2}-z_{1}\right)}{L_{f}}\right] \tag{4}
\end{align*}
$$

is the Green's function for the Hamiltonian (2) with $\mathrm{v}(\boldsymbol{\rho}, z)=0$. In (2), the Schrödinger mass is $M(x)=$ $E x(1-x), L_{f}=2 E x(1-x) /\left[m_{q}^{2} x^{2}+m_{g}^{2}(1-x)\right]$ is the gluon formation length, $m_{q}$ and $m_{g}$ are the quark and gluon masses that play the role of the infrared cutoffs at $x \sim 1$ and $x \sim 0$ (in the QGP, $m_{q, g}$ are given by the quark and gluon quasiparticle masses). In (3), $n(z)$ is the number density of QGP, and $\sigma_{3}$ is the above mentioned cross section of the color singlet $q \bar{q} g$ system with a particle in the medium. Summation over triplet (quark) and octet (gluon) color states is implicit in (3). The $\sigma_{3}$ may depend on $z$ (through the Debye screening mass); however, below, we will use $z$-independent $\mu_{D}$. The vertex factor $g(x)$, entering (1), reads

$$
\begin{equation*}
g(x)=\frac{\alpha_{s} P(x)}{2 M^{2}(x)} \frac{\partial}{\partial \boldsymbol{\rho}_{1}} \frac{\partial}{\partial \boldsymbol{\rho}_{2}}, \tag{5}
\end{equation*}
$$

where $P(x)=G_{F}\left[1+(1-x)^{2}\right] / x$ is the splitting function for the $q \longrightarrow g q$ transition ( $C_{F}$ is the quark Casimir factor). Note that we neglect the spin-flip $q \longrightarrow q g$ transition, which gives a small contribution to the quark energy loss.

The three-body cross section entering potential (3) can be written as $[15,3]$

$$
\begin{equation*}
\sigma_{3}(\rho)=\frac{9}{8}\left[\sigma_{q \bar{q}}(\rho)+\sigma_{q \bar{q}}((1-x) \rho)\right]-\frac{1}{8} \sigma_{q \bar{q}}(x \rho), \tag{6}
\end{equation*}
$$

where

$$
\begin{equation*}
\sigma_{q \bar{q}}(\rho)=\alpha_{s}^{2} C_{T} C_{F} \int d \mathbf{q} \frac{[1-\exp (i \mathbf{q} \boldsymbol{\rho})]}{\left(q^{2}+\mu_{D}^{2}\right)^{2}} \tag{7}
\end{equation*}
$$

is the dipole cross section for the color singlet $q \bar{q}$ pair ( $C_{T}$ is the color Casimir for the thermal parton (quark or gluon)).

Spectrum (1) can be rewritten as ( $L$ is the quark path length in the medium)

$$
\begin{gather*}
\frac{d P}{d x}=\int_{0}^{L} d z n(z) \frac{d \sigma_{\text {eff }}^{B H}(x, z)}{d x}  \tag{8}\\
\frac{d \sigma_{\text {eff }}^{B H}(x, z)}{d x}=\operatorname{Re} \int_{0}^{z} d z_{1} \int_{z}^{\infty} d z_{2}  \tag{9}\\
\times\left.\int d \boldsymbol{\rho} g(x) K_{v}\left(z_{2}, \mathbf{\rho}_{2} \mid z, \boldsymbol{\rho}\right) \sigma_{3}(\rho) K\left(z, \boldsymbol{\rho} \mid z_{1}, \boldsymbol{\rho}_{1}\right)\right|_{\boldsymbol{\rho}_{1}=\boldsymbol{\rho}_{2}=0} .
\end{gather*}
$$

Cross section $d \sigma_{\text {eff }}^{B H} / d x(9)$ can be viewed as an effective Bethe-Heitler cross section, which accounts for the LPM and finite-size effects. One can represent (9) as

$$
\begin{equation*}
\frac{d \sigma_{\text {eff }}^{B H}(x, z)}{d x}=-\left.\frac{\alpha_{s} P(x)}{\pi M(x)} \operatorname{Im} \int_{0}^{z} d \xi \frac{\partial}{\partial \rho}\left(\frac{F(\xi, \rho)}{\sqrt{\rho}}\right)\right|_{\rho=0}, \tag{10}
\end{equation*}
$$

where the function $F$ is the solution to the radial Schrödinger equation for the azimuthal quantum number $m=1$

$$
\begin{align*}
i \frac{\partial F(\xi, \rho)}{\partial \xi} & =\left[-\frac{1}{2 M(x)}\left(\frac{\partial}{\partial \rho}\right)^{2}-i \frac{n(z-\xi) \sigma_{3}(\rho)}{2}\right. \\
& \left.+\frac{4 m^{2}-1}{8 M(x) \rho^{2}}+\frac{1}{L_{f}}\right] F(\xi, \rho) \tag{11}
\end{align*}
$$

The boundary condition for $F(\xi, \rho)$ reads $F(\xi=0, \rho)=$ $\sqrt{\rho} \sigma_{3}(\rho) \in K_{1}(\epsilon \rho)$, where $\epsilon=\left[m_{q}^{2} x^{2}+m_{g}^{2}(1-x)^{2}\right]^{1 / 2}$, and $K_{1}$ is the Bessel function. In deriving (10), we used the relations [9]

$$
\begin{gathered}
\frac{\partial}{\partial \boldsymbol{\rho}_{1}} \frac{\partial}{\partial \boldsymbol{\rho}_{2}}=\frac{1}{2}\left[\left(\frac{\partial}{\partial x_{1}}-i \frac{\partial}{\partial y_{1}}\right)\left(\frac{\partial}{\partial x_{2}}+i \frac{\partial}{\partial y_{2}}\right)\right. \\
\left.+\left(\frac{\partial}{\partial x_{1}}+i \frac{\partial}{\partial y_{1}}\right)\left(\frac{\partial}{\partial x_{2}}-i \frac{\partial}{\partial y_{2}}\right)\right], \\
\left(\frac{\partial}{\partial x_{2}} \pm i \frac{\partial}{\partial y_{2}}\right) \int_{z}^{\infty} d z_{2} K_{v}\left(z_{2}, \boldsymbol{\rho}_{2} \mid z, \boldsymbol{\rho}\right) \\
= \pm \frac{M(x)}{i \pi} \exp ( \pm i \phi) K_{1}(\epsilon \rho) .
\end{gathered}
$$

The time variable $\xi$ in (10), in terms of the variables $z$ and $z_{1}$ of Eq. (9), is given by $\xi=z-z_{1}$; i.e., contrary to the Schrödinger equation for the Green's functions entering (1), (10) represents the spectrum through the solution to the Schrödinger equation, which describes the evolution of the $q \bar{q} g$ system back in time. It allows
one to have a smooth boundary condition, which is convenient for the numerical calculations.
3. The jet quenching is usually characterized by the nuclear modification factor (we consider the central rapidity region $y \sim 0$ and suppress the explicit $y$-dependence)

$$
\begin{equation*}
R_{A A}\left(p_{T}\right)=\frac{d \sigma^{A A}\left(p_{T}\right) / d y d p_{T}^{2}}{N_{\mathrm{bin}} d \sigma^{p p}\left(p_{T}\right) / d y d p_{T}^{2}}, \tag{12}
\end{equation*}
$$

where $d \boldsymbol{\sigma}^{A A} / d y d p_{T}^{2}$ and $d \boldsymbol{\sigma}^{p p / d y d} p_{T}^{2}$ are the inclusive cross section for $A+A$ and $p+p$ collisions, and $N_{\text {bin }}$ is the number of the binary nucleon-nucleon collisions. The effect of the parton energy loss on the high- $p_{T}$ hadron production in the $A+A$ collisions can approximately be described in terms of effective hard partonic cross sections, which account for the induced gluon emission [16]. Using the power-low parameterization for the cross section of the quark production in $p+p$ collisions $\propto 1 / p_{T}^{n\left(p_{T}\right)}$, one can obtain

$$
\begin{gather*}
R_{A A}\left(p_{T}\right) \approx P_{0}\left(p_{T}\right) \\
+\frac{1}{J\left(p_{T}\right)} \int_{0}^{1} d z z^{n\left(p_{T}\right)-2} D_{q}^{h}\left(z, \frac{p_{T}}{z}\right)  \tag{13}\\
\times \int_{0}^{1} d x(1-x)^{n\left(p_{T} / z\right)-2} \frac{d I\left(x, \frac{p_{T}}{z(1-x)}\right)}{d x} \\
J\left(p_{T}\right)=\int_{0}^{1} d z z^{n\left(p_{T}\right)-2} D_{q}^{h}\left(z, \frac{p_{T}}{z}\right) \tag{14}
\end{gather*}
$$

where $P_{0}$ is the probability of quark propagation without induced gluon emission, $d I\left(x, p_{T}\right) / d x$ is the probability distribution in the quark energy loss for a quark with $E=p_{T}$, and $D_{q}^{h}\left(z, p_{T} / z\right)$ is the quark fragmentation function. Note that, since $n\left(p_{T}\right) \gg 1$, the $z$-integrands in (13), (14) are sharply peaked at $z \approx \bar{z}$ ( $\bar{z}$ is the value of $z$ at which $z^{n\left(p_{T}\right)-2} D_{q}^{h}\left(z, p_{T} / z\right)$ has a maximum). For this reason, (13), to quite good accuracy, can be approximated as

$$
\begin{gather*}
R_{A A}\left(p_{T}\right) \approx P_{0}\left(p_{T}\right) \\
+\int_{0}^{1} d x(1-x)^{n\left(p_{T} / \bar{z}\right)-2} \frac{d I\left(x, \frac{p_{T}}{\bar{z}(1-x)}\right)}{d x} . \tag{15}
\end{gather*}
$$

We take the $P_{0}$ and the spectrum in the radiated energy entering (13) in the form

$$
\begin{gather*}
P_{0}(E)=\exp \left(-\int_{x_{\min }}^{1} d x \frac{d P(x, E)}{d x}\right),  \tag{16}\\
\frac{d I(x, E)}{d x}=\frac{d P(x, E)}{d x} \exp \left(-\int_{x}^{1} d y \frac{d P(y, E)}{d y}\right), \tag{17}
\end{gather*}
$$

where $x_{\text {min }} \approx m_{g} / E$, and it is assumed that the spectrum equals zero at $x \leq x_{\min }$. Formula (17) corresponds to the leading order term of the series in $L / L_{\text {rad }}$ (here $L_{\text {rad }}$ is the radiation length corresponding to the energy loss $\Delta E \sim$ $E)$ of the spectrum derived in [17] for the photon emission and, strictly speaking, is only valid for $\Delta E \ll E$. However, even for the more broad domain $\Delta E \leqq E$ (which is interesting from the point of view of jet quenching at RHIC), (17) reproduces the energy loss spectrum evaluated assuming independent gluon radiation to a reasonable accuracy. An accurate calculation of the nuclear modification factor accounting for the higher order terms in $L / L_{\text {rad }}$ in the approximation of independent gluon emission [16] does not make sense, because this approximation itself does not have any theoretical justification. Note that our spectrum is automatically normalized to unity.

The effective exponent $n\left(p_{T}\right)$ for the quark production entering (13) is close to that for hadron production, $n_{h}\left(p_{T}\right)$. The small difference between these quantities (stemming from the $p_{T}$ dependence of the integral (14)) is given by $n\left(p_{T}\right)-n_{h}\left(p_{T}\right)=d \ln J\left(p_{T}\right) / d \ln p_{T}$. For $\mathrm{Au}+\mathrm{Au}$ collisions at $\sqrt{s}=200 \mathrm{GeV}$, we use $n_{h}\left(p_{T}\right)=n p_{T} /\left(p_{T}+\right.$ $b$ ) with $n=9.99$ and $b=1.219$ corresponding to the parameterization $d \sigma / d y d p_{T}^{2}=A /\left(p_{T}+b\right)^{n}$ obtained in [18] for the $\pi^{0}$ production in the $p+p$ collisions. The above procedure allows one to avoid the uncertainties of the pQCD calculations of the partonic cross sections.
4. To fix the $m_{q, g}$ and $\mu_{D}$ we use the results of the analysis of the lattice calculations within the quasiparticle model [19]. For the relevant range of temperature of the plasma $T \sim(1-3) T_{c}\left(T_{c} \approx 170 \mathrm{MeV}\right.$ is the temperature of the deconfinement phase transition), analysis [19] gives, for the quark and gluon quasiparticle masses, $m_{q} \approx 0.3$ and $m_{g} \approx 0.4 \mathrm{GeV}$. With the above value of $m_{g}$ from the perturbative relation $\mu_{D} \approx \sqrt{2} m_{g}$, one obtains $\mu_{D} \approx 0.57 \mathrm{GeV}$. To study the infrared sensitivity of our results, we also perform computations for $m_{g}=0.75 \mathrm{GeV}$ (with $\mu_{D}=0.57 \mathrm{GeV}$ ). This value of the infrared cutoff for gluon emission in parton-nucleon interaction was obtained from the analysis of the low- $x$ proton structure function within the dipole BFKL equation [15, 20]. It seems to be reasonable for gluon emission in the developed mixed phase and for fast gluons with $L_{f} \gtrsim L$. This value agrees well with the natural


Fig. 1. The induced gluon spectrum (solid line) for $q \longrightarrow$ $g q$ transition versus the gluon momentum $k$ for RHIC conditions for $E=5,10$, and $20 \mathrm{GeV} ; L=6 \mathrm{fm}$ was obtained using (8), (10) with $\alpha_{s}=0.5$ for $m_{q}=0.3 \mathrm{GeV}(\mathrm{a}, \mathrm{b})$ and $m_{q}=1.5 \mathrm{GeV}$ (c, d); $m_{g}=0.4 \mathrm{GeV}$ (left) and 0.75 GeV (right). The Bethe-Heitler spectrum is shown by the dashed line.
infrared cutoff for gluon emission in the vacuum $m_{g} \sim$ $1 / R_{c}$, where $R_{c} \approx 0.27 \mathrm{fm}$ is the gluon correlation radius in the QCD vacuum [21]. The above two values of $m_{g}$ give reasonable lower and upper limits of the infrared cutoff for the induced gluon emission for RHIC and LHC conditions.

We perform numerical calculations for fixed and running $\alpha_{s}$. In the first case, we take $\alpha_{s}=0.5$ for the gluon emission from light quarks and gluons, and $\alpha_{s}=$ 0.4 for the case of $c$-quark. For the running $\alpha_{s}$, we use the parameterization (with $\Lambda_{Q C D}=0.3 \mathrm{GeV}$ ) frozen at $\alpha_{s}=0.7$ at low momenta. This parameterization is consistent with the integral of $\alpha_{s}(Q)$ in the interval $0<Q<$ 2 GeV obtained from the analysis of the heavy quark energy loss (in vacuum) [22]. Previously, this parameterization was used to successfully describe the HERA data on the low- $x$ proton structure function within the dipole BFKL approach [15, 20]. To incorporate the running $\alpha_{s}$ in our formalism, we include $\alpha_{s}$ in the integrand on the right-hand side of (10) and take for virtuality $Q^{2}=a M(x) / \xi$. The parameter $a$ was adjusted to reproduce the $N=1$ rescattering contribution evaluated in the ordinary diagrammatic approach [23]. It gives $a \approx 1.85$. For the dipole cross section (7), we take $Q^{2}=\mathbf{q}^{2}$.

We assume the Bjorken [24] longitudinal expansion of the QGP with $T^{3} \tau=T_{0}^{3} \tau_{0}$, which gives $n(z) \propto 1 / z$ for $z>\tau_{0}$. We use the initial conditions suggested in [25]: $T_{0}=446 \mathrm{MeV}$ and $\tau_{0}=0.147 \mathrm{fm}$ for RHIC, and $T_{0}=$ 897 MeV and $\tau_{0}=0.073 \mathrm{fm}$ for LHC. For RHIC, the above conditions were obtained from the charged parti-
cle pseudorapidity density $d N / d y \approx 1260$ measured by the PHOBOS experiment [26] in $\mathrm{Au}+\mathrm{Au}$ collisions at $\sqrt{s}=200 \mathrm{GeV}$, assuming an isentropic expansion and rapid thermolization at $\tau_{0} \sim 1 / 3 T_{0}$. The LHC parameters correspond to $d N / d y \approx 5625$ at $\sqrt{s}=5.5 \mathrm{TeV}$, which was estimated in [27]. The above initial conditions for RHIC (translated into $\tau_{0}=0.6 \mathrm{fm}$ ) agrees with those used in the successful hydrodynamic description of $\mathrm{Au}+\mathrm{Au}$ collisions at RHIC [28]. Note that, since the dominating $\rho$-scale in (9) $\propto \sqrt{z}$ for $z \ll L_{f}$, our results are not very sensitive to $\tau_{0}$ (for a given entropy). The maximum parton path length in the hot QCD medium is restricted by the lifetime of the QGP (and mixed) phase, ${ }^{1} \tau_{\text {max }}$. We take $\tau_{\max } \sim R_{A} \sim 6 \mathrm{fm}$. This seems to be a reasonable value for the central heavy-ion collisions, since, due to the transverse expansion, the hot QCD matter should cool quickly at $\tau \gtrsim R_{A}$ [24].

In Fig. 1, we show the induced gluon spectrum for the $q \longrightarrow g q$ transition for RHIC conditions for the quark path length $L=6 \mathrm{fm}$ obtained with $m_{q}=0.3$ and $m_{q}=1.5 \mathrm{GeV}$ for $m_{g}=0.4$ and $m_{g}=0.75 \mathrm{GeV}$. In Fig. 1 , we also show the Bethe-Heitler spectrum (dashed line). One sees that the LPM and finite-size effects strongly suppress the gluon emission. The gluon emission from the $c$-quark is suppressed in comparison with the light quark due to its larger, mass which leads to decreasing of the dominating $\rho$ scale (note that the spectrum is not sensitive to the light quark mass, except for $x \sim 1$ ). One can see from Fig. 1 that, although the Bethe-Heitler spectrum differs strongly for two values of $m_{g}$, the difference becomes relatively small for the spectrum, which accounts for the LPM and finite-size effects. It is connected with the fact that, due to the multiple scattering and finite-size effects, the dominating $1 / \rho$-scale becomes larger than $m_{g}$; namely, this in-medium scale plays the role of the infrared cutoff at high energies [4] (however, of course, for not very high $p_{T}$, the value of $m_{g}$ is still important). We do not show the spectra for running $\alpha_{s}$. They are similar in form (but somewhat suppressed at moderate fractional momenta). The LPM suppression for LHC is considerably stronger than for RHIC, but the spectra are similar in form, and we do not show them as well.

In Fig. 2, we plot the quark energy loss $\Delta E=$ $E \int_{x_{\text {min }}}^{1} d x x d P / d x$ evaluated for fixed (solid line) and running (dashed line) $\alpha_{s}$ for RHIC and LHC conditions for $L=6 \mathrm{fm}$ with $m_{g}=0.4 \mathrm{GeV}$ (thick lines) and $m_{g}=$ 0.75 GeV (thin lines). The results for $\alpha_{s}=0.5$ agree roughly with those for running $\alpha_{s}$ for $E \lesssim 10 \mathrm{GeV}$, but, at higher energies, the energy dependence is steeper for
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Fig. 2. The energy dependence of the quark energy loss for (a) RHIC and (b) LHC for $L=6 \mathrm{fm}$ as obtained with $\alpha_{s}=$ 0.5 (solid line) and running $\alpha_{s}$ (dashed line), $m_{g}=0.4 \mathrm{GeV}$ (thick lines) and $m_{g}=0.75 \mathrm{GeV}$ (thin lines), $m_{q}=0.3 \mathrm{GeV}$.
fixed $\alpha_{s}$. This says that the typical $\rho$-scale becomes smaller with increasing energy. It is also seen from the decrease of the relative difference between the curves for $m_{g}=0.4$ and 0.75 GeV .

In Fig. 3a, we compare the nuclear modification factor (13) for $T_{0}=446 \mathrm{MeV}$ calculated using the NLO KKP fragmentation functions [29] for running $\alpha_{s}$ with that obtained at RHIC [1] for central $\mathrm{Au}+\mathrm{Au}$ collisions at $\sqrt{s}=200 \mathrm{GeV}$. For illustration of the dependence on $T_{0}$, in Fig. 3b, we also present the results for $T_{0}=$ 375 MeV . The theoretical curves were obtained for $L=$ 4.9 fm . It is the typical parton path length in the QGP (and mixed) phase for $\tau_{\max }=6 \mathrm{fm}$. We present the results for $m_{g}=0.4$ and 0.75 GeV . For $p_{T} \lesssim 15$, the results for $\alpha_{s}=0.5$ are close to that for running $\alpha_{s}$ and
we do not plot them. The results for the quark (solid line) and gluon (dashed line) jets are shown separately (note that, for $\sqrt{s}=200 \mathrm{GeV}$, the quark and gluon contributions are comparable). The suppression is somewhat stronger for gluon jets. One can see from Fig. 3a that the theoretical $R_{A A}$ for $m_{g}=0.4$ is in reasonable agreement with the experimental one. One should bear in mind, however, that our calculations neglect the collisional energy loss [30]. For $p_{T} \sim 5-15 \mathrm{GeV}$, the collisional energy loss may increase the total energy loss by $\sim 30-40 \%$. In this case (if one takes the initial conditions [25]) the value $m_{g}=0.75 \mathrm{GeV}$ would be more preferable for agreement with the RHIC data. As mentioned previously, this value is reasonable for the mixed phase and for gluons with $L_{f} \gtrsim L$. Since, for $\sqrt{s}=$ 200 GeV , the medium spends about half of its time in the mixed phase, the effective infrared cutoff may be larger than the gluon quasiparticle mass in the QGP. For this reason, the collisional energy loss may be included without using an unrealistic infrared cutoff for the induced energy loss. The possible remaining small disagreement with the data may be avoided by taking a somewhat smaller value of $T_{0}\left(\right.$ or $\left.\alpha_{s}\right)$. In any case, it is clear that, for such a complicated phenomenon, it is hardly possible to expect perfect agreement with experiment and the agreement found in the present paper is surprisingly good.

The above estimate for the collisional energy loss was obtained for the pQCD plasma. Presently, there are some indications [31] that the medium produced at RHIC may be a strongly coupled QGP. The radiative energy loss should not be very sensitive to the dynamics


Fig. 3. The nuclear modification factor (13) for central $\mathrm{Au}+\mathrm{Au}$ collisions at $\sqrt{s}=200 \mathrm{GeV}$ for quark (solid line) and gluon (dashed line) jets obtained with $m_{g}=\left(\right.$ thick lines) 0.4 and (thin lines) 0.75 GeV for running $\alpha_{s}$. The experimental points (from [1]) are for the following: circle— $\mathrm{Au}+\mathrm{Au} \longrightarrow \pi^{0}+X\left(0-10 \%\right.$ central) [PHENIX Collaboration], square— $\mathrm{Au}+\mathrm{Au} \longrightarrow h^{ \pm}+X(0-10 \%$ central) [PHENIX Collaboration], star- $\mathrm{Au}+\mathrm{Au} \longrightarrow h^{ \pm}+X$ ( $0-5 \%$ central) [STAR Collaboration].
of the QGP (for the same number density of the QGP). However, it may be important for the collisional energy loss. Unfortunately, the corresponding calculations have not been performed yet. It is interesting that our results give support for the scenario with strongly coupled QGP. Indeed, this scenario requires $\alpha_{s} \geqslant 0.5$ [31] for the thermal partons. The $R_{A A}$ is sensitive to the radiation of soft gluons with an energy of about a few $\mu_{D}$. One can expect that, for such gluons, $\alpha_{s}$ should be close to that for thermal partons. We obtained agreement with the data with $\alpha_{s}$, which is frozen at a value of 0.7 at low momenta. If $\alpha_{s}$ is frozen at a value below $0.4-0.5$, the theoretical $R_{A A}$ strongly disagrees with that observed at RHIC.
5. In summary, we have represented, within the LCPI approach [3], the induced gluon spectrum in a new form convenient for numerical calculations and carried out computations of the induced gluon emission from fast partons in the expanding QGP for RHIC and LHC conditions. The calculations, for the first time, have been performed with a realistic parameterization of the dipole cross section. The theoretical nuclear modification factor calculated for the initial conditions obtained from the charged particle rapidity density observed at RHIC [25] and the hydrodynamic simulation of the RHIC data [28] are in reasonable agreement with that observed at RHIC.
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#### Abstract

By the numerical simulation of the dynamics of the optical circularly polarized field in the Kerr-type medium, it has been shown that the binary collisions between wave solitons consisting of a few field oscillation cycles with respect to their energy characteristics exhibit the properties of the collisions of Schrödinger solitons. The corresponding spectral characteristics change according to the conservation of the soliton-like structure of the envelop. In dependence on the absolute difference of the field phases, there are three different interaction regimes: the passage of one structure through another, their repulsion, and the exact replication of one initial wave structure by another. © 2004 MAIK "Nauka/Interperiodica".


PACS numbers: 41.20.Jb; 42.65.Re; 42.65.Tg

The transition of envelop solitons described by the nonlinear Schrödinger equation and its modifications $[1,2]$ to wave solitons containing a few field oscillation cycles is an interesting and important step in the theory of nonlinear wave phenomena [3, 4]. A newly found class of solitary solutions of the wave equation with Kerr-type nonlinearity that describes the propagation of electromagnetic pulses of a circularly polarized field with a soliton-structure envelop includes a few oscillations down to one [5]. This analysis seems to also be important for applications in view of the considerable advances in laser technology in the generation of ultrashort light pulses as short as a few optical-oscillation periods. Such pulses have a number of wide potentialities for their scientific and engineering applications, among which we point to possible superdense information packing with the use of such ultrashort pulses and the corresponding ultrafast communication [6-8]. The problem of the complete integrability of the initial nonlinear wave equation is certainly of fundamental importance for the general theory of nonlinear waves, but it seems to be hardly solvable. In this respect, it is natural to use a technique showing good performance such as the numerical-simulation analysis of binary collisions of wave solitons that are the exact solutions of the nonlinear wave equation of the corresponding Hamiltonian system. In this work, we performed the direct numerical simulation of the nonlinear dynamics of the optical field in a medium with Kerr nonlinearity. It has been shown that, in the class of circularly polarized fields, wave solitons consisting of a few oscillations in binary collisions hold the properties of collisions of Schrödinger solitons regarding the structure of their envelop. At the same time, their fre-
quency content can change, but the soliton-like structure is conserved. Free fields, i.e., the nonsoliton part of the spectrum, are not emitted during collisions and the total energy of the solitons is thereby conserved.

For extensive analysis of the nonlinear wave problem describing the dynamics of the field as a whole, without scale separation into the slow envelop and high-frequency content, it is convenient to use the reduced form of the wave equation in the so-called reflectionless approximation, implying that the changes in the field distributions are small in the characteristic wavelengths. In this case, the vector wave equation with nonlinearity of the electron type, which allows solitary solutions in the form of wave solitons, can be represented in the form [5]

$$
\begin{equation*}
\frac{\partial^{2} \mathbf{E}}{\partial z \partial \tau}+\mathbf{E}+\frac{\partial^{2}}{\partial \tau^{2}}\left(\mathbf{E}^{2} \mathbf{E}\right)=0 \tag{1}
\end{equation*}
$$

As is easily seen, Eq. (1) allows scale invariance and thereby can be written in a dimensionless form. Here, $z$ is the coordinate along the propagation direction, $\tau=$ $t-z \varepsilon_{o}^{1 / 2} / c$ is the retarded time, $\varepsilon_{o}$ is the static dielectric constant of the medium, and $c$ is the speed of light in vacuum. In particular, this equation describes the propagation of ultrashort pulses in a quartz optic fiber in the anomalous-dispersion region [3] if the pulse spectrum is sufficiently far from the zero-dispersion point, as well as in an ionized gas, where plasma dispersion prevails over the gas dispersion associated with neutral particles [9].

Equation (1) belongs to the class of Hamiltonian systems with the Hamiltonian

$$
\begin{equation*}
H=\int_{-\infty}^{+\infty}\left[\left(\int_{-\infty}^{\tau} \mathbf{E} d \tau^{\prime}\right)^{2}-\frac{1}{2}(\mathbf{E} \cdot \mathbf{E})^{2}\right] d \tau \tag{2}
\end{equation*}
$$

We emphasize that Eq. (1) allows the existence of other integrals of motion, in particular, the zero mean field [5]. However, Eq. (2) is useful for simulation due to the known high sensitivity of the Hamiltonian to the accuracy of the numerical calculation. This property will be used for increased control over the numerical experiment. A remarkable property of this equation is the existence of localized soliton-like solutions for the circularly polarized field that are stable under small perturbations. For the case of high-frequency content (long pulses consisting of numerous field oscillation cycles), they are smoothly transformed to well-known Schrödinger solitons. In particular, this circumstance makes it possible to hope that wave solitons consisting of a few oscillations will inherit certain properties of Schrödinger solitons. The conservation of the soliton structures of two solitons in their elastic collision is among such important properties. We treat the conservation of the soliton structure of the wave field as the conservation of only the soliton-like structure of the envelop, implying that its spectral content can change significantly due to the nonlinear character of the interaction. The wave solitons of Eq. (1) can be represented as a two-parameter family of solutions of the form [5]

$$
\begin{align*}
& \mathbf{E}(z, \tau)= a(\tau-\gamma z)\left[\mathbf{e}_{x} \cos \varphi(z, \tau)+\mathbf{e}_{y} \sin \varphi(z, \tau)\right],(3  \tag{3}\\
& \varphi(z, \tau)=\omega(\tau+\gamma z)  \tag{4}\\
&+ \int \frac{\omega a^{2}\left(3 \gamma-2 a^{2}\right)}{2\left(\gamma-a^{2}\right)^{2}} d(\tau-\gamma z)+\varphi_{o} .
\end{align*}
$$

Here, $\omega$ is the characteristic carrier frequency, $\gamma$ is the parameter determining the group velocity of the soliton, $\varphi_{o}$ is the constant phase of the field, and its envelop $a(\tau-\gamma z)$ satisfies the ordinary differential equation, which can be represented in the following quadrature for the normalized quantities $\xi=\omega(\tau-\gamma z)$ and $u=$ $a /(\gamma)^{1 / 2}$ in the class of localized functions:

$$
\begin{equation*}
\int_{u_{\mathrm{m}}}^{u} \frac{1-3 u^{2}}{u \sqrt{\delta^{2}-F\left(u^{2}\right)}} d u= \pm\left(\xi-\xi_{o}\right) \tag{5}
\end{equation*}
$$

Here, $F\left(u^{2}\right)=u^{2}\left[(3 / 2)\left(1+\delta^{2}\right)-\left(4-5 u^{2}\right) / 4\left(1-u^{2}\right)^{2}\right]$, the maximum amplitude $u_{\mathrm{m}}$ of the soliton is determined by the real root of the cubic equation $F\left(u_{\mathrm{m}}^{2}\right)=\delta^{2}$ (except one limiting solution for which $u_{\mathrm{m}}^{2}=2 / 3$ at $\delta^{2}=1 / 8$ ), and $\xi_{o}$ is the integration constant corresponding to the position of the field-envelop maximum. As seen in Eq. (5), its solution depends only on the parameter $\delta^{2}=$ $1 / \gamma \omega^{2}-1$, which is expressed in terms of $\omega$ and $\gamma$ and
lies in the interval $0 \leq \delta^{2} \leq 1 / 8$. Using the smallness of the parameter $\delta^{2}$, one can represent the amplitude of the wave soliton in the form $u_{\mathrm{m}} \simeq \delta \sqrt{2\left(1+8 \delta^{2} / 3\right)}$. For small amplitudes $u_{\mathrm{m}}^{2} \ll 1 / 3$, which correspond to extremely small $\delta$ values, it is easy to see that solutions (5) have the form of the sech function and correspond to the Schrödinger envelop solitons. Note that, for extremely short durations, despite the broad signal spectrum comparable with the average frequency, it is convenient to treat $\omega$ as the characteristic carrier frequency, which is the carrier frequency in the smallamplitude limit. An important feature of the wave solitons under consideration is the semibounded spectrum of their admissible solutions; i.e., the existence of the boundary solution corresponding to the limiting soliton with the maximum possible pulse duration and, correspondingly, with the maximum possible amplitude. With an increase in $\delta$, the amplitude of the soliton increases, and, its duration, which is determined from the half-width of the intensity, decreases, reaching the minimum possible value $\tau_{\mathrm{s}}=2.3 \omega^{-1}$, which is smaller than half the oscillation period at $\delta^{2}=1 / 8$. It is worth noting that wave solitons consisting of a few oscillations have strong frequency modulation, which prevents the unambiguous introduction of a certain phase velocity for such structure formations. This property distinguishes them from previously known wave solitons [10, 11], for which the carrier frequency and carrier wave vector are strictly defined. The appropriately fitted frequency chirp is apparently responsible for the stability of the wave structures under consideration, which can be easily formed by specifying the appropriate initial, localized field distributions even for the linearly polarized field, as well as for more general equations including, e.g., high-frequency dispersion [3, 4, 9], where they may be only approximate, weakly damping, soliton-like solutions.

Since Eqs. (1) are "one-directional," to analyze the binary-collision dynamics, we arrange solitons (3) in the order of decreasing their group velocities. In addition, they are arranged such that they do not overlap in space. The initial conditions are naturally specified in the form of the wave structures given by Eqs. (3)-(5), which are the exact solutions of initial Eq. (1). We distinguish two fundamentally different cases of interacting solitons. First, interacting solitons have close frequencies. In this case, the results can be compared with the results for Schrödinger solitons. The second case, where the characteristic frequencies noticeably differ from each other, has no corresponding analogue.

In the first run of numerical experiments, the $\omega$ values are taken identical for colliding solitons. The amplitudes of the solitons, as well as the absolute phase difference of their frequency content, are taken as the varying parameters. For a fixed distance between the solitons, the absolute phase difference is given as $\Delta \varphi=$ $\varphi_{o 1}-\varphi_{o 2}$, where $\varphi_{o 1}$ and $\varphi_{o 2}$ are the constant phases of


Fig. 1. Regime of passing the solitons consisting of a few oscillations through each other with the complete conservation of their wave structure, including the frequency contents, for the parameters $\omega=1$ (characteristic oscillation period $\approx 2 \pi, a_{\mathrm{s} 1}=0.24, \tau_{\mathrm{s} 1}=9.2\left(\delta_{1}=0.17\right), a_{\mathrm{s} 2}=0.26$, $\tau_{\mathrm{s} 2}=8\left(\delta_{2}=0.19\right)$, and $\Delta \varphi=0$, where $a_{\mathrm{s} i}$ and $\tau_{\mathrm{s} i}$ are the amplitude and duration of the $i$ th (first or second) soliton, which are also marked by the respective numbers in the figure.
the first and second solitons, respectively [see Eq. (4)]. The performed numerical calculations clearly reveal three different regimes of the dynamic interaction between wave solitons, which can be summarized as follows.

If the amplitudes of the colliding solitons differ from each other by more than $40 \%$ (the numerical values presented hereinafter are approximate and can generally change in dependence on the interval of the soliton parameters; in particular, the indicated value corresponds to $\omega \sim 1$ and $a \sim 0.2$ ), and only the following interaction regime is always observed: the solitons pass through each other with the complete conservation of their wave structure, including their frequency contents. A typical pattern of the regime of passing one wave structure through another is given in Fig. 1.

If the amplitudes of the colliding solitons differ from each other by less than $40 \%$, three different regimes of their interaction are possible in dependence on the phase difference. Figures $1-4$ show the typical scenarios of these regimes. In the phase-difference interval $-\pi / 8<\Delta \varphi<\pi / 8$, which depends slightly on the amplitudes of the colliding solitons in the general case, the solitons pass through each other without changes (see Fig. 1), as in the case of a noticeable difference between their amplitudes, although their interaction can be long and complex. For close amplitudes, their relative velocity is low, and, therefore, they pass through each other for a long time, likely with a certain energy exchange in some time intervals. In this case, according to the spectral analysis, their frequency contents are virtually unchanged after the interaction. This


Fig. 2. Regime of the replication of one initial wave structure by another for the parameters $\omega=1, a_{\mathrm{s} 1}=0.24, \tau_{\mathrm{s} 1}=$ $9.2\left(\delta_{1}=0.17\right), a_{\mathrm{s} 2}=0.26, \tau_{\mathrm{s} 2}=8\left(\delta_{2}=0.19\right)$, and $\Delta \varphi=$ $0.5 \pi$. The inset shows the spectral powers of the (the solid line before and the dashed line after the interaction) first and (the dashed line before and the solid line after the interaction) second solitons $S(\Omega)$.
means that the wave structures remain completely identical in the asymptotic regions, at least disregarding a certain delay with respect to the unperturbed motion. This delay is determined by nonlinear interaction, and it decreases with an increase in the amplitude difference.

If the phase difference lies in the interval $\pi / 8<\Delta \varphi<$ $5 \pi / 4$, the soliton with the larger amplitude overtakes the slower soliton but does not pass through the latter soliton and is located behind it, as is shown in Fig. 2. In a certain interaction period, this coupled pair exchanges


Fig. 3. Regime of the repulsion of a wave soliton pair from each other for the parameters $\omega=1, a_{\mathrm{s} 1}=0.24, \tau_{\mathrm{s} 1}=9.2$ $\left(\delta_{1}=0.17\right), a_{\mathrm{s} 2}=0.26, \tau_{\mathrm{s} 2}=8\left(\delta_{2}=0.19\right)$, and $\Delta \varphi=1.5 \pi$.


Fig. 4. Spectral powers of the (a) first and (b) second wave solitons $S(\Omega)$ (solid line) before and (dashed line) after the interaction. For the parameters indicated in Fig. 3.


Fig. 5. Regime of the interaction between the wave solitons with different carrier frequencies $\omega=0.8$ and 1.4 for the parameters $a_{\mathrm{s} 1}=0.29, \tau_{\mathrm{s} 1}=11.5\left(\delta_{1}=0.16\right), a_{\mathrm{s} 2}=0.22$, and $\tau_{\mathrm{s} 2}=6.67\left(\delta_{2}=0.18\right)$.
energy with the complete replication of one soliton by another. Then, the solitons begin to propagate independently, also exchanging velocities; i.e., the enhanced second soliton, which was initially slower, takes the velocity of the first soliton and moves away from it. In this case, the complete copying of the spectral content of the wave field occurs. Figure 2 shows (inset) the spectral powers of the wave solitons $S(\Omega)$ before and after interaction. As seen, they are completely identical to each other within the numerical-calculation errors. Note that, in the two regimes described above, a new wave structure was not produced; i.e., the wave solitons remain asymptotically the same after the interaction, including their high-frequency content.

As seen in Fig. 3, in the phase-difference interval $5 \pi / 4<\Delta \varphi<7 \pi / 4$, the repulsive regime is observed. This means that, after a certain transient period, when the solitons interact with each other approaching each other but remaining sufficiently separated in space, the
solitons scatter from each other. In this case, the parameters, primarily the high-frequency content, of the wave solitons change. This regime only conditionally can be called elastic in application to the wave field, because the wave structures before and after interaction are not strictly the same, although these differences are small for a small difference between the soliton amplitudes when this interaction regime is observed. Figure 4 shows the typical pattern of change in the spectral contents of the solitons (solid lines) before and (dashed lines) after the interaction. We emphasize that the spectral content changes so that the wave structures after the interaction remain solitons according to the solution given by Eqs. (3) and (4). In this case, the spectrum of the first reflected soliton is shifted toward the blue part, whereas the spectrum of the second soliton, which acquires additional "momentum" in the direction of its propagation, is shifted toward the opposite, red part.

In the second run of the calculations, the parameters $\omega$ for two colliding solitons are taken different from each other. In this case, as for the case of a noticeable amplitude difference, only one interaction regime is observed: solitons pass through each other, remaining asymptotically unchanged. This regime is observed up to a phase difference of about $5 \%$ for $\omega \sim 1$. Figure 5 shows the typical scenario for the parameters $\omega=0.8$ and 1.4, $a_{\mathrm{s} 1}=0.29, \tau_{\mathrm{s} 1}=11.5\left(\delta_{1}=0.16\right)$ and $a_{\mathrm{s} 2}=0.22$, $\tau_{\mathrm{s} 2}=6.67\left(\delta_{2}=0.18\right)$. In this case, the solitons pass through each other virtually without interaction and change in their spectral content. It is also seen that, owing to a noticeable difference in the group velocities, the effective interaction, i.e., the overlapping of the wave packets, occurs only in a short propagation path ( $7 \leq z \lesssim 25$ ), whereas the long-term interaction ( $z \sim$ 700) between the wave solitons occurs in the above cases (see Figs. 1-3). It should be noted that the generation of nonsoliton components is absent in all the soli-ton-interaction regimes; i.e., the total energy of the wave structures remains unchanged.

Thus, the performed numerical experiments on the binary collisions between wave solitons provide the following conclusions expressing certain dynamic properties of vector wave equation (1) in the class of circularly polarized fields. First, the soliton-like structure of the wave fields is not broken in collisions; i.e., the wave solitons hold their soliton stricture after collisions. Second, free fields, i.e., the nonsoliton part of the spectrum, are not emitted during collisions and the total energy accumulated in the solitons is thereby conserved. These conclusions are naturally not exact statements, because they are based only on the numericalsimulation results. Nevertheless, they can be useful for both theoretical investigation and practical use of shortduration wave solitons, similarly to the role of the Schrödinger envelop solitons.

This work was supported by the Russian Foundation for Basic Research, project no. 04-02-16420.
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#### Abstract

New dioxide nanotubes are described. These nanotubes are rolled up of a "square" lattice of atoms differing from the conventional hexagonal lattice isoelectronic to graphite. The dependence of the strain energy on the nanotube diameter $D$ departs from a $1 / D^{2}$ behavior, and the optimum shape at the same diameter corresponds to "zigzag" tubelenes. Two-layer nanotubes consisting of an $\mathrm{MO}_{2}$ layer bonded to a carbon nanotube (CNT) are characterized by a considerably lower strain energy, which points to the possibility of using CNTs as a template for the synthesis of such $\mathrm{MO}_{2}$ nanotubes. © 2004 MAIK "Nauka/Interperiodica".


PACS numbers: 61.46.+w; 68.65.-k

The discovery of dichalcogenide ( $\mathrm{Mo}, \mathrm{W}$ ) $\mathrm{S}_{2}$ nanotubes, which was reported in 1992, in which atoms were arranged on three cylindrical surfaces promoted studies of noncarbon nanotubes [1]. Recently, a group of French researchers has determined the structure of a complex fullerenoid oxide consisting of spherical Al-$\mathrm{O}-\mathrm{SrBi}-\mathrm{O}-\mathrm{Bi}-\mathrm{O}$ polyhedra built into each other [2], and Bromley et al. [3, 4] have considered hypothetic hollow $\left(\mathrm{SiO}_{2}\right)_{N}$ clusters ( $N=6-12,24$ ). The structures of such a complex composition represent a new area for studying the unique physical and chemical properties of not only spheroidal but also tubular nanoclusters.

In this communication, the author draws attention to the possibility of the existence of a new class of energystable three-cylinder nanotubes composed of $\mathrm{MO}_{2}$ oxides $(\mathrm{M}=\mathrm{Si}, \mathrm{Ge}, \mathrm{Sn}, \mathrm{Pb})$, which, because of their dielectric, mechanical, and piezoelectric properties, can be used as protective dielectric sheaths of nanowires and also as elements of nanophotonic devices.

It is known that the $\mathrm{MO}_{4}$ tetrahedron with an M atom at the center and oxygen atoms at the vertices is the basic element of all $\mathrm{MO}_{2}$ structures (crystalline, amorphous, and polytypic). Such dioxides are dielectrics and semiconductors and can exist in nature (for example, the mineral cassiterite $\mathrm{SnO}_{2}$ ). As distinct from the dioxide structures studied previously, consider a three-atomic layer in which the tetrahedra are arranged in such a way that the oxygen and silicon atoms are located only in the three planes of this layer (Fig. 1). Calculations performed showed the stability of such $\mathrm{MO}_{2}$ layers. The basic structural features of the $\mathrm{MO}_{2}$ nanotubes will be demonstrated by calculations of nanotubes rolled up of silicon and tin dioxides (calculations of nanotubes composed of Ge or Pb dioxides demonstrate similar features).

Classification of the nanotubes. The structure of the nanotubes will be described in the framework of a model that represents a strip of a planar lattice of atoms rolled up analogously to nanotubes obtained from a layer with a hexagonal lattice [1, 5-7]. Thus, a singlelayer $(n, m)$ nanotube will be determined as a layer of a rectangular network of $\mathrm{SiO}_{2}$ atoms rolled up into a cylinder (Fig. 1). The Si atoms are located in its basic


Fig. 1. Schematic diagram of a nonrolled rectangular lattice of $\mathrm{MO}_{2}$ nanotubes ( $\mathrm{M}=\mathrm{Si}, \mathrm{Ge}, \mathrm{Sn}, \mathrm{Pb}$ ). A nanotube can be formed by connecting points $O$ and $A$ and also $B$ and $B^{\prime}$. Vectors OA and OB determine, respectively, the chiral vector $\mathbf{C}_{h}$ and the translation vector $\mathbf{T}$ of the nanotube. The rectangle $O A B^{\prime} B$ determines the unit cell with the number of atoms $N$ for the particular nanotube. The figure corresponds to $\mathbf{C}_{h}=(6,2), \mathbf{T}=(-2,6)$, and $N=120$. A fragment of the modeled $\mathrm{SiO}_{2}$ layer ( $5 \times 6$ cells) is shown on the left side. The oxygen atoms arranged along $\mathbf{a}_{1}(\mathrm{O}(\circ))$ come out of the layer of Si atoms forward, and those arranged along $\mathbf{a}_{2}$ $(\mathrm{O}(\bullet))$ come out of the layer of Si atoms backward.
plane, and the oxygen atoms that come out of the plane forward $(\mathrm{O}(\circ))$ or backward $(\mathrm{O}(\bullet))$ are located on lines parallel to the $\mathbf{a}_{1}$ or $\mathbf{a}_{2}$ unit vectors, respectively. In this perfect model, the tube diameter is tightly related to the lattice constant ( $a$, the distance between the nearest Si atoms) and to the numbers ( $n, m$ ) (chiral vector $\mathbf{C}_{h}$ ) similarly into the model for carbon nanotubes [8]:

$$
\begin{gather*}
D_{t}=L / \pi, \quad L=\left|\mathbf{C}_{h}\right|=a \sqrt{n^{2}+m^{2}}  \tag{1a}\\
\mathbf{C}_{h}=n \mathbf{a}_{1}+m \mathbf{a}_{2} \equiv(n, m) \tag{1b}
\end{gather*}
$$

( $n$ and $m$ are integer numbers);

$$
\begin{align*}
& \cos \theta=\mathbf{C}_{h} \cdot \mathbf{a}_{2} /\left|\mathbf{C}_{h}\right|\left|\mathbf{a}_{2}\right|=m /\left(\sqrt{n^{2}+m^{2}}\right)  \tag{1c}\\
& \mathbf{T}=-m \mathbf{a}_{1}+n \mathbf{a}_{2} \equiv(-m, n) \tag{1d}
\end{align*}
$$

The chiral angle $\theta$ determines the helical symmetry of the nanotube. The translation vector $\mathbf{T}$, determined as a unit vector of the nanotube under consideration, is parallel to its axis and normal to the $\mathbf{C}_{h}$ vector in the nonrolled rectangular lattice in Fig. 1.

Similarly to dichalcogenide tubes [4], the $\mathrm{MO}_{2}$ nanotubes are formed from three cylinders: the $\mathrm{O}(\circ)$ atoms are located on the outer cylinder and the $\mathrm{O}(\bullet)$ atoms are located on the inner cylinder with respect to the median cylinder with silicon atoms (Fig. 2). Because nanotubes differing in diameter and structure differ in curvature, the distances between these cylinders somewhat vary and the diameters of the middle cylinder somewhat differ from the diameter (Eq. (1a)) of the perfect model. The $\mathrm{MO}_{2}$ nanotubes can be divided by the main symmetry differences into nonchiral $(n, 0)$ and $(0, n)$ tubes and chiral ( $n, m$ ) tubes (Table 1). These tubes differ from the previously studied nanotubes composed of hexagonal layers [5-8]: in their case, the $(n, 0)$ tubes do not coincide with the $(0, n)$ tubes, the $(n, m)$ tubes do not coincide with the $(m, n)$ tubes, and the $(n, n)$ tubes are chiral. For the $\mathrm{SiO}_{2}$ and $\mathrm{SnO}_{2}$ materials under consideration, the layer deformation is significant (compare with diboride nanotubes [7]), which leads to a dependence of the strain energy on the tube diameter differing from a $1 / D^{2}$ behavior (Table 2).

Note that mixed nanotubes can also exist that can be obtained from layers with a changed arrangement of the

(b)

(c)


Fig. 2. Models of $\mathrm{SiO}_{2}$ nanotubes: $(\mathrm{a})(12,0)$ and $(\mathrm{b})(0,12)$ (the fragments were calculated by the PM3 method) and (c) $(8,8)$ tubes "capped" by half of the $\left(\mathrm{SiO}_{2}\right)_{72}$ fullerene (the fragment was calculated by the $\mathrm{MM}+$ method.
$\mathrm{O}(\circ)$ and $\mathrm{O}(\bullet)$ atoms by layers or even with a disordered arrangement of $\mathrm{MO}_{4}$ tetrahedra in a layer. These layers can form nonchiral nanotubes that have a polygonal (triangular, square, etc., see Fig. 3) rather than a circular shape in the cross-section. In this case, these nanotubes must have strips of atoms alternating according to the $D_{N h}(N=2,3,4$, etc.) symmetry with a change in the arrangement of the rows. These tubes will be considered in more detail in the subsequent paper.

Table 1. Types of $\mathrm{MO}_{2}$ nanotubes

| Type | $\theta$ | $C_{h}$ | Note |
| :--- | :---: | :---: | :--- |
| o-Line | $0^{\circ}$ | $(n, 0)$ | $\mathrm{O}(\circ)-\mathrm{Si}$ bonds along generating lines |
| •-Line | $90^{\circ}$ | $(0, n)$ | $\mathrm{O}(\bullet)-\mathrm{Si}$ bonds along generating lines |
| Chiral cog | $45^{\circ}$ | $(n, n)$ | Special position |
| Chiral | $0^{\circ}<\theta<45^{\circ}$ | $(n, m<n)$ |  |
|  | $45^{\circ}<\theta<90^{\circ}$ | $(n, m>n)$ | General position |
| Mixed (triangular, square, | $0^{\circ}, 90^{\circ} ;$ | $(n, 0),(0, n) ;$ | Displacement of lines of $\mathrm{O}(\circ)-\mathrm{Si}$ |
| etc.) | $0^{\circ}<\theta<90^{\circ}$ | $(n, m)$ | and $\mathrm{O}(\bullet)-\mathrm{Si}$ bonds |

Table 2. Main energy characteristics of $\mathrm{MO}_{2}$ nanotubes

| $\mathrm{SiO}_{2}$ | $\mathrm{MM}+E \mathrm{Kcal}$ | $N$ (number of atoms) | $\mathrm{MM}+E / N \mathrm{Kcal}$ | PM3 <br> $E$ Kcal | PM3 $E / N \mathrm{Kcal}$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| layer (7×7) | -90.44 | 208 | -0.43481 | 28050 | 134.86 |
| $n, m$ |  |  |  |  |  |
| 0.12 | 1667.2 | 228 | 7.312 | 30830.8 | 135.22 |
| 7.0 | 84.126 | 252 | 0.632 |  |  |
| 8.0 | 75.14 | 152 | 0.494 |  |  |
| 9.0 | 68.389 | 171 | 0.400 |  |  |
| 10.0 | 75.05 | 190 | 0.395 | 27673.6 | 145.65 |
| 11.0 | 87.55 | 209 | 0.419 |  |  |
| 12.0 | 99.9 | 228 | 0.438 | 33042.8 | 144.92 |
| 13.0 | 112 | 247 | 0.453 |  |  |
| 14.0 | 128.62 | 266 | 0.484 |  |  |
| 15.0 | 146.96 | 285 | 0.516 |  |  |
| 16.0 | 166.267 | 304 | 0.547 |  |  |
| 17.0 | 186.51 | 323 | 0.577 |  |  |
| 18.0 | 207.51 | 342 | 0.607 |  |  |
| 19.0 | 261.676 | 361 | 0.725 |  |  |
| 20.0 | 231.98 | 380 | 0.610 |  |  |
| 22.0 | 177.7 | 418 | 0.425 |  |  |
| 24.0 | 128.9 | 456 | 0.283 |  |  |
| 2.0 | 106.12 | 475 | 0.223 |  |  |
| 5.5 | 535.38 | 160 | 3.346 | 21940 | 137.125 |
| 6.6 | 410.85 | 192 | 2.140 | 26452 | 137.32 |
| 7.7 | 309.7 | 224 | 1.383 |  |  |
| 8.8 | 231.446 | 256 | 0.904 | 38461.5 | 150.24 |
| 9.9 | 167.4 | 288 | 0.581 |  |  |
| 10.10 | 120.39 | 320 | 0.376 |  |  |
| 12.12 | 22.98 | 384 | 0.060 |  |  |
| $\begin{gathered} \text { C10.10@ } \\ (17,17) \end{gathered}$ | -807.673 | 1004 | -0.804 |  |  |
| $\begin{gathered} \text { C10.10@ } \\ (23,0) \end{gathered}$ | -458.933 | 897 | -0.512 |  |  |
| $\begin{gathered} \text { C10.10@ } \\ (24,0) \end{gathered}$ | -444.356 | 916 | -0.485 |  |  |
| $\begin{gathered} \mathrm{SnO}_{2} \\ \text { layer }(8 \times 8) \end{gathered}$ | -405.98 | 348 | -1.167 |  |  |
| $n, m$ |  |  |  |  |  |
| 2.0; $2.0 \times 3$ | -72.29 | 228 | -0.317 |  |  |
| 0.25 | -446.08 | 475 | -0.939 |  |  |
| 25.0 | -64.64 | 475 | -0.136 |  |  |
| 18.18 | -496.338 | 522 | -0.951 |  |  |

Note: The strain energies ( $E_{\text {strain }}$ ) were obtained by the MM+ method; the total energies of the nanotubes $(E)$ were obtained by the PM3 method. The value $E_{\text {strain }}=0$ relates to the energy of an unstrained planar graphite sheet (graphene).

Energy characteristics of $\mathbf{M O}_{\mathbf{2}}$ nanotubes. The optimum geometry was calculated for tube fragments of the same length (six unit cells for nonchiral $(n, 0)$ and $(0, n)$ tubes and six cells for the fragment of the layer used to construct a ( $n, n$ ) tube; hydrogen atoms were placed at the fragment ends) using the molecular dynamics method with the MM+ parametrization and the semiempirical quantum chemical PM3 method, which were used previously, for example, for calculations of the structure of carbon and diboride fullerenes [7, 8] and $\left(\mathrm{SiO}_{2}\right)_{N}$ clusters $(N=6-12)$ [4]. Note that the calculations of the total energy $(E)$ and $E_{\text {strain }}$ for carbon nanotubes and fullerenes using the same program give values close to the results of pseudopotential calculations for single-wall nanotubes (SWNT) and fullerenes [8]. For a fragment of $7 \times 7$ cells of the $\mathrm{SiO}_{2}$ layer, the PM3 calculation gives the bulk energy $E$ equal to $-18.9 \mathrm{eV} / \mathrm{SiO}_{2}$, which is rather close to the value of $-19.2 \mathrm{eV} / \mathrm{SiO}_{2}$ experimentally measured for $\alpha$-quartz [9], whereas the DFT calculation gives $E=-22.4 \mathrm{eV} / \mathrm{SiO}_{2}$ [10].

The effects of atomic relaxation lead to corrugation of the cylindrical BN ( or $\mathrm{MgB}_{2}$ ) surface, which leads in its turn to a more stable surface configuration [6, 7]. For the $\mathrm{MO}_{2}$ nanotubes, the atomic relaxation effects are also exhibited, because the fragment of the $\mathrm{MO}_{2}$ layer has the optimum shape of a "saddle" rather than plane, as distinct from the graphite layer. Therefore, the chiral tubes of a zigzag $(n, n)$ type turn out to be more stable (see Table 2). The ( $n, 0$ ) tubes have a minimum strain energy at a certain diameter $D_{0}$ (in the case of $\mathrm{SiO}_{2}, D_{\mathrm{o}}$ $(S i$ cylinder $)=10.88 \AA$ for the $(10,0)$ tube $)$. This distinguishes these tubes from single-wall nanotubes with a hexagonal lattice, where $E_{\text {strain }}(D) \sim 1 / D^{2}$ [5]. On the other hand, the strain energy $E_{\text {strain }}(D) \sim 1 / D^{2}$ for $(n, n)$ nanotubes $(D(8,8)=9.95 \mathrm{~A}$, see Fig. 2). With increasing diameter, the $\mathrm{Si}-\mathrm{Si}$ distance and the configuration of $\mathrm{SiO}_{4}$ tetrahedra in the limit of a large diameter tend to the value calculated for the $\mathrm{SiO}_{2}$ layer $a=\mathrm{Si}-\mathrm{Si} \approx$ $2.9 \AA(\mathrm{Si}-\mathrm{O}=1.675 \AA)$. The tube parameters are selected from the geometry of the central cell of the calculated fragment: for example, in the case of $\mathrm{SnO}_{2}$, the layer parameters are $a=\mathrm{Sn}-\mathrm{Sn} \approx 3.37 \AA, \mathrm{Sn}-\mathrm{O} \approx$ $2.06 \AA$, and, for the $(12,0)$ nanotube, the $\mathrm{Sn}-\mathrm{O}$ and $\mathrm{Sn}-$ Sn distances and the $\mathrm{O}-\mathrm{Sn}-\mathrm{O}$ angle are $-2.068,3.378$, and $93.9^{\circ}$ by a circle and $3.641,2.063$, and $109.1^{\circ}$ by a generating line.

The deformation energy is minimal for nanotubes where the M atom and four O atoms nearest to it form a configuration closest to tetrahedral. Thus, the zigzag nanotubes are most stable, followed by the $(9,0)-(12,0)$ nanotubes with the inner cylinder of $\mathrm{O}(\bullet)$ atoms located in lines parallel to the tube axis (see Table 2). Hence, preferable growth of zigzag-type tubelenes should be expected in the course of the synthesis of $\mathrm{MO}_{2}$ nanotubes, as well as for BN nanotubes [6].


Fig. 3. Models of a "triangular" $\mathrm{SnO}_{2}(2,0 ; 2,0 \times 3)$ nanotube (on the left) and a "square" $\operatorname{SiO}_{2}(2,0,1,0 \times 4)$ nanotube (on the right).


Fig. 4. Models of a double $\mathrm{C}(10,10) @ \mathrm{SiO}_{2}(17,17)$ nanotube.

How can such nanotubes be obtained? The simplest method is to use known nanotubes, for example, carbon ones as templates, as has been done for the formation of nanotubes from boron nitride [6]. Therefore, we modeled a "double" nanotube (Fig. 4) consisting of a singlelayer CNT molecularly connected with an $\mathrm{SiO}_{2}$ nanotube bonded to it and found that the double nanotube possesses a considerably lower strain energy than the SWNT (Table 2), thus, obtaining evidence for the pos-
sibility of this synthesis. The same result can be accomplished through the use of Si nanowires [11] or nanoporous materials [12]. Note that the presence of oxygen at the nanotube ends gives a more energy-stable configuration of the nanotube fragment than the presence of hydrogen. Therefore, it might be suggested that the presence of oxygen during the synthesis of the dioxide nanotubes under consideration would favor their growth.

Why are the $\mathrm{MO}_{2}$ nanotubes considered above attractive for physical and chemical investigations and for practical applications? First of all, because of their dielectric properties. Because of the occurrence of a rotational symmetry axis, the $\mathrm{MO}_{2}(n \neq 0, m \neq 0)$ nanotubes must exhibit piezoelectric properties (as, for example, for quartz crystals). These materials can possess unusual optical properties, so it will be possible to use them as photonic structures. They can also serve as springs and mechanoelectrical elements in micromachines and as building blocks for new nanomaterials. It will be possible to obtain the proposed nanotube structures by the known methods for obtaining nanotubes [1, 5,6 ], in particular, by using carbon nanotubes as templates.

This work was performed within the State Scientific and Technical Programs "Atomic Clusters and Fullerenes" and "Low-Dimensional Quantum Structures." The author is grateful to E.G. Gal'pern and, especially, I.V. Stankevich for discussions of the results and to S.V. Lisenkov for indicating works [1-3] that were previously unknown to the author.
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#### Abstract

The resonance features of the third-harmonic generation have been observed in 1D coupled microcavities consisting of three Bragg reflectors and two identical half-wave layers of mesoporous silicon. The third-harmonic intensity increases by a factor of about $10^{3}$ in the resonance of fundamental radiation with each of the modes of coupled microcavities. It has been shown that the resonance positions in the angular spectra of the third-harmonic intensity depend on the coupling between microcavities that is determined by the transmission of the intermediate Bragg reflector. In the framework of the transfer-matrix method with nonlinear sources, it has been shown that the basic mechanism of the enhancement of the third-harmonic generation in coupled microcavities based on porous silicon is the constructive interference of the partial third-harmonic waves that are generated by near-surface layers. © 2004 MAIK "Nauka/Interperiodica".


PACS numbers: 42.65.Ky; 42.70.Qs; 78.67.-n; 78.67.Pt

The nonlinear optics of microstructures with a photonic band gap is one of the fields of modern optics [1]. The simplest object of this class is a Bragg reflector consisting of layers with a thickness of about optical wavelength and periodically alternating refractive indices. The reflection spectrum of the Bragg reflector contains a frequency band that is characterized by a high reflectance and corresponds to the photonic band gap. A microcavity is obtained by doubling the optical thickness of one of the central layers of the Bragg reflector (1D photonic crystal) and has the resonance state of the electromagnetic field, i.e., a mode whose frequency coincides with the center of the photonic band gap. If the optical thicknesses of several layers in the Bragg reflector are changed, the coupled microcavities with several eigenmodes are formed [2]. The simplest coupled microcavity has two identical microcavity layers separated by the intermediate Bragg reflector. Interchange of electromagnetic-field energy between the microcavities, which is determined by the reflectance of the intermediate reflector; removes the degeneration of modes and leads to their frequency-angular splitting, which is a measure of the coupling between the microcavities [3]. The reflection spectrum of such coupled microcavities has two dips in the photonic band gap, which correspond to resonances of incident light with the modes of coupled microcavities [4].

In coupled microcavities, the enhancement of cubic nonlinear optical processes, such as third-harmonic generation, can be observed. The mechanism of such an enhancement, as in the case of the recently observed
effect of the enhancement of second-harmonic generation [5], is an increase in the energy density of the fundamental field within the microcavities due to the spatial localization of the fundamental radiation in resonance with one of the modes of the coupled microcavities. This mechanism is predominant in the case of single microcavities [6], where the contribution to the third-harmonic field from the microcavity layer is much larger than the contributions from the Braggreflector layers [7]. In coupled microcavities, an additional mechanism of the enhancement of the third-harmonic generation is possible. It is the constructive interference of the third-harmonic waves from micro-cavity-layer areas. In this case, the intensity of the third harmonic is maximal in the frequency-angular position shifted from the maximum localization of the fundamental field in a sample.

In this work, we present the observation of the resonance enhancement of the optical third-harmonic generation in 1D coupled microcavities based on mesoporous silicon upon the angular tuning of fundamental radiation near their split modes. It is shown that the angular spectrum of the third-harmonic intensity depends on the coupling of microcavities (the reflectance of the intermediate Bragg reflector). The square susceptibility of mesoporous silicon is low, because the initial silicon crystal is centrosymmetric. This excludes the cascade third-harmonic generation in coupled microcavities and enables one to attribute the detected radiation to the direct generation via the cubic susceptibility $\hat{\chi}^{(3)}$ of mesoporous silicon. A mechanism of the


Fig. 1. Reflectance spectra for $s$-polarized radiation from samples of the series of coupled microcavities with $N=$ (a) 9 , (b) 7, (c) 5 , (d) 3, and (e) 1 for an angle of incidence of $40^{\circ}$. The insets schematically show the structure of coupled microcavities. The white layers correspond to porous silicon with a refractive index of $n_{\mathrm{L}}$. Microcavity layers are denoted as MC.
enhancement of the third-harmonic generation in the region of the eigenmodes of microcavities is proposed. It is the constructive interference of contributions to the third-harmonic fields from the upper layers. The mea-
sured angular spectra of the third-harmonic intensity are approximated using the transfer-matrix method with nonlinear sources in the given fundamental-field approximation.

Coupled microcavities are obtained by electrochemical etching of wafers of highly doped $p$-type silicon (001) with an electrical resistivity of $\rho \sim 6 \mathrm{~m} \Omega \mathrm{~cm}$ in a solution of hydrofluoric acid and ethanol using technology similar to that described in [8]. Samples consist of three distributed reflectors separated by half-wave microcavity layers (insets in Fig. 1). The outer reflectors of the microcavities consist of four pairs of quarterwave layers (the optical length is equal to $\lambda_{0} / 4$ ) of mesoporous silicon. The wavelength $\lambda_{0}$ is the center of the photonic band gap upon the normal light incidence. Porous-silicon layers with a high refractive index of $n_{\mathrm{H}} \simeq 1.78$ and a low refractive index of $n_{\mathrm{L}} \simeq 1.42$ are formed by etching with a current density of 6.2 and $20.7 \mathrm{~mA} / \mathrm{cm}^{2}$, respectively. The effective porosities of the layers that are estimated using the reflection spectra of single mesoporous-silicon layers are equal to $f_{\mathrm{H}} \simeq$ 0.64 and $f_{\mathrm{L}} \simeq 0.77$ for the high- and low-refractiveindex layers, respectively. Cavity layers have a refractive index of $n_{\mathrm{MC}}=n_{\mathrm{L}}$. A set of coupled microcavities consists of five samples in which the number $N$ of quar-ter-wave layers in the intermediate reflector varies from one to nine with a step of two layers.

Figure 1 shows the reflection spectra of coupled microcavities with $\lambda_{0} \simeq 850 \mathrm{~nm}$. The spectra demonstrate the photonic band gap in the wavelength range from 700 to 950 nm with reflectance up to 0.97 . When the number of layers in the intermediate reflector changes, the spectral positions of the eigenmodes of the microcavities vary monotonically. With a decrease in $N$ from nine to one, i.e., with an increase in the coupling between microcavities, the spectral splitting $\Delta$ of the modes increases from 25 to 115 nm . The dependence of $\Delta$ on the intermediate-reflector reflectance $R_{0}$, which is determined by the number $N$ of layers, is described by the expression [4]

$$
\begin{equation*}
\Delta=\frac{\lambda_{0}^{2}}{\alpha n_{\mathrm{MC}} \cos \theta_{\mathrm{MC}}} \arcsin \sqrt{1-R_{0}\left(\theta_{\mathrm{MC}}\right)} \tag{1}
\end{equation*}
$$

where $\alpha$ is the length dimension constant determined by the structure of the microcavities and $\theta_{\mathrm{MC}}$ is the refraction angle in the cavity layers. For large $R_{0}$ values, the spectral splitting of modes becomes a root function, i.e., $\Delta \propto\left(1-R_{0}\right)^{1 / 2}$.

Experiments on the angular spectroscopy of the third harmonic were conducted with the radiation of a YAG: $\mathrm{Nd}^{3+}$ laser generating $1064-\mathrm{nm}$ pulses with a duration of 15 ns and a pulse energy of about 1 mJ . Fundamental radiation polarized in the sample plane ( $s$ polarization) is directed at an angle of incidence of $\theta$ to the normal of the sample. A goniometer ensures the consistent rotation of the sample and detecting system in the incidence-angle range from $15^{\circ}$ to $80^{\circ}$. Radiation
reflected in the specular direction passes through a set of UV filters with a total thickness of 12 mm , a diaphragm with an angular aperture of $2.5^{\circ}$, and a Glan prism, which separates the $s$ polarized component of the third-harmonic radiation. The third-harmonic signal is detected by a photomultiplier connected with the electronic gated detection system. The angular spectrum of the fundamental-radiation reflectance is measured with the same alignment.

Figure 2 shows the angular spectra of (a) the funda-mental-radiation reflectance $R$ and (b) the thirdharmonic intensity $I_{3 \omega}$ of coupled microcavities with $N=3$. The angular dependence $I_{3 \omega}(\theta)$ exhibits two resonance peaks for the angles of incidence $\theta_{2} \simeq 47^{\circ}$ and $\theta_{3} \simeq 69^{\circ}$, as well as an increase at small angles of incidence, which is indicated as $\theta_{1}$. The third-harmonic intensities at maxima are approximately equal to each other and are higher than $I_{3 \omega}$ in the remaining part of the spectrum by a factor of about 550 . The reflectance reaches maxima at the angles of incidence of $24^{\circ}$ and $63^{\circ}$, which correspond to the resonance of the incident radiation with each mode of the coupled microcavities. For used refractive indices of porous silicon layers, the range of variation in the angle of incidence $\theta$ lies completely within the photonic band gap. The shift of the angular position of the third-harmonic resonances from the modes of the microcavities is observed for all the samples of coupled microcavities. For the sample with $N=3$, the angular position $\theta_{3}$ of the right third-harmonic resonance is shifted by $6^{\circ}$ from the right dip of the reflectance that corresponds to the long-wavelength mode of microcavities and is denoted as $\theta_{0}$. The $I_{3 \omega}$ peak at $\theta=\theta_{3}$ is located between the dips in the reflection spectrum at a distance of $16^{\circ}$ from $\theta_{0}$. Such deviation of the positions of the third-harmonic resonances from the modes of coupled microcavities was found for all the samples of the series. In particular, two peaks at $\theta_{1} \simeq 25^{\circ}$ and $\theta_{3} \simeq 56^{\circ}$ are observed in the angular spectrum of the third-harmonic intensity of the coupled microcavities with $N=7$ (Fig. 3). The amplitude of the right resonance is sevenfold larger than that of the left resonance. In this case, $I_{3 \omega}$ for the left and right resonances increases with respect to the remaining part of the spectrum by a factor of 200 and 1500 , respectively. The peaks of $I_{3 \omega}$ are located on the outer sides of the dips in the angular spectrum of the fundamental-radiation reflectance. The angular positions $\theta_{1}$ and $\theta_{3}$ are shifted from the reflectance minima by $4.5^{\circ}$ and $9^{\circ}$, respectively.

The fundamental-field amplitude in coupled microcavities reaches a maximum for the angles of incidence that correspond to the minima in the reflectance spectra; i.e., when the fundamental radiation is in resonance with the modes of the microcavities. If the fundamen-tal-field localization inside the microcavities were the only mechanism of enhancement of the third-harmonic generation, the angular positions of the peaks in the third-harmonic intensity would coincide with the posi-


Fig. 2. Angular spectra of the (a) reflectance and (b) thirdharmonic intensity of coupled microcavities with $N=3$ and $\lambda_{0} \simeq 1200 \mathrm{~nm}$. The arrows show the angles of incidence $\theta_{1}$, $\theta_{2}$, and $\theta_{3}$ at which the intensity reaches maxima. The solid lines are the approximations with the identical set of fitting parameters for the whole series of coupled microcavities. The dashed line is the approximation made only for the sample with $N=3$.


Fig. 3. Angular spectra of the (a) reflectance and (b) thirdharmonic intensity of coupled microcavities with $N=7$ and $\lambda_{0} \simeq 1200 \mathrm{~nm}$. The solid lines are the approximations.
tions of the microcavity modes. However, the third-harmonic resonances in the experiment do not coincide with the modes of the coupled microcavities, but they correlate with the change in their angular position with an increase in the coupling between microcavities. For this reason, to interpret the origin of enhancement of the third-harmonic generation, it is also necessary to analyze the behavior of the relative phases of the thirdharmonic fields from individual layers of microcavities in the resonance region. The experimental angular spectra and third-harmonic intensity were simultaneously approximated using the transfer-matrix method with nonlinear sources [7, 9]. The electromagnetic fundamental field in each $j$ th layer of coupled microcavities is a superposition of two plane waves propagating in the positive and negative directions of the $z$ axis coinciding with the normal to the microcavities:

$$
\begin{gather*}
\mathbf{E}_{j}^{\omega}(z, t)=\mathbf{E}_{j}^{+} \exp \left[+i k_{z, j}^{\omega} z+\left(i k_{x, j}^{\omega} x-i \omega t\right)\right]  \tag{2}\\
+\mathbf{E}_{j}^{-} \exp \left[-i k_{z, j}^{\omega} z+\left(i k_{x, j}^{\omega} x-i \omega t\right)\right]
\end{gather*}
$$

Here, $\omega$ is the fundamental-radiation frequency, $k_{z, j}^{\omega}=$ $\left|\mathbf{k}_{j}\right| \cos \theta_{j}, k_{x, j}^{\omega}=\left|\mathbf{k}_{j}\right| \sin \theta_{j}$, where $\mathbf{k}_{j}$ is the wave vector and $\theta_{j}$ is the angle of the fundamental-wave refraction in the $j$ th layer that is measured from the normal to the surface. The amplitudes of the $\mathbf{E}_{j}^{+}$and $\mathbf{E}_{j}^{-}$waves are related to the amplitude of the fundamental wave, which is incident on the sample, by the product of the transfer matrices [10] expressing the boundary conditions for the fundamental waves at each interface of the multilayer structure of coupled microcavities. The dipole cubic polarization at the third-harmonic frequency that is induced in the $j$ th layers is given by the convolution of the nonzero components of the dipole cubic susceptibility $\hat{\chi}^{(3), j}$ of the layer with the fundamental field:

$$
\begin{align*}
\mathbf{P}_{j}^{3 \omega} & =\hat{\chi}^{(3), j}:\left(\mathbf{E}_{j}^{+} \exp \left(i k_{z, j}^{\omega} z\right)+\mathbf{E}_{j}^{-} \exp \left(-i k_{z, j}^{\omega} z\right)\right)^{3} \\
& =\mathbf{P}_{j}^{I+} \exp \left(i k_{z, j}^{s, I} z\right)+\mathbf{P}_{j}^{I-} \exp \left(-i k_{z, j}^{s, I} z\right)  \tag{3}\\
& +\mathbf{P}_{j}^{I I+} \exp \left(i k_{z, j}^{s, I I} z\right)+\mathbf{P}_{j}^{I I-} \exp \left(-i k_{z, j}^{s, I I} z\right) .
\end{align*}
$$

Cubic polarization (3) includes terms of two types. The terms of type $I$ are obtained by the convolution of three fundamental waves propagating in the same direction, and the $z$ component of their wave vector is equal to $k_{z, j}^{s, I}=3 k_{z, j}^{\omega}$. The terms of type $I I$ are induced by three fundamental waves, and the $z$ component of the wave vector of one of these waves is opposite to the projections of the wave vectors of two other waves. Therefore, $k_{z, j}^{s, I I}=k_{z, j}^{\omega}$ for them. The propagation of the inhomogeneous third-harmonic waves induced by cubic polarization is determined by the effective dielectric constant $\epsilon_{j}^{I, I I}$ calculated from the expression $k_{j}^{s, I, I I}=\frac{3 \omega}{c} \sqrt{\epsilon_{j}^{I, I I}}$. For the waves of type $I, k_{j}^{s, I}=3 k_{\omega, j}=\frac{3 \omega}{c} \sqrt{\epsilon_{j}(\omega)}$, where $\epsilon_{j}$ is the dielectric constant of the $j$ th layer at the fundamental frequency. Then, $\epsilon_{j}^{I}=\epsilon_{j}(\omega)$ and the inhomogeneous wave propagates in the medium collinearly to the fundamental wave at an angle of $\theta^{I}=\theta_{j}$. Similar calculations for the inhomogeneous wave of type $I I$ give the expression $\epsilon_{j}^{I I}=\boldsymbol{\epsilon}_{j}(\omega)\left(1+8 \sin ^{2} \theta_{j}\right) / 9$. The angle between the propagation direction of the inhomogeneous wave of type $I I$ and the $z$ axis differs from $\theta_{j}$ and it is equal to $\theta^{I I}=\arctan \left(3 k_{x}^{\omega} / k_{z}^{\omega}\right)$. It is convenient to group the components of the cubic-polarization vector $\mathbf{P}_{j}^{I, I I}=\mathbf{P}_{x, j}^{I, I I}+\mathbf{P}_{y, j}^{I, I I}+\mathbf{P}_{z, j}^{I, I I}$ as

$$
\begin{gather*}
\mathbf{P}_{\|, j}^{I, I I}=\mathbf{P}_{x, j}^{I, I I} \sin \left(\theta^{I, I I}\right)+\mathbf{P}_{z, j}^{I, I I} \cos \left(\theta^{I, I I}\right), \\
\mathbf{P}_{\perp, j}^{I, I I}=\mathbf{P}_{x, j}^{I, I I} \cos \left(\theta^{I, I I}\right)-\mathbf{P}_{z, j}^{I, I I} \sin \left(\theta^{I, I I}\right),  \tag{4}\\
\mathbf{P}_{y, j}^{I, I I} .
\end{gather*}
$$

The $y$ axis lies in the layer surface plane, it is perpendicular to the plane of incidence, and the $x$ axis is parallel to the plane of incidence. The components $\mathbf{P}_{\|}$and $\mathbf{P}_{\perp}$ in Eqs. (4) are polarized across and along the cubic-polarization wave vector, respectively, and they determine the generation of the $p$ polarized third-harmonic wave. The $\mathbf{P}_{y}$ component is responsible for the generation of the $s$ polarized third-harmonic wave. The amplitude of the coupled wave of the third harmonic is given as [11]

$$
\begin{align*}
\mathbf{E}_{3 \omega, j}^{(s) I, I I}= & \frac{4 \pi}{\epsilon_{j}^{I, I I}-\epsilon_{j}(3 \omega)}\left(\mathbf{P}_{y, j}^{I, I I}+\mathbf{P}_{\perp, j}^{I, I I}\right)  \tag{5}\\
& -\frac{4 \pi}{\epsilon_{j}(3 \omega)} \mathbf{P}_{\|, j}^{I, I I} .
\end{align*}
$$

Then, these expressions for the coupled waves are substituted into the modified transfer matrices that express the boundary conditions for the third-harmonic waves at the interface of the layers and take into account the interference between the homogeneous and inhomogeneous waves [9], which makes it possible to determine the partial field $\mathbf{E}_{3 \omega}^{(j)}$ of the third harmonic from the $j$ th nonlinear layer at the exit from the multilayer structure. The total field of the third harmonic is determined by summing the fields $\mathbf{E}_{3 \omega}^{(j)}$ at the exit from the sample taking their phases into account, and the third-harmonic intensity is determined as $I_{3 \omega}=\left|\sum_{j} \mathbf{E}_{3 \omega}^{(j)}\right|^{2}$. Each meso-porous-silicon layer within the microcavities is treated as isotropic in its plane. Then, owing to the symmetry, the cubic polarization generating the $s$ polarized radiation of the third harmonic in the presence of the $s$ polarized fundamental radiation is determined only by the component $\hat{\chi}_{y y y y}^{(3)}$ [7]. The refractive indices of poroussilicon layers at a frequency of $3 \omega$, whose initial values are calculated using the effective-medium model, are adjustable parameters for the approximation of the experimental spectra $R(\theta)$ and $I_{3 \omega}(\theta)$. The refractive indices at the fundamental frequency and the optical thicknesses of the layers are obtained from the calibration of single porous-silicon layers. In addition, a small linear depth modulation of the optical thicknesses is introduced such that the optical thickness of the deepest layer differs from the value for the first layer by about $5 \%$. This modulation expresses the depth dependence of the silicon etching rate [12]. Since the number of fitting parameters is large, the joint approximation of the angular spectra of the reflection and the third-harmonic intensity was conducted with identical values of the fitting parameters for all the samples of coupled microcavities. The quality of the approximation was determined by the minimum of the standard deviation for the entire series of the spectra. This approximation shows good agreement between the model and experimental angular distributions. The model distributions shown in Figs. 2 and 3 for samples with $N=3$ and 7, respectively, corroborate the existence of the characteristic features in the angular spectra of the third-harmonic generation.

The third-harmonic resonances at $\theta_{1}$ and $\theta_{3}$ are located on the outer sides of the dips in the angular spectrum of the reflection, and the angular position of the third-harmonic resonance at $\theta_{2}$ lies between the microcavity modes. For the sample with $N=7$, the resonances at $\theta_{2}$ and $\theta_{3}$ cannot be separated in the experiment, because the splitting of the modes is small and the $Q$ factor of the microcavities is insufficient. Deviations of the model dependences from the experimental data, e.g., the shift of the third-harmonic resonance at $\theta_{1}$ for the sample with $N=3$, and the significant, almost twofold, difference in the amplitudes of the resonance at $\theta_{1}$ for the sample with $N=7$ are associated with the chosen approximation procedure, where the identical values of the fitting parameters are used for all the samples. Only the approximation of the angular spectrum of the third harmonic for the sample with $N=3$ (Fig. 2, dashed line) provides significantly better agreement between the model distribution and the experimental data.

The origin of the third-harmonic resonances can be illustrated in the polar diagrams of the complex amplitudes $E_{3 \omega}^{(j)} \equiv\left|\mathbf{E}_{3 \omega}^{(j)}\right|$ of the partial third-harmonic fields from each $j$ th layer of coupled microcavities. Figure 4 shows the partial contributions to the third-harmonic field for the sample with $N=3$ as calculated in the reflectance minimum at $\theta=\theta_{0}$ and in the third-harmonic maximum at $\theta=\theta_{3}$. In the exact resonance of the fundamental radiation with a mode of the microcavities, the phases of the partial fields of the third harmonic from the neighboring layers are opposite to each other. Thus, their destructive interference occurs, and the amplitude of the total field of the third harmonic at the exit from the microcavities is small. In a certain angular vicinity of the fundamental-mode resonance, where the fundamental field is still strongly localized but the distribution of the partial-field phases is asymmetric, the partial contributions from neighboring layers do not compensate for each other. At the minimum phase detuning between the partial fields $E_{3 \omega}^{(j)}$, their constructive interference occurs and the third-harmonic intensity reaches a maximum. In this case, $E_{3 \omega}^{(j)}$ is maximal for the porous-silicon layers near the sample surfaces.

Thus, an increase in the intensity of the third optical harmonic has been found upon the tuning of the fundamental radiation to the frequency-angular vicinity of the eigenmodes of 1D coupled microcavities based on porous silicon. In the framework of the transfer-matrix method with nonlinear sources, it has been shown that the constructive interference between the partial fields of the third harmonic from the upper layers of the microcavities is the basic enhancement mechanism. Such relations between the phases of the third-harmonic waves from the layers of coupled microcavities are determined by the effective dispersion relation at the fundamental-field frequency and mean that the quasi-phase-matching conditions are fulfilled upon the third-harmonic generation in coupled microcavities.


Fig. 4. Partial contributions of individual layers of coupled microcavities to the third-harmonic field as calculated for the angles of incidence corresponding to the (solid circles) mode of coupled microcavities and (open circles) third-harmonic generation resonance. The shaded circles are the contributions from the cavity layers at $\theta=\theta_{0}$. The ovals are the polar-diagram domains, where the phases of the partial fields of the third harmonic are concentrated.
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#### Abstract

The displacement field of the hysteresis loop due to exchange anisotropy in planar $\mathrm{DyCo} / \mathrm{NiFe}$ systems is studied experimentally as a function of the concentration of the rare-earth element. The bilayer $\mathrm{DyCo} / \mathrm{NiFe}$ film system is characterized by an orthogonal arrangement of the effective magnetizations of separate layers under the condition that the amorphous DyCo layer is prepared in the region of magnetic compensation. An analysis of the dependence of the displacement field on the Dy concentration has led to an understanding of the physical mechanism of the formation of the exchange anisotropy in these planar systems. © 2004 MAIK "Nauka/Interperiodica".


PACS numbers: 75.47.Np; 78.55.Qr; 78.67.Pt

At present, studies of the effects of the exchange interaction at the boundary between two different magnetic ordered systems are experiencing a kind of renaissance (see, e.g., [1-3]). This fact is, in many respects, due to the development of the technology of obtaining new varieties of composites. Thus, the formation of multilayer films from layers of soft and hard ferromagnets has significantly improved the characteristics of planar permanent magnets [4]. The phenomenon of socalled exchange anisotropy [5] caused by the effects of the exchange interaction at the boundary between a ferromagnet and an antiferromagnet, which manifest themselves in a hysteresis loop shift with respect to the origin of the coordinates, turned out to be useful in spintronics and for the development of numerous sensors [6]. The phenomenological description of these effects is rather simple and is based on the suggestion that the magnetic moments at the boundary of the different phases are collinear: $\mathbf{J} \mathbf{M}_{1} \mathbf{M}_{2}=J M_{1} M_{2} \cos \left(M_{1}{ }^{\wedge} M_{2}\right)$. In this light, the result obtained in [7] seems especially remarkable. In this work, exchange anisotropy was observed in bilayer $\mathrm{TbFe} / \mathrm{NiFe}$ and $\mathrm{DyCo} / \mathrm{NiFe}$ film systems characterized by the orthogonal arrangement of the effective magnetizations of separate layers under the condition that the amorphous REE-TM layer was synthesized in the region of magnetic compensation. In these planar systems, the ratio of the displacement field $H_{E}$ of the hysteresis loop to the coercive field $H_{\mathrm{c}}$ (characterizing this field) attains $1200 \%$, whereas this ratio equals $\sim 200 \%$ in the widely used $\mathrm{NiFe} / \mathrm{NiFeMn}$ system. Such large values of the $H_{E} / H_{c}$ ratio suggest that
planar ( $\mathrm{TbFe}, \mathrm{DyCo}) / \mathrm{NiFe}$ systems can be used in numerous applications (see, e.g., [8]), naturally, under the condition that the physical mechanism of the formation of the exchange anisotropy in these systems is understood.

In our works [9-11], a model of the microheterophase structure of amorphous DyCo alloys was suggested based on the results of measuring the dynamic (and static) magnetic characteristics of these composite systems. The features of the magnetic microstructure of these alloys in the compensation region following from this model allowed a number of experimental results on ferromagnetic resonance (FMR) and spin-wave resonance (SWR). In order to detect these features, we (i) obtained three-layer $\mathrm{NiFe} / \mathrm{DyCo} / \mathrm{NiFe}$ film structures with magnetic anisotropy and an orthogonal orientation of the effective magnetizations of the layers, (ii) studied the FMR and SWR spectra of such structures, and (iii) found that the spin system of amorphous DyCo alloys in the concentration region of the magnetic compensation can be presented as two subsystems such that the magnetization of the TM sublattice dominates in one of them (magnetic nanophase $\Phi_{1}$ ) and the magnetization of the REE sublattice dominates in the other (magnetic nanophase $\Phi_{2}$ ).

The goal of this work is to demonstrate that the effects of the hysteresis loop shift in planar $\mathrm{DyCo} / \mathrm{NiFe}$ systems can be explained using this model within the framework of conventional notions.

Actually, the model proposed reflects the main property of the structure of amorphous alloys, namely, their
natural fluctuation (topological and compositional) heterogeneity. It is known that chemical (phase) nanoscale heterogeneities exist in amorphous alloys. The magnitude of the concentration fluctuations on these scales can reach several atomic percent of the average concentration. Therefore, the magnetic microstructure of amorphous ferrimagnetics in the concentration region $x_{i} \pm \Delta x(r) \ll x_{\text {comp }}, x_{i} \pm \Delta x(r) \geqslant x_{\text {comp }}$ will significantly differ from the magnetic microstructure in the concentration region $x_{i}-\Delta x<x_{\text {comp }}<x_{i}+\Delta x$. The magnetic compensation point $x_{\text {comp }}$ itself will be determined in this case by the condition $\langle M\rangle=p \mathbf{M}_{\text {eff }}^{(\Phi 1)}+q \mathbf{M}_{\text {eff }}^{(\Phi 2)}=0$, where $p$ and $q$ are the volume fractions of the $\Phi_{1}$ and $\Phi_{2}$ nanophases and $\mathbf{M}_{\text {eff }}^{(\Phi 1)}$ and $\mathbf{M}_{\text {eff }}^{(\Phi 2)}$ are their effective magnetizations at $x_{i}-\Delta x$ and $x_{i}+\Delta x$, respectively.

To accomplish this goal, we carried out investigations on the quasistatic magnetization reversal of planar $\mathrm{Dy}_{x} \mathrm{Co}_{1-x} / \mathrm{NiFe}$ structures at various concentrations $x_{i}$ of the RE element. It was found that the features of the concentration dependences of the displacement field $H_{E}$ of the hysteresis loop not only were well described within the framework of the model proposed above but also allowed the value of some parameters of this model to be estimated.

## SAMPLE PREPARATION AND EXPERIMENTAL PROCEDURE

Bilayer exchange-coupled $\mathrm{Ni}_{80} \mathrm{Fe}_{20} / \mathrm{Dy}_{x} \mathrm{Co}_{1-x}$ films were obtained by thermal evaporation in a vacuum of $3 \times 10^{-6}$ Torr by successively sputtering the NiFe and DyCo layers from independent evaporators with a ring cathode onto cover-glass substrates. The thickness of the permalloy layer in the planar system was varied from 40 to 300 nm , and the thickness of the DyCo layer, from 10 to 80 nm . Single-layer $\mathrm{Dy}_{x} \mathrm{Co}_{1-x}$ films 70 nm thick were used as reference samples. The amorphous state of DyCo was monitored by electron microscopy, and the thickness and chemical composition of the layers, by x-ray spectroscopic analysis. The following experimental techniques were used: magneto-optical Kerr effect measurements in fields up to 15 kOe , a torque magnetometer in fields up to 12 kOe , and a loop meter with fields up to 250 Oe (applied in the film plane) at the frequency $f=50 \mathrm{~Hz}$. The main magnetic characteristics of the reference $\mathrm{Dy}_{x} \mathrm{Co}_{1-x}$ films were studied in the Dy concentration region from 17 to 30 at. \% (see Fig. 1). The dependences measured indicate that the compensation composition, in our case, is the $\mathrm{Dy}_{22} \mathrm{Co}_{78}$ alloy. The measurement results also show that the effective magnetization in these films is orthogonal to the plane. This is indicated by the absence of a magnetooptical signal in fields up to 15 kOe at fields oriented in the film plane, the detection of the hysteresis loop with the use of the polar Kerr effect (caused by the normal magnetization component), and the inversion of the


Fig. 1. Concentration dependence of the effective saturation magnetization $M_{s}$ and the coercive force $H_{\mathrm{c}}$ of amorphous ferrimagnetic $\mathrm{Dy}_{x} \mathrm{Co}_{1-x}$ films. The inversion of the form of the magneto-optical signal loop points to the orthogonal orientation of the effective magnetization.
form of the hysteresis loop (see Fig. 1). Measurements on the torque magnetometer allowed the uniaxial anisotropy constant to be evaluated. It was found to be $5 \times 10^{-5}-10^{-6} \mathrm{erg} / \mathrm{cm}^{3}$ for DyCo films in the concentration region 17-30 at. \% Dy, which substantially exceeded the values of $2 \pi M_{s}^{2}$ presented in Fig. 1. The main magnetic characteristics of the bilayer film structures were also measured as functions of the REE concentration, the thickness of the NiFe layer, and the temperature [12]. Below, as reference values, we will present the results of measuring the hysteresis loop shift field for two series of planar structure samples: substrate/ferrimagnetic $\mathrm{Dy}_{x} \mathrm{Co}_{1-x}$ layer ( 70 nm )/ferromagnetic NiFe layer ( 150 nm ) and substrate/ferromagnetic NiFe layer ( 150 nm )/ferrimagnetic $\mathrm{Dy}_{x} \mathrm{Co}_{1-x}$ layer ( 70 nm ). The ferrimagnetic layer of amorphous DyCo was synthesized with a perpendicular magnetic anisotropy (see Fig. 1), and the ferromagnetic NiFe layer was manufactured with a magnetization in the sample plane oriented along the uniaxial anisotropy (the field $H_{k}=7-8 \mathrm{Oe}$ ). This magnetization was formed by applying a constant external magnetic field $H_{0}=$ 50 Oe in the film plane.

## RESULTS AND DISCUSSION

Experimental dependences of the displacement field $H_{E}$ of the hysteresis loop on the REE concentration in the planar $\mathrm{DyCo} / \mathrm{NiFe}$ structure and schematic diagrams of the distribution of the $\Phi_{1}$ and $\Phi_{2}$ nanophases in the DyCo layer are presented in Fig. 2. The analogous dependence $H_{E}(x)$ and analogous schematic diagrams for the planar $\mathrm{NiFe} / \mathrm{DyCo}$ structure are presented


Fig. 2. Hysteresis loops and concentration dependence of the displacement field $H_{E}(x)$ in exchange-coupled $\mathrm{DyCo} / \mathrm{NiFe}$ film structures. The schematic diagram presents the orientations of the magnetization vectors of the $3 d$ metals of the structures under consideration. In the DyCo layer, the $\Phi_{2}$ phase ( $M_{\mathrm{Co}}<M_{\mathrm{Dy}}$ ) is hatched and the $\Phi_{1}$ phase ( $M_{\mathrm{Co}}>M_{\mathrm{Dy}}$ ) is not.
in Fig. 3. (The coercive field $H_{c}$ of the NiFe layer at a selected thickness of 150 nm was 2 Oe and did not depend on either the Dy concentration or the sequence of the layer sputtering.) Let us discuss the similarity and distinction of the presented experimental dependences $H_{E}(x)$.

In the presented figures, it is evident that the $H_{E}(x)$ curves are described by different functions, depending on the sequence in which the layers are sputtered: $H_{E}\left(x-x_{\text {comp }}\right)$ is an antisymmetric function for the Dy ${ }_{x} \mathrm{Co}_{1-x} / \mathrm{NiFe}$ films (see Fig. 2), and $H_{E}\left(x-x_{\text {comp }}\right.$ ) is a symmetric function for the $\mathrm{NiFe} / \mathrm{Dy}_{x} \mathrm{Co}_{1-x}$ films (see Fig. 3). However, the singular points of these functions (coordinates of zeros and extremum points) are independent of the sequence of layer sputtering. It is evident that the hysteresis loop shift along the field axis is absent $\left(H_{E}=0\right)$ at $x=x_{\text {comp }}, x \leq 16$ at. $\%$ Dy, $x \geq 27$ at. \% Dy in both cases. It is also seen that the displacement fields $H_{E}$ reach maximum values in these planar structures at $x \approx 19 \mathrm{at}$. \% for precompensation DyCo compositions and at $x \approx 24$ at. $\%$ for postcompensation DyCo compositions.

The results of our experiment are naturally interpreted within the framework of the model of the structure of amorphous DyCo alloys in the region of magnetic compensation proposed in [10] and described at the beginning of this article and also within the framework of the schematic diagrams presented in Figs. 2 and 3. (The arrows here indicate the possible orientation of the magnetization of the $3 d$ metals.) Actually, in the range of the REE-TM concentrations $x \leq 16$ at. \%
( $x \geq 27$ at. \%), the magnetic structure of amorphous DyCo is unambiguously attributed to the magnetic $\Phi_{1}$ $\left(\Phi_{2}\right)$ nanophase. Hence, the magnetic moments of the Co sublattice and the Dy sublattice are collinear with the axis perpendicular to the DyCo layer anisotropy, and the effective magnetization vectors of the DyCo and NiFe vectors are mutually orthogonal, which means that magnetic coupling is absent here. A different situation occurs in the concentration region $x_{i}-\Delta x$ $<x_{\text {comp }}<x_{i}+\Delta x$. Here, the magnetic structure of the DyCo layer is formed by the randomly mixed $\Phi_{1}$ and $\Phi_{2}$ nanophases. If the $\Phi_{1}$ phase belongs to the matrix, the $\Phi_{2}$ phase is the impurity phase (if $\Phi_{2}$ is the matrix phase, $\Phi_{1}$ is the impurity phase). An exception is the compensation point $x_{\text {comp }}$, where the volume fractions of the $\Phi_{1}$ and $\Phi_{2}$ nanophases are approximately equal.

For all the concentrations $x_{i}$ in this region, the effective magnetization of the matrix $\Phi_{i}$ phase in the DyCo layer is aligned with the perpendicular anisotropy field ( $M_{\mathrm{Co}}$ and $M_{\mathrm{Dy}}$ are collinear with this axis, which is detected by the polar Kerr effect). In this case, the magnetization $M_{\mathrm{Co}}$ in the impurity $\Phi_{j}$ phase must have an in-plane component because of the strong exchange interaction of the transition elements in the impurity and matrix phases, and the effective magnetization of the $\Phi_{j}$ nanophase gains the possibility of orienting itself along the external field. In our opinion, it is the exchange interaction of $M_{\mathrm{Co}}$ in the DyCo layer of the impurity $\Phi_{j}$ phase with the magnetization of the NiFe layer that leads to the exchange anisotropy of NiFe . The
magnitude of this exchange anisotropy, which is characterized by the value of $H_{E}$, will be determined by the product of $M_{\mathrm{Co}}$ in the impurity $\Phi_{j}$ phase and the area of its contact with the NiFe layer. It is evident from the data presented in Figs. 2 and 3 that this product reaches optimum values at 19 at. \% Dy and 24 at. \% Dy. At $19 \mathrm{at} . \%<x<x_{\text {comp }}\left(x_{\text {comp }}<x<24 \mathrm{at} . \%\right)$, the area of the impurity $\Phi_{j}$ phase contact with the NiFe layer continues to grow, but the decrease in $H_{E}$ indicates that the projection of the magnetization of the Co sublattice onto the plane of the NiFe layer decreases. Finally, at $x_{\text {comp }}$, it follows from the experimental result $H_{E}=0$ that the mean value of the projection of the magnetization of the Co sublattices onto the plane of the NiFe layer equals zero, which points to the collinearity of $M_{\mathrm{Co}}$ and $M_{\mathrm{Dy}}$ with the axis of perpendicular anisotropy.

As the concentration $x_{i}$ increases (16 at. $\%<x_{i}<$ $x_{\text {comp }}$ ), the morphology of the impurity phase changes: disperse inclusions appear, the number of these disperse inclusions increases, percolation over the disperse inclusions arises, the volume of the formed infinite cluster increases, etc. Therefore, it is natural to associate the singular points of the $H_{E}(x)$ dependence with the characteristics of this morphological series. In our opinion, the maximum values of $H_{E}$ correspond to the establishment of percolation over disperse inclusions. Thus, the singular points of the $H_{E}(x)$ dependences gain an appropriate description within the framework of the proposed model. Also, note that the $H_{E}(x)$ dependences allow the amplitudes of the concentration fluctuations in DyCo to be evaluated. For example, $|\Delta x| \geq 4$ at. \% Dy in the precompensation amorphous DyCo alloy, and $|x| \geq 3 \mathrm{at}$. \% Dy in the postcompensation amorphous DyCo alloy (see Figs. 2, 3).

Let us show now that the form of these dependences (antisymmetric or symmetric with respect to $x_{\text {comp }}$ ) is naturally interpreted within the framework of the proposed model. Consider the antisymmetric dependence $H_{E}\left(x-x_{\text {comp }}\right)$ presented in Fig. 2 and obtained for planar $\mathrm{Dy}_{x} \mathrm{Co}_{1-x} / \mathrm{NiFe}$ systems. First, the $\mathrm{Dy}_{x} \mathrm{Co}_{1-x}$ layer in which the effective magnetization of the main phase is oriented along the perpendicular magnetic anisotropy axis is formed in these planar systems, and the effective magnetization of the impurity phase is oriented in the layer plane. Upon the synthesis of the NiFe layer, a constant field is switched on, and the effective magnetization of the impurity phase in the $\mathrm{Dy}_{x} \mathrm{Co}_{1-x}$ layer is oriented along the direction of this field and, hence, along the anisotropy axis formed in NiFe . However, the impurity phase is characterized by the inequality $M_{\mathrm{Co}}<M_{\mathrm{Dy}}$ in the region $x<x_{\text {comp }}$ and by the inequality $M_{\mathrm{Co}}>M_{\mathrm{Dy}}$ in the region $x>x_{\text {comp. }}$. The latter means that the magnetization vectors of the Co sublattice and the NiFe layer are anticollinear in the region $x<x_{\text {comp }}$, whereas these vectors are unidirectional in the region $x>x_{\text {comp }}$ (see the scheme in Fig. 2). It is due to this fact that the displacement field $H_{E}$ changes its sign at the concentration tran-
sition through $x_{\text {comp }}$. The situation is different for the planar $\mathrm{NiFe} / \mathrm{Dy}_{x} \mathrm{Co}_{1-x}$ system. First, the NiFe layer is formed, in which the external field not only forms uniaxial anisotropy but also determines the direction of the layer magnetization. Next, the field is switched off, and the $\mathrm{Dy}_{x} \mathrm{Co}_{1-x}$ layer is synthesized. In this case, only the "exchange field" from the magnetization of the NiFe layer exerts an orienting action on the magnetic moments of the Co sublattice of the impurity phase. Therefore, regardless of the composition of the $\mathrm{Dy}_{x} \mathrm{Co}_{1-x}$ layer, the magnetization $M_{\mathrm{Co}}$ of the impurity phase and the magnetization of the NiFe layer have the same direction. The latter means that the displacement field $H_{E}$ will not change its sign when the concentration passes through $x_{\text {comp }}$, which is confirmed by the experimental results (see Fig. 3).

Thus, the physical mechanism of the formation of the exchange anisotropy in bilayer $\mathrm{DyCo}(\mathrm{TbFe}) / \mathrm{NiFe}$ film systems with the orthogonal arrangement of the effective magnetizations of separate layers has been understood in the course of the performed studies. The REE concentrations in the ferrimagnetic layers have been found at which the maximum exchange anisotropy acts on the ferromagnetic layers.

This work was supported by the Russian Foundation for Basic Research, project no. 04-02-16099-a.
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#### Abstract

The magnetic-field-induced linear polarization of the triplet bound-exciton emission has been studied by means of time-resolved spectroscopy in uniaxial GaSe crystals under unpolarized pumping conditions. It is found that the magnetic-field dependence of the linear-polarization degree of the exciton luminescence varies during the lifetime of the excited state. The degree of polarization significantly increases with increasing the delay of the emission measurement. For delay times $t>1 \mu \mathrm{~s}$, the exciton emission in the applied magnetic field is virtually completely polarized. A theoretical description is proposed for the observed time variation of the magnetic-field-induced polarization of the triplet bound-exciton emission. © 2004 MAIK "Nauka/Interperiodica".


PACS numbers: 71.35.Ji; 78.20.Ls; 78.47.+p; 78.55.Hx

The method of polarized luminescence has been widely used in investigations of the properties of electronic states in various atomic systems, including exciton spectroscopy [1, 2]. When light propagates along the principal (optical) axis of a uniaxial crystal, all the polarization states are equivalent and the polarized luminescence appears only if the crystal is subjected to an external anisotropic action (polarized excitation, an external magnetic field, etc.). In particular, a magnetic field applied perpendicularly to the optical axis of the crystal reduces the symmetry of the system and may induce polarized luminescence from the crystal even under unpolarized pumping conditions.

In the case of exciton luminescence, this phenomenon (not attributed to exciton thermalization between various Zeeman sublevels) was observed in hexagonal GaSe crystals [3]. Under continuous excitation conditions for a crystal [3], the degree of radiation polarization is averaged over the lifetime of the excited state. In this case, the degree of polarization and its dependence on the magnetic field at various times remain unknown.

The aim of this study was to use time-resolved spectroscopy for determining the degree of linear polarization of the exciton emission in a GaSe crystal as a function of the transverse magnetic field at various moments of the exciton lifetime.

## EXPERIMENTAL METHOD

The experiments were performed on Bridgmangrown GaSe crystals that were not doped intentionally. The samples were cleaved from the ingot by cleavage along the crystal planes perpendicular to the optical axis $c$. The exciton luminescence was excited by the radiation of a pulsed copper-vapor laser with a pulse duration of $\tau_{\mathrm{p}}=20 \mathrm{~ns}$. The excitation density was about
$200 \mathrm{~W} / \mathrm{cm}^{2}$. The exciting photons with the energy $h \nu_{\text {exc }}=2.140 \mathrm{eV}$ (exceeding the bandgap width $E_{\mathrm{g}}$ of the crystal) were incident at a small angle relative to the normal to the sample surface. The emitted light (exciton luminescence) was detected along the normal, that is, in the direction parallel to the optical axis of the crystal. The luminescence spectra were recorded using a grating spectrometer equipped with a photon counting system with a time resolution of $\sim 30 \mathrm{~ns}$. In order to study the emission at various moments of the exciton lifetime, the detection gate pulse of the photon counting system was delayed relative to the excitation pulse. During the experiment, the sample, immersed in liquid helium, was at a temperature of 2 K . The external magnetic field was generated by a superconducting coil and oriented perpendicularly to the optical axis $c$.

## EXPERIMENTAL RESULTS AND DISCUSSION

Figure 1 shows the typical spectrum of emission from GaSe in the region of the fundamental absorption edge, which was measured within the first 30 ns after the excitation laser pulse. The shortest-wavelength emission component, which peaked at $h \nu=2.108 \mathrm{eV}$, is due to the radiative recombination of free direct excitons. The emission lines $\alpha$ and $\beta$ with the maxima at 2.096 and 2.089 eV , respectively, represent the emission due to triplet excitons bound to ionized centers (or isoelectronic traps) [4]. The long-wavelength line $\beta$ is followed by an intense acoustic wing. In a transverse magnetic field with an induction of $B \geq 2 \mathrm{~T}(\mathbf{B} \perp c$, $\mathbf{B} \perp \mathbf{k}_{\text {photon }}$ : Voigt geometry), the resonance absorption lines of the bound excitons exhibit splitting into triplets. The extreme components in each triplet are linearly polarized with $\mathbf{E} \| \mathbf{B}$, while the central component has
the linear polarization $\mathbf{E} \perp \mathbf{B}$. The position of the central component in each triplet is virtually independent of the magnetic field, while the extreme components are shifted in opposite directions. In the fields with $B<$ 2 T , the splitting is not revealed because of the relatively large widths of the $\alpha$ and $\beta$ lines. Since the character of the magnetooptical effects for the $\alpha$ and $\beta$ emission lines is the same, the consideration below will be restricted to the behavior of the $\beta$ line.

Figure 2 presents the degree of linear polarization $P_{\text {lin }}(B)$ of the bound-exciton emission line $\beta$ measured as a function of the magnetic induction $B$ under the conditions of continuous excitation of the sample crystal at $h v_{\text {exc }}=2.54 \mathrm{eV}>E_{\mathrm{g}}$. The $P_{\text {lin }}(B)$ value was calculated as

$$
\begin{equation*}
P_{\operatorname{lin}}(B)=\frac{I_{\|}(B)-I_{\perp}(B)}{I_{\|}(B)+I_{\perp}(B)}, \tag{1}
\end{equation*}
$$

where $I_{\|}(B)$ and $I_{\perp}(B)$ are the intensities of the exciton emission components polarized with $\mathbf{E} \| \mathbf{B}$ and $\mathbf{E} \perp \mathbf{B}$, respectively. As can be seen, a substantial magnetic-field-induced variation in $P_{\text {lin }}(B)$ [as well as in the component intensities $I_{\|}(B)$ and $\left.I_{\perp}(B)\right]$ is observed in the interval of magnetic fields from 0 to 0.2 T . As the field increases further, the $P_{\text {lin }}(B)$ value remains virtually unchanged. Under the conditions of the stationary excitation of the crystal, the maximum degree of linear polarization of the exciton emission in the applied magnetic field in Fig. 2 is $\sim 0.2$.

It was established that, under the conditions of excitation by short light pulses, the degree of linear polarization of the exciton emission as a function of the magnetic field varies significantly with the time $t$ during the lifetime of the excited state. This is illustrated in Fig. 3, which shows the degree of linear polarization of the exciton emission, $P_{\text {lin }}(B, t)=\left[I_{\|}(B, t)-I_{\perp}(B, t)\right] /\left[I_{\|}(B, t)+\right.$ $\left.I_{\perp}(B, t)\right]$, as measured for various delay times $t$ between the termination of the excitation pulse and the arrival of the detection gate pulse. The time interval for the measurement of the luminescence (the detection gate width) was $\Delta t=30 \mathrm{~ns}$. As can be seen from Fig. 3, the magnetic-field dependence of the degree of linear polarization of the exciton emission observed for small delay times ( $t \leq 0.2 \mu \mathrm{~s}$ ) is nonmonotonic: at a fixed $t$, $P_{\text {lin }}(B, t)$ first increases with $B$, reaches a maximum, and then decreases with increasing of the field (see curves for $t=0.1$ and $0.2 \mu \mathrm{~s}$ ). As the delay time $t$ increases, the behavior of $P_{\text {lin }}(B, t)$ changes. The rate of the initial buildup of the degree of polarization in the magnetic field increases sharply but, reaching almost the maximum level in a relatively small field, the $P_{\text {lin }}(B, t)$ value virtually ceases to change (Fig. 3, $t=0.5 \mu \mathrm{~s}$ ) or changes rather weakly $(t=1 \mu \mathrm{~s})$ when the field increases further. The maximum degree of linear polarization reached in the applied field monotonically increases with the delay time from $P_{\text {lin }}(B, t) \approx<0.15$ for $t=0.1 \mu$ s to $P_{\operatorname{lin}}(B, t) \approx$ 1 for $t=1 \mu \mathrm{~s}$. In other words, the maximum value of $P_{\text {lin }}(B, t)$ increases with the time during which the


Fig. 1. Emission spectrum of a GaSe crystal at $T=2 \mathrm{~K}$.


Fig. 2. Degree of linear polarization $P_{\operatorname{lin}}(B)$ of the triplet bound $\beta$ exciton emission versus the magnetic induction $B$ obtained under the conditions of the continuous excitation of luminescence ( $\mathbf{B} \perp c, \mathbf{B} \perp \mathbf{k}_{\text {photon }}$ geometry; $T=2 \mathrm{~K}$ ): (1) the experimental data and (2) theoretical dependence for the Boltzmann distribution of triplet excitons over Zeeman sublevels.


Fig. 3. Magnetic-field dependences of the degree of linear polarization $P_{\text {lin }}(B, t)$ of the triplet bound $\beta$ exciton emission observed at various moments $t$ of the excited state lifetime (indicated in the figure) $\left(\mathbf{B} \perp c, \mathbf{B} \perp \mathbf{k}_{\text {photon }}\right.$ geometry; $T=2 \mathrm{~K}$ ): the points present the experimental data and the curves show the results of the theoretical calculation.
bound excitons are exposed to the magnetic field and reaches, virtually, a $100 \%$ level for sufficiently large delay times $t$.

In order to explain the observed evolution of the $P_{\mathrm{lin}}(B, t)$ curve with the delay time, let us consider the structure of the energy levels of the triplet bound excitons in GaSe . In these crystals, the orbitally nondegenerate state $\Gamma_{4}$ of excitons bound at ionized centers (or isoelectronic traps), as well as the ground state of a free direct exciton [5], split into two states, singlet and triplet. For the free exciton, this singlet-triplet splitting amounts to $\Delta_{1} \approx 2 \mathrm{meV}$. The triplet excitons are characterized by the total spin $S=1$ and the spin projections $S_{z}=0, \pm 1$ onto the optical axis $c$. Transitions to the states with $S_{z}= \pm 1$ are allowed for the $\mathbf{E} \perp c$ polarization, while the state with $S_{z}=0$ is optically inactive [5]. Owing to the anisotropy of the crystal, the state with $S_{z}=0$ is split from the states with $S_{z}= \pm 1$ by the energy $\Delta$ [6].

The transverse magnetic field $(\mathbf{B} \perp c)$ produces mixing of the states with $S_{z}= \pm 1$ and the state with $S_{z}=0$, which makes the latter state optically active and results
in the splitting of the exciton emission line into triplet. The energies of the triplet exciton states in a magnetic field, calculated using perturbation theory, are given by the expression [3]

$$
\begin{equation*}
E_{1,2}=E_{0}-0.5\left\{\Delta \mp\left[\Delta^{2}+\Omega^{2}(B)\right]^{0.5}\right\}, \quad E_{3}=E_{0}, \tag{2}
\end{equation*}
$$

where $\Omega(B)=g_{\perp} \mu_{0} B, g_{\perp} \equiv g_{x x}=g_{y y}$ is the transverse component of the exciton $g$ factor, and $\mu_{0}$ is the Bohr magneton. The optical transitions from states 1 and 2 are allowed for the $\mathbf{E} \| \mathbf{B}$ polarization, and from state 3, for the $\mathbf{E} \perp \mathbf{B}$ polarization. The radiative lifetimes of the excitons in states 1-3 are $\tau_{i r}(B)=C_{i}(B) \tau_{r}(i=1,2,3)$, where $C_{1,2}(B)=2\left\{1 \pm \Delta /\left[\Delta^{2}+\Omega^{2}(B)\right]^{0.5}\right\}^{-1}, C_{3}(B)=1$, and $\tau_{r}$ is the radiative lifetime of the initial states with $S_{z}= \pm 1$. The intensities of the radiative transitions from states 1-3 are determined by the transition probability and the population of the corresponding state, which, in turn, depends on the total lifetime of the excitons. The total lifetimes of the excitons in states $1-3$ are $\tau_{i}(B)=$ $\left[\tau_{i r}^{-1}(B)+\tau_{0}^{-1}\right]^{-1}(i=1,2,3)$, where $\tau_{0}$ is the nonradiative lifetime (assumed to be independent of the spin state of a triplet bound exciton).

When the crystal is excited by unpolarized light with $h v_{\text {exc }}>E_{g}$, the intensities of the emissions due to the excitons in states 1-3 can be expressed as

$$
\begin{equation*}
I_{i}(B, t)=I_{0} \tau_{i r}^{-1}(B) \exp \left[-\frac{t}{\tau_{i}(B)}\right] \tag{3}
\end{equation*}
$$

where $I_{0}$ is proportional to the rate of the exciton production (which is the same for $i=1,2,3$ ). The intensities of the $\pi$ and $\sigma$ emission components $\left[I_{\|}(B, t)\right.$ and $I_{\perp}(B, t)$, respectively] are related to $I_{i}(B, t)$ as

$$
\begin{equation*}
I_{\|}(B, t)=I_{1}(B, t)+I_{2}(B, t), \quad I_{\perp}(B, t)=I_{3}(B, t) \tag{4}
\end{equation*}
$$

The curves of $P_{\operatorname{lin}}(B, t)$ calculated using relations (4) are depicted by the solid lines in Fig. 3. As can be seen, these theoretical curves satisfactorily describe the experimentally observed features in the behavior of the magnetic-field-induced linear polarization of the exciton emission during the lifetime of the excited states. The curves in Fig. 3 were calculated for the following parameters of triplet bound $\beta$ excitons: $g_{\perp}=3.7$ [4]; $\tau_{r}=$ $115 \times 10^{-9} \mathrm{~s} ; \tau_{0}=7 \times 10^{-6} \mathrm{~s} ; \Delta=0.04 \mathrm{meV}$ (these values virtually coincide with the data obtained in experiments on the anticrossing of the spin sublevels of bound $\beta$ excitons in a longitudinal magnetic field [7]).

The above considerations can be, in principle, generalized so as to take into account the thermalization of excitons caused by their spin relaxation. The effect of spin relaxation on the population of various Zeeman sublevels of triplet excitons was studied in [8, 9]. Figure 2 (dashed line) shows the curve of $P_{\text {lin }}(B)$ for completely thermalized excitons (corresponding to the Boltzmann distribution of excitons over Zeeman sublevels). As can be seen, this $P_{\text {lin }}(B)$ value is quite small as compared to
the experimentally observed degree of linear polarization, which justifies the neglect of the spin relaxation of excitons in deriving formula (3).

In conclusion, we have demonstrated that the maximum degree of the magnetic-field-induced linear polarization of the triplet bound-exciton emission varies depending on the time of the exciton exposure to the applied magnetic field (rather than remains constant during the lifetime of the exciton states), increasing from nearly zero up to $\sim 100 \%$. An analysis of the time variation of the magnetic-field-induced polarized luminescence of the triplet excitons emission makes it possible to determine the radiative and nonradiative lifetimes of various spin states of the triplet excitons and their dependence on the external magnetic field, as well as the parameters of the fine structure of these exciton states.
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#### Abstract

The electron energy distributions arising in small-size metal absorbers of microwave radiation detectors operating at ultralow temperatures have been calculated using the kinetic equation. It is shown that the electron distributions are nonequilibrium, significantly different from the Fermi distribution, and are determined by the ratio of the rates of electron-electron and electron-phonon relaxation and by the effect of the measuring element (superconductor-insulator-normal metal junction) on the absorber. The response of such a bolometer is calculated and compared to the experimental data. © 2004 MAIK "Nauka/Interperiodica".


PACS numbers: 85.35.-p

In recent years, much attention has been devoted to theoretical and experimental investigations of nonequilibrium processes induced in a normal metal by electromagnetic radiation with a frequency much lower than that of the interband transitions. Direct experimental observation of such processes has become possible after the creation of lasers generating ultrashort (femtosecond) output radiation pulses. The results of direct measurements of the laser-induced emission current showed that, immediately after the laser pulse, the electron energy distribution function in the metal has a substantially nonequilibrium shape different from that of the Fermi function [1].

A different experimental arrangement is possible with the use of low-temperature bolometers based on the Andreev reflection of electrons $[2,3]$, where a thin, narrow, and short normal-metal stripe is confined between superconducting electrodes or low-transparency tunneling barriers. The element is kept at an ultralow temperature (on the order of $\sim 0.1 \mathrm{~K}$ ) and exposed to a continuous electromagnetic signal, mostly in the terahertz or infrared range. The resulting deviations in the electron energy distribution function from the equilibrium one in the normal metal absorber are manifested by a change in the current-voltage characteristic of an additional superconductor-insulator-normal metal (SIN) junction [2, 3].

The aim of this study was to develop a theory describing the absorption of electromagnetic radiation in the submillimeter wavelength range in a normal metal at ultralow temperatures and to apply this theory to calculation of the response characteristics of an Andreev-type bolometer.

A kinetic equation for the electron distribution function $f(\mathbf{k})$ in a metal absorber of the Andreev-type bolometer can be written as

$$
\begin{align*}
& \frac{d f(\mathbf{k})}{d t}=\left.\frac{\partial f(\mathbf{k})}{\partial t}\right|_{\mathrm{e}-\mathrm{e}}+\left.\frac{\partial f(\mathbf{k})}{\partial t}\right|_{\mathrm{e}-\mathrm{ph}}  \tag{1}\\
& \quad+\left.\frac{\partial f(\mathbf{k})}{\partial t}\right|_{\mathrm{e}-\mathrm{pt}}+\left.\frac{\partial f(\mathbf{k})}{\partial t}\right|_{\text {SIN }},
\end{align*}
$$

where $\mathbf{k}$ is the electron wavevector. The first and second terms on the right-hand side of Eq. (1) reflect the elec-tron-electron (e-e) and electron-phonon (e-p) collisions, respectively; the third term describes the absorption of photons by electrons in the absorber with the momentum transfer to ions in the metal [4, 5]; and the fourth term takes into account the effect of the measuring element (SIN junction) on the absorber.

The right-hand side of Eq. (1) does not contain diffusion terms, since the geometric dimensions of the absorber in the typical experimental situation [2,3] are small as compared to the characteristic lengths of the energy relaxation. In what follows, we will also ignore the effects associated with the loss of quasiparticles in the bolometer electrodes.

Let us assume that, prior to the onset of the radiation action, the distribution functions of the electrons $f(\mathbf{k})$ and phonons $g(\mathbf{q})$ were described by the equilibrium Fermi function $f_{\mathrm{F}}(k)=1 /\left[1+\exp \left(\frac{\varepsilon(k)-\mu}{k_{\mathrm{B}} T}\right)\right]$ and the equilibrium Bose function $g_{\mathrm{B}}(q)=1 /\left[\exp \left(\frac{\varepsilon(q)}{k_{\mathrm{B}} T}\right)-1\right]$, respectively, where $\mu$ is the chemical potential, $k_{\mathrm{B}}$ is the Boltzmann constant, and $T$ is the absolute temperature of the absorber. The electrons are assumed to obey the
quadratic dispersion law, $\varepsilon(k)=\hbar^{2} k^{2} / 2 m$, the while phonons obey the linear law $\varepsilon(q)=\hbar v_{s} q$ ( $\mathbf{q}$ is the phonon wavevector, $m$ is the electron mass, and $v_{s}$ is the speed of sound in the metal); the latter dispersion law implies that only acoustic phonons are taken into consideration. The above assumptions are quite natural for copper, the typical absorber material [2].

The phonon subsystem of the absorber will be considered as a thermostat, so that the phonon distribution remains in equilibrium after the onset of the electromagnetic radiation action on the absorber. This assumption is justified by the small thickness of the absorber film [2,3], the low working temperatures, the relatively small signal frequency (on the order of 1 THz ), and the small Kapitza resistance at the film boundary [6], which allows the phonon subsystem to be considered as common for the film-substrate system. In this respect, the case under consideration differs from that studied in [7] within the framework of a model of the "phonon bubble" appearing under the action of an x-ray photon in a metal (or superconducting) absorber.

Owing to the energy continuously pumped to the electron subsystem of the normal metal film as a result of the absorption of electromagnetic radiation, the electrons in the absorber must acquire a quasi-stationary energy distribution described by the function $f(\mathbf{k})$. This function is determined by the balance between the energy absorbed by the electron subsystem and the energy transferred by the electrons to the phonon thermostat and to the measuring element (SIN junction). The function $f(\mathbf{k})$ can be found by equating the righthand side of Eq. (1) to zero.

In what follows, we proceed from the standard form of the electron-electron and electron-phonon collision terms [5, 8]. The electron-photon-ion interaction in kinetic equation (1) will be adopted in the form proposed in [4]. Passing in the conventional way [8] from summation to integration with respect to momentum in the aforementioned collision terms, we arrive [5] at a system involving two two-dimensional integrals and one six-dimensional integral. The integrals can be restricted to two-dimensional by assuming the signal to be unpolarized and averaging over all the polarization directions.

Further simplification of the collision integrals is possible due to the smallness of the electromagnetic signals acting on the Andreev-type bolometers intended for radio-astronomy observations. For this reason, the unknown electron distribution function can be represented as $f(\mathbf{k})=f_{\mathrm{F}}(k)+\delta f(\mathbf{k})$, where $\delta f(\mathbf{k})$ is a small nonequilibrium correction to the equilibrium Fermi function $f_{\mathrm{F}}(k)$. Moreover, taking into account the ultralow working temperatures of the absorbers in the bolometers under consideration $(\sim 0.1 \mathrm{~K}[2,3])$, it is possible to replace (in most of the calculations carried out below) the equilibrium Fermi functions $f_{\mathrm{F}}(\varepsilon)$ entering into the collision integrals by the Heaviside step function $\Theta(\mu-\varepsilon)$.

In the terahertz frequency range of electromagnetic signals, the photon energy $\hbar \omega$ ( $\omega$ is the signal frequency) is about 50 K , which is much higher than the absorber temperature but significantly lower than the characteristic energy parameters $\hbar \nu_{\mathrm{s}} q_{\mathrm{D}}$ and $\mu\left(q_{\mathrm{D}}\right.$ is the Debye momentum). Taking this circumstance into account, the linearized electron-electron and electronphonon collision integrals can be transformed as

$$
\begin{gather*}
\left.\frac{\partial f(\mathbf{k})}{\partial t}\right|_{\mathrm{e}-\mathrm{e}}=\tau_{\mathrm{e}-\mathrm{e}}^{-1}\left[-v^{2} z^{2}-\alpha_{\mathrm{e}-\mathrm{e}} t^{2}\right. \\
+2 v^{2}\left\{\Theta(z)\left(2 \int_{z}^{1} d s \varphi(s)(s-z)+\int_{-1}^{-z} d s \varphi(s)(s+z)\right)\right.  \tag{2}\\
\left.+\Theta(-z)\left(2 \int_{-1}^{z} d s \varphi(s)(z-s)-\int_{-z}^{1} d s \varphi(s)(s+z)\right\}\right] \\
+\left.\frac{\partial f(\mathbf{k})}{\partial t}\right|_{\mathrm{e}-\mathrm{ph}}=\tau_{\mathrm{e}-\mathrm{p}}^{-1}\left[-v^{3} z^{3}-\alpha_{\mathrm{e}-\mathrm{p}} t^{3}\right.  \tag{3}\\
\left.+3 v^{3}\left\{\Theta(z) \int_{z}^{1} d s \varphi(s)(s-z)^{2}+\Theta(-z) \int_{-1}^{z} d s \varphi(s)(s-z)^{2}\right\}\right]
\end{gather*}
$$

where $z=\varepsilon / \hbar \omega$ is the normalized energy variable, $\varphi(z)=\delta f((\varepsilon-\mu) / \hbar \omega), \quad \tau_{\mathrm{e}-\mathrm{p}}^{-1}=\pi \mu^{3} / 4 \hbar\left(k_{\mathrm{B}} T_{\mathrm{D}}\right)^{2}, \alpha_{\mathrm{e}-\mathrm{p}}=$ $21 \xi(3), v=\hbar \omega / \mu, \tau_{\mathrm{e}-\mathrm{e}}^{-1} \cong 1.47 \sqrt{\pi} \mu / 32 \hbar \sqrt{a_{\mathrm{B}} k_{\mathrm{F}}}, \alpha_{\mathrm{e}-\mathrm{e}} \cong$ $9.84, t=k_{\mathrm{B}} T / \mu, a_{\mathrm{B}}$ is the Bohr radius, $T_{\mathrm{D}}$ is the Debye temperature, and $\xi(3) \cong 1.2$ is the Riemann zeta function.

In view of the considerations used in deriving the linearized electron-electron collision term (2) and the electron-phonon collision term (3), the term describing the electron-photon-ion interaction (source function) $[4,5]$ can be written as

$$
\begin{gather*}
\left.\frac{\partial f(\mathbf{k})}{\partial t}\right|_{\mathrm{e}-\mathrm{pt}}  \tag{4}\\
=\tau_{\mathrm{e}-\mathrm{pt}}^{-1}\{\Theta(1-z) \Theta(z)-\Theta(-z) \Theta(z+1)\} \\
\tau_{\mathrm{e}-\mathrm{pt}}^{-1}=2^{-5.5} \pi^{-2} \hbar^{-2} m^{-1.5} V_{\mathrm{a}}^{-1} e^{6} E^{2} \omega^{-4} \varepsilon_{0}^{-2} \varepsilon(k)^{-0.5}
\end{gather*}
$$

where $V_{\mathrm{a}}$ is the absorber volume, $\varepsilon_{0}$ is the permittivity of free space, and $E$ is the electric field strength in the wave. When deriving Eq. (4), we ignored the insignificant dependence of the source function on the direction of the electromagnetic wave propagation, since elastic scattering on impurities produces unavoidable isotropization of the source. The energy dependence of the source function has the characteristic stepwise shape.

Using our previous results [9], it can be shown that the term describing the effect of a measuring element


Fig. 1. Nonequilibrium electron energy distribution formed in the absorber under the action of electromagnetic radiation: (1) distribution function numerically calculated in the limit $\tau_{\mathrm{SIN}}^{-1} \ll \tau_{\mathrm{e}-\mathrm{p}}^{-1}, \tau_{\mathrm{e}-\mathrm{e}}^{-1}$ for the parameters $v \tau_{\mathrm{e}-\mathrm{p}} / \tau_{\mathrm{e}-\mathrm{e}}=$ $0.023,\left(\tau_{\mathrm{e}-\mathrm{e}}^{-1} \alpha_{\mathrm{e}-\mathrm{e}} t^{2}+\tau_{\mathrm{e}-\mathrm{p}}^{-1} \alpha_{\mathrm{e}-\mathrm{p}} t^{3}\right) \tau_{\mathrm{e}-\mathrm{p}} v^{-3}=1.3 \times 10^{-6}$, an absorber temperature of 0.1 K , a signal frequency of $10^{12} \mathrm{~Hz}$, and a signal power of $10^{-13} \mathrm{~W}$; (2) distribution function calculated for the same limit in the $\tau$ approximation; (3) distribution function calculated in the opposite $\operatorname{limit}\left(\tau_{\text {SIN }}^{-1} \gg \tau_{\mathrm{e}-\mathrm{p}}^{-1}, \tau_{\mathrm{e}-\mathrm{e}}^{-1}\right)$ when the electron distribution in the absorber is determined by the distribution of the quasiparticle excitations in the superconductor of the SIN junction (for a SIN junction voltage corresponding to $\mathrm{eV} / \hbar \omega=$ 0.05 and a relative superconducting gap of $\Delta / \hbar \omega=0.058$ ).
(SIN junction) on the electron distribution function in Eq. (1) has the form

$$
\begin{equation*}
\left.\frac{\partial f(\mathbf{k})}{\partial t}\right|_{\text {SIN }}=-\tau_{\mathrm{SIN}}^{-1} N_{\mathrm{s}}(z+e V / \hbar \omega) \varphi(z), \tag{5}
\end{equation*}
$$

where $\tau_{\text {SIN }}^{-1}=e^{2} R_{\mathrm{N}} V_{\mathrm{a}} N\left(\varepsilon_{\mathrm{F}}\right), V$ is the voltage across the SIN junction, $N_{s}(\varepsilon)=\{\Theta(\varepsilon-\Delta)+\Theta(-\varepsilon-\Delta)\}|\varepsilon| \sqrt{\varepsilon^{2}-\Delta^{2}}$ is the normalized density of states of the superconductor, $\Delta$ is the gap in the superconductor excitation spectrum, $N\left(\varepsilon_{\mathrm{F}}\right)$ is the density of states at the Fermi level, and $R_{\mathrm{N}}$ is the normal resistance of the SIN junction.

It can be readily verified that, in the absence of the measuring-element-related term $\left(\left.\frac{\partial f(\mathbf{k})}{\partial t}\right|_{\text {SIN }}=0\right)$ or for zero voltage across the SIN junction ( $V=0$ ), a solution of kinetic equation (1) determined by relations (2)-(4) is antisymmetric: $\varphi(z)=-\varphi(-z)$. In this case, the elec-tron-electron collision term converts into an expression previously obtained in [10, 11], and the electronphonon collision term (3) reduces to a result reported in [7]. It should be noted that the electron-phonon collision term introduced in [11] is valid for energies much higher than the Debye energy and, hence, is inapplicable in the case under consideration. It was pointed out in [12] that the nonintegral electron-electron and elec-
tron-phonon collision terms ( $\tau$-terms) can be well approximated by quadratic and cubic polynomials, respectively.

It should be noted that the presence of integrals (entering together with the $\tau$-terms) in the linearized electron-electron collision term (2) and electronphonon collision term (3) is attributed to the nonlocal character of the source term (4) with respect to the energy. The need for introducing integral terms into the linearized Boltzmann equation with a nonlocal source was also pointed out in [12].

Upon substituting the linearized collision integrals (2)-(5) into the stationary kinetic equation (1), we obtain a Volterra integral equation of the second kind, which has to be considered on the interval $z \in[-1,1]$, where this equation is inhomogeneous. Physically, this implies the impossibility of sequential absorption of several photons in the case of a weak signal described by the linearized equation.

Numerical solution of the integral equation determined by relations (1)-(5) on the interval $z \in[-1,1]$ reduces to constructing the corresponding recurrence relation proceeding from the boundaries. The results of the numerical calculations of the electron distribution function are presented in Fig. 1, where curve $l$ corresponds to the case of a weak effect of the SIN junction on the absorber, that is, to the condition $\tau_{\text {SIN }}^{-1} \ll \tau_{\mathrm{e}-\mathrm{p}}^{-1}$, $\tau_{\mathrm{e}-\mathrm{e}}^{-1}$. In this case, the parameters of the integral equation, calculated based on the experimental data $[2,3]$, were as follows: $v \tau_{\mathrm{e}-\mathrm{p}} / \tau_{\mathrm{e}-\mathrm{e}}=0.023$; $\left(\tau_{\mathrm{e}-\mathrm{e}}^{-1} \alpha_{\mathrm{e}-\mathrm{e}} t^{2}+\right.$ $\left.\tau_{\mathrm{e}-\mathrm{p}}^{-1} \alpha_{\mathrm{e}-\mathrm{p}} t^{3}\right) \tau_{\mathrm{e}-\mathrm{p}} v^{-3}=1.3 \times 10^{-6}$; absorber temperature, 0.1 K ; signal frequency, $10^{12} \mathrm{~Hz}$; and signal power, $10^{-13} \mathrm{~W}$. As can be seen, this electron distribution function is close to the power dependence $(\varepsilon-\mu)^{-4}$ for energies $z$ that are not too low-namely, for those higher than $\left[\left(\tau_{\mathrm{e}-\mathrm{e}}^{-1} \alpha_{\mathrm{e}-\mathrm{e}} t^{2}+\tau_{\mathrm{e}-\mathrm{p}}^{-1} \alpha_{\mathrm{e}-\mathrm{p}} t^{3}\right) \tau_{\mathrm{e}-\mathrm{p}}\right]^{1 / 3} v^{-1}$. This behavior was predicted [7] for the case where only the electronphonon interaction is taken into account. The results of our numerical analysis showed that the power dependence of the electron distribution on the energy with an exponent close to -4 is valid in a broad range of the ratios of the characteristic relaxation times of the elec-tron-electron and electron-phonon interactions. For an energy close to that of the absorbed radiation quantum, the power dependence changes from $(\varepsilon-\mu)^{-3}$ for the strong electron-phonon interaction to $(\varepsilon-\mu)^{-2}$ for the strong electron-electron interaction.

Curve 2 in Fig. 1 shows the results of numerical solution of the kinetic equation in the same limit $\tau_{\mathrm{SIN}}^{-1} \ll \tau_{\mathrm{e}-\mathrm{p}}^{-1}$, $\tau_{\mathrm{e}-\mathrm{e}}^{-1}$ but with neglect of the integrals in the collision terms given by relations (2) and (3), that is, in the $\tau$ approximation. A comparison between curves 1 and 2 shows that the inclusion of the integral terms into the kinetic equation leads to a significant increase in the
electron distribution function in the region of low energies.

In this opposite limit, $\tau_{\mathrm{SIN}}^{-1} \gg \tau_{\mathrm{e}-\mathrm{p}}^{-1}, \tau_{\mathrm{e}-\mathrm{e}}^{-1}$, the electron distribution function in the region of energies $|\varepsilon|>\Delta$ is determined by the effect of a superconductor of the SIN junction on the absorber and is proportional to $N_{\mathrm{s}}^{-1}(\varepsilon+e V)$. The results of numerical calculations in this case are presented by curve 3 in Fig. 1. It should be noted that the condition $\tau_{\text {SIN }}^{-1} \gg \tau_{\mathrm{e}-\mathrm{p}}^{-1}, \tau_{\mathrm{e}-\mathrm{e}}^{-1}$ can be satisfied only for extremely small values of $R_{\mathrm{N}}$ (below $0.1 \Omega$ ) in the SIN junction.

It should be emphasized that the calculated electron distribution function in all cases has proved to be nonequilibrium and substantially different in shape from the Fermi function.

The response $\eta=I / P$ of the Andreev-type bolometer is determined by the electron energy distribution in the absorber at $|\varepsilon|>\Delta$. The current $I$ through the measuring element (SIN junction) is calculated using the standards formula obtained in the tunneling theory: $I=$ $\left(e R_{\mathrm{N}}\right)^{-1} \int d \varepsilon\left[f(\varepsilon-e V)-f_{\mathrm{s}}(\varepsilon)\right] N_{\mathrm{s}}(\varepsilon)$, where $f(\varepsilon)$ is the solution to Eq. (1) and $f_{\mathrm{s}}(\varepsilon)$ is the distribution function for quasiparticles in the superconductor. The power $P$ absorbed in a quasi-stationary regime is determined by source function (4), which yields $P=$ $\tau_{\mathrm{e}-\mathrm{pt}}^{-1} N\left(\varepsilon_{\mathrm{F}}\right) V_{\mathrm{a}}(\hbar \omega)^{2}$. When the distribution function is determined by the effect of the SIN junction on the absorber $\left(\tau_{\text {SIN }}^{-1} \gg \tau_{\mathrm{e}-\mathrm{p}}^{-1}, \tau_{\mathrm{e}-\mathrm{e}}^{-1}\right)$, which is represented by curve 3 in Fig. 1, both the analytical estimates and direct numerical calculations show that the response is described by the relations

$$
\begin{equation*}
\eta=\beta \eta_{\mathrm{fc}}, \quad \eta_{\mathrm{fc}}=\frac{e}{\hbar \omega}, \quad \beta \cong \frac{2 e V}{\hbar \omega} \tag{6}
\end{equation*}
$$

In the experiments reported in [2, 3], the voltage across the SIN junction was slightly below the superconducting energy gap, which, in turn, was much smaller than the typical energy quantum: $e V \leq \Delta \ll \hbar \omega$. Therefore, the detector response is much lower than that in the "photon counter limit" $e / \hbar \omega$ [13], in which case each absorbed energy quantum $\hbar \omega$ induces the tunneling of an electron $e$ through the junction. The suppression factor ( $\beta \cong 2 e V / \hbar \omega \ll 1$ ) in the above expression for the detector response appears due to the relatively high signal frequency $(\hbar \omega \gg \Delta)$, which leads to a significant current of hole excitations in the junction. A similar (but half as small) suppression factor appears in the usual detectors based on the quasiparticle nonlinearity [13] and restricts their high-frequency applications. Under the conditions of low frequencies $(\hbar \omega \leq \Delta)$ and $\tau_{\text {SIN }}^{-1} \gg \tau_{\mathrm{e}-\mathrm{p}}^{-1}, \tau_{\mathrm{e}-\mathrm{e}}^{-1}$, the detector response reaches the photon counter limit $e / \hbar \omega$.


Fig. 2. Bolometer response vs. the SIN junction resistance (for a SIN junction voltage corresponding to $e V / \hbar \omega=0.05$ and a relative superconducting gap of $\Delta / \hbar \omega=0.058$; the response is normalized to $\eta_{\mathrm{fc}}(1 \mathrm{THz})=e / \hbar \omega \approx 241.3 \mathrm{~A} / \mathrm{W}$; $\omega=2 \pi \times 10^{12} \mathrm{~s}^{-1}$ ) .

For bolometric detectors, the response (in the bias voltage set regime) is restricted to a value of $\eta \leqslant e / k_{\mathrm{B}} T$ [2, 14], whereby each thermalized electron tunneling with the energy $k_{\mathrm{B}} T$ via the measuring junction transfers the charge $e$. At a sufficiently low temperature of the absorber $\left(k_{\mathrm{B}} T \ll \hbar \omega\right)$, the "bolometric" response limit $e / k_{\mathrm{B}} T$ is much higher than the photon counter limit $e / \hbar \omega$. For the small-size low-temperature microwave detectors under consideration, the complete thermalization is impossible. Figure 2 shows the results of numerical calculations of the bolometric detector response as a function of the SIN junction resistance $R_{\mathrm{N}}$ for the material parameters of the absorber corresponding to the experiment described in [2]. As can be seen, the response is determined by relation (6) at small $R_{\mathrm{N}}(\beta=$ $0.1)$ and tends to zero as $R_{\mathrm{N}} \longrightarrow \infty$. Thus, there is an optimum resistance ( $\mathrm{R}_{\mathrm{opt}}$ ) of the SIN junction for which the bolometer response exhibits a maximum. According to Fig. 2, the maximum response is observed for $R_{\mathrm{N}} \approx 10^{3} \Omega$. The maximum calculated value of the bolometer response is close to the recent experimental data [15].

It was also of interest to study the detector response as a function of the ratio of the characteristic times of the electron-electron and electron-phonon relaxation. Figure 3 shows the response of a bolometer with $R_{\mathrm{N}}=$ $R_{\text {opt }}=10^{3} \Omega$ as a function of the normalized electronelectron relaxation rate, $\tau_{\text {SIN }} / \tau_{\text {e-e }}$ at a fixed total relaxation rate $\left(\tau_{\text {SIN }} / \tau_{\mathrm{e}-\mathrm{e}}+\tau_{\mathrm{SIN}} / \tau_{\mathrm{e}-\mathrm{p}}=\right.$ const $)$. As can be seen, an increase in the $\tau_{\text {SIN }} / \tau_{\text {e-e }}$ ratio leads to an increase in the response, which is explained by the effective multiplication of quasiparticles as a result of the electronelectron collisions [10]. Although the number of electrons upon electron-phonon collisions in the absorber does not increase, these interactions convert highenergy excitations to the region of the superconducting gap that increases the response above the photon counter limit (6) even at $\tau_{\mathrm{SIN}} / \tau_{\mathrm{e}-\mathrm{e}}=0$.


Fig. 3. Bolometer response vs. the ratio of the characteristic times of the electron-electron relaxation ( $\tau_{\text {SIN }} / \tau_{\text {e-e }}$ ) and electron-phonon relaxation ( $\tau_{\text {SIN }} / \tau_{\mathrm{e}-\mathrm{p}}$ ) at a fixed total relaxation rate $\left(\tau_{\text {SIN }} / \tau_{\mathrm{e}-\mathrm{e}}+\tau_{\text {SIN }} / \tau_{\mathrm{e}-\mathrm{p}}=6550\right.$. The measuring SIN junction has a nearly optimum resistance of $R_{\mathrm{N}}=1000 \Omega$; the response is normalized to $\beta \eta_{\mathrm{fc}}(1 \mathrm{THz})=\beta e / \hbar \omega \approx$ $24.13 \mathrm{~A} / \mathrm{W} ; \beta=0.1 ; \omega=2 \pi \times 10^{12} \mathrm{~s}^{-1}$.


Fig. 4. Frequency dependence of the bolometer response numerically calculated for $\tau_{\mathrm{SIN}} / \tau_{\mathrm{e}-\mathrm{e}}=150, \tau_{\mathrm{SIN}} / \tau_{\mathrm{e}-\mathrm{p}}=$ 6400 , and $R_{\mathrm{N}}=1000 \Omega$. The frequency $v$ is normalized to $v_{0}=1 \mathrm{THz}$; the response is normalized to $\eta_{\mathrm{fc}}(1 \mathrm{THz})=$ $e / \hbar \omega \approx 241.3 \mathrm{~A} / \mathrm{W}$.

Figure 4 presents the results of numerical calculations of the frequency dependence of the detector response. These data show that the response decreases with increasing the signal frequency. The calculated curve is close to the experimental frequency dependence of the $\omega^{-1}$ type observed in [15].

In summary, the calculations of the electron energy distribution function in a metal absorber of the Andreev-type bolometer [2,3] under the action of electromagnetic radiation in the terahertz range showed that the electron distribution is substantially nonequilibrium. In the case of a weak effect of the measuring element (SIN junction) on the absorber (that is, for $\tau_{\text {SIN }}^{-1} \ll$ $\tau_{\mathrm{e}-\mathrm{p}}^{-1}, \tau_{\mathrm{e}-\mathrm{e}}^{-1}$ ), the distribution function is well approxi-
mated by the power dependence $(\varepsilon-\mu)^{N}$ with the exponent $N \approx-4$; in the opposite limit $\tau_{\text {SIN }}^{-1} \geqslant \tau_{\mathrm{e}-\mathrm{p}}^{-1}, \tau_{\mathrm{e}-\mathrm{e}}^{-1}$, the distribution function in the region of energies $|\varepsilon|>\Delta$ is determined by the effect of the SIN junction on the absorber and is proportional to $N_{\mathrm{s}}^{-1}(\varepsilon+e V)$.

The detector response calculated using the obtained electron distribution function falls between the photon counter limit $\beta e / \hbar \omega[\beta \ll 1$ is the suppression factor given by formula (6)] and the bolometric response limit $e / k_{\mathrm{B}} T$ and is close to the experimental data reported in [15]. The calculated response decreases with increasing signal frequency as described by a function close to the experimental dependence of the $\omega^{-1}$ type [15]. Based on the obtained results, we suggest using metals with strong electron-electron interactions as the absorber materials.

We are grateful to N. Arnold and P. Krutitskiĭ for fruitful discussions. This study was supported by the International Science and Technology Foundation (grant no. 11-95) and the Ministry of Education of the Russian Federation.
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#### Abstract

The effect of a system of ferromagnetic particles on the field-dependent critical current of a Josephson junction is experimentally studied for junctions of different geometries. For edge junctions, the effect of commensurability between the periodic magnetic field of the particles and the Josephson vortex lattice is observed. The effect manifests itself in additional maxima of the field-dependent critical current. For overlap junctions, giant (greater than sixfold) variations of the maximum critical current are observed depending on the magnetic state of the particles. The changes in the "Fraunhofer" pattern of the overlaped Josephson junctions are attributed to the formation of Abrikosov vortices due to the effect of uniformly magnetized particles. The effects revealed in the experiments can be used to analyze the inhomogeneous magnetic field of a system of submicron particles and to control the transport properties of Josephson junctions. © 2004 MAIK "Nauka/Interperiodica".


PACS numbers: 68.37.Rt; 74.50.+r; 75.75.+a

A lattice of ferromagnetic nanoparticles is a unique source of an inhomogeneous magnetic field with an amplitude of about the saturation magnetic moment of the ferromagnet and with a scale of variation that is determined by the lattice period. For typical transition metals ( $\mathrm{Fe}, \mathrm{Ni}$, and Co ), the magnetic moment is $M_{\mathrm{s}} \sim$ 1000 G . The modern lithographic techniques allow one to vary the particle lattice period $d$ over a wide range from 10 to 1000 nm . In addition, the magnetic field of the particles can be varied by magnetizing or demagnetizing the whole lattice or some of its parts. This property of ferromagnetic nanoparticle lattices opens up new possibilities for controlling the properties of superconductors. Studies of ferromagnetic nanoparticlessuperconductor hybrid systems revealed a number of interesting phenomena manifested in the oscillatory dependence of the resistance (or the critical current) of the superconductor on the external magnetic field [1]. Specific features appear in the characteristics of the superconductor when the particle lattice with a period $d$ is commensurable with the Abrikosov vortex lattice, whose period $d_{a}$ is determined by the external magnetic field $\left(d_{a} \sim\left(\Phi_{0} H\right)^{0.5}\right.$, where $\Phi_{0}$ is the magnetic flux quantum and $H$ is the magnetic field strength). The observation of the commensurability effects in these systems is complicated by the presence of defects in real superconducting films, which leads to distortions of the Abrikosov vortex lattice. To reduce the influence of these distortions, experiments are carried out at a temperature very close to the superconducting transition temperature $T_{\mathrm{c}}: \tau=\left(T_{\mathrm{c}}-T\right) / T_{\mathrm{c}} \sim 0.01$. This hampers
the use of a ferromagnetic particle lattice for controlling the pinning of Abrikosov vortices.

In this context, we propose to study the effect of the inhomogeneous magnetic field of a system of ferromagnetic particles on "weak" superconductors, i.e., Josephson junctions. One can expect that the effects of the commensurability between the periodic magnetic field of the particles and the Josephson vortex lattice will also be observed in such a system and that they will manifest themselves as additional maxima arising in the dependence of the Josephson critical current on the external field $[2,3]$. Owing to the weak pinning of Josephson vortices, this system is preferable over "strong" superconductors. In this paper, we present the results of the first observation of the commensurability effect in Josephson junctions with ferromagnetic particles. Figure 1 shows two types of Josephson junctions with ferromagnetic particles: (a) the edge junction and (b) the overlap junction. We assume that the dependence of the supercurrent through a junction on the


Fig. 1. Schematic diagram of (a) edge and (b) overlap Josephson junctions with ferromagnetic particles.


Fig. 2. SEM image of the system under study: (a) edge and (b) overlap junctions with ferromagnetic particles (the dashed line indicates the junction region).
phase difference between the wave functions of the two superconducting electrodes has a simple harmonic form $j=j_{\mathrm{c}} \sin (\varphi)$. The appearance of the phase difference in the Josephson junction is possible due to the penetration of the scattering fields from the ferromagnetic particles into the junction region. Estimates show that the magnetic field induced by uniformly magnetized particles, when averaged over the junction area, is proportional to the particle thickness and inversely proportional to the junction size in the corresponding direction. In the case of the edge junction (Fig. 1a), the $z$ component of the magnetic field induced by the particles is inversely proportional to the size of the junction along the $Z$ axis. This size is small $(\sim 100 \mathrm{~nm}$ in our case), and the mean magnetic field in the junction is about the mean magnetic moment of the particle lattice. The calculation of the phase difference induced by the particles in the edge junction confirms this assumption [3]. In the case of the overlap junction (Fig. 1b), the $y$ component of the magnetic field is inversely proportional to the junction size along the $Y$ axis $(\sim 10 \mu \mathrm{~m})$. Hence, the mean field induced by the particles proves to be approximately one hundredth of that in the previous case. If we ignore this edge effect, the only possibility for a phase difference to appear in the overlap junction due to the effect of ferromagnetic particles is the formation of Abrikosov vortices in the superconductor. The effect of Abrikosov vortices on the field-dependent critical current of the Josephson junction was discussed in [4,5]. Below, we present the results of an experimental study of the effect produced by a system of ferromagnetic particles on the dependence of the critical current $I_{\mathrm{c}}$ on the external magnetic field for edge and overlap Josephson junctions.

## 1. EDGE JUNCTIONS

For the experimental study of the effect of particles on the critical current of the Josephson junction, we fabricated $\mathrm{Nb} / \mathrm{SiN}_{\lambda} / \mathrm{Nb}$ edge junctions with a chain of Co ferromagnetic particles positioned in the immediate vicinity of the junction region. Figure 2a shows an SEM
image of the system under study. The method of fabrication and the properties of the edge junctions based on Nb films are described in [6]. The ferromagnetic particles were obtained by electron lithography [7] and had lateral dimensions of $300 \times 600 \mathrm{~nm}$ and a thickness of 25 nm . The magnetic state of the particles was monitored by a Solver scanning probe microscope. It is well known [8] that the ground state of such large particles is a vortex state. Investigations have shown that a uniformly magnetized (along the long axis) state is metastable in zero external field if the particle thickness does not exceed some critical value, which is equal to 27 nm in our case. Thus, particles with the aforementioned dimensions can be in both vortex and uniformly magnetized states. In the first case, the magnetic field produced by a particle is absent or very small, whereas the field produced by a uniformly magnetized particle in the junction region is about 100 Oe according to our estimates. This situation is optimal for our purposes, because we can control the magnetic field in the junction by preliminarily magnetizing or demagnetizing the system of particles with the use of an external field applied in the easy (along the long particle axis) or hard (along the short particle axis) magnetization direction.

The dependence $I_{\mathrm{c}}(H)$ was measured by the standard four-probe method at a temperature of $T=4.2 \mathrm{~K}$ (the critical temperature of the superconducting transition in the niobium electrodes was about 9 K ). The external magnetic field was perpendicular to the surface of the superconducting electrodes. Figure 3 shows the results of measuring $I_{\mathrm{c}}(H)$ in two different cases: when the chain of particles is uniformly magnetized (Fig. 3a) and when the particles are in the vortex state (Fig. 3b). The magnetic state was prepared by magnetizing the system in different directions at room temperature and was monitored by the scanning probe microscope (the magnetic force images are shown in the insets). In the case of the uniformly magnetized chain, additional maxima are observed. Their positions are determined by the period of the chain of particles and satisfy the relation

$$
\begin{equation*}
H_{n}=n \Delta H(W / d), \tag{1}
\end{equation*}
$$

where $n$ is the number of a maximum, $\Delta H$ is the period of the critical current oscillations in the Josephson junction without the particles, $W$ is the width of the junction, and $d$ is the distance between the particles. This result confirms the theoretical predictions of [2,3] and can be explained as follows. For a short Josephson junction, the critical current is determined by the expression

$$
\begin{equation*}
I_{\mathrm{c}}=j_{\mathrm{c}} l\left|\int_{0}^{W} \exp \left(\frac{2 \pi i H l x}{\Phi_{0}}\right) \exp \left(i \varphi_{p}(x)\right) d x\right| \tag{2}
\end{equation*}
$$

where $l$ is the effective thickness of the junction, $\varphi_{p}(x)$ is the phase difference induced by the particles, and


Fig. 3. Dependence $I_{\mathrm{c}}(H)$ for an edge junction with (a) a homogeneously magnetized chain of particles and (b) particles in the vortex state.
$\varphi_{p}(x+d)=\varphi_{p}(x)$. It follows from Eq. (2) that the positions of the maxima of the critical current are determined by the condition of commensurability between the spatial wave of the Josephson current, $\Phi_{0} / l H$, and the periodic distribution of the phase difference induced by the particles, $d$. One can say that the short Josephson junction is a Fourier analyzer of the inhomogeneous magnetic field produced by the particles. In our experiment, the Josephson penetration depth is $\lambda_{\mathrm{J}} \sim$ $3 \mu \mathrm{~m}$ while $W \sim 8 \mu \mathrm{~m}$, and, strictly speaking, the condition of the smallness of the junction is not satisfied. However, the commensurability effects, which lead to the appearance of additional maxima, occur in this case as well. If the particles are demagnetized (i.e., in the vortex state), additional maxima are absent (Fig. 3b) and the dependence $I_{\mathrm{c}}(H)$ is close to that observed for the junction without the particles. This result indicates that the process of the hybrid system fabrication did not damage the junction.


Fig. 4. Dependence $I_{\mathrm{c}}(H)$ for an overlap junction when the particles are (a) in the vortex state (the dependences $I_{\mathrm{c}}(H)$ for the junction without the particles and with particles in the vortex state coincide with each other) and (b) magnetized.

## 2. OVERLAP JUNCTIONS

For our experiments, a series of $\mathrm{Nb} / \mathrm{Al}^{2} / \mathrm{AlO}_{x} / \mathrm{Nb}$ overlap junctions were fabricated using the technology described in [9]. The junctions were characterized by the following parameters: the thickness of both the lower electrode and the leads was about 100 nm , the thickness of the upper electrode was about 30 nm , the thickness of the $\mathrm{Al} / \mathrm{AlO}_{x}$ interlayer between the electrodes of the Josephson junction was about 12 nm , and the lateral dimensions of the junction were $20 \times 15 \mu \mathrm{~m}$. On the upper electrode of the junction, a Co particle lattice was fabricated with characteristic dimensions of $300 \times 600 \mathrm{~nm}$ and a thickness of 27 nm . The dimensions of the particle cell were $1 \times 1.5 \mu \mathrm{~m}$. Figure 2 b shows the SEM image of the system under study. A part of the particle lattice lies on the lead, but this is unimportant for our measurements. The measurements of the critical current were performed at a temperature of 4.2 K , and the magnetic field was applied in the junc-
tion plane, along the supercurrent in the electrodes. Figure 4 shows the results obtained by measuring the dependence of the critical current on the external magnetic field for different magnetization states of the particle lattice. When the particles are in the vortex state, the dependence $I_{\mathrm{c}}(H)$ has the same form as that obtained for the junction without the particles (Fig. 4a). A qualitatively different situation is observed when most of the particles in the lattice are uniformly magnetized (Fig. 4b). First, the central peak of the Fraunhofer pattern is split into two and displaced with respect to the zero magnetic field, while its amplitude is smaller by a factor of more than six as compared to the previous case. Second, the behavior of the critical current becomes nonmonotonic in high magnetic fields. However, the positions of the maxima do not satisfy the commensurability condition, i.e., Eq. (1). Note that, after the particles are demagnetized to the vortex state, the critical current and the whole Fraunhofer pattern are restored. Thus, we observe a strong dependence of $I_{\mathrm{c}}(H)$ of the overlap Josephson junction on the magnetic state of the particles.

As discussed above, the considerable effect of the particles on the overlap junction may be attributed to the penetration of the Abrikosov vortices that are induced by the particles into the upper electrode. Experimental studies of the effect of single Abrikosov vortices were performed earlier (see, e.g., [5]). However, in our case, the magnetic particles may induce Abrikosov vortices of different signs, the effect of which on the properties of Josephson junctions has never been studied. The mechanism of the vortex-antivortex pair formation under the action of a particle magnetized along the surface of a superconductor was studied in [10]. For the formation of Abrikosov vortices, the magnetic field of the particle must exceed the upper critical field $H_{c 2}$, because the freezing of the sample occurs in the field of the particle: $H>H_{c 2} \sim \Phi_{0} \tau / \xi_{0}^{2}$, where $\xi_{0}$ is the coherence length at zero temperature. In this case, the scale of variation of the wave function, $\xi=$ $\xi_{0} / \sqrt{\tau}$, should be smaller than the distance between the positive and negative magnetic poles, which is about the particle size $a: \xi>a$. When these two conditions are satisfied simultaneously, they lead to the relation $H>$ $\Phi_{0} / a^{2}$. The latter condition is satisfied for our particles, which allows us to attribute the changes observed in the Fraunhofer pattern of an overlap Josephson junction to the formation of Abrikosov vortices in the upper electrode under the effect of uniformly magnetized particles.

Thus, we have studied the effect of a lattice of ferromagnetic particles on the field dependence of the critical current in Josephson junctions of different structures. Unlike in the previous publications [11], where the effect of the modulation of the critical current density $j_{c}$ was investigated, we studied the effect of the "phase" modulation of the Josephson current under the effect of the inhomogeneous magnetic field produced
by a system of ferromagnetic particles. For edge junctions, we present the results of the first observation of the commensurability effects, which manifest themselves in the presence of additional maxima in the dependence $I_{c}(H)$. In principle, this allows one to use a Josephson junction as a Fourier analyzer for the inhomogeneous magnetic field of a system of submicronsize particles. For overlap junctions, we revealed the substantial effect of the magnetic state of the particles on the dependence $I_{\mathrm{c}}(H)$, which manifests itself as the suppression of the critical current in the absence of the magnetic field and a noticeable change in the Fraunhofer pattern. Estimates show that the changes observed in the experiment may be attributed to the formation of Abrikosov vortices in the upper electrode under the effect of homogeneously magnetized particles. This fact can be used to control the transport properties of such junctions.

We are grateful to A.S. Mel'nikov and A.V. Samokhvalov for useful discussions. This work was supported by the Russian Foundation for Basic Research (project nos. 03-02-16774 and 02-02-16764) and the Russian Academy of Sciences (Program "Quantum Macrophysics").
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#### Abstract

The superconducting transition temperature $T_{\mathrm{c}}$ of hafnium is measured as a function of pressure up to 64 GPa . The character of the pressure dependence of $T_{\mathrm{c}}$ observed at $\alpha-\omega-\beta$ transitions in Hf is found to be similar to that observed for Zr . In the regions of $\alpha$ and $\beta$ phases, $T_{\mathrm{c}}$ increases with pressure with the slopes $d T_{\mathrm{c}} / d P=0.05$ and $0.16 \mathrm{~K} / \mathrm{GPa}$, respectively. At the $\alpha-\omega$ transition, $T_{\mathrm{c}}(P)$ exhibits a tendency to a decrease, while at the $\omega-\beta$ transition, $T_{\mathrm{c}}$ increases stepwise from 5.8 to 8.0 K . The $\alpha-\omega$ transition occurs at pressures between 31.2 and 35.9 GPa , and the $\omega-\beta$ transition, at a pressure of $62 \pm 2 \mathrm{GPa}$. © 2004 MAIK "Nauka/Interperiodica".


PACS numbers: $64.70 . \mathrm{Kb} ; 74.62 .-\mathrm{c}$; 74.62.Fj

## 1. INTRODUCTION

Under normal conditions, the group IV transition metals $\mathrm{Ti}, \mathrm{Zr}$, and Hf have a hexagonal close-packed structure (the hcp $\alpha$ phase), whereas, under pressure, all three elements undergo polymorphic transitions [1]. Titanium first transforms to the hexagonal $\omega$ phase and then, under $P \leq 116 \mathrm{GPa}$, to the $\gamma$ and $\delta$ phases with orthorhombic structures $[2,3]$. The $\alpha-\omega-\beta$ series of structural transitions including the bcc $\beta$ phase was first observed for Zr [4] and later, for Hf [5]. For Zr , the pressure corresponding to the $\omega-\beta$ transition lies within 30 [6] to 33 GPa [4]; for Hf , this pressure was found to be $P=71 \mathrm{GPa}$ [5]. A correct description of the $\alpha-\omega-\beta$ transition series was obtained as a result of theoretical calculations of the structural stability under pressure [7-9], which attributed the structural changes to the $s-d$ electron transfer and the corresponding increase in the $d$ band population. The measurements of the superconducting transition temperature $T_{\mathrm{c}}$ under pressures up to 48 GPa revealed a stepwise increase in $T_{\mathrm{c}}$ at the $\omega-\beta$ transition in zirconium [10]. Akahama et al. [6] noted the closeness of the temperature $T_{\mathrm{c}}$ and the specific volume of bcc niobium under atmospheric pressure to the respective values obtained for $\beta-\mathrm{Zr}$ under $P=30 \mathrm{GPa}$. These facts were explained by an increase in the $d$ band population to a value typical of the group V elements.

Later, structural measurements and measurements of $T_{\mathrm{c}}$ under pressure were carried out for a number of $\mathrm{Zr}-\mathrm{Ti}[11,12]$ and $\mathrm{Zr}-\mathrm{Hf}$ [13] binary alloys. In all the alloys studied, $T_{\mathrm{c}}$ also increased stepwise at the $\omega-\beta$ transition. The isobaric dependences of $T_{\mathrm{c}}$ on the alloy composition, which were obtained from high-pressure experimental data, had a dome like shape similar to that of the corresponding curves obtained for group IV-V alloys at atmospheric pressure [14].

In the framework of the concept of interband electron transfer under pressure, the similarity between the behaviors of Zr and Hf structures under pressure suggests that the pressure dependence of $T_{\mathrm{c}}$ for Hf should be similar to that previously observed for Zr. However, the dependence of $T_{\mathrm{c}}$ on pressure up to the $\omega-\beta$ transition has never been studied experimentally for Hf. In this paper, we describe the measurements of the dependence of $T_{\mathrm{c}}$ on pressure up to 64 GPa for hafnium. In the experimental dependence $T_{\mathrm{c}}(P)$, we reveal anomalies and attribute them to the $\alpha-\omega-\beta$ structural transitions.

## 2. EXPERIMENT

The metallic Hf used in the experiment was prepared by the zone melting of an iodide Hf bar in vacuum. The purity of the initial metal was no lower than $99.95 \mathrm{at} . \%$ with allowance for interstitial impurities. The samples were made by grinding chips of the initial metal to a thickness of $\sim 0.02 \mathrm{~mm}$.

High pressures were obtained using a diamond anvil system made of nonmagnetic materials [15]. The measuring cell is shown in Fig. 1 (the scales are approximately retained). The measuring coil was mounted symmetrically around the anvils, and the reference coil lay in the same plane with the measuring one, at a distance of about 1 mm . The secondary coils were connected against each other. The diameter of the working area of the anvils was about 0.4 mm . The sample and the reference ruby crystals were placed between the anvils in the opening of a metal gasket 0.12 mm in diameter. The pressure medium was a $4: 1$ methanolethanol mixture. The pressure was determined by the displacement of the ruby luminescence line with an accuracy of $\pm 0.05 \mathrm{GPa}$ after low-temperature measure-


Fig. 1. Pressure cell of the diamond anvil system: (1) diamond anvils, (2) reference coil, (3) measuring coil, (4) cylinder of the press, (5) sapphire supports, (6) supporting rings, and (7) piston of the press.
ment cycles with the subsequent heating of the press to room temperature.

The superconducting transitions were detected as anomalies in the temperature dependence of magnetic susceptibility $\chi(T)$, which was measured with a $5.2-\mathrm{kHz}$ alternating current as the sample was heated from the minimum temperature. The minimum temperature equal to 1.3 K was achieved by the vacuum pumping of helium from the cryostat containing the highpressure system. The temperature was measured with an accuracy of $\pm 0.2 \mathrm{~K}$ by a $(\mathrm{Cu}-\mathrm{Fe})-\mathrm{Cu}$ thermocouple.


Fig. 2. Magnetic susceptibility curves $\chi(T)$ measured by heating the sample under the different pressures indicated in the plot. The straight lines illustrate the graphical determination of $T_{\mathrm{c}}$.

The $T_{\mathrm{c}}$ values were determined as the intersection points of the tangent to the steeply dropping part of the $\chi(T)$ curve and the extension of its high-temperature horizontal part.

## 3. RESULTS

Figure 2 shows typical magnetic susceptibility curves $\chi(T)$ measured by heating the sample in different pressure intervals, and Fig. 3 represents the experimental data as the dependence $T_{\mathrm{c}}(P)$.

At atmospheric pressure, Hf has $T_{\mathrm{c}}=0.128 \mathrm{~K}$ [1], which is far below the limit of our measurements. For the first time, the anomaly arising in the $\chi(T)$ curve at the beginning of the superconducting transition was observed at a pressure of 31.2 GPa . At the next pressure value of 35.9 GPa , the superconducting transition also occurred near the lower boundary of the measurement range. In the pressure interval $P=40-60.2 \mathrm{GPa}$, both the beginning and the end of the superconducting transition could be detected in the $\chi(T)$ curves. For all the pressures within this interval, the superconducting transition was spread in temperature over $\sim 1 \mathrm{~K}$. In the pressure interval from 35.9 to 60.2 GPa , the transition points determined as indicated above proved to lie on a single straight line within the measurement accuracy (Fig. 3), and the slope of this line was $d T_{\mathrm{c}} / d P=0.16 \pm$ $0.01 \mathrm{~K} / \mathrm{GPa}$. According to the x-ray structural data [5], the $\alpha-\omega$ transition in Hf occurs within $38 \pm 8 \mathrm{GPa}$. Hence, the linear dependence in the interval of 35.960.2 GPa reflects the behavior of the superconducting transition temperature in $\omega$-Hf. The point determined at 31.2 GPa lies far from this dependence and, presumably, represents the higher temperature of the superconducting transition in $\alpha-\mathrm{Hf}$. In this case, for $\alpha-\mathrm{Hf}$, the slope is $d T_{\mathrm{c}} / d P \approx 0.05 \mathrm{~K} / \mathrm{GPa}$. According to Fig. 3, the


Fig. 3. Pressure dependence of the superconducting transition temperature for Hf. The different kinds of points refer to different phase states of Hf (see the body of the paper).
$\alpha-\omega$ structural transformation occurs in Hf between 31.2 and 35.9 GPa . Thus, the pressure and the interval of the $\alpha-\omega$ transition that we observed in Hf are noticeably smaller than those obtained from structure studies [5], but the narrow interval of this transition agrees well with the data obtained for $\mathrm{Zr}[4,6,10]$ and for $\mathrm{Zr}-\mathrm{Ti}$ and $\mathrm{Zr}-\mathrm{Hf}$ alloys [11-13].

Under higher pressures, the anomaly of $\chi(T)$ changes. The two-step shape of the jump in $\chi(T)$, which is observed at $P=61.5 \mathrm{GPa}$ in Fig. 2 at $T_{\mathrm{c}}=7.55$ and 8.65 K , is an indication of a two-phase $\omega+\beta$ state of the sample under these conditions. The next measurement at $P=64.0 \mathrm{GPa}$ revealed an abrupt jump of $\chi(T)$ at $T_{\mathrm{c}}=8.0 \mathrm{~K}$ within an interval smaller than 0.5 K . The latter value of $T_{\mathrm{c}}$ lies far above the linear dependence $d T_{\mathrm{c}}(P)$ obtained for $\omega$-Hf and indicates a transition to a new single-phase state of Hf, i.e., to the $\beta$ phase. The fracture of the pressure cell did not allow us to study the behavior of $T_{\mathrm{c}}$ in the $\beta$ - Hf stability region.

## 4. CONCLUSIONS

The $\alpha-\omega-\beta$ structural transitions in Hf are accompanied by changes in $T_{\mathrm{c}}$, which are similar to those observed in Zr and in $\mathrm{Zr}-\mathrm{Ti}$ and $\mathrm{Zr}-\mathrm{Hf}$ alloys. In the regions of stability of the $\alpha$ and $\omega$ phases of Hf, the superconducting transition temperatures increase with pressure. The $\alpha-\omega$ transition is presumably accompanied by a small decrease in $T_{\mathrm{c}}$, whereas the $\omega-\beta$ transition is accompanied by a stepwise increase in $T_{\mathrm{c}}$ from 5.8 to 8.0 K .

This work was supported by the Russian Foundation for Basic Research (project no. 03-02-17005) and the Branch of General Physics and Astronomy, Russian Academy of Sciences (Program "Thermal Physics and Mechanics of Intense Pulsed Actions").
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#### Abstract

The simplest model of a two-dimensional fluid is proposed. It is based on the frustrated Heisenberg model that allows qualitative description of the behavior of a pair correlation function for different forms of a two-step potential $U(r)$. The tendency toward the formation of a quasi-bound state is demonstrated for a potential with a local minimum at its repulsive part. It is shown that the fluid can undergo a phase transition upon changing temperature in the case of the two-step potential. © 2004 MAIK "Nauka/Interperiodica".


PACS numbers: 61.20.Gy; 75.10.Jm

The determination of a pair correlation function (PCF) is an important problem in the theory of fluids. Of particular interest is the determination of a PCF in the case of a potential with a nonmonotonic repulsive part. In this case, the PCF was calculated, e.g., by molecular dynamics simulation [1]. It is believed that such calculations give a considerable insight into the theory of phase transitions even in the 1D and 2D systems, e.g., in water under pressure. The typical forms of the potential in fluid models discussed in the literature [1-3] are shown in Figs. 1a and 1b. Both potentials refer to the class of core-softened potentials, and it is precisely this fact that allows the phase transitions in fluids to be studied using such potentials.

In this work, the simplest lattice model based on the frustrated antiferromagnetic 2D Heisenberg model of a two-dimensional fluid is suggested to qualitatively describe the behavior of the PCF in relation to the form of a two-step potential $U(r)$ (Figs. 1c, 1d). This model is the development of the well-known lattice-gas model [4] that is equivalent to the Ising model and is exactly soluble only for a one-step potential. In contrast to the Ising model, the approach suggested in this work is not static and, moreover, it is applicable to the more complicated potentials.

Figure 1c corresponds to the repulsive potential. The potential shown in Fig. 1d has a minimum at short distances that corresponds to a weak attraction between particles and their covalent bonding.

Let us consider a two-dimensional fluid with the average density $\rho_{0}$ and represent the density operator in the form $\hat{\rho}=\rho_{0}+\Delta \hat{\rho}$ at each point $i$, where $\Delta \hat{\rho}=\gamma \hat{S}_{i}^{z}$ and the operator $\hat{S}_{i}^{z}$ is the spin-projection operator for spin $1 / 2$.

Therefore, we assume that the density fluctuation at each point $i$ is described by the spin wave function; i.e.,
the density fluctuation for $\Psi=\binom{1}{0}$ or $\binom{0}{1}$ is positive or negative, respectively. We are interested in the density-density correlation function $\left\langle\Delta \hat{\rho}_{i} \Delta \hat{\rho}_{j}\right\rangle$. Since the coefficient $\gamma$ cannot be calculated within the framework of the suggested approach, the correlation function $\left\langle\Delta \hat{\rho}_{i} \Delta \hat{\rho}_{j}\right\rangle$ will be determined to an accuracy of a proportional factor.

In the lattice model, the points $i$ are defined on a square lattice. The sites $i$ of this lattice correspond to


Fig. 1. (a, b) Typical forms of a step potential in the works on the theory of fluids; (c) a two-step potential in the frustrated Heisenberg model with the frustration parameter $p=$ 0.3 (the spin-exchange constants for the first and second nearest neighbors are $J_{1}=0.7, J_{2}=0.3$ ); (d) a two-step potential in the frustrated Heisenberg model with the frustration parameter $p=1.5\left(J_{1}=-0.5, J_{2}=1.5\right)$.
the "probe" points on the plane, so that the lattice constant $l$ should be chosen so as to describe in reasonable detail the significant potential-variation region. Below, we employ the least detailed description of the potential; i.e., $l>a, \sqrt{2} l>b$, and $2 l>c$ (see Fig. 1).

For the system where the density fluctuations can move, the Hamiltonian can be introduced as

$$
\begin{gather*}
\hat{H}=\frac{1}{2} J_{1} \sum_{\mathbf{i}, \mathbf{g}}\left\{S_{\mathbf{i}}^{z} S_{\mathbf{i}+\mathbf{g}}^{z}+\frac{1}{2}\left(S_{\mathbf{i}}^{+} S_{\mathbf{i}+\mathbf{g}}^{-}+S_{\mathbf{i}}^{-} S_{\mathbf{i}+\mathbf{g}}^{+}\right)\right\} \\
+\frac{1}{2} J_{2} \sum_{\mathbf{i}, \mathbf{d}}\left\{S_{\mathbf{i}}^{z} S_{\mathbf{i}+\mathbf{d}}^{z}+\frac{1}{2}\left(S_{\mathbf{i}}^{+} S_{\mathbf{i}+\mathbf{d}}^{-}+S_{\mathbf{i}}^{-} S_{\mathbf{i}+\mathbf{d}}^{+}\right)\right\}  \tag{1}\\
=\frac{1}{2} J_{1} \sum_{\mathbf{i}, \mathbf{g}} \mathbf{S}_{\mathbf{i}} \mathbf{S}_{\mathbf{i}+\mathbf{g}}+\frac{1}{2} J_{2} \sum_{\mathbf{i}, \mathbf{d}} \mathbf{S}_{\mathbf{i}} \mathbf{S}_{\mathbf{i}+\mathbf{d}}
\end{gather*}
$$

Here, the longitudinal terms correspond to the fluctuation interactions for the nearest $J_{1}$ and next-to-nearest $J_{2}$ neighbors in the probe lattice ( $\mathbf{g}$ and $\mathbf{d}$ are the vectors of the first and second neighbors). For the potentials drawn in Figs. 1c and 1d and with the above-mentioned choice of $l$, the interaction with more distant neighbors is zero.

To characterize the relative heights of the potential steps $J_{1}$ and $J_{2}$, we use the variable $p$ (frustration parameter) that is adopted in the magnetic problems: $p=$ $J_{2} /\left(J_{1}+J_{2}\right), J_{1}=(1-p) J, J_{2}=p J$, and, in what follows, $J=1$.

The transverse terms in the Hamiltonian describe the fluctuation motion. Below, we consider a particular case, where the coefficients of the longitudinal terms and the corresponding transverse terms are identical. Note that the on-site fluctuation repulsion in the model considered is infinite due to the constraints in the spin wave-function space.

Thus, the problem of calculating the fluctuation part of the PCF is reduced to the evaluation of the spin correlation functions $c_{\mathbf{i}, \mathbf{j}}=c_{\mathbf{i}-\mathbf{j}}=\left\langle S_{\mathbf{i}}^{z} S_{\mathbf{j}}^{z}\right\rangle$.

It is essential that, to describe the fluid, the spin problem for a frustrated 2D Heisenberg antiferromagnet should be analyzed within the framework of the approach in which the average values of both the longitudinal and transverse spin components are zero at each site, i.e., within the spin-fluid approach.

For potentials more complicated than the two-step potential, the lattice constant $l$ should be reduced and the model should be generalized to the case of interaction with a large number of nearest neighbors (so that $J_{1}, J_{2}, J_{3}, \ldots, J_{n}$ adequately describe the potential region corresponding to the first coordination spheres in the fluid). Note that, generally speaking, the probe-lattice sites have no relation to the most probable positions of the particles in the fluid. These positions, in principle,
are determined after the calculation of the radial distribution function and correspond to its maxima.

It should be emphasized that the information obtained on the PCF is, generally speaking, sufficient for determining the angle-averaged PCF $h(r)$ and, hence, for determining the isothermal compressibility.

We now briefly describe the computational procedure for the spin correlation functions $c_{i j}$ in our model [5]. The equation of motion for the Green's function $G_{\mathrm{nm}}^{z}=\left\langle S_{\mathbf{n}}^{z} \mid S_{\mathrm{m}}^{z}\right\rangle_{\omega}$ has the form

$$
\begin{equation*}
\omega\left\langle S_{\mathbf{n}}^{z} \mid S_{\mathbf{m}}^{z}\right\rangle_{\omega}=i \varepsilon_{z \beta \gamma} \sum_{\mathbf{f}=\mathbf{g}, \mathbf{d}} J_{f}\left\langle S_{\mathbf{n}+\mathbf{f}}^{\beta} S_{\mathbf{n}}^{\gamma} \mid S_{\mathbf{m}}^{z}\right\rangle_{\omega}, \tag{2}
\end{equation*}
$$

where $J_{g}=J_{1}$ and $J_{d}=J_{2}$. At the second step, the Green's function on the right-hand side of Eq. (2) is obtained in the form

$$
\begin{gather*}
\omega i \varepsilon_{z \beta \gamma} \sum_{\mathbf{f}=\mathbf{g}, \mathbf{d}} J_{f}\left(S_{\mathbf{n}+\mathbf{f}}^{\beta} S_{\mathbf{n}}^{\gamma}\left|S_{\mathbf{m}}^{z}\right\rangle_{\omega}\right. \\
=-2 J_{1} c_{g} \sum_{\mathbf{g}}\left(\delta_{\mathbf{n m}}-\delta_{\mathbf{n}+\mathbf{g}, \mathbf{m}}\right) \\
-2 J_{2} c_{d} \sum_{\mathbf{d}}\left(\delta_{\mathbf{n m}}-\delta_{\mathbf{n}+\mathbf{d}, \mathbf{m}}\right)  \tag{3}\\
\quad+i \varepsilon_{z \beta \gamma} \sum_{\substack{\mathbf{f}_{1}=\mathbf{g}_{\mathbf{\prime}}, \mathbf{d}_{\mathbf{l}} \\
\mathbf{f}_{2}=\mathbf{g}_{2}, \mathbf{d}_{2}}} J_{f_{1}} J_{f_{2}} \\
\times\left\langle i \varepsilon_{\beta j l} S_{\mathbf{n}+\mathbf{f}_{1}+\mathbf{f}_{2}}^{j} S_{\mathbf{n}+\mathbf{f}_{1}}^{l} S_{\mathbf{n}}^{\gamma}+i \varepsilon_{\gamma j l} S_{\mathbf{n}+\mathbf{f}_{1}}^{\beta} S_{\mathbf{n}+\mathbf{f}_{2}}^{j} S_{\mathbf{n}}^{l} \mid S_{\mathbf{m}}^{z}\right\rangle_{\omega} .
\end{gather*}
$$

For the three-site terms on the right-hand side of Eq. (3), we use the approximation

$$
\begin{gather*}
S_{\mathbf{n}+\mathbf{g}_{1}+\mathbf{g}_{2}}^{j} S_{\mathbf{n}+\mathbf{g}_{1}}^{l} S_{\mathbf{n}}^{\gamma} \approx \alpha_{\mathbf{g}} c_{\mathbf{g}}\left(\delta_{j l} S_{\mathbf{n}}^{\gamma}+\delta_{l \gamma} S_{\mathbf{n}+\mathbf{g}_{1}+\mathbf{g}_{2}}^{j}\right)  \tag{4}\\
+\alpha_{\mathbf{g}_{1}+\mathbf{g}_{2}} c_{\mathbf{g}_{1}+\mathbf{g}_{2}} \delta_{j \gamma} S_{\mathbf{n}+\mathbf{g}_{1}}^{l} .
\end{gather*}
$$

Here, $\mathbf{g}_{1}+\mathbf{g}_{2} \neq 0$; the trivial term with $\mathbf{g}_{1}+\mathbf{g}_{2}=0$ is found exactly; and $\alpha$ are the vertex corrections, whose choice is discussed in detail in [5]. In this approach, the damping of the Green's function is absent; i.e., this approach corresponds to the mean-field approximation in the spin-fluid model. Note that, beyond the meanfield approximation and with allowance for the damping, this problem encounters considerable difficulties [6] (similarly to the case of a traditional two-sublattice state [7]).

In the $\mathbf{k}$ space, the Green's function $G^{z}$ takes the form

$$
\begin{equation*}
G_{\mathbf{k}, \omega}^{z}=\left\langle S_{\mathbf{k}}^{z} \mid S_{-\mathbf{k}}^{z}\right\rangle_{\omega}=\frac{F(\mathbf{k})}{\omega^{2}-\omega^{2}(\mathbf{k})} \tag{5}
\end{equation*}
$$

where

$$
F(\mathbf{k})=-2\left[J_{1} c_{g} z_{g}\left(1-\gamma_{g}(\mathbf{k})\right)+J_{2} c_{d} z_{d}\left(1-\gamma_{d}(\mathbf{k})\right)\right]
$$



Fig. 2. Spin correlation function (proportional to the pair density-density correlation function) vs. the distance $R$ between the lattice sites (in the units of the lattice constant $l$ ) for $T=0.5 \mathrm{~J}$ and $p=0.3$. The form of the potential is shown in the inset.

$$
\begin{gathered}
\omega^{2}(\mathbf{k})=2\left[\left(\gamma_{1} K_{1}+\gamma_{2} K_{2}\right)\right. \\
\left.-\left(\gamma_{3} K_{3}-\gamma_{4} K_{4}\right)-\left(\gamma_{5} K_{5}+\gamma_{6} K_{6}\right)\right] .
\end{gathered}
$$

The quantities $K_{1}-K_{6}$ in the expression for the spectrum are

$$
\begin{gathered}
K_{1}=J_{1} J_{2} K_{g d}+J_{1}^{2} \tilde{c}_{g} z_{g}\left(z_{g}-1\right)+\frac{z_{g}}{4}+K_{g g}, \\
K_{2}=J_{1} J_{2} K_{g d}+J_{2}^{2} \tilde{c}_{d} z_{d}\left(z_{d}-1\right)+\frac{z_{d}}{4}+K_{d d}, \\
K_{3}=J_{1}^{2} \tilde{c}_{g} z_{g}^{2} ; \quad K_{4}=J_{2}^{2} \tilde{c}_{d} z_{d}^{2}, \\
K_{5}=J_{1} J_{2} \tilde{c}_{g} z_{g} z_{d}, \\
K_{6}=J_{1} J_{2} \tilde{c}_{d} z_{g} z_{d}, \\
K_{g g}=\sum_{\substack{\mathbf{r}=\mathbf{g}_{1}+\mathbf{g}_{2} \\
\mathbf{g}_{1} \neq-\mathbf{g}_{2}}} \tilde{c}_{r} ; K_{d d}=\sum_{\substack{\mathbf{r}=\mathbf{d}_{1}+\mathbf{d}_{2} \\
\mathbf{d}_{1} \neq-\mathbf{d}_{2}}} \tilde{c}_{r} ; K_{g d}=\sum_{\mathbf{r}=\mathbf{g}+\mathbf{d}} \tilde{c}_{r},
\end{gathered}
$$

where $\tilde{c}_{r}=\alpha_{r} c_{r}$ are the correlation functions including the vertex corrections; $\alpha_{r}, z_{g}$, and $z_{d}$ are the numbers of the nearest and next-to-nearest neighbors in the probe lattice (in our case, $z_{g}=z_{d}=4$ ); and

$$
\begin{aligned}
\gamma_{g}(\mathbf{k}) & =\frac{1}{z_{g}} \sum_{\mathbf{g}} e^{-i \mathbf{k g}}=\frac{1}{2}\left(\cos \left(k_{x}\right)+\cos \left(k_{y}\right)\right) \\
\gamma_{d}(\mathbf{k}) & =\frac{1}{z_{d}} \sum_{\mathbf{d}} e^{-i \mathbf{k} \mathbf{d}}=\cos \left(k_{x}\right) * \cos \left(k_{y}\right)
\end{aligned}
$$

The functions $F(\mathbf{k})$ and $\omega^{2}(\mathbf{k})$ include correlation functions $c_{\mathbf{r}}$ for the first five coordination spheres. Expressing them in terms of the Green's function $G_{\mathbf{q}}^{z}$

$$
\begin{gathered}
c_{\mathbf{q}}^{z}=\left\langle S_{\mathbf{q}}^{z} S_{-\mathbf{q}}^{z}\right\rangle=-\frac{1}{\pi} \int d \omega m(\omega) \operatorname{Im} G_{\mathbf{q}}^{z} \\
=\frac{F(\mathbf{q})}{2 \omega(\mathbf{q})}\left(2 m\left(\omega_{\mathbf{q}}\right)+1\right) ; \quad m(\omega)=\left(e^{\omega / T}-1\right)^{-1}
\end{gathered}
$$

one obtains the system of self-consistent equations that can be solved numerically:

$$
\begin{gathered}
c_{\mathbf{r}}=\frac{1}{(2 \pi)^{2}} \int d \mathbf{q} \mathbf{c}_{\mathbf{q}}^{z} \gamma_{n, m}(\mathbf{q}) ; \quad \mathbf{r}=n \mathbf{g}_{x}+m \mathbf{g}_{y} \\
\gamma_{n, m}(\mathbf{q})=\frac{1}{z} \sum e^{-i \mathbf{q} \mathbf{r}} \\
=\frac{1}{2}\left(\cos \left(n k_{x}\right) \cos \left(m k_{y}\right)+\cos \left(m k_{x}\right) \cos \left(n k_{y}\right)\right)
\end{gathered}
$$

After determining $c_{\mathbf{q}}^{z}$ from these expressions, one can find the correlation function $c_{\mathbf{r}}$ for any $\mathbf{r}$.

Below, we present the results obtained for $c_{i j}$ for two potential types: the first corresponds to the net repulsion (Fig. 1c; $J_{1}>J_{2}>0$ and $p=0.3$ ) and the second corresponds to the potential with a local minimum at short distances (Fig. $1 \mathrm{~d} ; J_{1}<0, J_{2}>0$, and $p=1.5$ ). Unless otherwise indicated, all the further results are presented for the temperature $T=0.5 \mathrm{~J}$. Physically, the second case corresponds to the situation where the particles tend to form covalent bonds upon their approaching each other. The correlation functions $c(\mathbf{r})(\mathbf{r}$ is the probe-lattice site) for the first case are given in Fig. 2. Their behavior corresponds to the standard $h(r)$ dependence; at short distances (in our case, for the first two nearest neighbors in the probe lattice), $c_{1}=c(\mathbf{g})<0$ and $c_{2}=c(\mathbf{d})<0$; and the positive values of the next correlation functions $c_{3}=c(2 \mathbf{g})$ and $c_{4}=c(\mathbf{g}+\mathbf{d})$ describe the first maximum of the function $h(r)$. In the second case (Fig. 3), $c_{1}$ changes sign and becomes positive, though small, while $c_{3}$ remains positive. This fact can be treated as the splitting of the first maximum of $h(r)$, indicating a tendency to the formation of a quasi-bound state by two particles when going from the potential in Fig. 1c to the potential in Fig. 1d.

Note that a similar situation occurring in the twodimensional case with a fixed two-step core-softened potential of the form shown in Fig. 1a (both steps are negative) and the variable density was discussed in [1, 2]. The problem was solved by the molecular dynamics methods. With an increase in the density, the transition was observed from "open" structures to "dense" structures in which particles could penetrate into the soft core. For the dense structure, the first peak of $h(r)$ splits into two peaks and the intensity of the near peak increases with the density. The possibility of transition


Fig. 3. Same as in Fig. 2, but for $p=1.5$.
in the fluid for the core-softened (one-step) potential was also discussed in [3] using the thermodynamic perturbation theory.

We now demonstrate what happens if the height $J_{2}$ of the second step in the two-step potential decreases relative to $J_{1}$, e.g., if one goes from the case shown in Fig. 1c ( $p=0.3$ ) to $p=0.1$. The comparison of Figs. 2 and 4 shows that a change in $h(r)$ mainly leads to a noticeable leftward shift of the first maximum. In addition, the oscillations in $c(\mathbf{r})$ become more pronounced.

Let us consider the influence of temperature on the behavior of $c(\mathbf{r})$ in a fixed potential (i.e., frustration in our case). In Fig. 5, the correlation functions are drawn for several temperatures and $p=0.6$ (the corresponding potential is shown in the inset). One can see that, as the temperature increases from $T=0.25$ to $T=0.75$, the


Fig. 4. Same as in Fig. 2, but for $p=0.1$.
absolute values of $c_{2}$ and $c_{1}$ decrease and increase, respectively. This behavior corresponds to the increase in the population of the second step. No self-consistent solution exists in the temperature interval $T \simeq 0.75-1.0$. However, the solution again appears at $T \gtrsim 1.0$, but its character is qualitatively different from the low-temperature behavior. Namely, $c_{1}$ and $c_{2}$ change drastically: the relative populations of the first and second steps change stepwise, evidencing the liquid-liquid phase transition. The question of the phase-transition kind (first or second) cannot be answered within our approximation, because, to do this, one should abandon the self-consistent approach that preserves the Hamiltonian $\mathrm{SU}(2)$ symmetry.

Among the alternative methods of studying the 2D square frustrated Heisenberg model, we point to the


Fig. 5. (a) Temperature dependence of the first five spin correlation functions for $p=0.6\left(J_{1}=0.4, J_{2}=0.6\right)$. In the phase-transition region (at $T$ close to 0.8 J ), no self-consistent solution exists. The form of the potential is shown in the inset. (b) The spin correlation function vs. the distance between the sites $R$ for $p=0.6$ and several temperatures.
calculation of the perturbation series for the susceptibility of finite-size clusters, the quantum Monte-Carlo method, and the methods of exact cluster diagonalization (for detail, see, e.g., review [8]). However, in the frustration regime at finite temperatures, none of these methods can reliably distinguish the states with spontaneous symmetry breaking (the box phase, the columnar dimerized spin-fluid phase, and the plated phase) and the spin-fluid state considered in this work. Moreover, it is difficult to find the spin correlation functions within the framework of a unified approach using the abovementioned alternative methods over broad frustration and temperature intervals and to study a model with longer-range interactions.

The development of our approach is of interest primarily in the following directions. Since it is based on the isotropic Heisenberg model, the kinetic energy of the density fluctuations (transverse terms) and the potential energy (longitudinal terms) are determined by the same constant $J$. The spin-fluid consideration of the frustrated anisotropic Heisenberg model would be more realistic. To our knowledge, such an approach is lacking as yet within the framework of spin-fluid theories. One more line of investigation is a more accurate analysis of the effect of the potential form (addition of the third step) on the phase transition and on the possibility of forming a quasi-molecular state. The second open problem is the analysis of the change in the shortrange order upon the transition, i.e., the investigation of not only square but also other lattices.

Within our approach, it is impossible to analyze the effect of a change in pressure and density on the behavior of $c(\mathbf{r})$. We note, however, that the two-dimensional molecular dynamics simulation [2] indicates that an
increase in temperature is qualitatively equal to an increase in pressure.

Thus, a lattice spin-fluid approach to the classical fluid has been suggested in this work. It is based on the Heisenberg model and provides a description of the behavior of the total correlation function with a change in the temperature and the potential form.

We are grateful to V.N. Ryzhov and V.V. Brazhkin for discussion of the results. This work was supported by the Russian Foundation for Basic Research.
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#### Abstract

The properties of high-energy ion beams (beamlets) observed in the boundary layer of the plasma sheet of the Earth's magnetotail during short time intervals ( $1-2 \mathrm{~min}$ ) have been considered. Beamlets are induced by nonlinear impulse accelerating processes occurring in the current sheet of the far regions of the geomagnetic tail. Then, moving toward the Earth along the magnetic field lines, they are detected in the magnetotail (in the plasma sheet boundary layer) and in the high-latitude part of the auroral zone in the form of short bursts of highenergy ions (with energies of several tens of keVs). The size of the localization region of the beamlets in the magnetotail and auroral zone has been determined by the epoch-superposition method, and it has been shown that beamlets are concentrated in a narrow region near the plasma sheet boundary, whose latitude size is no more than $0.8^{\circ}$. This conclusion corroborates the theoretical prediction that the nonadiabatic resonant acceleration of ions occurs in a spatially localized region near the separatrix separating the open magnetic field lines and closed field lines, which contain the hot and isotropic plasmas of the plasma sheet. Based on the CLUSTER multisatellite measurements, the spatial structure of beamlets is analyzed and it has been found that the Alfvén wave arises due to the excitation of fire-hose instability at the instant of the exit of the ion beam from the current sheet to the high-latitude region of the far tail of the Earth's magnetosphere. The longitudinal (along the magnetic field) and transverse sizes of a beamlet are estimated. It has been found that the beamlet is a dynamic plasma structure whose longitudinal size is several hundred times larger than its transverse size. © 2004 MAIK "Nauka/Interperiodica".


PACS numbers: 94.30.Ej; 94.30.Gm

## INTRODUCTION

The geomagnetic tail of the Earth's magnetosphere has attracted the attention of researches since its discovery in the late 1960 s as one of the complex and interesting objects in space physics. It is formed on the night side of the Earth due to the elongation of the magnetic field lines of the Earth by the solar wind plasma flow, which moves continuously from the Sun (Fig. 1). From the plasma physics point of view, the geomagnetic tail is a vast self-consistent magneto-plasma configuration ( $\beta \approx 1$ ), where energy coming in the magnetosphere from the solar wind is accumulated. This energy is then released either explosively, causing magnetic substorms, or by small portions through the acceleration of particles. Charged particles entering the magnetosphere, predominantly from the ionosphere and solar wind (primarily from the solar wind excluding disturbed periods), are accelerated in the current sheet of the magnetotail to very high velocities (about several thousands of kilometers per second). The mystery of such an unusually effective acceleration of the plasma
in the Earth's magnetotail has stimulated numerous theoretical and experimental investigations for several decades. In the late 1980s, it was understood that the ion acceleration in the current sheet must occur near the separatrix separating the closed magnetic field lines that intersect the current sheet, which are filled with the hot plasma of the plasma sheet from the open field lines of the high-latitude part of the tail (one of the ends of the latter lines are connected with the ionosphere and the other ends are in the solar wind) [1-3]. The ion fluxes accelerated in the separatrix region, then, move toward the Earth within a narrow region located along the boundary separating the plasma sheet from the comparatively empty (at least, without the hot plasma) high-latitude region of the tail (Fig. 2). This transition region separates the two half-spaces with the different topologies of the magnetic field and different plasma regimes; i.e., it is a near-separatrix layer, and it is called the plasma sheet boundary layer (PSBL). Thus, the PSBL, as a mirror, reflects the complex nonlinear acceleration processes that occur in the far tail and cannot be


Fig. 1. Magnetosphere structure and the orbits of the Interball-1, Interball-2, and CLUSTER satellites.


Fig. 2. Trajectories of particles in the $(X, Z)$ plane that move from the mantle source and interact with the current sheet. In the dependence of the local conditions in the interaction region, particles can either undergo strong scattering and be captured within the current sheet or leave the current sheet and move along the Speiser orbits toward the Earth. These particles form beamlets observed in the plasma sheet boundary layer.
measured in situ. Moreover, this region is a channel through which energy released in the far regions of the tail enters the inner magnetosphere. It was previously thought that the source of the ion acceleration in the current sheet is the large-scale reconnection described by the well-known Petschek model; hence, the accelerated plasma fluxes that are generated by it and then collimated in the PSBL should also be large-scale [4, 5]. In view of this circumstance, it was also thought that the appearance of the accelerated plasma fluxes at the plasma sheet boundary was associated with the development of substorms; i.e., the PSBL exists only during active periods [6]. More recently, owing to numerous observations carried out in the tail by the ISEE-1 and ISEE-2 satellites, it has been understood that the PSBL is a continuously existing part of the tail, because it is observed during long quiet periods.

In many theoretical works [7, 8], it was shown that the ions in the current sheet do not have smooth adia-
batic trajectories. They chaotically move along much more complex nonadiabatic trajectories, because their motion cannot be described by the leading center approximation that is broken in this case. Such particles can undergo strong stochastic scattering when intersecting the current sheet, and their motion sometimes can be completely chaotic [9-11]. The behavior of a particle after its interaction with the current sheet is determined by the so-called adiabaticity parameter $K=$ $\sqrt{R_{\text {curr }} / \rho_{\text {max }}}$, where $R_{\text {curv }}$ is the local curvature radius of the magnetic field lines and $\rho_{\max }$ is the maximum Larmor radius of the particle.

In the dependence of the $K$ value, particles can either undergo strong scattering and be captured in the current sheet or leave the current sheet, moving in the PSBL along open (so-called Speiser) orbits (Fig. 2). More recently, the analytical theory [10] was corroborated by the numerical simulation based on the large-
scale kinetic model of the ion motion in the current sheet [12]. It was shown in [12] that the accelerated ion fluxes moving in the PSBL are not large-scale structures and are rather a set of many spatially separated ion beams whose velocity increases with the altitude of their observation over the neutral sheet. These ion beams were called beamlets. More recently, the numerical simulation results were corroborated by numerous experimental observations [13-16]. Thus, the complex structure of the PSBL represents the nonlinear self-consistent magneto-plasma configuration of the magnetotail, which is in stable equilibrium due to the balance between the plasma inflow from the plasma mantle source and the losses of particles due to their nonadiabatic motion in the tail. The quasi-equilibrium oscillations of the system that arise due to the instantaneous disbalancement between the inflow of particles and their losses occur with a period of $1-5 \mathrm{~min}$ [17]. This period corresponds to the characteristic time scales of the observation of beamlets in the PSBL [13-15]. However, experimental evidence explaining the short time of beamlet observations has not yet been obtained. In other words, it is not clear whether beamlets are spatial or temporal structures. In early works devoted to the kinetic simulation of the processes of the nonadiabatic acceleration of ions in the stationary model of the tail, it was supposed that beamlets are spatially localized long-lived structures [12]. In this case, the short observation time of beamlets is associated with the motion of the plasma sheet boundary with respect to a satellite (the so-called flapping of the plasma sheet). Owing to this flapping, the satellite detects a beamlet only for a short time. At the same time, the time of beamlet generation in the source can be limited to several minutes. More recent works devoted to the simulation of the selfconsistent configuration of the geomagnetic tail [17, 18] show that the finite lifetime of the source can significantly affect their observable manifestations.

The particles from transient plasma structures that move toward the Earth in the PSBL must finally precipitate in the auroral zone. The remaining part of the plasma is reflected from the regions of the strong magnetic field near the Earth, returns to the tail, and is later isotropized (Fig. 2). Numerous investigations were devoted to various structures observed at the plasma sheet boundary in the auroral zone. Among such structures are primarily velocity dispersed ion structures (VDISs) and time-dispersed ion structures (TDISs). The former structures are typical spatial structures [19] and are observed for several tens of minutes. The latter structures are time-of-flight structures with a source located in the equatorial plane comparatively close to the Earth (7-40 $R_{\mathrm{E}}$, where $R_{\mathrm{E}}$ is the Earth's radius). The appearance of these structures in the auroral zone is usually associated with the development of a substorm [20,21]. There is one more mysterious and interesting type of structure, the observation of which will be discussed in this work. We consider structures of this type separately from the above structures, because they are
observed during absolutely quiet periods in contrast to TDISs and they are short (no longer than several minutes) in contrast to VDISs and have no virtually internal dispersion. It was shown in [22] that such undispersed structures, which were detected near the high-latitude boundary of the plasma sheet in the auroral zone, are beamlets precipitating from the tail. In this work, we perform a comparative statistical analysis of the duration of the beamlets observed in the tail and auroral zone in the framework of the international multisatellite project Interball. Moreover, we attempt to separate the time and spacial effects in the observation of the beamlets. In addition, we present new data of observation of beamlets by the satellites of the European project CLUSTER. These satellites conduct measurements simultaneously at four points spaced by distances of about 2000 km . These latest data with high time resolution (compared to the Interball satellite measurements) allow the determination of new properties of beamlets that were unknown previously.

## 2. EXPERIMENTAL DATA

The Interball-1 satellite was launched on August 3, 1995, for studying the boundary layers of the Earth's magnetosphere, including the PSBL, which are very important and interesting from the plasma physics point of view. Owing to its orbit, the satellite was present in the high-latitude regions of the tail and in the PSBL for a long time. In this respect, the Interball-1 had an undeniable advantage for studying the PSBL over other satellites performing measurements in the tail. In each passage through the tail, the Interball-1 satellite intersected its high-latitude part, the PSBL, and the plasma sheet (Fig. 1). In this work, we analyze 42 intersections of the PSBL by the Interball-1 satellite at a distance of $X \sim-25 R_{\mathrm{E}}$. We use the data obtained with the Russian instruments: the magnetic field obtained with the MIF magnetometer and the plasma parameters obtained by the CORALL ion spectrometer.

The measurements in the auroral zone were carried out by the Interball-2 satellite. The plasma data were obtained by the Russian-French ion spectrometer ION. We analyzed 52 intersections of the high-latitude boundary of the plasma sheet by the Interball-2 satellite under quiet geomagnetic conditions at altitudes of about $3 R_{\mathrm{E}}$.

The project CLUSTER involving four satellites (Fig. 1) started in summer 2000. Each year from July to October, their orbits pass through the magnetotail and intersect the plasma sheet from the north to the south. During this period, the distances in this satellite quartet vary from 1500 to 3000 km . In this work, we use the measurements from the HIA (hot plasma analyzer) ion spectrometer and the measurements of the magnetic field from the FGM magnetometer with a resolution of 4 s .


Fig. 3. Beamlet observed by the Interball- 1 satellite in the high-latitude part of the magnetotail on November 25, 1996. The Interball-1 position: $X=-28 R_{\mathrm{E}}, Y_{\mathrm{GSM}}=1.4 R_{\mathrm{E}}$, and $Z_{\mathrm{GSM}}=2.6 R_{\mathrm{E}}$. The upper panel shows the characteristic shape of the velocity distribution function of ions in the beamlet as measured at the time marked by the arrow in the upper part. The distribution function was measured for 2 min and is plotted in the system of the ion velocity components $V_{\perp}(\mathrm{km} / \mathrm{s})$ and $V_{\|}(\mathrm{km} / \mathrm{s})$ perpendicular and parallel to the magnetic field, respectively. The lower panel shows the ion spectrogram plotted in the time-energy $(\mathrm{eV})$ system. The count rate is shown by the gray tones according to the scale shown in the right part of the figure. (From top to bottom) The spectrogram measured by the detector faces the tail (the arrow indicates the beamlet) the spectrogram measured by the detector faces the Sun and the time dependence of the $B_{Z_{\mathrm{GSM}}}, B_{Y_{\mathrm{GSM}}}$, and $B_{X}$ magnetic field components.

## 3. EXPERIMENTAL OBSERVATION OF BEAMLETS BY THE INTERBALL-1 AND INTERBALL-2 SATELLITES

### 3.1. Observations of Beamlets in the Magnetotail

On the spectrograms measured in the PSBL of the magnetotail, beamlets are manifested as short bursts of high-energy ions (with an energy of several tens of keVs ) with a duration of 1-2 min. Velocity dispersion is not usually observed in an individual event. All the observations of beamlets in the PSBL are accompanied by a decrease in the magnetic field magnitude (diamagnetic effect). The velocity distributions of the beamlets have the shape of Peru beans [14, 23-25]. On spectrograms, they can be either isolated from the plasma sheet or observed at the boundary with the plasma sheet. Unfortunately, measurements conducted only at one point are insufficient for definitely concluding whether


Fig. 4. (Dashed lines) Beamlet observed by the Interball-2 satellite near the high-latitude boundary of the plasma sheet in the auroral zone on August 26, 1997. The Interball-2 position: an invariant latitude of $73.5^{\circ}$, a radial distance from the Earth of $2.65 R_{\mathrm{E}}$, and a local time of 2.00 . (From top to bottom) The ion spectrogram in the time-energy system and the electron spectrogram.
beamlets are structures isolated from the plasma sheet or they are connected with the plasma sheet and occur at its boundary. Figure 3 shows a typical example of a beamlet observed in the tail by the Interball- 1 satellite. The satellite flew from the high-latitude region toward the plasma sheet. When the satellite was in the high-latitude region (it is seen from the data on the magnetic field that reaches a high value of 30 nT in this region), on the spectrogram recorded by the detector faces against the Sun, a short ion beam (beamlet) with an energy of about 10 keV and a duration of about 1 min is observed and it is accompanied by a local decrease in the magnetic field magnitude. As seen in the distribution function, the beamlet moves to the Earth with high velocity predominantly along the magnetic field. Unfortunately, the CORALL instrument had a blind angle along the rotation axis (Sun-Earth line). For this reason, the distribution function has a gap in the angular sector corresponding to the velocity directed along the magnetic field.

### 3.2. Observation of Beamlets in the High-Latitude Part of the Auroral Zone

Figure 4 shows the Interball-2 observation of the undispersed structure of precipitating ions in the auroral zone near the high-latitude boundary of the plasma sheet at 21:02-21:09 on August 26, 1997. The duration of this event was equal to 7 min , which was uniquely long for such a structure. This event was observed under absolutely quiet geomagnetic conditions. An interesting feature of such events is the simultaneous observation of comparatively cold electrons ( $E \sim 300-400 \mathrm{eV}$ ), which noticeably differ from the plasma sheet electrons, whose energies are usually higher than 1 keV . This is one more piece of evidence that the phenomena under consideration are observed in the boundary layer beyond the plasma sheet. Such events are the traces of beamlets precipitating in the high-latitude region of the auroral zone from the magnetotail [22].

## 4. STATISTICAL ANALYSIS OF BEAMLETS OBSERVED IN THE TAIL AND AURORAL REGION

The detection of the beamlet in only one point is insufficient for separating the time and spatial effects forming the resulting observable pattern; i.e., it is impossible to estimate the actual duration and spatial size of the beamlet. In addition, nothing can be said about the spatial size of the region where beamlets are located. Nevertheless, having extensive measurements, one can attempt to solve these problems by statistical methods. For the statistical analysis of the spatial distributions of beamlets in the tail and in the high-latitude part of the auroral zone, we first take intervals when the Interball-1 and Interball-2 satellites intersect these magnetosphere regions in the midnight sector $\left(\left|Y_{\mathrm{GSM}}\right| \leq\right.$ $7 R_{\mathrm{E}}$ for the tail and $21.00 \mathrm{~h}<$ MLT $<03.00 \mathrm{~h}$ for the auroral zone) and in the quiet geomagnetic intervals (AE $<100 \mathrm{nT}$ ). We remember that the GSM coordinate system includes the $X$ axis directed to the Sun (along the Earth-Sun line), the $Z$ axis directed along the axis of the Earth's magnetic dipole, and $Y$ axis complementing the right-handed coordinate system (Fig. 1). As a result, 42 intersections of the PSBL in the magnetotail and 52 intersections of the high-latitude boundary of the plasma sheet in the auroral zone were selected.

Figure 5 shows the spectrogram obtained by the epoch-superposition method applied to all the selected intersections of the PSBL in the tail. The spectrogram is plotted in the $\Delta Z$ energy coordinates, where $\Delta Z$ is the distance between the satellite and the plasma sheet boundary (along the $Z_{\text {GSM }}$ direction). The plasma sheet boundary was determined separately for each intersection of the PSBL according to the following criteria: (i) ion temperature $T_{i}>1 \mathrm{keV}$ and (ii) approximately identical count rates in all five polar channels of the CORALL instrument (the differences must be no more


Fig. 5. Ion spectrogram obtained by the epoch-superposition method applied to the 42 intersections of the plasma sheet boundary layer in the magnetotail by the Interball-1 satellite in the quiet geomagnetic intervals. The spectrogram is plotted in the ( $\Delta Z$-ion energy) system, where $\Delta Z$ is the distance between the satellite and (dotted line) the plasma sheet boundary. The count rates in the detectors are shown by the gray tones according to the scale shown in the right part of the figure. The upper and lower panels are the data from the detectors facing the tail and the Sun, respectively.
than $30 \%$ ). Thus determining the plasma sheet boundary in each specific passage, we assign $d Z=0$ to it. As a result, the region $d Z>0$ is the high-latitude part of the tail and the region $d Z<0$ is the inner part of the plasma sheet. The spectrogram from the high-latitude region clearly demonstrates beamlets moving from the tail. Thus, the size of the region (along the $Z_{\text {GSM }}$ direction) where beamlets are observed is statistically estimated as $0.5 R_{\mathrm{E}}$ (or $0.5^{\circ}$ of the invariant latitude).

A similar method was applied to the intersections of the auroral zone by the Interball-2 satellite. According to the auroral data, the latitude size of the region where beamlets are observed is equal to about $0.8^{\circ}$. Thus, we obtained similar results for the size of the beamlet localization region in the tail and auroral zone of the magnetosphere. Thus, we found that beamlets are observed within a very narrow latitude region near the plasma sheet boundary. As is seen in Fig. 5, the probability of their observation decreases when the distance from the plasma sheet boundary increases.

Although we have data on the observation of beamlets at two points (in the tail and auroral zone), it is unfortunately impossible to detect the same beamlet in both regions of the magnetosphere and thereby to separate the time and spacial effects in its observation. The only method that can be applied is the statistical comparison of the beamlet observation durations in the tail and auroral zone. Figure 6 shows the probability of the observation of beamlets in the (a) auroral zone and (b) tail as a function of the event duration. It is seen that the distributions in both magnetosphere regions are similar to each other: the mean duration of the beamlet observations in the tail and auroral zone is equal to


Fig. 6. Probability of beamlet observation vs. event duration for beamlets observed in the (a) auroral zone (Interball-2 satellite data) and (b) the tail (Interball-1 satellite data).
about 1 min , and the distribution tail is well approximated by the power law $F(\tau) \sim \tau^{-0.5}$, where $\tau$ is the beamlet observation duration. We remind that the conditions of the beamlet detection are different in the tail and auroral zone: the velocities of the Interball-1 and Interball-2 satellites, as well as the velocities of the plasma convection, are different. The similarity of the beamlet distributions in both cases seems to be evidence that a time scale of $1-1.5 \mathrm{~min}$ is the actual duration of beamlets; i.e., it is the characteristic time of the impulse acceleration of particles in the far tail. However, a contradiction with the absence of velocity dispersion in a beamlet arises in this case. According to the experimental data, the spread of the longitudinal velocities of ions in the beamlet is equal to $200-500 \mathrm{~km} / \mathrm{s}$. Nevertheless, all the ions are observed almost simultaneously near the Earth. If the acceleration source worked in the impulse mode (i.e., the particles were simultaneously accelerated to different energies) for the absence of dispersion (at least, to within the time resolution of the instrument), this source would be close to the beamlet detection point (according to our estimates, at a distance of no more than $4 R_{\mathrm{E}}$ ). Otherwise, higher energy ions would be observed noticeably earlier than lower energy ions. Since both theory and experiment indicate that beamlets are generated in the far regions of the tail (at distances of about $100 R_{\mathrm{E}}$ from the Earth), the absence of dispersion can be explained only by assuming that the generation of beamlets is not instantaneous; i.e., the source operates at least for $10-15 \mathrm{~min}$. In this case, beamlets are spatial structures with a limited lifetime rather than purely temporal structures (short-lived plasma bursts). Observations of beamlets the CLUSTER satellites, which are presented in the next section, corroborate this assumption.


Fig. 7. Beamlet observed from three CLUSTER satellites (Cl-1, Cl-3, and Cl-4). Upper panel: (from top to bottom) the $\mathrm{O}^{+}$ion spectrogram measured on the $\mathrm{Cl}-4$ satellite, the $\mathrm{H}^{+}$ion spectrogram measured on the $\mathrm{Cl}-4$ satellite, the ion spectrogram (without mass resolution) measured on the $\mathrm{Cl}-3$ satellite, and the ion spectrogram measured on the $\mathrm{Cl}-1$ satellite. Lower panel: the position of the CLUSTER satellites in the time interval under consideration (from top to bottom, in the $X Y_{\mathrm{GSM}}, X Z_{\mathrm{GSM}}$, and $Y Z_{\mathrm{GSM}}$ planes).

## 5. OBSERVATION AND ANALYSIS OF THE BEAMLET STRUCTURE USING CLUSTER SATELLITE DATA

### 5.1. CLUSTER Satellite Observations of Beamlets in the Magnetotail

Figure 7 shows the beamlet observed on three CLUSTER satellites (hereinafter, they are denoted as $\mathrm{Cl}-1, \mathrm{Cl}-3, \mathrm{Cl}-4)$ on September 21, 2001. Unfortunately, ion measurements are unavailable on the fourth satellite (Cl-2). This event was observed under abso-
lutely quiet geomagnetic conditions. In the ion spectrograms shown in Fig. 7, as well as in spectrograms recorded on the Interball-1 satellite (Fig. 3), the beamlet is observed for a short time, has an energy of about 10 keV , and velocity dispersion is virtually absent. Nevertheless, simultaneous measurements at three points reveal some features that cannot be observed from one satellite (Interball-1). On the spectrogram obtained from the CLUSTER satellites, it is clearly seen that the beamlet is first observed on the $\mathrm{Cl}-3$ and $\mathrm{Cl}-4$ satellites for 1.5 min (19:45:30-19:47). The third satellite $\mathrm{Cl}-1$ does not observe the beamlet at that time. Then, the $\mathrm{Cl}-1$ satellite begins to observe the beamlet at 19:47:30, whereas the $\mathrm{Cl}-3$ and $\mathrm{Cl}-4$ satellites cease to observe it. Finally, the $\mathrm{Cl}-3$ and $\mathrm{Cl}-4$ satellites again begin to observe the beamlet at 19:50, whereas it was not observed on the Cl-1 satellite. Such features in the beamlet observation indicate that it has complex geometry, which will be explicitly analyzed in the next section. Here, we point to one more phenomenon that is associated with the origin of the beamlet and has not been observed previously. On the spectrograms shown in Fig. 7, it is clearly seen (particularly in the $\mathrm{Cl}-3$ and $\mathrm{Cl}-4$ satellite data) that the energy of the cold plasma increases (the lower part of the spectrograms) at the instant of the beamlet's pass and the energy of cold ions is maximal at the beamlet boundary. The cold plasma that is extracted from the ionosphere and fills the highlatitude part of the tail is not usually observed by detectors because its energy is lower than the sensitivity threshold of the instruments. However, when some disturbances, such as Alfvén waves, pass, this plasma can be accelerated by the varying electric field associated with the disturbance and it can become observable for the detectors [26]. In this sense, an increase in the velocity of the cold plasma can serve as a good indicator of the motion of magnetic tubes occupied by beamlet ions. We use this phenomenon in the next section when analyzing the spatial structure of the beamlet.

### 5.2. Analysis of the Spatial Structure of the Beamlet

Let us consider the positions of the CLUSTER satellites in the time interval 19:40-20:00 under investigation (the lower panel in Fig. 7). The $\mathrm{Cl}-1$ satellite is always higher (along $Z_{\mathrm{GSM}}$ ) than the $\mathrm{Cl}-3$ and $\mathrm{Cl}-4$ satellites. Since the satellites in this case were in the northern lobe of the tail, this means that the $\mathrm{Cl}-1$ satellite was farther from the plasma sheet than the $\mathrm{Cl}-3$ and $\mathrm{Cl}-4$ satellites were; the distance between the $\mathrm{Cl}-1$ and $\mathrm{Cl}-3$ satellites was equal to about $0.3 R_{\mathrm{E}}$ (the $\mathrm{Cl}-3$ and $\mathrm{Cl}-4$ satellites have virtually identical $Z_{\text {GSM }}$ coordinates). Moreover, the satellites were separated along the $Y_{\text {GSM }}$ direction. The $\mathrm{Cl}-3$ and $\mathrm{Cl}-4$ satellites were maximally separated in the $X$ direction. Since their observations of the beamlet are virtually identical, one can assume that the longitudinal size of the beamlet (along the $X$ direction) is much larger than the distance between the sat-


Fig. 8. Magnetic field hodographs plotted in the $B_{Y^{\prime}}-B_{Z^{\prime}}$ coordinates for the time interval 19:44-19:54. The circles are the times of the beamlet observation (observation of particles with energies higher than 5 keV ).
ellites ( $>0.4 R_{\mathrm{E}}$ ). Thus, the observed beamlet is spatially localized (i.e., its size is smaller than the distances between the satellites) along the directions $Y_{\text {GSM }}$ and/or $Z_{\text {GSM }}$. In order to involve the fourth measurement point (Cl-2 satellite), we use the magnetic field measurements that are available on all four satellites. It turns out that the variations in the magnetic field components observed on the Cl-2, Cl-3, and Cl-4 satellites are similar to each other, whereas they are different on the $\mathrm{Cl}-1$ satellite. One may assume that the beamlet and the corresponding disturbance of the magnetic field first pass through the $\mathrm{Cl}-2, \mathrm{Cl}-3$, and $\mathrm{Cl}-4$ satellites and then approach the Cl-1 satellite. Introducing a new coordinate system $X^{\prime} Y^{\prime} Z$, where the $X^{\prime}$ axis is directed along the unperturbed magnetic field lines of the high-latitude part of the magnetotail, the $Y$ axis passes through the $\mathrm{Cl}-2, \mathrm{Cl}-3$, and $\mathrm{Cl}-4$ satellites, and the $Z$ axis complements the right-handed triple, we plot the hodograph of the magnetic field in the $Y^{\prime} Z$ plane for the time interval corresponding to the beamlet observation (Fig. 8). The hodographs are virtually symmetric in the $Y^{\prime} Z^{\prime}$ plane for all four satellites, and the variation in the magnetic field is maximal along the $Y^{\prime}$ direction. Moreover, the variations in the magnetic field component $B_{Y}$ and the velocity component $V_{Y^{\prime}}$ of the cold plasma (which was mentioned in the preceding section) occur synchronously and are maximal at the beamlet boundary. Let the beamlet be coupled with a magnetic disturbance propagating toward the Earth with a velocity of $V_{\text {prop }}$ along the magnetic field lines (along the $X^{\prime}$ axis of our coordinate system, Fig. 9). Owing to the freezing of the mag-


$$
\begin{aligned}
& \tan \theta=V_{\text {prop }} / V_{\perp Y^{\prime}} \\
& \text { or } \\
& \tan \theta=B_{Y^{\prime}} / B_{X^{\prime}}
\end{aligned} \longrightarrow V_{\text {prop }}=\frac{V_{\perp Y^{\prime}}}{B_{Y^{\prime}} / B_{X^{\prime}}}
$$

Fig. 9. Scheme of the magnetic field disturbance (snake) coupled with the beamlet in the ( $X^{\prime} Y^{\prime}$ ) plane. The condition of freezing of the magnetic field to the cold plasma provides a formula for determining the disturbance propagation velocity $V_{\text {prop }}$ along the unperturbed magnetic field direction in terms of the measured cold-plasma velocity component $V_{\perp Y^{\prime}}$ and the magnetic field components $B_{Y^{\prime}}$ and $B_{X^{\prime}}$.
netic field to the cold component of the plasma, variations in the magnetic field (which, as was shown above, occur primarily along the $Y^{\prime}$ direction) must be directly related to changes in the velocity $V_{\perp Y^{\prime}}$ of the cold plasma. The relation between $B_{Y^{\prime}}$ and $V_{\perp Y^{\prime}}$ makes it possible to determine the disturbance propagation velocity along the magnetic field as

$$
\begin{equation*}
V_{\text {prop }}=\frac{V_{\perp Y}}{B_{Y^{\prime}} / B_{X^{\prime}}} \tag{1}
\end{equation*}
$$

(see Fig. 9). Thus, the velocity $V_{\text {prop }}$ is equal to the slope of the plot of the $\mathrm{Cl}-1, \mathrm{Cl}-3$, and $\mathrm{Cl}-4$ satellite data in the coordinates $B_{Y^{\prime}} / B_{X^{\prime}}$ and $V_{\perp Y^{\prime}}$. The velocity of the disturbance propagation was equal to $570 \mathrm{~km} / \mathrm{s}$, and the Alfvén velocity calculated from a magnetic field magnitude of $|B|=31 \mathrm{nT}$ and a plasma density of $n_{\mathrm{H}+}=$ $n_{\mathrm{O}+}=0.06 \mathrm{~cm}^{-3}$, which were observed at that time, was equal to $V_{\mathrm{A}}=640 \mathrm{~km} / \mathrm{s}$. These two velocities are close to each other. Therefore, one may assume that the disturbance coupled with the beamlet is an Alfvén wave propagating toward the Earth.

Knowing the disturbance propagation velocity along the magnetic field (along the $X^{\prime}$ axis), one can transform the time variations to spatial variations as $X_{i}^{\prime}=t_{i} V_{\text {prop }}$ (where $t_{i}$ is the times when the beamlet was observed) and study the beamlet geometry. Figure 10 shows the projections of the magnetic field onto the ( $X^{\prime} Y^{\prime}$ ) plane that were measured in the time interval 19:44-19:54. This time interval was transformed to spatial coordinates $X^{\prime}$, where $X^{\prime}=0$ corresponds to the beginning of the analyzed time interval (19:44). The magnetic field projections measured on the $\mathrm{Cl}-1, \mathrm{Cl}-3$, and Cl-4 satellites are shown by the gray tones corre-


Fig. 10. Instantaneous "photograph" of the spatial structure of the beamlet (in the $X^{\prime} Y^{\prime}$ projection). The spatial scale $X^{\prime}$ (in $R_{\mathrm{E}}$ ) in the lower panel corresponds to the time scale in the upper panel. The upper panel: the time dependence of the magnetic field magnitude $|B|$ (in nT ) according to the data from four CLUSTER satellites (the satellite numbers are indicated on the right). The closed rectangles are the periods of decreasing $|B|$ (diamagnetic effect), which are initiated by the passage of high-energy ions (beamlet) through the corresponding satellite. The lower panel: the projections of the magnetic field in the $\left(X^{\prime} Y^{\prime}\right)$ plane as measured on four CLUSTER satellites. For the $\mathrm{Cl}-1, \mathrm{Cl}-3$, and Cl-4 satellites (on which the plasma measurements are available), the magnetic field projections are shown by the gray tones corresponding to the density of ions with energies above 5 keV (beamlet) according to the scale shown in the right part of the figure. With the use of the data on the beamlet density and on the time dependence of $|B|$, the projections of the magnetic field lines that contain beamlet ions and sequentially pass through all four CLUSTER satellites are plotted by the solid lines.
sponding to the density of high-energy ions ( $E>5 \mathrm{keV}$ ) according to the scale shown in the right part of the figure. Thus, it is seen on which magnetic field lines the beamlet is located and which magnetic field lines are empty (these lines are shown by the dashed lines). Since the $\mathrm{Cl}-2$ satellite did not perform plasma measurements and we could not directly indicate the beamlet localization by the gray tone, to determine the beamlet structure, we used additional data on the time dependence of the magnetic field magnitude and the total flux of electrons with energies $0.1-1 \mathrm{keV}$, which were available from all four satellites. Moreover, to correctly reconstruct the beamlet geometry, we take the distances between the CLUSTER satellites in the $Y^{\prime}$ direction equal to the values that were in the indicated time interval. Thus, Fig. 10 is an instantaneous "photograph" of the beamlet. This figure clearly shows that the beamlet is a "snake" propagating in the $X^{\prime} Y^{\prime}$ plane. The width of this snake in the $Y$ direction is as small as $0.25 R_{\mathrm{E}}$, whereas the length of the beamlet structure in the
$X^{\prime}$ direction is no less than $25 R_{\mathrm{E}}$. Unfortunately, this event provides no information on the beamlet size in the $Z$ direction. As seen in Fig. 10, good agreement between the magnetic field projections in the time interval 19:46-19:48 was observed only for the $\mathrm{Cl}-2, \mathrm{Cl}-3$, and $\mathrm{Cl}-4$ satellites (through which common magnetic field lines can be drawn) and only these satellites detected the beamlet in this time interval (the $\mathrm{Cl}-1$ satellite did not detect the beamlet, because this satellite was located higher in $Z$ ). However, in the time interval 19:48-19:51, the magnetic field projections measured on all four satellites agreed well with each other: the magnetic field lines containing the beamlet sequentially pass through all four satellites. This means that the field tubes containing the beamlet rose up to the $\mathrm{Cl}-1$ level and the size of the beamlet in the $Z$ direction exceeds the distance between the satellites, i.e., is larger than $0.3 R_{\mathrm{E}}$.

Thus, the beamlet is a plasma structure that is elongated along the magnetic field and whose longitudinal size is larger than its transverse size by a factor of several tens. This experimentally determined fact finally corroborates the fact that beamlets are generated in the spatially localized regions of the current sheet of the magnetotail. Therefore, they are manifestations not of the large-scale reconnection but of local acceleration sources acting in various parts of the far current sheet.

A new interesting feature of the beamlet is its bending. Since a beamlet is a beam of fast ions (in the case under consideration, the velocity of the ions along the magnetic field was equal to about $800 \mathrm{~km} / \mathrm{s}$ ) with a pronounced temperature anisotropy ( $T_{\|} \geqslant T_{\perp}$ ), at the time of the ejection of the beamlet from the current sheet to the high-latitude region of the tail, fire-hose instability is developed in the beam and gives rise to the bend of the magnetic field lines along which the beamlet propagates, i.e., to the excitation of the Alfvén wave. Indeed, fire-hose instability arises under the condition $p_{\|}-p_{\perp}>$ $B_{\text {lobe }}^{2} / 4 \pi$, where $p_{\| \mid}$and $p_{\perp}$ are the plasma pressures along and across the magnetic field, respectively, and $B_{\text {lobe }}$ is the magnetic field magnitude where the ion beam propagates. Since beamlets are generated in far regions of the magnetotail (at distances of about $100 R_{\mathrm{E}}$ from the Earth), where the high-latitude magnetic field $B_{\text {lobe }}$ is quite weak ( $B_{\text {lobe }} \sim 5-8 \mathrm{nT}$ ), the condition of firehose instability is easily satisfied. Indeed, in the example under consideration, the plasma density in the beamlet is equal to $n=0.05 \mathrm{~cm}^{-3}$ and the longitudinal and transverse temperatures are equal to $T_{\|}=8 \mathrm{keV}$ and $T_{\perp}=20 \mathrm{eV}$, respectively. Therefore, $p_{\|}=0.064 \mathrm{nPa}$, $p_{\perp}=0.00016 \mathrm{nPa}\left(p_{\|}-p_{\perp}=0.063 \mathrm{nPa}\right)$, and $B_{\text {lobe }}^{2} / 4 \pi=$ $0.05 \mathrm{nPa}\left(\right.$ for $\left.B_{\text {lobe }}=8 \mathrm{nT}\right)$; i.e., $\left(p_{\| \|}-p_{\perp}\right) /\left(B_{\text {lobe }}^{2} / 4 \pi\right) \approx$ $1.5>1.0$. Thus, when the beamlet enters the high-latitude region of the tail, fire-hose instability arises in the tail and generates the Alfvén wave, which propagates in the $X^{\prime} Y^{\prime}$ plane. As known from magnetohydrodynamics,
the plasma is hydrodynamically stable if the magnetic field increases with the distance from the plasma boundary [27]. Magnetic field gradients can stabilize the development of fire-hose instability. In this sense, one can expect that unstable magnetic disturbances will be polarized in the $X Y$ plane, because the gradients of all the parameters of the plasma and magnetic field across the tail (in the $Z_{\text {GSM }}$ direction) are at least two orders of magnitude higher than those in the morningevening direction are (i.e., along the $Y_{\text {GSM }}$ direction). Thus, the basic component of the Alfvén disturbance must be directed along the $Y_{\mathrm{GSM}}$ direction, as was observed in the experiments.

Thus, the CLUSTER multisatellite measurements revealed a new feature of beamlets that was not detected previously. The excitation of the fire-hose instability on the magnetic field lines along which the beamlet propagates makes it possible to experimentally estimate at least the lower bound of the distance from the Earth to the source of its generation (using the maximum value $B_{\text {lobe }}$ for which the instability criterion can still be satisfied). In particular, the instability condition is still satisfied for $B_{\text {lobe }}=8 \mathrm{nT}$ in the example under consideration. According to the magnetic field measurements made by the Geotail satellite in the far tail, this field value is observed at distances $\geq 80 R_{\mathrm{E}}$ [28].

Thus, according to the CLUSTER multipoint measurements, beamlets are spatial structures. The short time of their observation ( $1-2 \mathrm{~min}$ ) is attributed to the motion of the beamlet with respect to the satellite, and such motion is possible not only in the vertical plane (the flapping of the plasma sheet along the Z axis) but also in the horizontal plane (along the $Y$ axis) due to the bending of force tubes along which beamlet particles move. The close times of the detection of beamlets observed in the tail and auroral zone (Fig. 6) does not contradict this statement. This can be proved as follows.

Indeed, the beamlet observation time is $\Delta t=L / V_{\perp}$, where $L$ is the transverse size of the beamlet and $V_{\perp}$ is the velocity of the magnetic tubes filled with beamlet ions across the magnetic field. According to Eq. (1), the transverse velocity of the tubes is related to the longitudinal velocity of the disturbance propagation (Alfvén velocity) as

$$
\begin{equation*}
V_{\perp}=\frac{V_{\mathrm{A}} B_{\perp}}{B} \approx \frac{B_{\perp}}{\sqrt{n m_{i}}}, \tag{2}
\end{equation*}
$$

where $V_{\mathrm{A}}$ is the Alfvén velocity, $n$ is the plasma density, $m_{i}$ is the mass of ions (predominantly $\mathrm{H}^{+}$), and $B_{\perp}$ is the magnetic field component that is perpendicular to the unperturbed magnetic field $B$ and arises upon passing the beamlet. Let $S_{1}$ and $S_{2}, B_{1}$ and $B_{2}$, and $B_{1 \perp}$ and $B_{2 \perp}$ be the section areas, unperturbed magnetic fields, and perpendicular components of the magnetic field in the tail and auroral zone, respectively. Then, from the con-


Fig. 11. Scenario of the generation of beamlets in the current sheet of the Earth's magnetotail. For the processes of the transformation and dissipation of energy, the current sheet is not homogeneous, but it is space consisting of intermittent (shaded ovals) regions of intense ion dissipation and (open ovals) sites of the resonant acceleration of the plasma. The distribution of these regions is not stationary. It continuously changes: in various parts of the current sheet, new regions of the resonant acceleration of beamlets flash or old such regions decay. The magnetosphere regions are (I) the mantle, (II) high-latitude part of the tail, (III) plasma sheet boundary layer, and (IV) the plasma sheet.
dition of the conservation of the energy flux of the wave connected with the beamlet, we obtain the condition

$$
\begin{equation*}
B_{1 \perp}^{2} S_{1}=B_{2 \perp}^{2} S_{2} . \tag{3}
\end{equation*}
$$

The magnetic flux conservation condition yields

$$
\begin{equation*}
B_{1} S_{1}=B_{2} S_{2} . \tag{4}
\end{equation*}
$$

Therefore,

$$
\begin{equation*}
B_{1 \perp} / B_{2 \perp}=\sqrt{B_{1} / B_{2}} . \tag{5}
\end{equation*}
$$

Let $\Delta t_{1}$ and $\Delta t_{2}$ be the time interval of the beamlet observation in the tail and auroral zone, respectively. We verify whether these time intervals can be close, as was experimentally found in the preceding section under the assumption that the beamlet is a spatial structure. Using Eqs. (2)-(5), we obtain

$$
\frac{\Delta t_{1}}{\Delta t_{2}}=\frac{\sqrt{S_{1}} / V_{1 \perp}}{\sqrt{S_{2}} / V_{2 \perp}}=\frac{B_{2}}{B_{1}} \sqrt{\frac{n_{1}}{n_{2}}} .
$$

Since the magnetic field is equal to $B_{1} \sim 30 \mathrm{nT}$ and $B_{2} \sim$ 300 nT in the high-latitude part of the tail and auroral zone, respectively, and the respective plasma densities are equal to $n_{1} \sim 0.2 \mathrm{~cm}^{-3}$ and $n_{2} \sim 20 \mathrm{~cm}^{-3}$, the ratio of the time intervals of the beamlet observation is equal to $\Delta t_{1} / \Delta t_{2} \approx 1.0$; i.e., the beamlet observation durations in both regions of the magnetosphere are indeed very
close to each other due to the composition of the physical parameters. Thus, the statistical result presented in the preceding section does not contradict the new understanding of the beamlet as a spatial structure with which the Alfvén wave propagating toward the Earth is connected.

## 6. CONCLUSIONS

The available satellite measurements have sufficient time resolution to ensure in situ analysis of a fundamentally important physical phenomenon-the dissipation of the magnetic energy through localized short-time plasma injections as bursts. It is important that the magnetic field energy is transformed in this case not only to the chaotic heating of solar wind ions but also to the ordered (kinetic) energy of ion beams. This phenomenon has analogues in the solar atmosphere. As was shown by Parker [29] and other researchers, small-scale nanoflares, in which the basic energy heats the corona to millions of degrees, are the most important component of solar activity. Our conclusions concerning the nanoflares in the Earth's magnetotail are as follows.
(i) High-velocity ion beams (beamlets) are observed in the PSBL of the magnetotail and near the high-latitude boundary of the plasma sheet in the auroral zone as short plasma bursts, which are usually dispersionless and have energies of several tens of keVs and durations of $1-2 \mathrm{~min}$.
(ii) Both in the tail and in the auroral zone, beamlets are localized near the plasma sheet boundary in a region with a latitude size of $0.5^{\circ}-0.8^{\circ}$.
(iii) A beamlet is a spatial structure that is connected with an Alfvén wave propagating toward the Earth and exists for $10-15 \mathrm{~min}$. Analysis of simultaneous observations of the beamlet at several points provides an estimate of its spatial sizes. The beamlet is elongated along the magnetic field: its longitudinal size (several tens of the Earth's radii) is much larger than the transverse size (no more than one Earth's radius). This is one more piece of evidence that beamlets are generated in the spatially localized regions of the current sheet of the magnetotail.
(iv) The multisatellite observations show that the beamlet is not a straight-line structure extended along the magnetic field (as was supposed previously) but has a snake shape formed due to the development of firehose instability, which arises when the beamlet leaves the current sheet at the site of its generation in the far tail of the magnetosphere. Using the maximum value of the magnetic field for which the fire-hose instability condition is still satisfied, one can estimate the lower bound of the distance from the Earth to the beamlet source. For the case under consideration, this distance exceeds $\sim 80 R_{\mathrm{E}}$.

On the whole, our results corroborate the model of the nonadiabatic acceleration of the plasma that leads to the generation of beamlets during transient processes
sporadically occurring in various regions of the tail even under the quietest conditions. Such short-lived fast ion beams (beamlets) need not necessarily be associated with reconnection (i.e., with the change of the $B_{z}$ sign in the current sheet). A pure nonadiabatic mechanism is possible in regions with a weak quasi-stationary magnetic field $B_{z}>0$. If reconnection is a source of beamlets, it must certainly be localized in space. Such properties of reconnection occurring in the magnetotail have been actively discussed for the last decade [3033]. In any case, the pattern of the transformation and dissipation of energy in the hot plasma of the magnetotail is associated with multisite (intermittent) events (Fig. 11) that flash in various parts of the current sheet [34, 35]. Such a pattern is very far from the recently dominating concepts of the globality and quasi-stationarity of such processes.
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[^0]:    ${ }^{\text {II }}$ This article was submitted by the author in English.

[^1]:    ${ }^{1}$ For our choice of the initial conditions, the lifetime of QGP is $\sim 3 \mathrm{fm}$ for RHIC. However, in the interval $\tau \sim 3-6 \mathrm{fm}$, the density of the mixed phase is practically the same as that for the pure QGP phase.

