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#### Abstract

Possible equilibrium rotating magnetized plasma configurations in which angular asymmetry due to a nonuniform distribution of the molecular weight is absent are studied. The viscosity of the medium is assumed to be negligible. The variables in exact nonlinear equations are separated by representing the vector fields as series in orthogonal vector spherical harmonics. These series are normally divergent. However, the truncation of the series is also possible. Equilibrium models corresponding to the truncated series are generalizations of a simple rigidly rotating model. They are studied below. It is shown that nonaxisymmetric equilibrium structures with the magnetic field of a tilted dipole are possible. In the case of an isothermal atmosphere, conditions for the superrotation of the medium and meridional circulation of the matter may arise. The feasibility of such conditions in the Earth's upper atmosphere is discussed. © 2001 MAIK "Nauka/Interperiodica".


## INTRODUCTION

We consider simple rotating and magnetized models by expressing all vector fields as series in terms of a complete system of orthogonal vector spherical harmonics. In this case, the separation of variables (angular variables and radius vector) in exact equations is possible, irrespective of whether an equation is linear or nonlinear, and conditions of the regular spatial behavior of the fields are taken into account (Section 1). Analysis of nonlinear equations obtained from the initial equations by separating the variables and having the form of infinite series in the aforementioned harmonics suggests that there exist some purely mathematical problems that have escaped the researchers in considering the sets of complex multidimensional initial equations. The case in point is that, for infinite series with nonlinear terms, the number of terms usually increases more rapidly than the number of variables in going to the next approximation. Because of this, a nonzero solution may become impossible (Section 2). Such a difficulty due to the nonlinearity of the magnetic force was discussed in [1,2] as applied to the equilibrium problem for an insulated axisymmetric magnetic tube in the radiant zone of a nonrotating star. In this case, the equilibrium problem has a solution only for the dipole field. Probably, spotty chemical inhomogeneities in magnetic stars may be associated with nondipole fields [3, 4].

Thus, a general solution to the equilibrium problem for rotating magnetized nonviscous configurations that corresponds to a nonlinear force described by a finite series in vector spherical harmonics is of great interest. Below, we study the case where these series for the hydrodynamic velocity and magnetic field are trun-
cated at the initial step (Sections 2 and 3). The equilibrium configurations considered are the generalizations of a simple nonmagnetic rigidly rotating model or a fixed model with a dipole magnetic field. Our aim is to answer the following questions: (1) Whether the rigid rotation of the medium is the only possible motion in the above models and (2) whether the equilibrium condition can be satisfied if the dipole magnetic field is tilted about the rotational axis.

To do this, we derived general exact formulas for nonlinear forces under the condition of series truncation (Section 3). The formulas show that a simple exact solution can be found for both the axisymmetric angular rotation velocity and the hydrodynamic velocity having a longitude-dependent component. In the latter case, the meridional component of the hydrodynamic velocity also exists. Such a complex motion of the medium with meridional matter circulation could facilitate temperature equalizing between the near-equatorial and polar regions even in the absence of convective instability. The relations derived allow the numerical study of such models by using exact equations. Nonrotating models with a tilted (with respect to the rotation axis) dipole magnetic field can also be considered.

Section 4 deals with models where the pressure depends only on the density. In particular, this takes place in isothermal zones that are uniform in composition. Such zones are common in the upper atmospheres of stars and planets. Our relations allow one to analyze the onset of the conditions for the superrotaion of the medium and meridional circulation of matter in these partially or totally ionized upper isothermal atmo-
spheres when the generating magnetic field extends into upperlying layers together with charged particles.

The zones with superrotation apparently do exist in the atmospheres of several planets, including the Earth. The presence of the zone in the Earth's atmosphere where the angular rotation velocity increases by approximately $30 \%$ follows from changes in the tilts of the satellite orbits [5]. The case in point is altitudes of about 200 km , i.e., the lower bound of the upper isothermal region. Our calculations yield a small superrotation region 30 km wide (Section 4). Below, an attempt will be made to apply our results for the explanation of the strong superrotation observed in Venus' upper atmosphere, which rotates two orders of magnitude faster than the planet itself. Note also that the ejections of matter and field also occur in the solar corona. A brief analysis of these problems is given in Section 5.

## 1. BASIC EQUATIONS

The equilibrium equation and its curl are given by

$$
\begin{gather*}
\frac{1}{2} \nabla(\mathbf{v} \cdot \mathbf{v})+\mathbf{Q}+\frac{1}{\rho} \nabla p+\nabla \Phi=0  \tag{1}\\
\mathbf{R}+(\nabla p \times \nabla \rho) / \rho^{2}=0 \tag{2}
\end{gather*}
$$

where

$$
\begin{gather*}
\mathbf{Q}=(\operatorname{curl} \mathbf{v}) \times \mathbf{v}-(\operatorname{curl} \mathbf{B}) \times \mathbf{B} /(4 \pi \rho)  \tag{3}\\
\mathbf{R}=\operatorname{curl} \mathbf{Q} \tag{4}
\end{gather*}
$$

Here, $\mathbf{v}, \mathbf{B}, \Phi, p$, and $\rho$ are the hydrodynamic velocity, magnetic field, gravitational potential, pressure, and density of the medium, respectively. The two vectors in parentheses mean the scalar product, and $\nabla$ is the nabla operator.

Along with Eq. (1), the complete set involves

$$
\begin{equation*}
\operatorname{div}(\rho \mathbf{v}) \approx 0, \quad \operatorname{div} \mathbf{B}=0 \tag{5}
\end{equation*}
$$

and the equations for field and energy (the last two are omitted). In what follows, we consider the approximation of slow rotation and weak magnetic force. Therefore, the density appearing in the formula for the magnetic force can be treated as spherically symmetric. In this approximation, both the second term in (2) and the term with the pressure gradient in (1) can be linearized. As a result, the basic nonlinear problems reduce to the study of the eddy component of the nonlinear force. However, we will also consider the term with the scalar product $\mathbf{v} \cdot \mathbf{v}$.

The separation of variables is made by expanding any vector $\mathbf{f}$ (or scalar $p$ ) in orthogonal vector spherical harmonics $\mathbf{Y}_{J M}^{(\lambda)}$ (or in spherical functions $Y_{J M}$ ):

$$
\mathbf{f}=\sum_{\lambda J M} f_{J M}^{(\lambda)} \mathbf{Y}_{J M}^{(\lambda)}=\sum_{J M}\left\{\mathbf{i}_{r} f_{J M}^{(-1)} Y_{J M}\right.
$$

$$
\begin{gather*}
+\mathbf{i}_{\vartheta} \frac{1}{[J(J+1)]^{1 / 2}}\left[f_{J M}^{(+1)} \frac{\partial Y_{J M}}{\partial \vartheta}-\frac{M}{\sin \vartheta} f_{J M}^{(0)} Y_{J M}\right]  \tag{6}\\
\left.+\mathbf{i}_{\varphi} \frac{i}{[J(J+1)]^{1 / 2}}\left[\frac{M}{\sin \vartheta} f_{J M}^{(+1)} Y_{J M}-f_{J M}^{(0)} \frac{\partial Y_{J M}}{\partial \vartheta}\right]\right\} \\
p=\sum_{J M} p_{J M} Y_{J M} \tag{7}
\end{gather*}
$$

where $f_{J M}^{(\lambda)}=f_{J M}^{(\lambda)}(r) ; Y_{J M}=Y_{J M}(\vartheta, \varphi) ; \mathbf{i}_{r}, \mathbf{i}_{\vartheta}$, and $\mathbf{i}_{\varphi}$ are the unit vectors of the spherical coordinate system $(\mathbf{r}, \vartheta$, $\varphi) ; J$ is a nonnegative integer; $M=-J,-J+1, \ldots, J ; \lambda=$ $-1,0$, or +1 ; and the coefficients $f_{J M}^{( \pm 1)}$ and $f_{J M}^{(0)}$ define the poloidal and toroidal components, respectively.

In particular, the coefficients $v_{J 0}^{(0)}$ describe the rotation of the medium for $\mathbf{f}=\mathbf{v}$. For instance, if the only significant term is that with $J=1$, we have

$$
\begin{equation*}
v_{10}^{(0)}=-i r \Omega(8 \pi / 3)^{1 / 2} \tag{8}
\end{equation*}
$$

where $\Omega$ is the angular rotation velocity.
In the case of an axisymmetric dipole magnetic field, $\mathbf{f}=\mathbf{B}$ and the only nonzero coefficient is $B_{10}^{( \pm 1)}$. This field is of a latitude structure like the dipole field, but its radial dependence is determined by the equilibrium equation.

Relations (6) and (7) make it possible to reduce the initial nonlinear equilibrium partial differential equations to a set of nonlinear ordinary differential equations for the $r$-dependent coefficients in the above expansions. Explicit expressions for the expansion coefficients in the case of nonlinear terms were considered earlier [2]. In [2], formulas both for the coefficients $Q_{J M}^{(\lambda)}$ determining the expansion of nonlinear force (3) in vector spherical harmonics and for the quantities $\Psi_{J M}$ appearing in the equation

$$
\begin{equation*}
\mathbf{v} \cdot \mathbf{v}=\sum_{J M} \Psi_{J M} Y_{J M} \tag{9}
\end{equation*}
$$

were derived. These formulas will be employed to solve the equations.

## 2. SOLVABILITY PROBLEM

Nonlinearity-related problems may be illustrated by simple examples. Consider first the rotation of an isothermal nonmagnetic medium with $\nabla p \times \nabla \rho=0$ and, according to (2)-(4),

$$
\begin{equation*}
\operatorname{curl}[(\operatorname{curl} \mathbf{v}) \times \mathbf{v}]=0 \tag{10}
\end{equation*}
$$

where brackets mean the vector product.

The multidimensionality of (10) greatly complicates the problem. If our goal were merely to find the coefficients $a_{k}$ of the Fourier series $A_{n}=a_{1} \sin \varphi+$ $a_{2} \sin 3 \varphi+\ldots+a_{n} \sin [(2 n-1) \varphi](n=1,2,3, \ldots, \infty)$ from the equation

$$
\begin{equation*}
\left(A_{n}\right)^{2}=0 \tag{11}
\end{equation*}
$$

then, for nonzero $a_{k}$, two, instead of one, additional trigonometric functions would appear in (11) in going from the $n$th to the $(n+1)$ th approximation. For instance,

$$
\begin{gathered}
A_{1}=a_{1} \sin \varphi, \quad\left(A_{1}\right)^{2}=(1 / 2)\left(a_{1}\right)^{2}(1-\cos 2 \varphi), \\
A_{2}=A_{1}+a_{2} \sin 3 \varphi, \\
\left(A_{2}\right)^{2}=\left(A_{1}\right)^{2}+\left[a_{1} a_{2}(\cos 2 \varphi-\cos 4 \varphi)\right. \\
\left.+(1 / 2)\left(a_{2}\right)^{2}(1-\cos 6 \varphi)\right] .
\end{gathered}
$$

As a result, the number of equations determined by the number of new trigonometric functions in (11) would increase more rapidly than the number of variables $a_{k}$.

Though this example is not directly related to the problem being discussed, it elucidates the heart of the matter as is obvious from what follows. Consider Eq. (10) in the axisymmetric case, for which $M=0$ and $M_{k}=0$. From the formulas in [2], the terms in the lefthand side of (10) that are not identically zeros are determined by the condition that the Clebsch-Gordan coefficients $C_{J_{1} 0 J_{2} 0}^{J 0}$ are nonzero. This condition is fulfilled if the well-known triangle rule $\left|J_{1}-J_{2}\right| \leq J \leq J_{1}+J_{2}$ holds provided that $J+J_{1}+J_{2}$ is an even number and $J>0$ [for $J=0$, the left-hand side of (10) is evidently equal to zero]. In addition, this equation shows that the subscripts $J_{1}$ and $J_{2}$ related to the coefficients $v_{J_{1} 0}^{(\lambda)}$ and $v_{J_{2} 0}^{(\lambda)}$ have the same evenness and that $J$ is an even number.

If series (6) for $v_{J 0}^{(0)}$ has only one mode (i.e., the number of modes $N=1$ ) and if only one coefficient of the velocity with the first subscript is nonzero ( $J_{1}=$ $J_{2}=1$ ), Eq. (10) is reduced to one equation corresponding to $J=2$. With this equation, the radial dependence of the coefficient $v_{10}^{(0)}$ can be found. If $N=2$ and either of the coefficients $J_{1}$ and $J_{2}$ equals either 1 or 3, the triangle rule yields three equations (for $J$ equal to 2,4 , and 6) for two variables: $v_{10}^{(0)}$ and $v_{30}^{(0)}$. In this case, the number of equations and the number of variables differ. It is easy to see that this difference increases with increasing $N$. Thus, the set of equations under consideration becomes unsolvable for $N>1$. This conclusion is also valid for more general configurations. For example, if $J_{1}$ and $J_{2}$ were even numbers (that is, the rotation
velocity were distributed antisymmetrically about the equatorial plane), we would have two equations (for $J=2$ and $J=4$ ) for the only variable $v_{20}^{(0)}$ even at $N=1$ and the least value of the subscript $J_{1}=J_{2}=2$.

If a magnetic configuration rotates in the radiant zone, the second term in the left-hand side of Eq. (4), which depends on the temperature distribution, may become significant. However, the variables involved in this additional term are determined by other equations. Therefore, the above conclusion about the unsolvability of the complete set of the equilibrium equations remains valid (if the condition for the truncation of the series for the nonlinear force is not fulfilled). For instance, if we eliminate unsolvability in Eq. (2) by fitting the temperature distribution, the heat equilibrium condition will be violated. We assume that the formation of spots of different chemical composition in magnetic stars $[3,4]$ is related to the unsolvability of the equilibrium equations because of the complex configuration of the magnetic field.

Note that complex rotating structures may arise in stellar and atmospheric convective zones. The most prominent examples of such structures are differential solar rotation and the accelerated rotation of Venus' convective atmosphere. In the latter case, convection is due to large horizontal temperature gradients [6-9]. Therefore, it is natural to assume that the accelerated rotation of the atmosphere of a slowly rotating planet, as well as meridional circulation induced by this acceleration, facilitates convective heat transfer. Calculations [9] confirm the possibility of self-generating such convection conditions. However, the validity of the truncation of series describing convective medium motion is in doubt [10, 11]. From the aforesaid, one may infer that some truncation of the series should always take place; otherwise, no solution will exist. Convective turbulent viscosity apparently may favor series truncation. In the case of the Sun, enhanced convective heat transfer is most likely to be related to ther-mal-to-magnetic energy conversion. This problem, along with the associated series truncation, was studied in [12].

However, there exist configurations described by finite series in the spherical harmonics. In our example, this condition is satisfied for $N=1$ and $J_{1}=J_{2}=1$. In particular, this condition is fulfilled if the rotation is solid. More general models of this type are considered in the next section.

## 3. POSSIBLE EQUILIBRIUM STRUCTURES

Consider equilibrium rotating magnetized structures for which series (6) for the velocity $\mathbf{v}$ and the field B involve terms with the first subscript $J=1$ only. Restrictions imposed on other subscripts are assumed to be determined by equilibrium equations (1) and (2). Thus, we believe that the series for hydrodynamical velocity and magnetic field in $J$ are truncated at the very
beginning; i.e., only the coefficients $v_{1 M}^{(\lambda)}$ and $B_{1 M}^{(\lambda)}$ are nonzero. Here, $\lambda=0, \pm 1$. In this case, as follows from general formulas (13) and (22)-(24) in [2], only the coefficients of the nonlinear force $Q_{J M}^{(\lambda)}$ with the subscripts $J=0,1$, and 2 may be nonzero provided that $\lambda=0, \pm 1$ and $|M| \leq J$. First, let us consider the problem of compensation of the forces described by these coefficients.

It is easy to see that the coefficients $Q_{1 M}^{(0)}$ and $Q_{2 M}^{(0)}$ should be equal to zero; otherwise, equilibrium would be impossible. For the equations involving the coefficients $Q_{1 M}^{( \pm 1)}$, the gradient of the scalar product of the velocities might make a substantial contribution. However, the solution may be such that the contributions from each of the terms are zero. Then, we come to

$$
\begin{gather*}
Q_{1 M}^{(\lambda)} \\
=\left(q^{(\lambda)} / r\right) \Theta_{11}^{1}\left[\Xi_{1 M}^{(\lambda)}(v)-\Xi_{1 M}^{(\lambda)}(B) /(4 \pi \rho)\right]=0,  \tag{12}\\
Q_{2 M}^{(0)}=\left[3 /\left(5^{1 / 2} r\right)\right] K_{11}^{2} \\
\times\left[\xi_{2 M}^{(0)}(v)-\xi_{2 M}^{(0)}(B) /(4 \pi \rho)\right]=0,  \tag{13}\\
\Psi_{1 M}=-(8 / 3)^{1 / 2} y_{M} C_{111 x_{M}}^{1|M|} \Theta_{11}^{1} \\
\times\left[v_{1 y_{M}}^{(0)} v_{1 x_{M}}^{(+1)}-v_{1 x_{M}}^{(0)} v_{1 y_{M}}^{(+1)}\right]=0, \tag{14}
\end{gather*}
$$

where

$$
\begin{align*}
& \Xi_{1 M}^{(-1)}(f)=y_{M} C_{111 x_{M}}^{1|M|}\left[f_{1 x_{M}}^{(+1)} \frac{\partial}{\partial r} r f_{1 y_{M}}^{(0)}-f_{1 y_{M}}^{(+1)} \frac{\partial}{\partial r} r f_{1 x_{M}}^{(0)}\right. \\
& -f_{1 x_{M}}^{(0)} \frac{\partial}{\partial r} r f_{1 y_{M}}^{(+1)}+f_{1 y_{M}}^{(0)} \frac{\partial}{\partial r} r f_{1 x_{M}}^{(+1)}  \tag{15}\\
& \left.+2^{1 / 2}\left(f_{1 x_{M}}^{(0)} f_{1 y_{M}}^{(-1)}-f_{1 y_{M}}^{(0)} f_{1 x_{M}}^{(-1)}\right)\right], \\
& \Xi_{1 M}^{(+1)}(f)=y_{M} C_{111 x_{M}}^{1|M|}\left[2 ^ { 1 / 2 } \left(f_{1 x_{M}}^{(-1)} \frac{\partial}{\partial r} r f_{1 y_{M}}^{(0)}\right.\right.  \tag{16}\\
& \left.\left.-f_{1 y_{M}}^{(-1)} \frac{\partial}{\partial r} r f_{1 x_{M}}^{(0)}\right)+2\left(f_{1 y_{M}}^{(0)} f_{1 x_{M}}^{(+1)}-f_{1 x_{M}}^{(0)} f_{1 y_{M}}^{(+1)}\right)\right], \\
& \Xi_{1 M}^{(0)}(f)=y_{M} C_{111 x_{M}}^{1|M|} 2^{1 / 2} \\
& \times\left[f_{1 x_{M}}^{(-1)} \frac{\partial}{\partial r} r f_{1 y_{M}}^{(+1)}-f_{1 y_{M}}^{(-1)} \frac{\partial}{\partial r} r f_{1 x_{M}}^{(+1)}\right],  \tag{17}\\
& \xi_{20}^{(0)}(f)=C_{111-1}^{20}\left[2^{3 / 2}\left(f_{10}^{(-1)} \frac{\partial}{\partial r} r f_{10}^{(0)}-2 f_{10}^{(0)} f_{10}^{(+1)}\right)\right. \\
& +2^{1 / 2}\left(f_{1-1}^{(-1)} \frac{\partial}{\partial r} r f_{11}^{(0)}+f_{11}^{(-1)} \frac{\partial}{\partial r} r f_{1-1}^{(0)}\right) \tag{18}
\end{align*}
$$

$$
\left.-2\left(f_{11}^{(0)} f_{1-1}^{(+1)}+f_{1-1}^{(0)} f_{11}^{(+1)}\right)\right]
$$

$$
\begin{align*}
\xi_{2 \pm 1}^{(0)}(f)= & C_{1110}^{21}\left[2^{1 / 2}\left(f_{10}^{(-1)} \frac{\partial}{\partial r} r f_{1 \pm 1}^{(0)}+f_{ \pm 1}^{-1} \frac{\partial}{\partial r} r f_{10}^{(0)}\right)\right.  \tag{19}\\
& \left.-2\left(f_{1 \pm 1}^{(0)} f_{10}^{(+1)}+f_{10}^{(0)} f_{1 \pm 1}^{(+1)}\right)\right]
\end{align*}
$$

Here, $x_{M}=|M|-1, y_{M}=1+M-|M|, q^{(-1)}=(2 / 3)^{1 / 2}$, $q^{(+1)}=q^{(0)}=(1 / 3)^{1 / 2}, C_{J_{1} M_{1} J_{2} M_{2}}^{J M}$ are the Clebsch-Gordan coefficients, and $K_{11}^{2}=1 /\left(4 \pi^{1 / 2}\right)$ and $\Theta_{11}^{1}=-3 /\left(4 \pi^{1 / 2}\right)$ are determined by general formulas (10) and (11) in [2]. Note that $C_{111-1}^{10}=C_{1110}^{11}=C_{1110}^{21}=2^{-1 / 2}, C_{1010}^{20}=$ $2 C_{111-1}^{20}=(2 / 3)^{1 / 2}$, and $C_{1111}^{22}=1$.

It is readily verified that Eqs. (12)-(14) are satisfied if the following conditions are fulfilled:

$$
\begin{gather*}
v_{10}^{(-1)}=0, \quad v_{1 \pm 1}^{(-1)}=0, \quad v_{10}^{(+1)}=0, \quad v_{1 \pm 1}^{(+1)}=0  \tag{20}\\
B_{10}^{(0)}=0, \quad B_{1 \pm 1}^{(0)}=0 \\
B_{1-1}^{(-1)} \frac{\partial^{2}}{\partial r^{2}} r^{2} B_{11}^{(-1)}-B_{11}^{(-1)} \frac{\partial^{2}}{\partial r^{2}} r^{2} B_{1-1}^{(-1)}=0 \tag{21}
\end{gather*}
$$

$$
\begin{equation*}
B_{10}^{(-1)} \frac{\partial^{2}}{\partial r^{2}} r^{2} B_{1 \pm 1}^{(-1)}-B_{1 \pm 1}^{(-1)} \frac{\partial^{2}}{\partial r^{2}} r^{2} B_{10}^{(-1)}=0 \tag{22}
\end{equation*}
$$

In the last two equations, $B_{1 M}^{(+1)}$ is eliminated by the relation

$$
\begin{equation*}
B_{J M}^{(+1)}=\frac{1}{r[J(J+1)]^{1 / 2}} \frac{\partial}{\partial r} r^{2} B_{J M}^{(-1)}, \tag{23}
\end{equation*}
$$

which follows from (5).
Equations (21) and (22) are satisfied if the radial dependences of all the modes are the same. In other words, we are dealing with a dipole field tilted with respect to the rotation axis. We assume hereafter that Eqs. (20)-(22) are satisfied; i.e., only the modes $v_{1 M}^{(0)}$ and $B_{1 M}^{( \pm)}$are other than zero. The corresponding vector fields $\mathbf{v}$ and $\mathbf{B}$ complement each other in the sense that the former field is toroidal and the latter is poloidal. However, the superposition of these vector fields is some vector field of a dipole type. Note that both Eqs. (5) are satisfied under the conditions considered.

When conditions (20)-(22) are met, all the coefficients $Q_{J M}^{(\lambda)}$ and $\Psi_{J M}$ for which $J>2$ are identically
zero. The other coefficients are given by

$$
\begin{gather*}
Q_{00}^{(-1)}=\frac{1}{r(4 \pi)^{1 / 2}}\left\{v_{10}^{(0)} \frac{\partial}{\partial r} r v_{10}^{(0)}\right.  \tag{24}\\
\left.-\frac{1}{r} \frac{\partial}{\partial r} r^{2} v_{11}^{(0)} v_{1-1}^{(0)}+E^{(+1)}-2 H^{(+1)}\right\}, \\
Q_{00}^{(+1)}=0, \quad Q_{00}^{(0)}=0, \quad Q_{1 M}^{(\lambda)}=0, \quad \Psi_{1 M}=0,  \tag{25}\\
Q_{2 M}^{( \pm 1)}=-\frac{1}{4 r(5 \pi)^{1 / 2}} \kappa_{M}^{( \pm 1)} S_{2 M}^{( \pm 1)},  \tag{26}\\
\Psi_{00}=-[1 /(4 \pi)]^{1 / 2}\left[\left(v_{10}^{(0)}\right)^{2}-2 v_{11}^{(0)} v_{1-1}^{(0)}\right],  \tag{27}\\
\Psi_{20}=[1 /(20 \pi)]^{1 / 2}\left[\left(v_{10}^{(0)}\right)^{2}+v_{11}^{(0)} v_{1-1}^{(0)}\right],  \tag{28}\\
\Psi_{2 \pm 1}=[3 /(20 \pi)]^{1 / 2} v_{10}^{(0)} v_{1 \pm 1}^{(0)},  \tag{29}\\
\Psi_{2 \pm 2}=[3 /(40 \pi)]^{1 / 2}\left(v_{1 \pm 1}^{(0)}\right)^{2}, \tag{30}
\end{gather*}
$$

where

$$
\begin{gather*}
S_{20}^{(-1)}=v_{10}^{(0)} \frac{\partial}{\partial r} r v_{10}^{(0)} \\
+\frac{1}{2 r} \frac{\partial}{\partial r} r^{2} v_{11}^{(0)} v_{1-1}^{(0)}+E^{(+1)}+H^{(+1)},  \tag{31}\\
S_{20}^{(+1)}=2\left[\left(v_{10}^{(0)}\right)^{2}+v_{11}^{(0)} v_{1-1}^{(0)}\right]  \tag{32}\\
+2^{1 / 2}\left[E^{(-1)}+H^{(-1)}\right], \\
S_{2 \pm 1}^{(-1)}=\frac{1}{r} \frac{\partial}{\partial r} r^{2} v_{10}^{(0)} v_{1 \pm 1}^{(0)} \\
+\frac{1}{4 \pi \rho}\left[B_{10}^{(+1)} D_{1 \pm 1}+B_{1 \pm 1}^{(+1)} D_{10}\right],  \tag{33}\\
S_{2 \pm 1}^{(+1)}=4 v_{10}^{(0)} v_{1 \pm 1}^{(0)} \\
+\frac{2^{1 / 2}}{4 \pi \rho}\left(B_{10}^{(-1)} D_{1 \pm 1}+B_{1 \pm 1}^{(-1)} D_{10}\right),  \tag{34}\\
S_{2 \pm 2}^{(-1)}=\frac{1}{2 r} \frac{\partial}{\partial r}\left[r v_{1 \pm 1}^{(0)}\right]^{2}+\frac{1}{4 \pi \rho} B_{1 \pm 1}^{(+1)} D_{1 \pm 1},  \tag{35}\\
S_{2 \pm 2}^{(+1)}=2\left(v_{1 \pm 1}^{(0)}\right)^{2}+\frac{2^{1 / 2}}{4 \pi \rho} B_{1 \pm 1}^{(-1)} D_{1 \pm 1},  \tag{36}\\
D_{1 M}=\frac{\partial}{\partial r} r B_{1 M}^{(+1)}-2^{1 / 2} B_{1 M}^{(-1)} \\
=\frac{1}{2^{1 / 2}}\left[\frac{\partial^{2}}{\partial r^{2}} r^{2} B_{1 M}^{(-1)}-2 B_{1 M}^{(-1)}\right], \tag{37}
\end{gather*}
$$

$$
\begin{gather*}
E^{( \pm 1)}=\frac{1}{4 \pi \rho} B_{10}^{( \pm 1)} D_{10},  \tag{38}\\
H^{( \pm 1)}=\frac{1}{8 \pi \rho}\left[B_{1-1}^{( \pm 1)} D_{11}+B_{11}^{( \pm 1)} D_{1-1}\right] .
\end{gather*}
$$

Here,

$$
\begin{gathered}
\kappa_{M}^{(+1)}=(3 / 2)^{1 / 2} \kappa_{M}^{(-1)}, \quad \kappa_{0}^{(-1)}=2, \\
\kappa_{ \pm 1}^{(-1)}=3^{1 / 2}, \quad \kappa_{ \pm 2}^{(-1)}=6^{1 / 2}
\end{gathered}
$$

The vector fields $\mathbf{v}$ and $\mathbf{B}$ have the form

$$
\begin{gather*}
\mathbf{v}=\frac{1}{4}\left(\frac{3}{\pi}\right)^{1 / 2}\left\{\mathbf{i}_{\vartheta}\left(v_{11}^{(0)} e^{i \varphi}+v_{1-1}^{(0)} e^{-i \varphi}\right)\right.  \tag{39}\\
\left.+i \mathbf{i}_{\varphi}\left[2^{1 / 2} v_{10}^{(0)} \sin \vartheta+\left(v_{11}^{(0)} e^{i \varphi}-v_{1-1}^{(0)} e^{-i \varphi}\right) \cos \vartheta\right]\right\}, \\
\mathbf{B}=\frac{1}{4}\left(\frac{3}{\pi}\right)^{1 / 2}\left\{\mathbf { i } _ { r } \left[2 B_{10}^{(-1)} \cos \vartheta\right.\right. \\
\left.-2^{1 / 2}\left(B_{11}^{(-1)} e^{i \varphi}-B_{1-1}^{(-1)} e^{-i \varphi}\right) \sin \vartheta\right] \\
-\mathbf{i}_{\vartheta}\left[2^{1 / 2} B_{10}^{(+1)} \sin \vartheta+\left(B_{11}^{(+1)} e^{i \varphi}-B_{1-1}^{(+1)} e^{-i \varphi}\right) \cos \vartheta\right]  \tag{40}\\
\left.-i \mathbf{i}_{\varphi}\left(B_{11}^{(+1)} e^{i \varphi}+B_{1-1}^{(+1)} e^{-i \varphi}\right)\right\}
\end{gather*}
$$

From the requirement that the right-hand sides of these equations are real, it follows that

$$
\begin{equation*}
v_{1-1}^{(0)}=v_{11}^{(0) *}, \quad B_{1-1}^{( \pm 1)}=-B_{11}^{( \pm 1) *} \tag{41}
\end{equation*}
$$

where * denotes complex conjugation.
Here, $i v_{10}^{(0)}$ and $B_{10}^{(-1)}$ are real, and the coefficients $B_{1 M}^{(+1)}$ can be expressed in terms of $B_{1 M}^{(-1)}$ by Eq. (23). Recall that the coefficients should be chosen in accordance with Eqs. (21) and (22); i.e., the radial dependence of these coefficients should be the same for all $M$. In the case of a tilted dipole field, the magnetic field in the rotated (primed) coordinate system is represented by the sum of the quantities $B_{1 M^{\prime}}^{(\lambda)} \mathbf{Y}_{1 M^{\prime}}^{(\lambda)}\left(\vartheta^{\prime}, \varphi^{\prime}\right)$ over $M^{\prime}$ for given $B_{1 M}^{(\lambda)}$ and $\lambda= \pm 1$. Having denoted the Eulerian angles of rotation by $\alpha_{e}, \beta_{e}$, and $\gamma_{e}$ and having used the formulas from [13], we obtain that the sum of the quantities $a_{M M} B_{1 M}^{(\lambda)}$ over $M^{\prime}$ appears in Eqs. (21), (22), and (40) instead of $B_{1 M}^{(\lambda)}$, where

$$
\begin{gather*}
a_{M M^{\prime}}=\frac{1}{2} e^{-i\left(M \alpha_{e}+M^{\prime} \gamma_{e}\right)}\left[\left(1+M M^{\prime} \cos \beta_{e}\right) \delta_{|M| 1} \delta_{\left|M^{\prime}\right| 1}\right. \\
+2^{1 / 2}\left(\sin \beta_{e}\right)\left(M^{\prime} \delta_{|M| 0} \delta_{\left|M^{\prime}\right| 1}-M \delta_{|M| 1} \delta_{\left|M^{\prime}\right| 0}\right)  \tag{42}\\
\left.+2\left(\cos \beta_{e}\right) \delta_{M 0} \delta_{M^{\prime} 0}\right]
\end{gather*}
$$

and $\delta_{a b}$ is equal to 1 , for $a=b$, or 0 for $a \neq b$.

Using the formulas derived, one may construct models of rotating or magnetized equilibrium configurations with series (7) for $p$ and $\rho$ involving terms with $J=0$ and $J=2$ only. Additional relations in the equilibrium equations do not appear if second-order corrections containing, e.g., the product $p_{2 M} \rho_{2 M}$ are negligible. Several models have already been considered in $[1,2]$ for the case where either $\mathbf{v}$ or $\mathbf{B}$ is equal to zero. It is clear that not only rigidly rotating models are possible but also those in which the velocity $\mathbf{v}$ has a component that harmonically depends on the longitude. In this case, the meridional velocity, which is antisymmetric with respect to the equatorial plane, does not depend on $\vartheta$ and, eventually, on the latitude. In contrast to the first term in square brackets for the zonal velocity, the second is also antisymmetric with respect to the equatorial plane.

In the case of magnetic field (40), the components that depend and do not depend on the azimuth angle also have different symmetries with respect to the equatorial plane. In this case, the axisymmetric field is antisymmetric with respect to this plane. This field is a dipole field making an arbitrary angle with the axis of rotation. However, the field equation should be taken into account when magnetized media are considered. Obviously, the expression derived for nonlinear force may be used to study various nonstationary processes. In particular, isothermal structures induced by the ejection of the field generated into upper layers are of interest. Such structures are studied in the next section.

## 4. SUPERROTATION OF AN ISOTHERMAL MODEL

Equation (2) is greatly simplified for a model where the pressure depends only on the density. This takes place, e.g., for uniform distributions of the temperature and molecular weight or in a near-adiabatic convective zone. However, in the latter case, the turbulent viscosity of the medium is of great concern; the associated problems have been discussed in [12]. We assume that the viscosity is negligible and the pressure is only densitydependent. Then, from Eq. (2), it follows that

$$
\begin{equation*}
\mathbf{R}=\operatorname{curl} \mathbf{Q}=0 . \tag{43}
\end{equation*}
$$

Substituting (24)-(26) into (43), we arrive at

$$
\begin{align*}
\mathbf{R}= & \frac{i}{4 r^{2}(5 \pi)^{1 / 2}}\left\{2(6)^{1 / 2} U_{20} \mathbf{Y}_{20}^{(0)}+3(2)^{1 / 2}\left[U_{21} \mathbf{Y}_{21}^{(0)}\right.\right.  \tag{44}\\
& \left.\left.+U_{2-1} \mathbf{Y}_{2-1}^{(0)}\right]+6\left[U_{22} \mathbf{Y}_{22}^{(0)}+U_{2-2} \mathbf{Y}_{2-2}^{(0)}\right]\right\}
\end{align*}
$$

where

$$
\begin{equation*}
U_{2 M}=S_{2 M}^{(-1)}-\frac{r}{2} \frac{\partial}{\partial r} S_{2 M}^{(+1)} \tag{45}
\end{equation*}
$$

and the quantities in the right-hand side are defined by (28)-(31).

In our case, Eq. (43) is valid; therefore,

$$
\begin{equation*}
U_{2 M}=0, \quad M=0, \pm 1, \pm 2 \tag{46}
\end{equation*}
$$

These equations should be solved simultaneously with the field equation. The heat balance equation omitted means merely the maintenance of the isothermal zone structure in our case.

In nonmagnetic configurations, Eqs. (46) are satisfied if the hydrodynamic velocities are proportional to $r$. Both solid rotation and a more complex nonaxiasymmetric flow of the medium with meridional matter circulation are possible. In a nonrotating medium, Eqs. (46) are satisfied when $B_{1 M}^{(-1)}$ are either constant or proportional to $r^{-3}$. The latter case corresponds to the field of a magnetic dipole. In addition, models with the zero sum of the magnetic and Coriolis forces are possible. These models are studied by the following simple example.

Let, in an isothermal layer, the radial dependences of the equilibrium density and of any mode having the dimension of velocity approximately be represented as

$$
\begin{gather*}
\rho \approx \text { const } r^{-s}, \quad v_{1 M}^{(0)} \approx \operatorname{const} r^{\alpha} \\
B_{1 M}^{(-1)} /\left(4 \pi \rho^{1 / 2}\right) \approx \operatorname{const} r^{\alpha} \tag{47}
\end{gather*}
$$

where $s \approx$ const and $\alpha=$ const.
Then, Eqs. (23) and (37) yield
$B_{1 M}^{(+1)}=2^{-1 / 2}(\alpha-s / 2+2) B_{1 M}^{(-1)}, \quad D_{1 M}=\psi B_{1 M}^{(-1)}$,
where

$$
\begin{equation*}
\psi=2^{-1 / 2}(\alpha-s / 2)(\alpha-s / 2+3) \tag{49}
\end{equation*}
$$

Eventually, using Eqs. (26), (31)-(36), and (45), we obtain

$$
\begin{gather*}
U_{20}=-(\alpha-1)\left[\left(v_{10}^{(0)}\right)^{2}+v_{11}^{(0)} v_{1-1}^{(0)}\right] \\
-2^{-1 / 2} \psi(\alpha+s / 2-2)\left[\left(A_{10}\right)^{2}+A_{11} A_{1-1}\right]  \tag{50}\\
U_{2 \pm 1}=-2(\alpha-1) v_{10}^{(0)} v_{1 \pm 1}^{(0)} \\
-2^{1 / 2} \psi(\alpha+s / 2-2) A_{10} A_{1 \pm 1}  \tag{51}\\
U_{2 \pm 2}=-(\alpha-1)\left(v_{1 \pm 1}^{(0)}\right)^{2} \\
-2^{1 / 2} \psi(\alpha+s / 2-2)\left(A_{1 \pm 1}\right)^{2} \tag{52}
\end{gather*}
$$

Here,

$$
\begin{equation*}
A_{1 M}=B_{1 M}^{(-1)} /(4 \pi \rho)^{1 / 2} \tag{53}
\end{equation*}
$$

Equating (51) and (52) to zero, we find

$$
\begin{equation*}
(\alpha-1)\left(v_{1 M}^{(0)}\right)^{2}=-2^{-1 / 2} \psi(\alpha+s / 2-2)\left(A_{1 M}\right)^{2} \tag{54}
\end{equation*}
$$

where $M=0, \pm 1$.

In addition, Eq. (46), corresponding to $M=0$, results in

$$
\begin{equation*}
(\alpha-1) v_{11}^{(0)} v_{1-1}^{(0)}=-2^{-1 / 2} \psi(\alpha+s / 2-2) A_{11} A_{1-1} . \tag{55}
\end{equation*}
$$

In view of relations (41), we find that the problem of solving the set of Eqs. (46) [or (54) and (55)] is equivalent to solving the following set of two equations:

$$
\begin{gather*}
(\alpha-1) v_{1 M}^{(0)} v_{1 M}^{(0) *}=\left(\alpha-\frac{s}{2}\right)\left(\alpha-\frac{s}{2}+3\right) \\
\quad \times\left(\alpha+\frac{s}{2}-2\right) \frac{1}{8 \pi \rho} B_{1 M}^{(-1)} B_{1 M}^{(-1) *} \tag{56}
\end{gather*}
$$

where $M=0$ or 1 . It is seen that the equations for axisymmetric and nonaxisymmetric components are separated. In the case $M=0, v_{10}^{(0)} v_{10}^{(0) *}=(8 \pi / 3)(r \Omega)^{2}$, according to (8).

Obviously Eq. (56) should be solved simultaneously with the field equation. It is also clear that, in a nonrigidly rotating medium, the stationary solution of the system does not exist. For instance, in the case of longi-tude-independent fields (39) and (40), the vector $\operatorname{curl}[\mathbf{v} \times \mathbf{B}]$ appearing in the field equation is equal to $\mathbf{i}_{\varphi}\left[3\left(2^{1 / 2}\right) /(8 \pi)\right] i B_{10}^{(-1)} r(\partial / \partial r)\left(v_{10}^{(0)} / r\right) \sin \vartheta \cos \vartheta$; i.e., it is nonzero if the ratio $v_{10}^{(0)} / r$ is not a constant. Thus, in the case of nonsolid rotation, an azimuth magnetic field proportional to $\sin 2 \vartheta$ is generated.

In view of this circumstance, structures with the angular rotation velocity sharply increasing with altitude are of interest, since, in this case, the probability of ejection of the resulting magnetic field with "frozen-in" charged particles into upper layers increases. Here, we consider the structures generated in the upper isothermal layers of stars and planets. These layers are normally partially or totally ionized. The ejection of field and matter from the atmosphere increases the disorder of the system; hence, the total entropy increases. This means that the self-organization of the field- and mat-ter-ejection processes is in accordance with the laws of irreversible thermodynamics. It is not improbable that field ejection is accompanied by some irregular wave processes.

In view of the foregoing, we will consider models with

$$
\begin{equation*}
s \gg 1, \quad \alpha \gg 1 \tag{57}
\end{equation*}
$$

This means that the characteristic radial scale of the equilibrium density is much less than the radius of a star or a planet and that the amplitudes of all the modes with the dimension of velocity sharply increase with increasing altitude. If the difference $\alpha-s / 2$ is not large enough, the magnetic field strength is near-uniform under these conditions. When inequalities (57) are fulfilled, Eqs. (56) yield $(\alpha-s / 2)(\alpha-s / 2+3)>0$, i.e., $\psi>0$.

In view of Eq. (48) and conditions (57), relation (56) may be represented in the form

$$
\begin{gather*}
\frac{B_{1 M}^{(+1)} B_{1 M}^{(+1) *}}{4 \pi \rho}  \tag{58}\\
\approx \frac{\alpha(\alpha-s / 2+2)^{2}}{(\alpha+s / 2)(\alpha-s / 2)(\alpha-s / 2+3)} v_{1 M}^{(0)} v_{1 M}^{(0) *} .
\end{gather*}
$$

Here, $M$ is equal to either 0 or 1 , and $v_{1 M}^{(0)} v_{1 M}^{(0) *}=$ $(8 \pi / 3)(r \Omega)^{2}$. Also, the denominator in the right-hand side of (58) is positive, since $\psi>0$, and $\alpha-s / 2+2$ if the numerator is not small. It is clear that the Alfvén velocity and rotation velocity should be of the same order of magnitude.

A characteristic feature of the isothermal models being discussed is the superrotation of upper layers. In the case of the Earth's atmosphere, variations of the tilts of satellite orbits [5] indicate atmosphere superrotation at altitudes from 150 to 400 km . On average, the angular rotation velocity is 1.3 times greater than its normal value. If the lower bound of the superotation zone is taken to be at an altitude of approximately 200 km , the density is $10^{-12.5} \mathrm{~g} / \mathrm{cm}^{3}$ [14]. Then, the corresponding value of the magnetic field is $10^{-1} \mathrm{G}$, according to (58). This zone seems to be near-isothermal. The field strength obtained is close to those observed at such altitudes.

Relations (58) may be satisfied for a not too large superrotation zone. For example, in the case of a $30-\mathrm{km}$ zone, $s \sim 100$ and $\alpha \sim s / 2$ (provided that $\alpha-s / 2$ and $\alpha-$ $s / 2+3$ are far from zero), we find that the angular velocity of the upper layers of the zone may be approximately 1.4 times as great as that of the lower layers. In this case, the density of the medium varies no greater than twofold. Thus, the equations derived can adequately describe the moderate superrotation of a medium with a small tilt of the dipole magnetic field, which is observed in the Earth's atmosphere.

Fast superrotation in Venus' atmosphere at altitudes greater than 50 km has been reported [6-8]. In this case, the planet itself and its upper atmosphere rotate, respectively, 243 and 4 times as slow as the Earth. At least the lower atmosphere is convective in this case. The solution describing fast rotation with circulation in the main convective zone (at altitudes of less than 64 km ) has been found in [9]. However, the mechanism of global zonal (four-day) circulation in the upper atmosphere remains to be understood [8]. Note that the circulation symmetry in our model differs from that chosen in [9].

In Venus' atmosphere, the isothermal zone seems to be located at an altitude of about 100 km or higher [7]. If the matter density in this zone is on the order of $10^{-9} \mathrm{~g} / \mathrm{cm}^{3}$, then $\mathbf{B} \sim 1 \mathrm{G}$, according to (58). The field decreases with increasing altitude and in configurations where condition (57) holds but the ratio $\alpha / s$ is small. If, in addition, the superrotation zone is wide enough, the
angular velocity may increase even more sharply. Note also that, here, heat transfer between the equatorial and near-polar zones is probably of vital importance. Therefore, the generation of nonaxisymmetric motions with $M= \pm 1$, which cause intense meridional matter circulation, seems to be more likely. Under these conditions, the magnetization outside the superrotation layer may be weak. Moreover, it may appear that a nonmagnetic configuration described by Eqs. (39) takes place in Venus' atmosphere. In these equations, the coefficients $v_{1 M}^{(0)}$ may be rapidly increasing functions of $r$ if the structure is non isothermal or there exist additional forces due to, e.g., matter outflow. Thus, the hypothesis that the solution being discussed might describe fast superrotation, such as that taking place in the Venus' upper atmosphere, deserves attention.

It is well known that intense matter outflow is observed in the solar atmosphere. If the uppermost layers of the solar atmosphere exhibit superrotation, matter outflow may substantially increase. This problem calls for further consideration.

## 5. DISCUSSION

Our theoretical study shows that nonlinear interactions of various modes that occur in rotating magnetized stellar or atmospherical zones are of vital importance. If the viscosity is negligible, the equilibrium conditions cannot be fulfilled for arbitrary distributions of the hydrodynamic velocity and magnetic field and the complex problem of studying possible equilibrium models arises. The formulas derived for the nonlinear forces (Section 3) allow consideration of permissible solutions of the exact nonlinear equilibrium equations if the density appearing in the expression for magnetic force is assumed to be spherically symmetric. These solutions represent the set of all possible modes with the same value of the first subscript, $J=1$. In particular, the equations derived in Section 2 make it possible to construct axisymmetric rigidly rotating models with a dipole magnetic field, nonrotating models with a tilted dipole magnetic field, and nonmagnetic models where the velocity of the medium does not have only a rotational component. For example, longitude-dependent motions determined by (39) are possible. Equations (39) and (40) most likely describe the whole set of models for which the equilibrium equations can be satisfied under the conditions considered. In particular, this conclusion is confirmed by the study of the equilibrium conditions for an insulated axisymmetric magnetic tube in the radiant zone of a nonrotating star $[1,2]$. Note also that the existence of magnetic stars with the field axis tilted about the rotation axis is supported by observations [3, 4]. Strong field variations
may be explained by the presence of the large longi-tude-dependent field component [see Eq. (40)].

Among the models considered above, the equilibrium magnetized structures arising in isothermal ionized zones where equilibrium density rapidly decreases with increasing altitude (Section 4) are of considerable interest. It is assumed that, in these structures, the rotation velocity sharply increases with altitude and the continuously generated magnetic field is ejected into the upper layers. However, the condition of force balance is met on average. The zonal velocity may have an azimuth-dependent component; then there exists meridional matter circulation, and the mean magnetic field is the field of a tilted dipole. It is natural to assume that such superrotation conditions facilitate matter outflow from the rotating magnetized atmosphere and cause the disorder in the system to increase. As a result, the total entropy grows. This growth is in accordance with the laws of irreversible hydrodynamics.

We have preliminarily studied the superrotation problem by the example of the Earth and Venus's upper atmospheres. The equilibrium magnetic field obtained depends substantially on the equilibrium density of the medium. Configurations with relatively weak magnetic fields are also possible. It seems probable that the theoretical structures under discussion have to do with those observed in Earth and Venus' atmospheres. Meridional matter circulation arising in them may favor temperatures equalizing between near-equatorial and polar regions.

It is well known that intense matter outflow is observed in the solar atmosphere. Studies [15] show that the matter flow from the polar holes is too high to be generated by acceleration due to conventional heat conduction only. If the upper layers of the solar atmosphere exhibit superrotation, the increase in the matter outflow can be substantial. This problem needs further consideration.
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#### Abstract

On the basis of experimental data both published and obtained by the authors on radiation excited in $\mathrm{CO}_{2}-\mathrm{N}_{2}$-Ar mixtures by shock waves, a physicochemical model of such mixtures is developed that can be recommended for calculating the heat exchange and radiation of vehicles descending in the Martian atmosphere. It is shown that the usually adopted assumption of the locally equilibrium population of the electronexited states is invalid. This makes it necessary to consider each electron-excited state separately. The rate constants of the excitation processes of electron states $\mathrm{CN}\left(A^{2} \Pi\right), \mathrm{CN}\left(B^{2} \Sigma^{+}\right)$, and $\mathrm{C}_{2}\left(d^{3} \Pi_{g}\right)$ produced as a result of collisions with heavy particles are determined. © 2001 MAIK "Nauka/Interperiodicä".


## INTRODUCTION

In astrophysical problems relating to the descent of landing modules (LMs) in the Martian atmosphere, the range of altitudes where nonequilibrium physicochemical processes play a determinative role is considerably wider than in the earth's atmosphere. Therefore, the influence of nonequilibrium processes on heat exchange and radiation becomes essential for a wider range of LMs, including ballistic descent modules. For solving these problems a thermochemical model of the processes in $\mathrm{CO}_{2}-\mathrm{N}_{2}-\mathrm{Ar}$ mixtures is needed which would take into account various nonequilibrium physicochemical processes and, in particular, the mechanisms of the emergence of electron-excited states of the molecules that determine the intensity of radiation.

Nonequilibrium physicochemical processes in such mixtures were considered in a great number of experimental and computational-theoretical investigations associated with projected flights to Mars and Venus. The models developed earlier in a number of studies [1-7] use various sets of chemical reactions with widely differing rate constants. Investigations of this kind were carried out in the 1960s [7-10]. In these studies the radiation was assumed to be locally equilibrium. However, already in the early investigations it was shown that in the relaxation zone behind a shock wave or in the shock layer, the Boltzmann distribution of atoms and molecules over electron-excited states can be invalid. This effect was called a "limit by collisions" [11]. It can occur in air [12] and other gases like $\mathrm{CO}_{2}$ [13] or $\mathrm{CO}_{2}-\mathrm{N}_{2}$ mixtures [14], leading to a considerable difference between the radiation intensity and the
corresponding locally equilibrium values, especially at low densities.

At high entry velocities, the radiation from $\mathrm{CO}_{2}-\mathrm{N}_{2}$ mixtures can make a considerable contribution to the total heat flux toward the surface of an LM. However, even at low entry velocities, when radiation does not play a part in the heat exchange, it remains an important factor affecting the operation of optical devices aboard an LM. Besides, as shown in [15], the radiation coming from the shock layer ahead of an LM makes it possible to determine more precisely some parameters of the atmosphere of a planet. In solving the last two problems, not only should the principal contributions to radiation be taken into account but also the radiation sources of low intensity, which significantly expands the scope of processes to be taken into consideration. In calculating the radiation intensity, not only its integrated value is of interest but also its spectral distribution. Compared with the radiation from air under comparable conditions, the mixtures under consideration have two qualitatively different characteristics. Firstly, at moderate flight velocities, the radiation intensity of such mixtures is considerably higher than that of air, and, secondly, the major radiation sources are the molecules produced in chemical reactions $\left(\mathrm{CN}, \mathrm{CO}, \mathrm{C}_{2}\right)$, similar to molecules of nitric oxide in high-temperature air. In the relaxation zone behind the shock wave in air, $\mathrm{O}_{2}$ and $\mathrm{N}_{2}$ molecules pass into excited states as a result of collisions with electrons and other particles in the mixture. In calculating the radiation from $\mathrm{CO}_{2}-\mathrm{N}_{2}$ mixtures, one must additionally consider the possible direct formation of molecules in the electron-excited states in the course of the chemical transformation, which sig-
nificantly complicates interpretation of the experimental data.

In this study, analysis of the nonequilibrium radiation behind a shock wave propagating in a $\mathrm{CO}_{2}-\mathrm{N}_{2}-\mathrm{Ar}$ mixture is made using an approach proposed in [16]. In this approach, values of the rate constants of the principal chemical reactions are assumed fixed and the calculated and measured radiation intensities are made to fit by varying only the excitation cross sections of the electron states; in this way, more accurate values of the latter are obtained. The rate constants of the principal chemical ionization reactions were borrowed from published data, and some excitation cross sections of the electron states of CN and $\mathrm{C}_{2}$ molecules, which are the major radiation sources, were derived from data obtained in additional experiments in a shock tube.

## AN EXPERIMENTAL INVESTIGATION OF THE RADIATION FROM THE AREA BEHIND A SHOCK WAVE

Figure 1 displays a block diagram of the experimental setup [17]. The Martian atmosphere composition was the same as in the INTERMARSNET project [18]. For a more intensive heating, the gas mixture behind the shock wave front was diluted with argon in a ratio of $1: 10$ or $1: 20$. Such a dilution of the mixture, by making the "plug" of the heated gas longer, also reduced the possible influence of the driver gas and contact surface on the radiation characteristics of the mixture under study. On the basis of this reasoning, two mixture compositions were chosen: (I) $\mathrm{CO}_{2}: \mathrm{N}_{2}: \mathrm{Ar}=$ $0.096: 0.003: 0.901$, and (II) $\mathrm{CO}_{2}: \mathrm{N}_{2}: \mathrm{Ar}=0.048$ : $0.0015: 0.9595$. Using these gas mixtures, three series of experiments were carried out: the first one with mixture (I) at an initial pressure of $P_{1}=1$ torr and an average shock wave velocity of $V_{s}=3.45 \mathrm{~km} / \mathrm{s}$; the second series used mixture (I) at $P_{1}=5$ torr and $V_{s}=2.94 \mathrm{~km} / \mathrm{s}$; and in the third, mixture (II) at $P_{1}=0.5$ torr and $V_{s}=$ $3.75 \mathrm{~km} / \mathrm{s}$.

The absolute radiation intensity was measured by comparison with radiation from a calibrated source [17]. The receiving chamber registered the intensity distribution $U_{c}(\lambda)=\Delta t_{c} k_{c}\left(d_{L}, d_{S}\right) F_{\text {SI- } 8}(\lambda)$, where $\Delta t_{c}$ is the time the SIT-500 receiving chamber was exposed to the SI-8 standard lamp; $k_{c}\left(d_{L}, d_{S}\right)$ is a coefficient depending on the geometry of the optical system (size of the diaphragm $d_{L}$ in front of the lens and the spectrograph slit width $d_{S}$; and $F_{\text {SI- } 8}(\lambda)$ is the spectral density of radiance of the SI-8 lamp in units of $\mathrm{W} /\left(\mathrm{cm}^{2} \mu \mathrm{~m} \mathrm{sr}\right)$.

The experimental data were processed under the assumption that there was no absorption of the radiation by gas. To verify this assumption, an aluminum mirror was placed behind the window opposite the viewing window; this increased twofold the radiation signal registered from the $\mathrm{C}_{2}$ and CN molecules. The total error of determining the spectral radiance of the


Fig. 1. Schematic diagram of the experimental setup. (1) Photomultiplier connected to a DL-922digital oscilloscope; (2) chopper; (3), (4) high- and low-pressure chambers, respectively; (5) diaphragm; (6) piezoelectric transducers; (7) shutter; (8) tungsten tape lamp.
gas behind the shock wave amounted to $90 \%$, in which the following were taken into account: the calibration error of the OSA-WP4 spectrum analyzer (comprising inaccuracies of the monochromator slits, the time in which the shutter was open, and the optical-system alignment) and an error of filling by the gas under study and leakage of the shock tube.

The experimentally determined distribution of the spectral intensities of the shock wave radiation in three series of experiments is shown in Fig. 2. To identify the spectra, we used reference data from [19, 20]. The spectra were obtained with a spectral resolution of 0.6 nm and feature red and violet bands of CN molecules, the Swan bands of $\mathrm{C}_{2}$ molecules, and the spectral lines of monatomic oxygen and carbon. The spectral lines of sodium, potassium, and calcium observed in the second series of experiments are associated with the radiation from a boundary layer next to the viewing window of the shock tube detector section. This is confirmed by the fact that these lines could be detected quite far beyond the shock wave and that their intensities increased approximately by an order of magnitude if the $\mathrm{MgF}_{2}$ window were replaced by K 8 glass.

Figure 3 (curve 1 ) shows a time variation of the radiation intensity of the violet band of CN (band 0-0) in a spectral interval of 1.33 nm centered at a wavelength of 387 nm detected by a photomultiplier. Radiation in one of the red bands of CN over an interval of 1.33 nm centered at 650 nm is presented by curve 2. Characteristically different rise times should be noted for radiation in the violet and red bands of CN from immediately behind the shock wave front. Curve 3 represents the behavior with time of one of the Swan bands of $\mathrm{C}_{2}$ molecules in an interval of 7.8 nm around the $470-\mathrm{nm}$ wavelength. In the oscillogram there is a pronounced


Fig. 2. The radiation intensity from behind the shock wave recalculated for "foreward" direction. (I): $\mathrm{CO}_{2}: \mathrm{N}_{2}: \mathrm{Ar}=0.096: 0.003$ : 0.901 at $P_{1}=1$ torr and $V_{s}=3.45 \mathrm{~km} / \mathrm{s}$; (II): $\mathrm{CO}_{2}: \mathrm{N}_{2}: \mathrm{Ar}=0.096: 0.003: 0.901$, at $P_{1}=5$ torr and $V_{s}=2.94 \mathrm{~km} / \mathrm{s}$; (III): $\mathrm{CO}_{2}$ : $\mathrm{N}_{2}: \mathrm{Ar}=0.048: 0.0015: 0.9595$ at $P_{1}=0.5$ torr and $V_{s}=3.75 \mathrm{~km} / \mathrm{s}$.


Fig. 3. Variation with time of the radiation from behind the shock wave for a $\mathrm{CO}_{2}: \mathrm{N}_{2}: \mathrm{Ar}=0.096: 0.003: 0.901$ mixture at $P_{1}=$ 1 torr and $V_{s}=3.45 \mathrm{~km} / \mathrm{s}$. (1) Violet band system of $\mathrm{CN}(B): \lambda=387 \mathrm{~nm}, \Delta \lambda=1.33 \mathrm{~nm}$; (2) red band system of $\mathrm{CN}(A): \lambda=650 \mathrm{~nm}$, $\Delta \lambda=1.33 \mathrm{~nm}$; (3) the Swan band of $\mathrm{C}_{2}: \lambda=470 \mathrm{~nm}, \Delta \lambda=7.8 \mathrm{~nm}$.

Table 1

| Process no. | Process | $A$ | $n$ | $E, \mathrm{~K}$ | $A$ |
| :---: | :--- | :---: | :---: | :---: | :---: |
| 1 | $\mathrm{CN}\left(X^{2} \Sigma^{+}\right)+M_{1} \longleftrightarrow \mathrm{CN}\left(B^{2} \Sigma^{+}\right)+M_{1}$ | $2.24 \times 10^{10}$ | 0.5 | 37000 | $1.8 \times 10^{11}$ |
| 2 | $\mathrm{CN}\left(X^{2} \Sigma^{+}\right)+e \longleftrightarrow \mathrm{CN}\left(B^{2} \Sigma^{+}\right)+e$ | $7.8 \times 10^{13}$ | 0.5 | 37000 | $6.24 \times 10^{14}$ |
| 3 | $\mathrm{CN}\left(X^{2} \Sigma^{+}\right)+M_{1} \longleftrightarrow \mathrm{CN}\left(A^{3} \Pi\right)+M_{1}$ | $1.5 \times 10^{10}$ | 0.5 | 13300 | $1.5 \times 10^{11}$ |
| 4 | $\mathrm{CN}\left(X^{2} \Sigma^{+}\right)+e \longleftrightarrow \mathrm{CN}\left(A^{2} \Pi\right)+e$ | $6 \times 10^{13}$ | 0.5 | 13300 | $6 \times 10^{14}$ |
| 5 | $\mathrm{CO}\left(X^{1} \Sigma^{+}\right)+M \longleftrightarrow \mathrm{CO}\left(A^{1} \Pi\right)+M$ | $4.5 \times 10^{2}$ | 2.86 | 93000 |  |
| 6 | $\mathrm{CO}\left(X^{1} \Sigma^{+}\right)+M \longleftrightarrow \mathrm{CO}\left(A^{1} \Sigma^{+}\right)+M$ | $2.2 \times 10^{2}$ | 2.86 | 125000 |  |
| 7 | $\mathrm{CO}\left(X^{1} \Sigma^{+}\right)+M \longleftrightarrow \mathrm{CO}\left(b^{3} \Sigma^{+}\right)+M$ | $10^{14}$ | 0.5 | 120900 |  |
| 8 | $\mathrm{CO}\left(X^{1} \Sigma^{+}\right)+e \longleftrightarrow \mathrm{CO}\left(A^{2} \Sigma^{+}\right)+e$ | $2 \times 10^{14}$ | 0.5 | 66000 |  |
| 9 | $\mathrm{C}_{2}\left(X^{1} \Sigma_{g}^{+}\right)+e \longleftrightarrow \mathrm{C}_{2}\left(d^{3} \Pi_{g}\right)+e$ | $7.82 \times 10^{15}$ | 0.15 | 28807 |  |
| 10 | $\mathrm{C}_{2}\left(X^{2} \Sigma_{g}^{+}\right)+M_{1} \longleftrightarrow \mathrm{C}_{2}\left(d^{3} \Pi_{g}\right)+M_{1}$ | $1.95 \times 10^{12}$ | 0.15 | 28807 | $5.2 \times 10^{13}$ |

peak of radiation from a region directly behind the shock wave. Such a peak was present in all Swan bands observed in the experiment. An additional experimental study of the spectral structure of the radiation peak was carried out. In those experiments, the radiation peak was recorded by an OSA gated multichannel spectrum analyzer which was recording for 2 and $3 \mu \mathrm{~s}$ after the shock wave front reached the detector section. The spectral composition of the peak turned out to be identical with that of the shock wave radiation for the entire time period that it could be observed in this spectral range, which was identified as Swan bands of $\mathrm{C}_{2}$.

## A THERMOCHEMICAL MODEL OF THE HIGH-TEMPERATURE NONEQUILIBRIUM RADIATING $\mathrm{CO}_{2}-\mathrm{N}_{2}-\mathrm{Ar}$ MIXTURES

In the numerical simulations of the principal phenomena taking place behind the shock wave (used for comparing experimental and calculated data), the following components and their electronic and vibrational states were taken into account:

$$
\begin{gathered}
\mathrm{CO}_{2}, \mathrm{~N}_{2}, \mathrm{CO}, \mathrm{O}_{2}, \mathrm{O}, \mathrm{NO}, \mathrm{~N}, \mathrm{Ar}, \mathrm{C}, \mathrm{C}_{2} \mathrm{CN}, \\
e, \mathrm{~N}^{+}, \mathrm{O}^{+}, \mathrm{N}_{2}^{+}, \mathrm{NO}^{+}, \mathrm{O}_{2}^{+}, \mathrm{C}^{+}, \mathrm{CO}^{+}, \mathrm{Ar}^{+},
\end{gathered}
$$

$\mathrm{CN}\left(X^{2} \Sigma^{+}\right), \mathrm{CN}\left(A^{2} \Pi\right), \mathrm{CN}\left(B^{2} \Sigma^{+}\right), \mathrm{C}_{2}\left(X^{1} \Sigma_{g}^{+}\right), \mathrm{C}_{2}\left(d^{3} \Pi_{g}\right)$, $\mathrm{CO}\left(X^{1} \Sigma^{+}\right), \mathrm{CO}\left(A^{1} \Pi\right), \mathrm{CO}\left(B^{1} \Sigma^{+}\right), \mathrm{CO}\left(b^{3} \Sigma^{+}\right), \mathrm{CO}\left(d^{3} \Pi\right)$,

$$
\mathrm{CO}^{+}\left(X^{2} \Sigma^{+}\right), \mathrm{CO}^{+}\left(B^{2} \Sigma^{+}\right),
$$

$$
\mathrm{CO}_{2}\left(v_{1}\right), \mathrm{CO}_{2}\left(\mathrm{v}_{2}\right), \mathrm{CO}_{2}\left(\mathrm{v}_{3}\right), \mathrm{N}_{2}(\mathrm{v}), \mathrm{O}_{2}(\mathrm{v}),
$$

$$
\mathrm{CO}(v), \mathrm{NO}(v) .
$$

Excited electron states of $\mathrm{N}_{2}, \mathrm{NO}, \ldots$ molecules were not taken into account because the initial $\mathrm{N}_{2}$ concentration was much lower than the $\mathrm{CO}_{2}$ concentration. The thermochemical model of a mixture corresponding to Martian atmosphere took into account the following
processes taking place at high temperatures: chemical reactions involving neutral and charged species, excitation and deactivation of electron states of molecules, radiation involving excited species, vibrational ( $V T$ and $V V^{\prime}$ ) energy exchange with the participation of various modes of polyatomic molecules, and $C V$-processes (the influence of chemical reactions on vibrational relaxation) [21, 22].

The rate constants of the chemical reactions were taken from works [1, 5, 22, 23]. The rate constants of the reverse reactions were calculated using the equilibrium constant and the reduced thermodynamic potential [24]. The complete list of the reactions and the vibrational energy exchange times are given in [17].

In a thermally nonequilibrium gas, where there is no equilibrium between translational and vibrational degrees of freedom of the reactant molecules, the rate constant of a chemical reaction depends not only on the translational temperature $T$ but also on the vibrational temperature $T_{\mathrm{v}}$. In this case, it is convenient to write the rate constant in the form $k\left(T, T_{v}\right)=Z\left(T, T_{v}\right) k^{0}(T)$, where $k^{0}(T)$ is the rate constant of the thermally equilibrium

Table 2

| Process | $\tau_{m n}, \mathrm{~s}$ |
| :--- | ---: |
| $\mathrm{CN}\left(B^{2} \Sigma^{+}\right) \longrightarrow \mathrm{CN}\left(A^{2} \Pi\right)+h \nu$ | $6.25 \times 10^{-8}$ |
| $\mathrm{CN}\left(B^{2} \Sigma^{+}\right) \longrightarrow \mathrm{CN}\left(X^{2} \Sigma^{+}\right)+h \nu$ | $6.25 \times 10^{-8}$ |
| $\mathrm{CN}\left(A^{2} \Pi\right) \longrightarrow \mathrm{CN}\left(X^{2} \Sigma^{+}\right)+h \nu$ | $8.0 \times 10^{-6}$ |
| $\mathrm{C}_{2}\left(d^{3} \Pi_{g}\right) \longrightarrow \mathrm{C}_{2}\left(a^{3} \Pi_{u}\right)+h \nu$ | $1.07 \times 10^{-7}$ |
| $\mathrm{CO}\left(A^{1} \Pi\right) \longrightarrow \mathrm{CO}\left(X^{1} \Sigma^{+}\right)+h \nu$ | $1.0 \times 10^{-8}$ |
| $\mathrm{CO}\left(B^{1} \Sigma^{+}\right) \longrightarrow \mathrm{CO}\left(A^{1} \Pi\right)+h \nu$ | $2.37 \times 10^{-8}$ |
| $\mathrm{CO}\left(B^{1} \Sigma^{+}\right) \longrightarrow \mathrm{CO}\left(X^{1} \Sigma^{+}\right)+h \nu$ | $2.37 \times 10^{-8}$ |
| $\mathrm{CO}\left(b^{3} \Sigma^{+}\right) \longrightarrow \mathrm{CO}\left(a^{3} \Pi\right)+h \nu$ | $5.62 \times 10^{-8}$ |
| $\mathrm{CO} \mathrm{O}^{+}\left(B^{2} \Sigma^{+}\right) \longrightarrow \mathrm{CO}^{+}\left(X^{2} \Sigma^{+}\right)+h \nu$ | $5.2 \times 10^{-8}$ |
| $\mathrm{CO}^{+}\left(B^{2} \Sigma^{+}\right) \longrightarrow \mathrm{CO}^{+}\left(A^{2} \Pi\right)+h \nu$ | $5.2 \times 10^{-8}$ |



Fig. 4. Variations of (a) the molar fractions $\xi_{i}$ for neutral and charged species as well as (b) the translational $T$, electron $T_{e}$, and vibrational temperatures in a $\mathrm{CO}_{2}: \mathrm{N}_{2}: \mathrm{Ar}=0.096$ : $0.003: 0.901$ mixture at $P_{1}=1$ torr and $V_{s}=3.45 \mathrm{~km} / \mathrm{s}$ with $x^{\prime}=\log \left(x / L_{c}\right)$, where $x$ is the distance from the shock wavefront and $L_{c}$ is the mean free path of a particle behind the shock wave front (at $x=0$ ); the radiating region behind the shock wave front is indicated by the vertical line (1).
process and $Z\left(T, T_{v}\right)$ is a nonequilibrium factor. An analysis of the two existing models of the temperaturedependent rate constants of chemical reactions and of
the nonequilibrium factor was given in [25]. For describing the thermally nonequilibrium disintegration of $\mathrm{CO}_{2}$ molecules, we used a model by Kuznetsov [26].

The processes of excitation and deexcitation of the electron states of molecules taken into account in our model are presented in Table 1. Given in the same table are the rate constants $k_{j}=A T^{n} \exp (-E / T)$ of the forward reactions. The rates of reverse processes were calculated using the equilibrium constant. In the kinetic formulas for the processes 1,3 , and 10 (see Table 1), $M_{1}$ denotes any particle other than an electron. For the radiation processes, the lifetimes $\tau_{m n}$ of the corresponding electron states were chosen according to [27]; they are given in Table 2. The excitation rate constant of electron states $B^{2} \Sigma^{+}$and $A^{2} \Pi$ of cyanogen molecules (reactions 1 and 3 in Table 1) were obtained from comparing the calculated data on the radiation intensity of the bands of violet and red peaks with experimental data given in [7]. Since in the excitation reaction the particles involved were assumed indistinguishable, the determined quantity in fact represented some effective excitation rate constant resulting from all the processes that was likely to cause excitation of the corresponding states. Data on the excitation rate constants of $\mathrm{CN}\left(B^{2} \Sigma^{+}\right)$and $\mathrm{CN}\left(A^{2} \Pi\right)$ for collisions with electrons (processes 2 and 4 in Table 1) were obtained using Drawin's formulas [26]. The rate constants obtained in this way are in fair agreement with experimental data of various authors on the intensity of nonequilibrium radiation from $\mathrm{CO}_{2}-\mathrm{N}_{2}$ mixtures over a fairly wide range of the shock wave velocities and gas pressures.

The inverse processes to those of radiation are important in optically dense gases. In the relaxation zone behind the shock wave, the gas, as a rule, is optically transparent (at least to radiation from the principal radiation sources); therefore, the absorption of radiation will be not considered here.

In the collision processes leading to excitation of the electron states, the most effective particles are electrons. To determine the electron temperature $T_{e}$ of the gas behind the shock wave front we used an electron energy balance equation $n_{e} \Sigma_{k} Q_{k}^{e}=0$, where $n_{e}$ is the electron concentration; $Q_{k}^{e}$ is the electron energy exchange rate for various processes (elastic collisions with atoms, molecules; elastic collisions with ions; the excitation of rotations and vibrations of molecules; the excitation of electron states of atoms and molecules; the ionization of atoms and molecules, and recombination of charges).

Below we describe the results concerning determination and refinement of the rate constants of excitation for the molecules making a major contribution to the radiation intensity of the gas simulating the Martian atmosphere at temperatures of several thousand degrees. The study will focus on the electron-excited states of $\mathrm{C}_{2}$ and CN molecules and include both the
above-described experiments [28] carried out in a shock tube and aimed at obtaining a quantitative description of the radiation from the Martian atmosphere and calculations of the radiation spectrum taking into account principal kinetic processes behind the shock wave. More accurate values of the rate constants of the above processes were obtained by fitting the experimental and calculated spectral distributions. Concentrations of the components behind the shock wave were calculated with the use of an automated system described in [21, 29].

As seen from Fig. 2, under the conditions of our experiments, molecular spectral bands systems make the major contribution to the radiation of a shockheated gas. For each of the band systems, the integrated radiation intensity over the registration range (350850 nm ) was calculated. Radiation from diatomic molecules can be calculated with the use of various models [30]. The choice of model depends on the volume of calculations to be made and the required accuracy. The most accurate model is a "line-by-line" model, which takes into account the multiple spectrum structure and contours of the rotational lines [31]. However, this model demands a large expenditure of computer time; therefore, it is used only in solving diagnostic problems requiring high accuracy and also for calculations in narrow spectral ranges. As the intensity measurement error in our experiments could be up to $90 \%$, we could not justify using this precision model. We used a model of averaging of the rotational spectrum structure, known as a "just overlapping line model" or a $Q$-branch model [32]. In this model, the spectrum is assumed to consist of a single branch. Each line of this branch is characterized by an average spectral radiation coefficient, which is the ratio of the line's integrated coefficient and the distance to the adjacent rotational line. The integrated radiation coefficient of this line is equal to the sum of the integrated radiation coefficients of all rotational lines of an electron-vibrational band with a given value of $J^{\prime \prime}$ (determined according to the recommendation in [33, 34]).

## RESULTS

Using the developed model, calculations were made of component concentrations in the ground and excited states behind the shock wave front propagating through a simulated Martian atmosphere and through a mixture of $10 \%$ Martian atmosphere and $90 \%$ argon, for velocities up to $8 \mathrm{~km} / \mathrm{s}$ and pressures of a few torr. The calculation results were compared with similar numerical data by other authors, in particular, Park et al. [5]. Our data on the concentrations of neutral and charged particles, as well as the vibration temperatures, were close to those of [5]. Note that the authors of [5] did not take into account the nonequilibrium distribution of the electron-excited species.

As for the kinetics involving electron-excited particles, the following should be noted. Though the elec-


Fig. 5. Molar fractions $\xi_{i}$ as functions of the "laboratory" time $t$ of the species $\mathrm{CN}\left(X^{2} \Sigma^{+}\right), \mathrm{CN}\left(A^{2} \Pi\right), \mathrm{CN}\left(B^{2} \Sigma^{+}\right)$, $\mathrm{CN}\left(X^{1} \Sigma_{g}^{+}\right)$, and $\mathrm{C}_{2}\left(d^{3} \Pi_{g}\right)$ for a $\mathrm{CO}_{2}: \mathrm{N}_{2}: \mathrm{Ar}=0.096$ : $0.003: 0.901$ mixture at $P_{1}=1$ torr and $V_{s}=3.45 \mathrm{~km} / \mathrm{s}$. The solid lines represent the calculation results with the elec-tron-excited states considered as isolated components. The dashed curves correspond to a model assuming the Boltzmann distribution of the radiating components in the electron states.
tron-excited species make the greatest contribution to the radiation spectrum of the Martian atmosphere, their concentrations are low and, therefore, distribution of the concentrations of component in the ground states cannot be affected by varying the formation rate constants $k_{j}$ of these species. Besides, the characteristic wavelengths in the radiation spectra of $\mathrm{CN}\left(A^{2} \Pi\right)$, $\mathrm{CN}\left(B^{2} \Sigma^{+}\right)$, and $\mathrm{C}_{2}\left(d^{3} \Pi_{g}\right)$ species (just these molecules make a major contribution to the radiation spectrum in our case) do not coincide. This practically excludes the mutual correlation of the rate constants $k_{j}$ that determine the concentrations of the excited states of these molecules [17]. In this case, the above solution of the inverse problem by fitting the calculated and experimental spectra patterns makes it possible to determine several rate constants for excitation and deactivation of the electron states of the species simultaneously in a single experiment.

Figure 4a shows the variation of the concentrations of the neutral and charged species behind the shock wave $\left(V_{s}=3.45 \mathrm{~km} / \mathrm{s}, P_{1}=1\right.$ torr, $\mathrm{CO}_{2}: \mathrm{N}_{2}: \mathrm{Ar}=$ $0.096: 0.003: 0.901$ ), demonstrating that variation of the component concentrations in the region under study is nonequilibrium (the extent of the region of emitted gas behind the shock wave is indicated by the vertical


Fig. 6. The experimental (solid lines) and total calculated (dashed lines) radiation spectrafor transitions: $\lambda$ for the transitions (1) $\mathrm{CN}\left(B^{2} \Sigma^{+}\right) \longrightarrow \mathrm{CN}\left(X^{2} \Sigma^{+}\right),(2) \mathrm{C}_{2}\left(d^{3} \Pi_{g}\right) \longrightarrow$ $\mathrm{C}_{2}\left(a^{3} \Pi_{u}\right)$, and $(3) \mathrm{CN}\left(A^{2} \Pi\right) \longrightarrow \mathrm{CN}\left(X^{2} \Sigma^{+}\right)$for a $\mathrm{CO}_{2}$ : $\mathrm{N}_{2}: \mathrm{Ar}=0.096: 0.003: 0.901$ mixture at $P_{1}=1$ torr and $V_{s}=3.45 \mathrm{~km} / \mathrm{s}$.
line). Note that in Fig. 4a distributions of the concentrations of the species that determine the radiation spectrum are not shown; these data are given in Fig. 5. Curves in Fig. 4b show distributions of the translational $T$, electronic $T_{e}$, and vibrational temperatures. It is seen that in the region studied, all the temperatures are close to each other.

Calculated spectra in the red and violet bands of CN can be fitted to the experiment if the rate constants are increased eightfold for processes 1 and 2 (Table 1) and 10 -fold for processes 3 and 4 . The calculated and experimental data in the Swan band for $\mathrm{C}_{2}$ can be made to agree if the rate constant of the process $\mathrm{C}_{2}\left(X^{1} \Sigma_{g}^{+}\right)+$ $M_{1} \longrightarrow \mathrm{C}_{2}\left(d^{3} \Pi_{g}\right)+M_{1}$ (reaction 10 in Table 1 ) is taken as $k_{10}=k_{9} / 150$, where $k_{9}$ is the rate constant of the channel considered for collisions with electrons (reaction 9 in Table 1). Recommended values of $A$ for the rate constant of forward processes 1-4 and 10 are given in the last column of Table 1.

Figure 5 shows the calculated variation of the concentrations of $\mathrm{CN}\left(A^{2} \Pi\right), \quad \mathrm{CN}\left(B^{2} \Sigma^{+}\right), \quad \mathrm{C}_{2}\left(d^{3} \Pi_{g}\right)$, $\mathrm{CN}\left(X^{2} \Sigma_{g}^{+}\right)$, and $\mathrm{C}_{2}\left(X^{1} \Sigma_{g}^{+}\right)$behind the shock wave from experiments in the shock tube, taking into account the above-mentioned corrections to the rate constants of the processes $1-4,9$, and 10 of Table 1. The solid lines represent calculation results obtained under the assumption that each of the electron-excited states is considered as an isolated component. The dashed curves in Fig. 5 relate to a model assuming the Boltz-
mann distribution of the radiating components over the electron states. From the results presented in Fig. 5, it follows that the populations of the states $\mathrm{CN}\left(B^{2} \Sigma^{+}\right)$and $\mathrm{C}_{2}\left(d^{3} \Pi_{g}\right)$ are considerably different from the Boltzmann distribution, and the population of the state $\mathrm{CN}\left(A^{2} \Pi\right)$ is close to it. This indicates that in the simulations each of the electron-excited states should be considered as an isolated component.

The experimental and calculated radiation distributions for the optimum choice of the rate constants of processes $1-4,9$, and 10 of Table 1 obtained in the first series of the experiments are shown in Fig. 6. Calculated and experimental data have been found to agree both in the violet and red band systems of CN and in the Swan band for $\mathrm{C}_{2}$ molecules.

It should be noted that the kinetic model employed cannot describe the anomalies of radiation in the Swan bands of $\mathrm{C}_{2}$ molecules directly behind the shock wave occurring in the "laboratory" time interval of $t_{1} \sim 1 \mu \mathrm{~s}$ at a shock wave velocity of $V_{s}=3.45 \mathrm{~km} / \mathrm{s}$ (Fig. 3). Therefore, the initial kinetic model of [17] was supplemented by processes occurring behind the shock wave prior to dissociation of $\mathrm{CO}_{2}$. These processes are $\mathrm{CO}_{2}+$ $\mathrm{CO}_{2} \longrightarrow \mathrm{C}_{2}\left(X^{1} \Sigma_{g}^{+}\right)+\mathrm{O}_{2}+\mathrm{O}_{2}$ and $\mathrm{CO}_{2}+\mathrm{CO}_{2} \longrightarrow$ $\mathrm{C}_{2}\left(d^{3} \Pi_{g}\right)+\mathrm{O}_{2}+\mathrm{O}_{2}$. An attempt to determine the rate constants of these processes was undertaken in [17].

The calculations showed also that under the experimental conditions the contribution to the radiation of CO molecules is small. Note that CO molecules are formed as a result of $\mathrm{CO}_{2}$ dissociation $\left(\mathrm{CO}_{2}+M \longrightarrow\right.$ $\mathrm{CO}+\mathrm{O}+M)$ and formation of the electron-excited states of CO in chemical reactions seems unlikely.

## CONCLUSIONS

(1) The proposed physicochemical model of $\mathrm{CO}_{2}-\mathrm{N}_{2}-\mathrm{Ar}$ mixtures satisfactorily describes both the integrated and spectral intensities of the radiation from a gas heated by a shock wave.
(2) In calculating the intensity and spectral distribution of radiation from gas in the relaxation zone behind a shock wave or from the shock layer about objects traveling through an atmosphere, it is necessary to take into account possible deviation of the actual distribution of electron states of the gas molecules from the Boltzmann distribution.

## REFERENCES

1. R. N. Gupta and K. P. Lee, AIAA Pap. 94-2025 (1994).
2. R. D. Kay and M. P. Netterfield, AIAA Pap. 93-2841 (1993).
3. M. A. Gallis and J. K. Harvey, AIAA Pap. 95-2095 (1995).
4. L. B. Ibragimova and S. A. Losev, Kinet. Katal. 24, 263 (1983).
5. C. Park, J. T. Howe, R. L. Jaffe, and G. V. Candler, J. Thermophys. Heat Transfer 8, 9 (1994).
6. G. V. Candler, AIAA Pap. 90-1695 (1990).
7. R. L. McKenzie and J. O. Arnold, AIAA Pap. 67-322 (1967).
8. G. P. Menees and R. L. McKenzie, AIAA J. 6 (3), 554 (1969).
9. G. M. Thomas and W. A. Menard, AIAA J. 4 (2), 227 (1966).
10. J. O. Arnold, V. H. Reis, and H. T. Woodward, AIAA J. 3 (11), 2019 (1965).
11. T. Tir, S. Georgiev, and R. Allen, in Hypersonic Flow Reserch, Ed. by F. R. Riddell (Academic, New York, 1962; Mir, Moscow, 1964).
12. G. N. Zalogin, V. V. Lunev, and Yu. A. Plastinin, Izv. Akad. Nauk SSSR, Mekh. Zhidk. Gaza, No. 1, 105 (1980).
13. A. B. Gorshkov, G. N. Zalogin, and V. V. Lunev, in Rocket Space Technology (TsNIIMASh, Moscow, 1994), Ser. 2, issue 1, p. 74.
14. G. N. Zalogin, Izv. Akad. Nauk SSSR, Mekh. Zhidk. Gaza, No. 6, 81 (1974).
15. N. A. Anfimov, Yu. A. Dem'yanov, Yu. A. Zavernyaev, et al., Izv. Akad. Nauk SSSR, Mekh. Zhidk. Gaza, No. 1, 36 (1981).
16. R. C. Flagan and J. P. Appleton, J. Chem. Phys. 56, 1163 (1972).
17. G. N. Zalogin, P. V. Kozlov, L. A. Kuznetsova, et al., Preprint No. 40-98, Institut Mekhaniki Mosk. Gos. Univ. (Institute of Mechanics, Moscow State University, Moscow, 1998).
18. INTERMARSNET: Report on Phase-A Study (European Space Agency, 1996), D/SCI(96) 2, April.
19. R. W. B. Pearse and A. G. Gaydon, The Identification of Molecular Spectra (Chapman and Hall, London, 1976).
20. A. N. Zaĭdel', V. K. Prokof'ev, S. M. Raĭskiĭ, et al., Tables of Spectral Lines (Nauka, Moscow, 1977; Plemun, New York, 1970).
21. V. N. Makarov, Kvantovaya Élektron. (Moscow) 24 (10), 895 (1997).
22. V. N. Makarov, Prikl. Mekh. Tekh. Fiz. 37 (2), 69 (1996).
23. J. S. Evans, C. J. Schexnayder, and W. L. Grose, J. Spacecr. Rockets 11 (12), 84 (1974).
24. L. V. Gurvich and N. P. Rtishcheva, Teplofiz. Vys. Temp. 3 (1), 33 (1965).
25. É. A. Kovach, S. A. Losev, and A. L. Sergievskaya, Khim. Fiz. 14 (9), 44 (1995).
26. Physicochemical Processes in Gas Dynamics. Computer Reference Book, Vol. 1: Dynamics of Physicochemical Processes in Gas and Plasma, Ed. by G. G. Cherny1̆ and S. A. Losev (Mosk. Gos. Univ., Moscow, 1995).
27. L. A. Kuznetsova, E. A. Pazyuk, and A. V. Stolyarov, Russ. J. Phys. Chem. 67, 2046 (1993).
28. P. V. Kozlov, S. A. Losev, and Yu. V. Ramanenko, Preprint No. 33-97, Institut Mekhaniki Mosk. Gos. Univ. (Institute of Mechanics, Moscow State University, Moscow, 1997).
29. V. N. Makarov, Khim. Fiz. 18 (4), 48 (1999).
30. L. A. Kuznetsova and S. T. Surzhikov, AIAA Pap. 972564 (1997).
31. D. R. Churchill, S. A. Hangstrom, and R. K. M. Landshoff, J. Quant. Spectrosc. Radiat. Transf. 4, 291 (1964).
32. R. W. Patch, W. L. Shackleford, and S. S. Penner, J. Quant. Spectrosc. Radiat. Transf. 2, 263 (1962).
33. E. E. Whiting, A. Schadee, J. B. Tatum, et al., J. Mol. Spectrosc. 80, 249 (1980).
34. L. A. Kuznetsova and S. T. Surzhikov, in Proceedings of the 7th AIAA/ASME Joint Thermophysics and Heat Transfer Conference, 1998, Vol. 1, p. 41.

Translated by N. Mende

# Interaction of Shock Waves with Bubble-Liquid Drops 

V. S. Surov<br>Chelyabinsk State University, Chelyabinsk, 454021 Russia<br>e-mail: svs@csu.ru<br>Received May 12, 2000; in final form, September 8, 2000


#### Abstract

The regular reflection of an air shock wave from a spherical drop of a bubble liquid is studied. In the framework of an extended equilibrium model, the effect of the shock waves on single drops of various shapes and on drop ensembles (drop screens) is numerically investigated. It is shown that, when subjected to shock waves, bubble-liquid drops and drops of a bubble-free liquid collapse in a radically different way. © 2001 MAIK "Nauka/Interperiodica".


## INTRODUCTION

In contrast to a solid particle, a liquid drop in a gas flow behind the shock wave front experiences internal motion, causing the drop to deform and break down. The breakdown process is very intricate and depends on the surface tension, viscosity, and inertia of the medium. The effect of air shock wave on drops of various liquids has been studied experimentally in [1-4]. A method for computing the interaction of a water drop with a plane shock wave has been proposed [5]. It uses the assumption that the deformed drop takes the shape of an ellipsoid of revolution that is flattened along the flow direction. The same assumption was used in other papers [6, 7]. Subsequently, direct numerical simulation was used for studying the interaction of shock waves with drops, and various models of liquid were employed. For example, the liquid was assumed to be compressible nonviscous [8] or incompressible viscous [ 9,10$]$. In all the cases, however, the liquid was assumed to be free of gas bubbles.

It is known that a liquid becomes aerated (saturated by gas) under the action of an intense air shock wave [11]. The properties of such a liquid essentially change. It is important to study the effect of gas content on the interaction between a shock wave and a drop (drop ensemble) of a bubble liquid. Here, we extend the equilibrium model used earlier [12, 13].

## THE REGULAR REFLECTION OF AN AIR SHOCK WAVE FROM A SPHERICAL BUBBLE-LIQUID DROP

Let a plane air shock wave in the form of a semi-infinite step strike a spherical drop of a bubble liquid. The parameters of the air behind the wave front (they are marked with the subscript $s$ ) are related to those before the shock (marked with the subscript 0 ) by the Rank-
ine-Hugoniot equations

$$
\begin{gather*}
p_{s}=p_{0}\left(1+\frac{2 \gamma\left(M^{2}-1\right)}{\gamma+1}\right), \quad u_{s}=\frac{2 c_{0}\left(M^{2}-1\right)}{(\gamma+1) M} \\
p_{s}=p_{0}\left(\frac{(\gamma+1) M^{2}}{2+(\gamma-1) M^{2}}\right) \tag{1}
\end{gather*}
$$

where $\gamma$ is the adiabatic exponent of air, $c_{0}$ is the speed of sound, $M=D / c_{0}$ is the Mach number, and $D$ is velocity of the shock wave front.

Let us analyze liquid and gas flows near the point where the shock wave touches the drop surface. Compatibility equations in a moving coordinate system related to the point of contact (Fig. 1a) have the form

$$
\begin{gather*}
u_{1 n} \sin \varphi-c_{0} M \sin \left(\beta_{1}+\varphi\right)=0, \\
u_{1 t} \sin \varphi-c_{0} M \cos \left(\beta_{1}+\varphi\right)=0, \\
u_{1 t}^{\prime} \cos \left(\beta_{1}+\delta\right)-u_{1 t}^{\prime} M \sin \left(\beta_{1}+\delta\right)=0, \\
u_{1 t}^{\prime}=u_{1 t}, \quad u_{2 n}-u_{2} \sin \left(\beta_{2}-\vartheta_{2}\right)=0,  \tag{2}\\
u_{2 t}-u_{2} \cos \left(\beta_{2}-\vartheta_{2}\right)=0, \\
u_{2 n}^{\prime} \cos \left(\beta_{2}-\delta\right)-u_{2 t}^{\prime} \sin \left(\beta_{2}-\delta\right)=0, \quad u_{2 t}^{\prime}=u_{2 t},
\end{gather*}
$$

where $u_{2}$ and $\vartheta_{2}$ are found from the equations

$$
\begin{gathered}
u_{2}^{2}-\left(c_{0} M \cot \varphi\right)^{2}-\left(c_{0} M-u_{s}\right)^{2}=0 \\
\tan \vartheta_{2}=\left(1-M_{s} / M\right) \tan \varphi \\
M_{s}=u_{s} / c_{0}
\end{gathered}
$$

The Rankine-Hugoniot equations for the reflected and refracted shock waves are as follows:

$$
\begin{gather*}
\rho_{2}^{\prime} u_{2 n}^{\prime}-\rho_{s} u_{2 n}=0 \\
p_{2}^{\prime}+\rho_{2}^{\prime}\left(u_{2 n}^{\prime}\right)^{2}-p_{s}-\rho_{s}\left(u_{2 n}\right)^{2}=0 \\
\rho_{1}^{\prime} u_{1 n}^{\prime}-\rho_{10} u_{1 n}=0  \tag{3}\\
p_{1}^{\prime}+\rho_{1}^{\prime}\left(u_{1 n}^{\prime}\right)^{2}-p_{0}-\rho_{10}\left(u_{1 n}\right)^{2}=0
\end{gather*}
$$

Here, the subscripts $n$ and $t$ denote the velocity components, respectively, normal and tangent to the attached shock waves. A prime marks the parameters behind the reflected and refracted waves. The pressure values must be sewed together at the shock-wave discontinuity:

$$
\begin{equation*}
p_{1}^{\prime}=p_{2}^{\prime}=p \tag{4}
\end{equation*}
$$

Formulas (2)-(4) should be complemented with the equations of percussive adiabats for the gas and bubble liquid [12]:

$$
\begin{gather*}
\frac{\rho_{s}}{\rho_{2}^{\prime}}=\frac{\chi p_{2}^{\prime}+p_{s}}{\chi p_{s}+p_{2}^{\prime}}, \\
\frac{\rho_{10}}{\rho_{1}^{\prime}}=\alpha_{0} \frac{\chi_{1} p_{1}^{\prime}+p_{0}}{\chi_{1} p_{0}+p_{1}^{\prime}}  \tag{5}\\
+\left(1-\alpha_{0}\right) \frac{\chi_{*}\left(p_{1}^{\prime}+p_{*}\right)+p_{0}+p_{*}}{\chi_{*}\left(p_{0}+p_{*}\right)+p_{1}^{\prime}+p_{*}},
\end{gather*}
$$

where $\alpha_{0}$ is the volume fraction of the gas, $\chi=(\gamma-$ $1) /(\gamma+1), \chi_{1}=\left(\gamma_{1}-1\right) /\left(\gamma_{1}+1\right)$ is the adiabatic exponent of the gas in the bubbles, $\chi_{*}=\left(\gamma_{*}-1\right) /\left(\gamma_{*}+1\right)$, and $\gamma_{*}$ and $p_{*}$ are the constants of the two-term equation of state [12] whereby the properties of the liquid component are described. For water (glycerol), $\gamma_{*}=5.59$ (7.85) and $p_{*}=4.106(5.936) \mathrm{MPa}$.

From (2) and (3), we have

$$
\begin{gather*}
\frac{\rho_{s}}{\rho_{2}^{\prime}}=\frac{u_{2 n}^{\prime}}{u_{2 n}}=\frac{\tan \left(\beta_{2}-\delta\right)}{\tan \left(\beta_{2}-\vartheta_{2}\right)}, \\
\frac{\rho_{10}}{\rho_{1}^{\prime}}=\frac{u_{1 n}^{\prime}}{u_{1 n}}=\frac{\tan \left(\beta_{1}+\delta\right)}{\tan \left(\beta_{1}+\varphi\right)},  \tag{6}\\
p_{2}^{\prime}=p_{s}+p_{s} u_{2}^{2} \sin ^{2}\left(\beta_{2}-\vartheta_{2}\right)\left(1-\tan \left(\beta_{2}-\delta\right) / \tan \left(\beta_{2}-\vartheta_{2}\right)\right), \\
p_{1}^{\prime}=p_{0}+\frac{\rho_{10} c_{0}^{2} M^{2} \sin ^{2}\left(\beta_{1}+\varphi\right)}{\sin ^{2} \varphi}\left(1-\frac{\tan \left(\beta_{1}+\delta\right)}{\tan \left(\beta_{1}+\varphi\right)}\right)
\end{gather*}
$$


(b)

(c)


Fig. 1. (a) Regular reflection of the shock wave from a spherical bubble-liquid drop; (b) (1-3) functions $\beta_{1}, \beta_{2}$, and $\delta$ for the gas concentrations $\alpha_{0}=0.1$ (solid curves), 0.2 (dashed curves), 0.0001 (dash-and-dot curves), and 0.001 (dotted curves) at $M=2$; and (c) function $\varphi_{*}\left(\alpha_{0}\right)$ at $M=(1) 2$, (2) 5, (3) 10 , and (4) 20 .

Using (6), Eqs. (4) and (5) take the form

$$
\begin{align*}
& \tilde{p}_{s}+\sin ^{2}\left(\beta_{2}-\vartheta_{2}\right)\left(1-\tan \left(\beta_{2}-\delta\right) / \tan \left(\beta_{2}-\vartheta_{2}\right)\right) \\
& =\tilde{p}_{0}+\frac{\rho_{10} c_{0}^{2} M^{2} \sin ^{2}\left(\beta_{1}+\varphi\right)}{\rho_{s} u_{2}^{2} \sin ^{2} \varphi}\left(1-\frac{\tan \left(\beta_{1}+\delta\right)}{\tan \left(\beta_{1}+\varphi\right)}\right) \tag{7}
\end{align*}
$$



Fig. 2. Shape of an initially spherical drop with $\alpha_{0}=0.9$ at various time instants of interaction with the shock wave with $M=$ (a) 1.3 and (b) 6 .
(a)


Fig. 3. (1) Relative shift, (2) lateral extension, and (3) longitudinal size of the drop as functions of $\tau$ for the shock wave with $M=$ (a) 1.3 and (b) 6 .
where $\tilde{p}_{s}=p_{s} /\left(\rho_{s} u_{2}^{2}\right), \quad \tilde{p}_{0}=p_{0} /\left(\rho_{s} u_{2}^{2}\right)$, and $\tilde{p}_{s}^{\prime}=$ $p_{s} /\left(\rho_{s} u_{2}^{2}\right)$.

Thus, we have the system of three nonlinear equations [Eqs. (7)-(9)] for unknown $\beta_{1}, \beta_{2}$, and $\delta$. This system was solved by the Newton-Raphson iteration method.

Figure 1 b shows the angles $\beta_{1}, \beta_{2}$, and $\delta$ as functions of $\varphi$ when the shock wave is reflected from the drop at various $\alpha_{0}$. It is seen that the angle $\beta_{1}$ of the refracted wave strongly depends on $\alpha_{0}$ when the concentration of the gas in the liquid is small. At $M=2, \beta_{1}$ is negative even if the gas concentration in the drop is $0.1 \%$. Note that relationships derived from (7)-(9) for a gas-free drop, i.e., when $\alpha_{0}=0$, coincide with those obtained in [9].

From Eqs. (7)-(9), one can also find the critical angle $\varphi_{*}$; i.e., the limit angle $\varphi$ at which a solution involving the reflected and refracted shock waves attached to the contact point still exists. The critical angle separates the regular and Mach conditions of
reflection. The angle $\varphi_{*}$ as a function of $\alpha_{0}$ is shown in Fig. 1c at various Mach numbers for the shock wave striking the drop. It is seen that $\varphi_{*}$ first grows insignificantly as the gas concentration in the drop increases. With $\alpha_{0}$ approaching unity, which is typical of foamed liquids, the critical angle, however, rises sharply. It has to be noted that the basic interaction parameters depend on the type of a gas in the bubbles only slightly. Systems with a large gas content are usually treated as foams, which are media that, along with gas and liquid, contain surfactants, imparting specific strengthening properties. Foams can be "wet" or "dry," depending on their density. Wet water foams have a density of more than $5 \mathrm{~kg} / \mathrm{m}^{3}$, as a stable bubble structure, and retain their properties when interacting even with intense shock waves [14]. In dry foams, bubbles collapse under the action of shock waves, forming an air-drop mixture [15]. Wet foams are stable because the bubbles not only collapse, but also form due to the foaming of the liquid [16]. It should also be noted that the basic flow characteristics, such as the speed of an oscillatory shock wave and the averaged pressure behind its front, which coincide with the equilibrium ones, do not depend on the bubble size [17].

## NUMERICAL SIMULATION OF INTERACTION

In the previous section, we described the initial stage of shock wave diffraction by a bubble-liquid drop. For a better representation of the interaction, it is necessary to integrate the general system of partial differential equations [12] that simulates the simultaneous flow of a gas and a bubble liquid. This can be done only numerically.

Let a plane shock wave strike an initially spherical fixed drop of a bubble liquid in ideal gas. The gas parameters behind the wave front are calculated from (1). We assume that the wave front touches the drop surface at $t=0$. The Mach number in the incident wave and the gas concentration in the drop are varied. The numerical method [18] is used in the calculations. We consider sufficiently large drops. In this case, aerodynamic forces due to the gas flow that act on the drop are several orders greater than the surface tension forces; therefore, the latter are omitted in the calculations.

It follows from the numerical results that the interaction pattern is similar to a flow about a solid particle. The detached shock wave forms in front of the drop; however, its shape and position vary in time because of the deformation and acceleration of the drop.

The evolution of the shape of an initially spherical foamed-liquid drop ( $r_{0}=5 \mathrm{~mm}$ and $\alpha_{0}=0.9$ ) under the action of a shock wave is shown in Fig. 2a. The calculation was performed at various time instants for a Mach number of 1.3 . Unlike [8-10], weightless markers moving with the speed the medium has at a given point of the space are used only to visualize the defor-
mation of a fragment of the dispersive medium and are not functionally involved in the calculations. As follows from Fig. 2a, the deformation of the drop is caused by the development of a flow of the dispersive medium at the leading surface of the drop; i.e., the boundary layer forms. The closer a particle of the dispersive medium to the drop surface, the greater the distance it travels.

The relative shifts $\left(\Delta x / d_{0}\right)$ of the drop along the axis of symmetry, as well as its relative lateral extension $\left(d_{y} / d_{0}\right)$ and longitudinal thickness $\left(d_{x} / d_{0}\right)$, are shown in Fig. 3a vs. dimensionless time $\tau=t / t_{0}$, where

$$
\begin{equation*}
t_{0}=d_{0} u_{s}^{-1}\left(\rho_{0} / \rho_{s}\right)^{1 / 2} \tag{10}
\end{equation*}
$$

Starting from the instant $\tau=0.3$, when the refracted shock wave propagating in the drop arrives at its back surface, the longitudinal size of the drop increases.

As the shock wave intensity grows, so does the boundary layer, and the drop deforms more vigorously. This is illustrated in Figs. 2b and 3b, where the data for a shock wave with $M=6$ are given.

With a bubble-liquid drop, the shock wave interacts in a different way. Since bubble-liquid particles are more inertial, the boundary layer is much thinner than in the foamed-liquid case. The surface markers are detached from the drop surface, which is accompanied by a slight deformation of the drop core (see Fig. 4a). The shift of the drop is well described by the formula $\Delta x / d_{0}=0.75 \tau^{2}$ (see Fig. 4b). For a bubble-free liquid, the function approximating experimental data is $\Delta x / d_{0}=0.8 \tau^{2}$ [1]; related functions for bubble-liquid drops tend to this expression at $\alpha_{0} \longrightarrow 0$.

Thus, it follows from the calculations that, as the gas content in the drop increases, it becomes more mobile and shifts by larger distances, because the density of the bubble liquid decreases. As $\alpha_{0}$ grows, so does the thickness of the boundary layer, which forms in the drop near its front surface. Simultaneously, the maximum lateral size of the deformed drop decreases. This size also diminishes with increasing shock wave intensity.

Besides spherical drops, we considered ellipsoidal and toroidal ones, as well as drops with the front surface concave toward the incoming flow. The collapse of these drops due to the shock wave is shown in Figs. 5a5c. In all the cases, the Mach number for the shock wave is three and the gas concentration in the water is $\alpha_{0}=0.1$. Note that we consider the pulsed action of the gas stream on the drop when the liquid flow in its boundary layer is developed. Under such conditions, possible Rayleigh-Taylor or Helmholtz instabilities do not lead to catastrophic impacts, which might occur in the absence of the developed boundary layer in the drop. Initial disturbances like small-amplitude surface waves at the head of the drop are removed to the periphery and do not influence the deformation of the drop.


Fig. 4. (a) Shape of the drop with $\alpha_{0}=0.1$ at various time instants for the shock wave with $M=3$ and (b) dependences of (1) relative shift, (2) lateral extension, and (3) longitudinal size of the drop on $\tau$. Curve 1 ' is the experimental dependence of the relative shift at $\alpha_{0}=0$.


Fig. 5. The shape of initially (a) elliptic, (b) toroidal, and (c) concave spherical drops at characteristic time instants for the shock wave with $M=3$.


Fig. 6. (a) Interaction of the shock wave with two spherical water drops, (b) the same as in (a) but with glycerol in the first drop, and (c) the relative shift of (1) the first and (2) the second drops and the relative lateral extension of (3) the first and (4) the second drops as functions of $\tau$. Curves $l^{\prime}-4$ ' refer to case (b).

Let an air shock wave interact with two spherical liquid drops placed one after the other. Assume that the axis of symmetry, running through the centers of the drops, is orthogonal to the shock wave front. Let the wave front touch the surface of the first drop at the instant $t=0$. The Mach number in the incoming wave is $M=3$. The drop radii are 1 and 5 mm , and their center distance is 8 mm . The gas concentrations are $\alpha_{0}=0.5$ in the first drop and 0.1 in the second. The interaction dynamics is illustrated in Fig. 6a. As is seen from Fig. 6b, the same pattern takes place when the first drop consists of glycerol ( $\alpha_{0}=0.95$ and $\rho_{l}^{0}=1200 \mathrm{~kg} / \mathrm{m}^{3}$ ) instead of foamed water. The geometry of the drops is the same as in the former problem. Comparing the data in Figs. 6a and 6b, one can see that the first drop deforms more slowly since its liquid is more inertial. It has to be noted that the viscosity effect in our case is small and may be neglected, since the intensity of shock waves is assumed to be high [10].
(a)

(c)

(d)


Fig. 7. Shape of foamed-liquid drops when the shock wave interacts with the barrier at $M=3$ at the time instants $t=$ (a) 0 , (b) 24 , and (c) $49 \mu \mathrm{~s}$. (d) The function $p(t)$ in the (1) presence and (2) absence of the screen.

The relative shifts of the drop $\Delta x / d_{0}$ along the axis of symmetry and its lateral extension $d_{y} / d_{0}$ are shown in Fig. 6c vs. dimensionless time $\tau=t / t_{0}$. Here, $t_{0}$ is calculated using (10) for the parameters of the second drop. It is interesting that, when the second drop deforms, the liquid near the axis of symmetry shifts toward the incoming flow (see Fig. 6a). This is due to the fact a part of the second drop is in the aerodynamic shadow of the first drop, where the pressure is lower. The resulting pressure difference causes a tip at the front surface of the second drop (see Fig. 6a). It also follows from Fig. 6c that the second drop deforms and shifts more slowly if both drops contain glycerol.

Now consider a shock wave interacting with a drop screen. It is obvious that the general flow pattern observed when the shock wave strikes an ensemble of
bubble-liquid drops differs from that when the drops are free of bubbles. Let a plane shock wave be orthogonally incident on the screen consisting of staggered drops of the same size. The numerical results are given for drops of foamed water-air mixture with $\alpha_{0}=0.9$. The Mach number in the shock wave is three; the drop diameter, 1.92 mm ; and the number of the drop layers in the screen equals six.

Figures 7a-7c show the screen at characteristic time instants. It is seen that the interaction pattern is essentially different from that when the drops are free of the gas [10]. In the presence of the bubbles, the boundary layer is nearly completely detached from the drops in the screen (see Fig. 7b). As a result, the drops whose centers are aligned approach each other, forming liquid streams with the large heads, from which the dispersive medium is vigorously detached (see Fig. 7c). Such a process develops until the drops fully collapse.

The pressure at the border of the domain of calculation $(x=0.032 \mathrm{~m})$ as a function of time with and without the screen is shown in Fig. 7d. It is seen that the refracted wave formed behind the screen reaches the border of the domain with some delay and its amplitude drops more than twice. Subsequently, as the drops break down and shift, the pressure attains its no-screen level.
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#### Abstract

The problem of a spherically symmetric plasmoid placed in a linearly polarized uniform quasistatic electromagnetic field is considered. The electric field in the vicinity of a plasmoid with a Gaussian electron density distribution is calculated. The results of calculations are compared with the known solution for a spherical plasmoid with a uniform density. The possibility of the transformation of an initial plasmoid that arises in an electrodeless microwave gas discharge into a microwave streamer is discussed. © 2001 MAIK "Nauka/Interperiodica".


## INTRODUCTION

Experiments show that a high-pressure electrodeless microwave discharge in air in the field of a linearly polarized wave of a high-Q two-mirror open resonator can have the form of a microwave streamer [1, 2]. Such a discharge arises from a point seed (e.g., a background free electron) in the antinode of the electric component of an electromagnetic (EM) field $\mathbf{E}$ produced in a stand-ing-wave resonator. The discharge initially develops as a spherically symmetric plasma formation with a Gaussian electron density distribution and then stretches along the field (in both directions from the origination site) as a thin plasma channel [1].

In [3], a physical mechanism that may be responsible for the stretching of the initial plasmoid was proposed. When obtaining quantitative estimates, the plasmoid was assumed to be shaped like a sphere with a sharp boundary and uniform electron density. The electrostatic interaction between this sphere and the microwave field leads to an increase in the field at the sphere poles, where the $\mathbf{E}$ vector is perpendicular to the sphere surface, and a decrease in the field in the equatorial region. As a result, the ionization rate increases at the poles of the seed plasmoid so that it starts stretching along the field due to the ionization-diffusive mechanism for the discharge boundary propagation.

Such an approach (in the quasistatic approximation) was employed in [4] to analyze the dynamics of a uniform plasma ellipsoid that stretched along the ionizing field $\mathbf{E}$. However, in that paper, the growth rate of a two-dimensional microwave streamer obtained from numerical calculations turned out to be less than that predicted by analytic estimates. In [5], in which the ion-ization-diffusive mechanism for the development of a two-dimensional microwave streamer was analyzed taking into account the field lag effect, the above discrepancy was attributed to the diffusive broadening of
the plasma boundaries, which are formed during streamer development. In [6], the dynamics of a microwave streamer was numerically investigated assuming that the ionizing radiation from the discharge played a decisive role in the discharge front propagation.

In this paper, an attempt is made to evaluate the influence of the diffuse Gaussian boundaries of a microwave discharge on the initial stage of the development of a spherically symmetric streamer. We do not consider here the ionization processes, and the electron density and its spatial distribution are assumed to be given and time-independent.

## FORMULATION OF THE PROBLEM

By a high gas pressure, we mean such a pressure $p$ at which the condition

$$
\begin{equation*}
v_{c} \gg \omega \tag{1}
\end{equation*}
$$

is satisfied. Here, $v_{c}$ is the electron-neutral collision frequency and $\omega$ is the circular frequency of the EM field.

For example, in air, at a field strength $E$ slightly higher than the breakdown field $E_{c}$, we have $\mathrm{v}_{c} \cong 4 \times$ $10^{9} p, \mathrm{~s}^{-1}$ [7]. Here and below, the pressure $p$ is in torr. Under the experimental conditions of [1], in which the experiments were carried out at atmospheric pressure, we have $\omega \cong 2 \times 10^{10} \mathrm{~s}^{-1}$, so that inequality (1) is certainly satisfied. Under condition (1), the complex plasma permittivity $\varepsilon$ can be written in the form [8] $\varepsilon=$ $1-i N$, where $N=n / n_{0}$ is the relative plasma electron density, $n$ is the absolute plasma electron density, and its characteristic value is

$$
\begin{equation*}
n_{0}=\left(m_{e} \varepsilon_{0} / q_{e}^{2}\right) \omega v_{c}, \mathrm{~m}^{-3} . \tag{2}
\end{equation*}
$$

Here, $m_{e}=9.1 \times 10^{-31} \mathrm{~kg}$ is the electron mass, $q_{e}=1.6 \times$ $10^{-19} \mathrm{C}$ is the electron charge, and $\varepsilon_{0}=10^{-9} /(36 \pi) \mathrm{F} / \mathrm{m}$ is the permittivity of a vacuum. For example, under the conditions of [1], we have $n_{0}=2.5 \times 10^{10} \mathrm{~cm}^{-3}$, and at $p=760$ torr, we have $n_{0} \cong 2 \times 10^{13} \mathrm{~cm}^{-3}$. If a plasma sphere with an uniform permittivity $\varepsilon$ is placed in an initially uniform linearly polarized microwave field $\mathbf{E}_{0}$, then, for a sphere radius $a \ll 1 / k$ (where $k=\omega / c$ is the EM field wavenumber and $c$ is the speed of light), the field $\mathbf{E}_{i}$ inside the sphere is also uniform and is equal to [8]

$$
\begin{equation*}
E_{i}=|3 /(\varepsilon+2)| E_{0} . \tag{3}
\end{equation*}
$$

At the poles of the sphere the field strength is maximum,

$$
\begin{equation*}
E_{m}=|\varepsilon| E_{i} . \tag{4}
\end{equation*}
$$

Let a free electron that initiates the microwave breakdown in air in a microwave field $E_{0}>E_{c}$ appear at time $t=0$. We will assume the point at which the electron is born to be the coordinate origin. Obviously, for $N \ll 1$, the produced plasma hardly distorts the initial field. Moreover, we assume that, over the time interval under consideration, the discharge plasma is still free of plasmochemical reaction products responsible for the ionizing radiation from the discharge [9]. In this case, assuming that the plasma expands only due to diffusion, the spatiotemporal dynamics of the electron avalanche can be described by the formula [3]

$$
\begin{equation*}
n=\frac{e^{\left(v_{i}-v_{a}\right) t}}{\pi^{3 / 2} a^{3}} e^{-(r / a)^{2}} \tag{5}
\end{equation*}
$$

where $r$ is the radial coordinate, $v_{a}=2 \times 10^{4} p \mathrm{~s}^{-1}$ is the electron attachment rate [10], and the characteristic size of a spherically symmetric plasma cloud is equal to

$$
\begin{equation*}
a=2 \sqrt{D t} \tag{6}
\end{equation*}
$$

For $E_{0} \leq 3 E_{c}$, the ionization rate [10]

$$
\begin{equation*}
\mathrm{v}_{i}=\mathrm{v}_{a}\left(\left|E_{0}\right| / E_{c}\right)^{5.34} \tag{7}
\end{equation*}
$$

is a function of the field absolute value only and does not depend on the field direction. In Eq. (6), the diffusion coefficient $D$ is determined by the values of $n$ and $a$. For small $n$, while the electron Debye radius satisfies the inequality $r_{d}=\sqrt{\varepsilon_{0} U_{e} /\left(2 q_{e} n\right)}>a$ (where $U_{e} \cong 1 \mathrm{eV}$ is the energy of plasma electrons [11]), the electrons diffuse freely with the diffusion coefficient $D=D_{e} \cong$ $1.6 \times 10^{6} / p \mathrm{~cm}^{2} / \mathrm{s}$ [11]. For $r_{d}<a$, diffusion becomes ambipolar with the coefficient $D=D_{a} \cong 1.4 \times$ $10^{4} / p \mathrm{~cm}^{2} / \mathrm{s}$ [11].

It follows from Eqs. (5) and (6) that, at this stage of the discharge, the point at the discharge boundary cor-
responding to a given small electron density propagates along $r$ with a velocity

$$
\begin{equation*}
V=2 \sqrt{D\left(v_{i}-v_{a}\right)} \tag{8}
\end{equation*}
$$

Keeping in mind Eq. (4), we will assume that a spherically symmetric plasmoid with a nonuniform permittivity

$$
\begin{equation*}
\varepsilon=1-i N e^{-(r / a)^{2}} \tag{9}
\end{equation*}
$$

and a characteristic size $a \ll 1 / k$ is placed in a uniform linearly polarized EM field $\mathbf{E}_{0}$. In this case, we can use the quasistatic approximation and assume that the scalar potential $\Phi$ near the plasmoid is described by the equation [8]

$$
\begin{equation*}
\operatorname{div}(\varepsilon \nabla \Phi)=0 \tag{10}
\end{equation*}
$$

the electric field is

$$
\begin{equation*}
\mathbf{E}=-\nabla \Phi \tag{11}
\end{equation*}
$$

and the field strength at $r \gg a$ is equal to $E=E_{0}$.
Equations (9)-(11) were solved in spherical coordinates. The coordinate origin was placed in the center of the plasmoid, and the polar angle was counted from the direction of the external field vector $\mathbf{E}_{0}$. The radial coordinate was normalized as $x=r / a$.

## RESULTS OF CALCULATIONS

The results of calculations are shown in Figs. 1-7. Figure 1 shows, as an example, the electric field strength and the electron density as functions of $x$ at $\Theta=0$ and $\pi / 2$ for $N=10$. It is seen that, at $r=0$, the field $E_{i}$ in the center of the plasmoid is less than the external field $E_{0}$ (to which the electric field strength tends at $r \gg a$ ), while in the polar region, the field increases.

Figure 2 shows the maximum amplification factors of the field in the polar regions for both the plasmoid under consideration and a plasmoid with a uniform electron density as functions of $N$. It is seen that, even


Fig. 1. Radius profiles of the electron density and electric field in a plasmoid for $N=1$.


Fig. 2. Maximum field amplification in the polar region of a plasmoid vs. the central electron density for plasmoids with uniform (1) and Gaussian (2) electron density distributions.


Fig. 3. Position of the field maximum in the polar region of a plasmoid vs. the central electron density.


Fig. 4. Electron density at the point where the field is maximum vs. the central electron density.
at the initial stage of a microwave discharge, ignoring the diffuse boundaries of the seed plasmoid can result in substantial quantitative errors. For such a plasmoid, the field in the polar regions increases more slowly with increasing $N$ as compared to a plasmoid with a uniform electron density. Thus, for a uniform plasmoid at $N=1$, we obtain $E_{m} / E_{0}=1.34$ (where $E_{m}$ is the maximum field strength), whereas for a plasmoid with a diffuse boundary, this ratio is as low as 1.05 ; i.e., according to formula (7), the ionization rate would increase almost by a factor of five at the poles of a uniform plasmoid, while for a real plasmoid, it increases by only $30 \%$.

Figure 3 shows the position of the field maximum $x_{m}$ in the polar region of a plasmoid with a Gaussian electron density distribution as a function of $N$. It is seen that, for $N \ll 1$, the radius at which the field is maximum is close to $a$. As $N$ increases, the position of the field maximum moves away from the plasmoid center. Figure 4 shows the electron density $n_{m}$ at the distance $x_{m}$ as a function of $N$ for the same plasmoid. It is seen that, as the density $N$ in the plasmoid center increases, the value of $n_{m}$ is almost stabilized at a level of $n_{m} / n_{0} \cong 0.25$.

The field attenuation in the plasmoid center is shown in Fig. 5 for plasmoids with both uniform and Gaussian distributions of the electron density. It is seen that, for $N \leq 1$, the field strength in both plasmoids is nearly equal to the external one. For example, for $N=1$, $E_{i}$ differs from $E_{0}$ by only $5 \%$. At large $N$, the field decreases somewhat more slowly for a plasmoid with a diffuse boundary. Thus, for a uniform plasmoid, we have $E_{i} / E_{0} \cong 3 / N$ for $N>50$, whereas for a plasmoid with a Gaussian distribution of $N$, the ratio $E_{i} / E_{0}$ at $N>$ 500 can be approximated by the formula $8 / N^{0.9}$.

Figure 6 shows the radius $x_{e}$ at which the field in the equatorial plane of a plasmoid with a diffuse boundary is attenuated to a level of $E_{i}+\left(E_{0}-E_{i}\right) / \sqrt{2}$ as a function of $N$. It is seen that $x_{e}$ is nearly equal to one for $N \leq 1$ and increases with increasing $N$. Figure 7 shows the electron density $n_{e}$ in the equatorial region of a plasmoid with a diffuse boundary at $x=x_{e}$ as a function of $N$ (curve 1 ). At $N>10$, the dependence $n_{e} / n_{0}$ on $N$ can be approximated by the formula $10 / N^{1.4}$ (curve 2).

## DISCUSSION OF THE RESULTS AS APPLIED TO AN ELECTRODELESS MICROWAVE DISCHARGE

Let us discuss the results. It follows from Eq. (8) that an ionization-diffusive velocity of the discharge boundary propagation depends strongly on the character of electron diffusion, because the coefficient $D_{e}$ is two orders of magnitude higher than $D_{a}$. For small $N$ (such that $r_{d}>a$ even in the center of the plasmoid), this velocity can be easily estimated because, in this case, $D=D_{e}$ throughout the entire plasmoid. The situation
becomes more complicated at higher $N$ for which $r_{d}<a$ and, accordingly, $D=D_{a}$ in the central region of the plasmoid (including $x_{m}$ ). For example, under the experimental conditions of [1] at an air pressure of $p=$ 760 torr, assuming that $E_{0} / E_{c}=1.3$ and $D=D_{e}$, the time during which the plasma density in the center of the plasmoid increases to $N=1$ can be estimated from Eqs. (5) and (6) as $t_{1}=5.4 \times 10^{-7} \mathrm{~s}$; the corresponding characteristic size of the plasmoid is $a_{1}=7 \times 10^{-2} \mathrm{~cm}$. It follows from Fig. 4 that, in this case, the plasma density at the radius $x_{m}$ is equal to $n_{m}=0.2 n_{0}=4 \times 10^{12} \mathrm{~cm}^{-3}$; i.e., $r_{d}=3 \times 10^{-4} \mathrm{~cm} \ll a_{1}$ even for $N=1$.

At the same time, because of the Gaussian distribution of $n$, there is always a polar region far from the center in which $r_{d}>a$ and the electrons diffuse freely. For example, in the case corresponding to Fig. 1, in spite of the increase in the field by a factor of 1.5 and nearly 10 -fold increase in $v_{i}$ [see Eq. (7)], the local velocity $V$ at the poles calculated according to Eq. (8) for the radius $x_{m}$, at which $D=D_{a}$, is less than that in the region $r \gg a$, where $D=D_{e}$ and ionization proceeds in the nonamplified field $E_{0}$. It is shown in [12] that it is free electron diffusion that determines the formation of the microwave discharge front.

A similar situation takes place in the equatorial region of the plasmoid. Here, we can also find such a radius $r \gg a$ at which $D=D_{e}$ and ionization proceeds in an undistorted field $\mathbf{E}_{0}$.

Therefore, the calculations show that electrostatic ionization-drift effects themselves can hardly lead to the stretching of a real breakdown plasmoid with diffuse boundaries along the external field $\mathbf{E}_{0}$.

The stretching observed in numerical simulations [4,5] was related to a prescribed initial distribution of n. In [4], the calculations started with a small rectangular region with a uniform electron density. Obviously, such an approach is qualitatively the same as that used in [3]. In [5], a certain initial smooth electron density profile in the plasmoid was prescribed; nevertheless, there was a distinct boundary between the regions with $n=0$ and $n \neq 0$. In [6], the calculations began with a plasmoid with a Gaussian electron density distribution and also resulted in the formation of a microwave streamer. However, in that paper, the propagation of the discharge boundary was caused by photoionization and did not depend on the plasma density.

Nevertheless, the photoionization mechanism is unlikely to be responsible for the streamer growth observed in experiments. First, the properties of microwave streamers in air and hydrogen are qualitatively the same [13] despite the fact that the photoionization mechanisms in these streamers are quite different. Second, even in subcritical fields, high-pressure microwave discharges develop in the form of streamers. Experimental data on this kind of a discharge [14] show that the properties of these discharges in different gases


Fig. 5. Field attenuation in the center of a plasmoid vs. the central electron density for plasmoids with (1) uniform and (2) Gaussian electron density distributions. Curve 3 is the approximation.


Fig. 6. Characteristic spatial scale at which the field is attenuated in the equatorial plane of a plasmoid vs. the central electron density.


Fig. 7. Electron density at the radius $x_{e}$ vs. the central electron density.
are qualitatively the same. Thus, it is most likely that the ionization-diffusive mechanism for the plasma boundary propagation, which is independent of the type of a gas, is responsible for the streamer character of a microwave discharge. Finally, the results of our calculations of the field structure in a diffuse plasmoid explain the main features of the spatial structure of a microwave discharge in air in the initial stage of its evolution (see the photographs in [13]).

In [13], it was shown that, in the pressure range from 20 to 60 torr, microwave discharges in air and hydrogen in the field of a focused traveling wave pass through several stages: diffusion, thermal-ionizational, streamer, etc. As $p$ increases, the number and order of these stages do not change, although the time and spatial scales decrease, so that, at high $p$, they can hardly be identified experimentally. In this paper, we have shown that, in the diffusion stage, the discharge region broadens almost isotropically. The stretching of the discharge region along the field is always preceded by the thermal-ionizational stage. At this stage, bright channels stretched along the field $\mathbf{E}_{0}$ are formed in the polar regions of the initial diffuse plasmoid. As $p$ increases, these channels elongate due to the ionization-diffusive mechanism and form a streamer.

It is natural to assume that this mechanism is also responsible for a microwave discharge in the field of a standing wave. Then, the results of our calculations explain the positions of the initial thermal-ionizational channels. Naturally, the probability for these channels to appear is higher in the polar ellipsoidal regions with an amplified field, which are formed at the end of the quasistatic spherically symmetric diffusive stage of the discharge evolution.

## CONCLUSION

Thus, using quite simple numerical simulations, we have estimated the characteristics of a high-pressure electrodeless microwave discharge in a linearly polarized EM field at a very initial stage of the discharge evolution. It follows from these simulations that the simplest model of an initial plasmoid with a sharp boundary is hardly reasonable. Estimates show that the effects of the electrostatic interaction between the discharge plasma and external field with allowance for the ionization-diffusive mechanism for the discharge boundary propagation are insufficient to initiate a microwave streamer. The streamer can form only if additional physical processes related to spatially nonuniform gas heating in the discharge plasma are incorporated in the model.

A simplified model of the initial stage of a microwave discharge without allowance for ionization can be used to calculate the field near a plasma ellipsoid with a diffuse boundary. Such calculations allow one to find the conditions for the transformation of a discharge into a microwave streamer, i.e., to estimate the characteristics of the next stage of the discharge evolution. The same approach can be used to develop a model of a microwave streamer in which the full length of the plasma channel is on the order of the wavelength of the microwave field. The results obtained can be used as a reference when constructing a full-scale model of a microwave streamer with allowance for ionization.
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#### Abstract

An investigation is undertaken into the variations observed in the cracking resistance, the plasticity, and the structure of an 82 K 3 KhSR metallic glass upon annealing. A method of evaluating the mechanical properties and the structural state of metallic glasses is proposed. This method is based on the indentation of the metallic glass deposited onto a substrate prepared from a polyester material and a metal. The critical annealing temperature that corresponds to drastic changes in the mechanical properties of the metallic glass is determined. It is found that dependences of the cracking resistance of metallic glasses on the indenter load exhibit a linear behavior at annealing temperatures above the critical point. An exponential decrease in the cracking resistance upon indentation is observed with an increase in the annealing temperature of metallic glasses. © 2001 MAIK "Nauka/Interperiodica".


## INTRODUCTION

Fabrication and application of metallic glasses is of particular scientific and practical interest. The considerable attention focused on metallic glasses is motivated by the unique properties of these materials and prospects of their practical use [1-3].

Under operating conditions, structural inhomogeneities can arise in metallic glasses, for example, due to local heating [4]. The development of methods for evaluating the mechanical properties of glasses and the ascertainment of their serviceability or unserviceability are a topical problem. Similar investigations are also of strictly scientific significance, because they can provide a means for establishing the interrelation between the change in a number of mechanical properties (microhardness, cracking resistance, etc.) and the structural transformations revealed by X-ray techniques in a glass.

In this work, we determined the character of the fracture and strain of an annealed metallic glass upon indentation and elucidated how the annealing of metallic glasses affects their mechanical properties and structure.

## MATERIALS AND EXPERIMENTAL TECHNIQUE

We studied an 82 K 3 KhSR metallic glass of the composition (wt \%) $83.7 \mathrm{Co}+3.7 \mathrm{Fe}+3.2 \mathrm{Cr}+9.4 \mathrm{Si}$ in the form of a ribbon $30 \mu \mathrm{~m}$ thick. Prior to experiments, samples were annealed in a furnace at a temperature of $T_{\mathrm{an}}=373-973 \mathrm{~K}$. The samples were heated and cooled at a rate of $\approx 10 \mathrm{~K} / \mathrm{min}$ and were held at a specified tem-
perature for 3 min . X-ray structure analysis was carried out on a DRON-2 diffractometer.

The relatively small thickness of the metallic glass ( $\approx 30 \mu \mathrm{~m}$ ) rules out the indentation under considerable loads according to the standard techniques. As was shown in our earlier work [5], some mechanical characteristics, for example, the cracking resistance, can clearly manifest themselves on an elastic substrate. Furthermore, the deformation and fracture of composites consisting of a relatively thick polymer substrate and a thin metallic coating are currently a topical trend in applied research [6-8], because these materials are very promising in practical applications.

Investigations of metallic glasses by the indentation technique have been performed using different substrates. However, the influence of these substrates on the results of indentation is not always taken into account [9]. In these cases, the indentation data can be correctly interpreted only after evaluating the contribution of different substrates to the results obtained.

In this work, the samples prior to indentation were cemented to a metallic base. Polyester composite TY 2312-021-11748532-97 with a layer thickness of $\approx 1 \mathrm{~mm}$ and a microhardness of $\approx 151 \mathrm{kG} / \mathrm{mm}^{2}$ was used as an adhesive. The character of the deformation and fracture of the metallic glass and its cracking resistance was examined on a PMT-3 microhardness gauge.

## EXPERIMENTAL RESULTS

(1) For the metallic glass preliminarily annealed at temperatures $\leq 743 \mathrm{~K}$, the indentation under a load of less than 100 g leads to the formation of a Vickers pyramid indentation. In the case when the indenter load is


Fig. 1. (a) Surface of the annealed metallic glass after indentation under the load $P=200 \mathrm{~g}$. The arrow indicates the indentation region shown in Fig. 1b at a larger magnification. (b) A Vickers pyramid indentation surrounded by the strained zone.
equal to $\approx 100 \mathrm{~g}$ and larger, a characteristic strained zone appears around the indentation.
(2) For the metallic glass annealed at temperatures $\geq 743 \mathrm{~K}$, the indentation results in the formation of macrocracks several millimeters long. Both radial and circumferential (associated with the deflection of a substrate material) cracks can be formed (Fig. 1a). The crack formation becomes possible at indenter loads of 60 g and larger.
(3) For samples annealed at $T_{\mathrm{an}}=743-783 \mathrm{~K}$, the indentation can bring about the formation of a strained zone and micro- and macrocracks (Figs. 1a, 1b). The strained zone becomes less pronounced with an increase in the annealing temperature and is not observed at $T_{\text {an }}>783 \mathrm{~K}$.
(4) At $T_{\mathrm{an}}>743 \mathrm{~K}$, the probability of crack formation under indentation is directly proportional to the indenter load (Fig. 2). The experimental results (Fig. 2, symbols) were obtained in the following way. Upon indentation, the formation of an impression is accompanied (or not accompanied) by the initiation of cracks. When the indentation resulted in the formation of a crack, the probability was taken equal to unity. Otherwise, the probability was taken as zero. Each experimental symbol in Fig. 2 corresponds to twenty measurements. The experimental data were approximated
by relationships of the form $W=a P+b$ with correlation coefficients of no less than 0.92 .

It is found that an increase in the annealing temperature leads to a decrease in the load required for the crack formation; i.e., the metallic glass becomes more brittle. The kinetics of crystallization, relaxation, embrittlement, and a number of other processes occurring in amorphous metals are determined by the diffusive atomic mobility which exponentially depends on the temperature [9]. Therefore, it can be concluded that the dependence of the cracking resistance on the annealing temperature should also be exponential. This is confirmed by small errors in the approximation of the experimental results by the relationship $P=P_{0}+$ $A \exp \left[\left(T_{0}-T\right) / C\right]$ (Fig. 3).

According to X-ray diffraction analysis, the metallic glass remains X-ray amorphous up to $T_{\text {an }}=973 \mathrm{~K}$. A comparison between the X-ray diffraction patterns of the annealed and unannealed samples revealed an increase in the half-width of the amorphous halo from $8.2^{\circ}$ for the unannealed glass to $8.9^{\circ}$ for the glass annealed at 973 K and a decrease in the angular position of its center of gravity by $\approx 0.02^{\circ}$, which suggests a decrease in the mean interatomic distances and an increase in the density. The X-ray diffraction patterns were processed according to the procedure described in [10]. An increase in the density indicates a decrease in the excess free volume. Consequently, it can be argued that the change in the cracking resistance of the metallic glass is caused by the atomic rearrangements unrelated to the crystallization.

## DISCUSSION

In the initial state of metallic glasses, high mechanical stresses can undergo relaxation owing to plastic deformation [11]. This can be responsible for the formation of the strained zone upon indentation of the unannealed metallic glass under large loads (Fig. 1b). This morphology corresponds to the heterogeneous deformation at low annealing temperatures and high mechanical stresses [11].

As follows from X-ray structure analysis, an increase in the annealing temperature leads to atomic rearrangements in the metallic glass. The structural evolution brings about an increase in the brittleness of the material. As a consequence, macrocracks can be formed in the course of indentation (Fig. 1a). The dependence of the cracking resistance on the annealing temperature exhibits an exponential behavior, and the atomic rearrangement process has a thermoactivated character (Fig. 3).

Analysis of the exponential dependence of the cracking resistance on the annealing temperature (Fig. 3) allows us to infer that the load necessary for the crack formation drastically decreases at a temperature of $\approx 748 \mathrm{~K}$. This implies that the energy of thermal fluctuations (at $T \approx 748 \mathrm{~K}$ ) becomes sufficient for the struc-


Fig. 2. Dependences of the probability $W$ of the crack formation upon indentation on the indenter load $P$. Annealing temperatures and the coefficients for the given dependences: (1) $T_{\mathrm{an}}=888 \mathrm{~K}, a=0.016$, and $b=-0.905$; (2) $T_{\mathrm{an}}=823 \mathrm{~K}$, $a=0.021$, and $b=-1.459$; (3) $T_{\mathrm{an}}=783 \mathrm{~K}, a=0.015$, and $b=-1.75$; (4) $T_{\text {an }}=773 \mathrm{~K}, a=0.015$, and $b=-1.339$; (5) $T_{\mathrm{an}}=763 \mathrm{~K}, a=0.013$, and $b=-1.352$; and (6) $T_{\mathrm{an}}=748 \mathrm{~K}$, $a=0.002$, and $b=-0.262$.
tural relaxation that results in a sharp increase in the brittleness of the material. Reasoning from the drastic decrease in the cracking resistance at $T>748 \mathrm{~K}$, this temperature can be referred to as a critical point. The temperature $T_{\mathrm{an}} \approx 748 \mathrm{~K}$ is essentially the temperature of a ductile-brittle transition for the metallic glass under investigation. At the same time, the data of X-ray structure analysis and differential scanning calorimetry (DSC) indicate that these changes are not attended by the crystallization of the metallic glass.

The indentation of the samples annealed at temperatures in the range $\approx 743-783 \mathrm{~K}$ can lead to the formation of the strained zone and micro- and macrocracks. At lower temperatures, no crack initiation is observed. On the other hand, the strained zone is not formed at higher temperatures. At these temperatures, despite a substantial embrittlement of the metallic glass, considerable plastic deformations can occur, and, hence, we are dealing here with the transition temperature range.

The experimental data should be processed with due regard for the influence of the substrate on the qualitative indentation characteristics and accidental deviations. This is explained by the small thickness of the metallic glass, which makes indentation under considerable loads ( $\geq 100 \mathrm{~g}$ ) impossible according to standard techniques. Therefore, the boundaries of the transition temperature range and the critical temperature can be approximately determined by this method. Analysis of the experimental data shows that the substrate, when coated with the metallic glass, brings about specific changes in the indentation procedure and provides a high reproducibility of the results and a sensitivity to


Fig. 3. Dependences of load $P$ upon indentation on the annealing temperature $T$. Probability of crack formation $W=(1) 1,(2) 0.5$, and (3) 0 (the dependence corresponds to the maximum indenter load at which the crack formation is not observed). Parameters: (1) $W=1, P_{0}=137.7 \pm 15.8 \mathrm{~g}$, $A_{1}=612.1 \pm 32.4 \mathrm{~g}, T_{0}=475 \mathrm{~K}$, and $C=6.0 \pm 1.6 \mathrm{~K}$; (2) $W=$ $0.5, P_{0}=106.8 \pm 14.8 \mathrm{~g}, A_{1}=345.2 \pm 29.5 \mathrm{~g}, T_{0}=475 \mathrm{~K}$, and $C=7.2 \pm 2.4 \mathrm{~K}$; and (3) $W=0, P_{0}=58.8 \pm 18.1 \mathrm{~g}, A_{1}=$ $90.0 \pm 22.3 \mathrm{~g}, T_{0}=475 \mathrm{~K}$, and $C=33.9 \pm 19.9 \mathrm{~K}$.
the structural state of the metallic glass. The high reproducibility of the indentation data and large correlation coefficients (from 0.92 to 0.986 ) prove that minimum accidental deviations can be achieved with the use of this substrate.

It is known that, upon structural relaxation, the density increases insignificantly (by $\sim 1 \%$ ), whereas the change in the excess free volume can be as much as $50 \%$ [12] (similar results are obtained in the present work). This leads to substantial changes in the mechanical properties, which are well identified upon indentation of the metallic glass deposited onto the substrate. Thus, the proposed method of indentation of the metallic glass (deposited onto the substrate) under large loads makes it possible, with a sufficient accuracy, to evaluate the mechanical properties of the metallic glass and its structural changes.

## CONCLUSIONS

(1) According to X-ray structure analysis and differential scanning calorimetry, the change in the cracking resistance of metallic glasses at annealing temperatures above the critical point is caused by thermoactivated atomic rearrangements which are unrelated to the crystallization.
(2) The proposed method of indentation of the metallic glass deposited onto the substrate can be used for determining the cracking resistance and the thermal prehistory of the metallic glasses under investigation.
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#### Abstract

The dependences of the translation mode and the Gilinsky mode of the domain wall spectrum on the value of an external magnetic field directed along the plane of the Bloch domain wall and perpendicular to the axis of anisotropy are determined. The diagram of stability of the domain wall polarity in a magnetic field is calculated. The behavior of the modes in the vicinity of the point of reorientation of the domain wall polarity is analyzed. © 2001 MAIK "Nauka/Interperiodica".


## INTRODUCTION

Magnetic materials find application as working media in modern devices for processing microwave and optical information signals [1, 2]. Ferromagnets with domain structure, i.e., containing domain walls (DWs), are of particular interest. It was suggested in 1976 that domain walls could be used as two-dimensional waveguide channels [1]. The DW spectrum contains a number of normal modes localized on the DW surface, which can also be used in designing devices for signal processing and improve their performance capabilities. In addition, the use of these modes favors a decrease in the size of the processing devices.

In the presence of surface modes, magnetostatic interactions cause significant rearrangement in the spectrum even of the simplest DWs ( $180^{\circ}$ DW in a uniaxial ferromagnet). The only initial localized mode (in the one-dimensional approximation), the shift (translation) mode, becomes nonreciprocal. A new nonreciprocal optical mode, the Gilinsky mode, arises [3]. Numerical computation showed that additional normal modes localized on the DW can split off the bottom of the bulk spin-wave band at certain values of the wave vector $\mathbf{k}$ directed along the DW plane [4]. Additional components of anisotropy were taken into account using numerical methods [5, 6]. The structure of the spectrum was found to be rather complicated: anomalous dispersion, level crossing, etc. were revealed. Only the translation mode has been studied experimentally at length, whereas the Gilinsky mode has been revealed in ferromagnets only recently [6].

It is of particular interest to study the effect of an external magnetic field on the modes of the DW spectrum under consideration. An external magnetic field changes the dispersion characteristics of the DW. This can be used for identification of spectrum branches and
for controlling the procedure of information signal processing.

It should be also noted that internal structural transitions, such as polarity reorientation, Bloch-to-Neel DW transitions, etc., occur in DWs at certain critical values of the magnetic field. The effect of the magnetic field on the dispersion characteristics can be especially strong in the vicinity of these critical fields. This problem was studied in some detail for the lower translation mode of DWs in strongly anisotropic ferromagnets (see, e.g., [7-9]). The Gilinsky mode, which is located higher than the latter mode, has been revealed only recently [6], so that, to our knowledge, there have not been similar studies of the Gilinsky mode so far. The goal of this work was to fill this gap. We restrict our consideration to the case of a uniaxial strongly anisotropic ferromagnet exposed to an external magnetic field either aligned with the DW polarity or opposed to it.

## GENERAL EQUATIONS AND REORIENTATION OF DW POLARITY

Let us consider a uniaxial ferromagnet with the easy magnetic axis parallel to the $z$ axis of the reference frame. The energy density in the ferromagnet is described by the equation

$$
\begin{equation*}
w=A(\boldsymbol{\nabla} \mathbf{M})^{2} / M^{2}-K M_{z}^{2} / M^{2}-\mathbf{H} \mathbf{M}-\frac{\mathbf{1}}{\mathbf{2}} \boldsymbol{\nabla} \chi \mathbf{M}, \tag{1}
\end{equation*}
$$

where $\mathbf{M}(\mathbf{r}, t)$ is the magnetization (its absolute value remains unchanged); $A$ and $K$ are the exchange stiffness and uniaxial anisotropy constants, respectively $(A>0$ and $K>0) ; \mathbf{H}$ is the external magnetic field; and $\chi$ is the magnetostatic potential. The equation of motion $\partial \mathbf{M} / \partial t=\gamma\left[\mathbf{H}^{\text {eff }} \times \mathbf{M}\right]$, where $\gamma$ is the gyromagnetic ratio $(\gamma>0)$ and $\mathbf{H}^{\text {eff }}=-\delta w / \delta \mathbf{M}$ is the effective internal field,
and the Maxwell equation $\operatorname{div}(-\nabla \chi+4 \pi \mathbf{M})=0$ were used in calculations.

If a DW lies in the $x 0 z$ plane and the external magnetic field is directed along the $x$ axis, the structure of the ground state is characterized by an angle $\varphi=\varphi(y)$ measured from the $z$ axis:

$$
\begin{gather*}
\varphi^{\prime}(y)=\sin \varphi-H \\
\cos \varphi=-\sqrt{1-H^{2}} \frac{\sinh \left(y \sqrt{1-H^{2}}\right)}{H+\cosh \left(y \sqrt{1-H^{2}}\right)} \tag{2}
\end{gather*}
$$

where the distances along the $y$ axis (normal to the DW plane) are measured in units of the DW width $\Delta=$ $\sqrt{A / K}$ (below, the distances along the $x$ axis are also measured in these units). The external magnetic field $H$ is measured in the units of the effective anisotropy field $H_{a}=2 K / M$.

Equations (2) are valid only for $|H| \leq 1$. If $H<0$ or $|H|>1$, the DW has $360^{\circ}$ structure. These cases are not considered in this work. Below, the DW polarity is defined as the direction (sign) of the magnetization component $M_{x}(y)$ at the center of the wall $(y=0)$, where $\varphi(0)= \pm \pi / 2$.

Let our consideration be restricted to the case of type $\sim \exp (-i \omega t+i k x) f(y)$ small-amplitude magnetization oscillations propagating along the $x$ axis (i.e., perpendicularly to the easy magnetic axis). It should be noted that similar restrictions were imposed on the fundamental system considered by Gilinsky [3]. In the reference frame, local with respect to the ground state (2), the equations for small-amplitude oscillations of the components of the magnetization vector take the form similar to that obtained in [3]:

$$
\begin{gather*}
-i \omega m_{\perp}=\left(k^{2}+\hat{L}_{\|}\right) m_{\|}+\frac{i k}{Q} \chi \cos \varphi  \tag{3.1}\\
-i \omega m_{\|}=-\left(k^{2}+\hat{L}_{\perp}\right) m_{\perp}-\frac{\chi^{\prime}}{Q}  \tag{3.2}\\
\chi^{\prime \prime}-k^{2} \chi=m_{\perp}^{\prime}+i k \cos \varphi m_{\|} \tag{3.3}
\end{gather*}
$$

where the initial one-dimensional operators

$$
\begin{align*}
& \hat{L}_{\|}=-\frac{d^{2}}{d y^{2}}+\cos 2 \varphi+H \sin \varphi  \tag{4.1}\\
& \hat{L}_{\perp}=\hat{L}_{\|}+2 H(\sin \varphi-H)+H^{2} \tag{4.2}
\end{align*}
$$

as well as the set of equations (3), depend only on the coordinate $y$ (see Eq. (2)). The dependent variables $m_{\perp}(y)$ and $m_{\|}(y)$ in the set of equations (3) are small dimensionless amplitudes of magnetization directed perpendicularly and parallel to the DW plane $x 0 z$, respectively; $Q$ is the quality factor $\left(Q=H_{a} / 4 \pi M\right)$; the frequency $\omega$ is measured in the units of $\gamma H_{a}$; and $k$ is the wave vector along the $x$ axis (the wave vector is measured in the units of $1 / \Delta$ ).

The longitudinal magnetic field $H$ directed along the $x$ axis (aligned or opposed to the DW polarity) is taken into account in Eqs. (3) and (4). This is the only difference between the set of equations (3) and (4) and a similar set of equations used in [3]. In certain respects, this difference is very important. First, the commutator [ $\hat{L}_{\perp}, \hat{L}_{\|}$] differs from zero, whereas in [3] these operators are equal to each other, making it difficult to select the set of basic functions for analytical solution. Second, in [3] both operators are nonnegative and have zero eigenvalues for the ground levels, whereas, in the case under consideration, only the operator $\hat{L}_{\|} \varphi^{\prime}(y)=0$ has such characteristics (see Eq. (2)). Finally, in our case, the operator $\hat{L}_{\perp}$ (see Eq. (4.2)) can have negative eigenvalues within a certain range of magnetic fields.

Let us prove the last statement in the limit of small magnetic fields. It can be concluded from the structure of the operator $\hat{L}_{\perp}$ (see Eq. (4.2)) and the equation $\hat{L}_{\|} \varphi^{\prime}(y)=0$ that the only nonzero contribution to the eigenvalue is made (in the first approximation) by the term $2 H \sin \varphi$. Using the first-order perturbation theory, we obtain that

$$
\begin{equation*}
E(H)=\frac{\left\langle\varphi^{\prime}(y)\right| 2 H \sin \varphi\left|\varphi^{\prime}(y)\right\rangle}{\left\langle\varphi^{\prime}(y) \mid \varphi^{\prime}(y)\right\rangle} \approx \frac{\pi H}{2} \tag{5}
\end{equation*}
$$

Thus, at $H<0$, the eigenvalue is negative. In strong magnetic fields, the DW has $360^{\circ}$ structure and the external field is directed oppositely to the DW polarity. It can be shown (see [10]) that, in strong magnetic fields, the lower eigenvalue of the operator $\hat{L}_{\perp}$ is negative $(E(H)=-3|H|)$. This conclusion is of fundamental importance. It shows that the initial structure of the DW described by Eq. (2) can be unstable if the external magnetic field is directed oppositely to the DW polarity. Indeed, in the one-dimensional approximation, $\chi^{\prime}=$ $m_{\perp}$ (see Eq. (3.3)), so that the energy balance equation can be written as follows:

$$
\begin{equation*}
\frac{d}{d t} \int_{-\infty}^{\infty} d y\left[m_{\|} \hat{L}_{\|} m_{\|}+m_{\perp}\left(\hat{L}_{\perp}+\frac{1}{Q}\right) m_{\perp}\right]<0 \tag{6}
\end{equation*}
$$

Inequality (6) is strict because the dissipation in the system is taken into account. Within the framework of the linear theory, the negative eigenvalue implies that small perturbations increase unlimitedly with time. The magnetostatic interaction $(\sim 1 / Q)$ stabilizes the system. However, at a certain critical value of the magnetic field $H=H_{c}(Q)$, the system becomes unstable and the DW polarity is reoriented.

The dependence $H_{c}(Q)$ can be obtained from the condition that the equation

$$
\begin{equation*}
\left(\hat{L}_{\perp}+1 / Q\right) m_{\perp}=0 \tag{7}
\end{equation*}
$$

should have solutions localized on the DW. Using the second-order perturbation theory, we obtain for uniaxial ferromagnets with $Q \gg 1$

$$
\begin{gather*}
\left|\frac{H_{c}}{4 \pi M}\right|=\frac{2}{\pi}-\left(\frac{2}{\pi}\right)^{2} \frac{1}{Q} \\
\times\left[\frac{2}{5 \pi}+\frac{1}{8 \pi}\left(\frac{32}{5 \pi}+\frac{4}{\pi}+\pi-\frac{14}{\pi} \zeta(3)\right)\right], \tag{8}
\end{gather*}
$$

where $\zeta(3)$ is the Riemann zeta function ( $\zeta(3)=$ $1.202 \ldots)$. The coefficient of $1 / Q$ is equal to 0.069 .

The first term in the right-hand side of Eq. (8) is well known (see [7-9]). The second term is the correction calculated using the second-order perturbation theory. In a similar manner, for ferromagnets with $Q \ll 1$, we obtain

$$
\begin{equation*}
\left|\frac{H_{c}}{4 \pi M}\right|=\frac{1}{3}+\frac{4}{15} Q . \tag{9}
\end{equation*}
$$

The first term in the right-hand side of Eq. (9) was determined in [10]. It should be noted, however, that according to [10] this term is overestimated. The variational estimate $\left|H_{c} / 4 \pi M\right|=0.543 Q$ was obtained in [10] using two-dimensional equations (3) in the static approximation (the magnetostatic contribution becomes zero). The results of calculating the critical field on the basis of the solution of Eq. (7) and the estimations made above are shown in the figure. Note that the discrepancy between the results of exact calculations (points) and the results obtained using the secondorder perturbation theory (curve 1) decreases with increasing $Q$.

## REDUCTION OF BASIC EQUATIONS

Of special interest is the solution of the problem for small values of $k$. The approach suggested in [11] was used for this purpose. This approach provides results consistent with the exact analytical solution [3]. The approach is based on the quantum-mechanical theory of the shallow state and on the method of model pseudopotentials widely used in the theory of metals (see, e.g., [12]). To make sure that the theory of the shallow state can be applied to the set of equations (3), let us consider the characteristic roots $p$ of the set (3) for $|y| \longrightarrow \infty$ (in this case, all solutions are proportional to $\exp (-|p y|)$ :

$$
\begin{gather*}
p_{1,2}(\omega)=\left[1+k^{2}+\frac{1}{2}\left(\frac{1}{Q}-H^{2}\right)\right.  \tag{10}\\
\left. \pm \sqrt{\frac{1}{4}\left(\frac{1}{Q}+H^{2}\right)^{2}+k^{2} \frac{H^{2}}{Q}+\omega^{2}}\right]^{1 / 2}, \quad p_{3}=|k| .
\end{gather*}
$$

These are the three positive roots of the six roots of the set; the other three roots are equal to these in absolute value but opposite in sign. It follows from Eqs. (10) that the asymptotic behavior of the solution for small values of $k$ is determined by the third root. In this case, the dependences of the coefficients in set (3) on the spatial coordinates become insignificant. Thus, the potentials involved in the operators $\hat{L}_{\perp, \|}$ could be assumed to be of a simple shape (for example, the Dirac delta function). The potentials and coefficients in the set of equations (3) are selected so that the characteristic roots (10) and the eigenvalues of the operators (4.1) and (4.2) remain unchanged.

Thus, the following substitutions can be made in the set of equations (3):

$$
\begin{gather*}
\hat{L}_{\|} \longrightarrow \hat{L}_{\|}^{*}=-\frac{d^{2}}{d y^{2}}+1-H^{2}-2 \sqrt{1-H^{2}} \delta(y),  \tag{11.1}\\
\hat{L}_{\perp} \longrightarrow \hat{L}_{\perp}^{*}=-\frac{d^{2}}{d y^{2}}+1-2 \sqrt{1-E(H)} \delta(y),  \tag{11.2}\\
\cos \varphi \longrightarrow-\operatorname{sgn}(y) \sqrt{1-H^{2}}, \tag{11.3}
\end{gather*}
$$

where $\operatorname{sgn}(y)$ is the sign function and $E(H)$ is the lower eigenvalue of the exact operator $\hat{L}_{\perp}$ (see Eq. (5)).

These substitutions allow the initial set of equations (3) to be significantly simplified by reducing it to a set of equations with constant coefficients. The following boundary conditions determined by the delta


Diagram of the stability of the DW polarity in the longitudinal magnetic field: (1) critical field calculated using the sec-ond-order perturbation theory for $Q>1$; (2) the same for $Q<1$; and (3) variational estimate of the critical field made using a two-dimensional theory for $Q<1$ [10]. Points show the critical field values calculated using the one-dimensional theory. Asymptotic values of the field of the DW polarity reorientation in the limits $Q \ll 1$ and $Q \gg 1$ are indicated by horizontal lines $1 / 3$ and $2 / \pi$, respectively (onedimensional approximation). Above the dashed line, the DW has a $360^{\circ}$ structure.
potentials (11) are imposed on the set of equations:

$$
\begin{gather*}
\chi(0+)=\chi(0-), \quad \chi^{\prime}(0+)=\chi^{\prime}(0-) \\
m_{\|, \perp}(0+)=m_{\|, \perp}(0-)  \tag{12}\\
-m_{\|, \perp}^{\prime}(0+)+m_{\|, \perp}^{\prime}(0-)=2\left(\sqrt{1-H^{2}}, \sqrt{1-E(H)}\right)
\end{gather*}
$$

The magnetization components, the magnetostatic potential, and its first derivative with respect to $y$ are continuous at the center of DW $(y=0)$. Therefore, as expected, the normal component of the magnetic induction vector is also continuous. The magnetization derivatives are discontinuous at the center of DW.

The lower eigenvalue and the eigenfunction asymptotics for the modified operator $\hat{L}_{\|}^{*}$ are the same as for the exact operator $\hat{L}_{\|}\left(E=0\right.$ and $\left.\varphi^{\prime}(y) \sim \exp \left(-|y| \sqrt{1-H^{2}}\right)\right)$. The same is true for the operators $\hat{L}_{\perp}^{*}$ and $\hat{L}_{\perp}$ if eigenvalue (5) is taken into account.

Strictly speaking, delta potentials are insufficient for complete description of the system of local DW levels in the one-dimensional approximation. As shown in [8], even in the limit $H \ll 1$, the DW has an additional discrete level due to oscillations of the effective width of the DW. However, this level is very close to the bottom of the bulk spin-wave band, and it exists only if the external magnetic field is directed along the DW polarity. In this work we consider the modes lower than this level and magnetic fields directed oppositely to the DW polarity (i.e., magnetic fields inducing polarity reorientation). That is why this level is not taken into account.

## RESULTS AND DISCUSSION

The modified set of equations (3) with constant coefficients and boundary conditions (12) has solutions decreasing with $|y| \longrightarrow \infty$. These solutions can be expressed in terms of exponential functions with exponents (10):

$$
\begin{gather*}
\left(m_{\perp}, m_{\|}, \chi\right) \\
=\sum_{j=1}^{3} C_{j}^{ \pm} \exp \left(-p_{j}|y|\right)\left(1, i s\left(p_{j}\right), \operatorname{sgn}(y) r\left(p_{j}\right)\right) \tag{13}
\end{gather*}
$$

where $C_{j}^{ \pm}$are six unknown constants (constants for the negative and positive $y$ semiaxes are different). The number of constants corresponds to the number of boundary conditions (12).

However, it can be shown, by analogy with [11], that the localized levels can be determined taking into account only symmetric combinations of the exponential functions (i.e., $C_{j}^{+}=C_{j}^{-}=C_{j}$, where $j=1,2,3$ ). The other combinations are antisymmetric and correspond to a continuous spectrum. In addition, only three of the six boundary conditions (12) should be taken into account. These are the conditions for the discontinuity of derivatives of the magnetization components $m_{\|, \perp}$ and the continuity of the magnetostatic potential $\chi$. Thus, we obtain the following algebraic equation:

$$
\left|\begin{array}{ccc}
r\left(p_{1}\right) & r\left(p_{2}\right) & r\left(p_{3}\right)  \tag{14}\\
p_{1}-\sqrt{1-\pi H / 2} & p_{2}-\sqrt{1-\pi H / 2} & p_{3}-\sqrt{1-\pi H / 2} \\
\left(p_{1}-\sqrt{1-H^{2}}\right) s\left(p_{1}\right)\left(p_{2}-\sqrt{1-H^{2}}\right) s\left(p_{2}\right)\left(p_{3}-\sqrt{1-H^{2}}\right) s\left(p_{3}\right)
\end{array}\right|\left(\begin{array}{c}
C_{1} \\
C_{2} \\
C_{3}
\end{array}\right)=0,
$$

where

$$
\begin{gather*}
r\left(p_{j}\right) \\
=-\left[\left(k^{2}-p_{j}^{2}+1-H^{2}\right) p_{j}+\omega k_{x} \sqrt{1-H^{2}}\right] / D\left(p_{j}\right), \\
s\left(p_{j}\right) \\
=-\left[\omega\left(p_{j}^{2}-k^{2}\right)+\frac{1}{Q} p_{j} k_{x} \sqrt{1-H^{2}}\right] / D\left(p_{j}\right),  \tag{15.2}\\
D\left(p_{j}\right) \\
=\left(p_{j}^{2}-k^{2}\right)\left(1-H^{2}-p_{j}^{2}+k^{2}\right)-\frac{k^{2}}{Q}\left(1-H^{2}\right) . \tag{15.3}
\end{gather*}
$$

The dispersion relation determining the dependences $\omega(k)$ is obtained by equating the determinant of the matrix $3 \times 3$ involved in Eq. (14) to zero.

The solution of the dispersion relation for $k \longrightarrow 0$ depends on the limit value of $\omega$. The case of $\omega \longrightarrow 0$ and $k \longrightarrow 0$ corresponds to the translation (shift) mode of the DW:

$$
\begin{equation*}
\omega_{t r}=\frac{k}{\sqrt{Q}}+|k| \sqrt{1+\frac{1}{Q}} \sqrt{\frac{1}{Q}-\frac{\pi H}{2}} \tag{16}
\end{equation*}
$$

The result obtained for $H=0$ coincides with the exact value calculated in [3]. The result obtained for $H \neq 0$ and $Q>1$ coincides with the value obtained using the Slonczewski theory [7]. The polarity reorientation occurs in the magnetic field $H_{c}=2 \pi / Q\left(H_{c}=8 M\right)$. However, taking into account the greater powers of $k$ [9], we obtain that the transition is nonuniform ( $k_{0} \sim 1 / Q$, where $Q \gg 1$ ). If $Q \ll 1$, the small-field expansion used above is insufficient for describing the transition,
although Eq. (16) correctly describes the effect of a small field $H \ll 1$ on the spectrum.

Another limit $k \longrightarrow 0$ and $\omega \longrightarrow$ const corresponds to the Gilinsky mode with regard for the effect of the external magnetic field. Let us consider the leading term of expansion of the dispersion relation determinant (determinant of the matrix involved in Eq. (14)):

$$
r\left(p_{3}\right)=Q\left(1+\omega \operatorname{sgn}(k) / \sqrt{1-H^{2}}\right) /|k| .
$$

This term diverges for $k \longrightarrow 0$, whereas the other terms of the expansion are finite in this limit. Therefore, the other terms can be taken at $k=0$ and $\omega=\omega_{0}=$ $\sqrt{1-H^{2}}$. Thus, the solution for the Gilinsky mode is obtained in two limits:

$$
\begin{gathered}
\frac{\omega_{G}}{\omega_{0}}=\vartheta(-k) \\
\times\left\{\begin{array}{l}
1+\frac{|k|}{Q}\left(2+\frac{3 Q}{2}-\frac{\pi Q H}{4}\right) Q \ll 1 \\
1+\frac{|k|}{Q}\left(2 \sqrt{Q}+1+\frac{3}{4 \sqrt{2 Q}}-\frac{3}{8 \sqrt{2} Q}-\frac{\pi H}{8}\right) Q \gg 1
\end{array}\right.
\end{gathered}
$$

where $\vartheta(-k)$ is the Heaviside step function different from zero at $k<0$.

The external magnetic field $H$ causes a decrease in the limit value $\omega_{G}(k \longrightarrow 0)$. The group velocity of the wave increases or decreases according to the direction (sign) of the external magnetic field. At $Q \gg 1$, the group velocity changes abruptly by $H_{c}=2 \pi / Q, H_{c}=8 M$ $\left( \pm \pi H_{c}(4 Q)\right)$ at the point of the DW polarity reversal.

The diagram of stability of the DW polarity in a magnetic field directed oppositely to the polarity vector was determined (figure). The DW dispersion characteristics for small values of the wave vector $(k \ll 1)$ can be rather easily determined using the approach to the spectral problems of the DW dynamics suggested in [11] (use of numerical methods for calculations within this range of $k$ often involves some difficulties). The approach suggested in [11] can also be used for calcu-
lating the dispersion characteristics in the region of the polarity reorientation. The magnetic field dependences of the translation mode and the Gilinsky mode of the DW spectrum are described by Eqs. (16) and (17), respectively. These dependences can be used in experiments for identifying the translation and Gilinsky modes.
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#### Abstract

With crystal hydrates growing in size, the amplitude of the ultralow-frequency (ULF) electric field responsible for a drastic drop in their mechanical stability under high uniaxial compression is found to markedly decrease. This effect is demonstrated with oxalic acid crystal hydrates $\mathrm{H}_{2} \mathrm{C}_{2} \mathrm{O}_{4} \cdot 2 \mathrm{H}_{2} \mathrm{O}$ in experiments on Bridgman explosive instability. As the size of the crystal hydrates grows, the ULF stability spectrum exhibits no less than three narrow dips imposed on a broader dip. This spectrum correlates with the permittivity burst spectra. These phenomena can be explained if, at ULFs, the compressible crystal hydrates are considered as nonlinear disperse systems in chains of variable-moment giant (comparable to a disperse particle in size) dipole oscillators. © 2001 MAIK "Nauka/Interperiodica".


## INTRODUCTION

The dramatic drop of the mechanical stability threshold in highly compressible crystal hydrates in ULF ( $10<\omega_{1}<100 \mathrm{~Hz}$ ) electric fields has been discovered in both model [1-3] and natural [4,5] objects. Similar results have also been obtained in experiments that explored the Bridgman effect: an explosive instability arising when insulators are subjected to uniaxial compression at high pressures ( $P<10 \mathrm{GPa}$ ) in openended anvils [6-10]. This effect appears in ULF fields of strength $E<0.1-2.0 \mathrm{kV} / \mathrm{cm}$, which are $10^{3}$ to $10^{4}$ times weaker than the breakdown fields for such crystal hydrates [11]. Interest in this effect stems from the abundance of crystal hydrates in the lithosphere, to which only ULF electromagnetic oscillations (with a skin depth of no less than 10 km [12]) can penetrate.

Usually, the frequency spectrum of the stability threshold (critical pressure) $P_{c}(\omega)$ for the anvils with the diameter of the operating area $d_{1}=5 \mathrm{~mm}$ shows one narrow deep dip at frequencies $20<\omega_{1}<40 \mathrm{~Hz}$ and one broader dip at $\omega_{2} \approx 10^{4} \mathrm{~Hz}$. The depth $\Delta P=P_{c}(U=0)-$ $P_{c}(U)$ of the dips in the stability threshold spectrum grows with the amplitude $U$ of ULF voltage pulses as $\Delta P(U) \propto U^{2}$. For pulses with $U \approx 65 \mathrm{~V}$ and crystal hydrates of thickness $h \approx 0.25 \mathrm{~mm}$, the maximum relative depth is $\Delta P / P_{c}(U=0) \approx 0.5[1-5]$.

Earlier [2], a frequency shift of the deep dip in the ULF electrical spectrum $P_{c}(\omega)$ for crystal hydrates was predicted. Later, this prediction was confirmed in a basic experiment [5]. This shift followed from two earlier models of the effect [3-5]; however, the coincidence of the models turned out to be formal, as shown below. In this work, the existence of deep dips in the ULF spectrum $P_{c}(\omega)$ for crystal hydrates with large
characteristic sizes was checked and fundamentally new results that seem contrary to earlier model concepts of microbreakdowns occurring at ULFs were obtained.

## EXPERIMENT

We used oxalic acid crystal hydrate $\mathrm{H}_{2} \mathrm{C}_{2} \mathrm{O}_{4} \cdot 2 \mathrm{H}_{2} \mathrm{O}$ as a model object. This compound, having a low stability threshold $P_{c}$, allows vast experimentation with the Bridgman effect in order to collect reliable statistic data for the excitation of the $P_{c}(\omega)$ spectrum at ULFs.

The ULF spectrum $P_{c}(\omega)$ for $\mathrm{H}_{2} \mathrm{C}_{2} \mathrm{O}_{4} \cdot 2 \mathrm{H}_{2} \mathrm{O}$ was found by the same technique as for model compounds in [3-5]. The rate of compression on the Bridgman anvils (with VK-8 superhard alloy inserts) was $d P / d t \approx$ $0.1 \mathrm{GPa} / \mathrm{s}$ at $T \approx 293 \mathrm{~K}$. We experimented with anvils with operating area diameters $d_{2}=10 \mathrm{~mm}$ and $d_{1}=$ 5 mm . For $d_{2}=10 \mathrm{~mm}$, the powder, at the prethreshold stage of compression, was compacted into a disk of thickness $h \approx 0.40 \mathrm{~mm}$. In the case of $d_{1}=5 \mathrm{~mm}$, the mean thickness of the disk before explosion was $h_{1} \approx$ 0.25 mm . Each data point was obtained from ten explosion runs.

## EXPERIMENTAL RESULTS

For $d_{2}=10 \mathrm{~mm}$, the ULF $P_{c}(\omega)$ spectrum for $\mathrm{H}_{2} \mathrm{C}_{2} \mathrm{O}_{4} \cdot 2 \mathrm{H}_{2} \mathrm{O}$ has deep dips. Their shapes, depths, and positions are much different from those observed for $d_{1}=5 \mathrm{~mm}$ (Fig. 1). Also, for $d_{2}$, the excitation threshold of the Bridgman effect is $\approx 1.5$ times lower than for $d_{1}$ throughout the ULF $P_{c}(\omega)$ spectrum. Such a size effect in solids at the secondary elastic stage under high uniaxial compression [13] was first found in [14] and is


Fig. 1. Electrical spectra $P_{c}(\omega)$ for the excitation threshold of the Bridgman effect in $\mathrm{H}_{2} \mathrm{C}_{2} \mathrm{O}_{4} \cdot 2 \mathrm{H}_{2} \mathrm{O}$ crystal hydrates at ULFs. The pulse amplitude is $U=65 \mathrm{~V}$. (○) $d_{1}=5 \mathrm{~mm}$ and $(\bullet) d_{2}=10 \mathrm{~mm}$.
easy to explain in terms of the thermal fluctuation theory of strength [15] and also by considering the mechanic stress fields at a given ratio $h / d$. Note that, for this crystal hydrate, the shape of the ULF $P_{c}(\omega)$ spectrum for $d_{1}$ is nearly the same as in earlier experiments [3] in the frequency range $25<\omega_{1}<35 \mathrm{~Hz}$. For the experiments discussed in this work and those in [3], the hydrates were taken from the same lot. For $d_{2}$, the spectrum shows the deep broad dip at $5<\omega_{1}<100 \mathrm{~Hz}$. In this range, the spectrum is strongly irregular with three dips in the intervals 21-27, 41-48, and 58-68 Hz and a


Fig. 2. $\varepsilon(\omega)$ spectra at the instant of the maximum burst when $\mathrm{H}_{2} \mathrm{C}_{2} \mathrm{O}_{4} \cdot 2 \mathrm{H}_{2} \mathrm{O}$ crystal hydrates are subjected to high uniaxial compression at $U=65 \mathrm{~V}$. (O) $d_{1}=5 \mathrm{~mm}$ and (•) $d_{2}=10 \mathrm{~mm}$.
high peak at $30-40 \mathrm{~Hz}$ near the deepest dip. In the broad ULF dip, the mean values of the threshold are close to $\approx 0.75 P_{c}(U=0)$. In the deepest dip, the threshold is $\approx 0.5 P_{c}(U=0)$, while in the peak, it nearly coincides with $P_{c}(U=0)$.

To further clarify the nature of the dips in the $P_{c}(\omega)$ spectrum of $\mathrm{H}_{2} \mathrm{C}_{2} \mathrm{O}_{4} \cdot 2 \mathrm{H}_{2} \mathrm{O}$ crystal hydrate in a wide ULF range under uniaxial compression, we studied the frequency variation of the dielectric constant $\varepsilon(\omega)$ of this compound at ULFs (for the measuring technique, see [3]). The nonmonotonic $\varepsilon(\omega)$ curve for $d_{2}=10 \mathrm{~mm}$ is compared with that for $d_{1}=5 \mathrm{~mm}$ in Fig. 2. A giant burst of the dielectric constant is observed in both cases. For $d_{2}=10 \mathrm{~mm}$, however, the dielectric constant curve has an unusual form with peaks and dips. The ratio of $\varepsilon$ in the peaks to that in the dips may reach 10 . Moreover, the values of $\varepsilon(\omega)$ at ULFs are, on the average, approximately 20 times higher than $\varepsilon_{\infty} \approx 6$, as follows from Fig. 2. It should be noted that the giant values of ULF $\varepsilon(\omega)$ under conditions of uniaxial compression show up as bursts within the short time interval $\Delta t \leq 1 \mathrm{~s}$ [3-5]. In both cases, at frequencies near $\omega_{1} \approx$ $10^{4} \mathrm{~Hz}$, dips identified earlier as dielectric losses [1] are observed. However, for $d_{2}$, the dip in this range is of lesser depth and width, while at ULFs, a dip simpler in shape and having lesser depth and width is observed for $d_{1}$.

Figure 3 plots the excitation threshold of the Bridgman effect $P_{c}$ against the voltage pulse amplitude $U$ at the characteristic frequencies $\omega_{1} \approx 42 \mathrm{~Hz}$ (deep dip) and $\omega_{1} \approx 200 \mathrm{~Hz}$ (stability domain) of the $P_{c}(\omega)$ spectrum for $d_{2}=10 \mathrm{~mm}$. For $d_{1}$, similar curves were obtained at


Fig. 3. Excitation threshold of the Bridgman effect for $\mathrm{H}_{2} \mathrm{C}_{2} \mathrm{O}_{4} \cdot 2 \mathrm{H}_{2} \mathrm{O}$ crystal hydrates vs. amplitude of voltage pulses. (○) $d_{1}=5 \mathrm{~mm}, \omega \approx 33 \mathrm{~Hz}$; $(\bullet) d_{2}=10 \mathrm{~mm}, \omega \approx$ 42 Hz .
$\omega_{1} \approx 32 \mathrm{~Hz}$ (deep dip) and $\omega_{1} \approx 200 \mathrm{~Hz}$ (Fig. 3). In the case of $d_{2}$, the curve $P_{c}(U)$ is of a distinct threshold character: at $\omega_{1} \approx 42 \mathrm{~Hz}$, the critical pressure $P_{c}$ sharply drops at the amplitude $U=11-15 \mathrm{~V}$ and then remains unchanged up to $U=65 \mathrm{~V}$. For $d_{1}$, this dependence at ULFs exhibits greater monotonic behavior, following the $\Delta P(U) \propto U^{2}$ law up to the amplitude $U \approx 35 \mathrm{~V}$, and then attains a plateau with the minimal threshold $U>$ 40 V . For $\omega_{1} \approx 200 \mathrm{~Hz}$, the pulse amplitude does not have an effect on $P_{c}$ up to 65 V for both characteristic sizes $d_{1}$ and $d_{2}$.

## DISCUSSION

The spectra $P_{c}(\omega)$ and $\varepsilon(\omega)$, while of statistical nature, qualitatively correlate in the range $5<\omega_{1}<$ 100 Hz . This is a clear indication of the interplay between processes responsible for the drop of the excitation threshold of Bridgman instability in this frequency range and the giant bursts of the ULF dielectric constant when the crystal hydrates are subjected to high uniaxial compression. It is evident that polarization reversal, which might take place in hydrogen-containing ferroelectrics $\left(\mathrm{H}_{2} \mathrm{C}_{2} \mathrm{O}_{4} \cdot 2 \mathrm{H}_{2} \mathrm{O}\right.$ like compounds [16]) under other conditions [3, 4], cannot explain our experimental data, since resonant excitations in domain structures are usually observed at high and superhigh frequencies ( $\omega=10-1000 \mathrm{MHz}$ [17]). Moreover, at medium pressures ( $P>0.3 \mathrm{GPa}$ ), the vibrational motion of domains is damped in almost any ferroelectric [17]. Our results are essentially inconsistent with those obtained from earlier models [3], where the dips in the $P_{c}(\omega)$ spectra are explained by the localization of the maximum density of the energy spent on an electric breakdown in a microcrack or on a breakdown advancing by percolation.

Indeed, previous models [3-5] imply that the frequency shift of the dip is formally possible if some parameters (for example, temperature) are changed; however, they do not imply that several dips must exist at ULFs (Fig. 1). Moreover, when the sample thickness increases with the ULF permittivity burst remaining the same, the earlier models predict a substantial decrease in the relative depth of the dips, which is natural for electrical breakdown according to the law $\Delta P / P_{c}(U=0) \propto U^{2} h^{-2}[3,4]$. However, our data suggest the presence of a size effect that acts in the opposite direction. As the characteristic sizes of the samples increase, the excitation amplitude at which the relative depth of the ULF dips remains the same decreases (Fig. 3). In addition, extra peaks appear and broaden. Once some threshold amplitude $U_{t}$ of ULF pulses has been attained, $P_{c}$ sharply drops but the drop $\Delta P$ does not obey the law $\Delta P(U) \propto U^{2}$, as was observed previously [3].

It becomes evident that the above observations are of an essentially nonlinear nature. That the excitations
are localized at ULFs suggests that the nonlinearity is associated with processes taking place in disperse systems with double electrical layers. Apparently, among such systems are the crystal hydrates under the conditions where phase transitions like partial dehydration proceed under highly nonuniform compression [18, 19].

The results obtained can be explained if we consider oscillations in chains of electrostatically coupled nonpoint oscillators with strongly varying dipole moments (with an arm comparable to the disperse particle size) [18, 19]. The condition of nonpoint oscillators follows from the compact-grained structure of the disperse systems considered [20]. The variability of the moments is related to the strong dependence of the charge polarization in the double electrical layers around the grains on the frequency and strength of local and applied electromagnetic fields.

We numerically analyzed one-dimensional finite chains of nonpoint variable-moment oscillators with dissipation and excitation. The parameters (mean grain size, intergranular spacing, maximum possible charge polarization, etc.) involved in the calculations were typical of disperse systems arising under high uniaxial compression. Our numerical results [19] leave room for the above-mentioned size effect. Of primary importance is that, when the dimension of the model chain increases and the amplitude of the ULF exciting fields is fixed, the local bursts of the polarization dramatically grow according to the variations of one or another of the parameters. During the initial several periods of the ULF field action, the fundamental resonance and satellite resonances are excited in the range $\omega<200 \mathrm{~Hz}$. After the next several periods, the usual Debye dispersion relation is established.

Thus, the size effect discovered does not count in favor of localized electrical breakdowns between the anvils. Rather, it suggests the occurrence of space- and time-localized interdipole compressions [19] or microbreakdowns that initiate the decrease in the excitation threshold of the Bridgman effect in the crystal hydrates at ULFs.
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#### Abstract

Profiles of elastoplastic shock waves were experimentally revealed in three rocks, namely, in marble $\left(\rho_{0}=2.68 \mathrm{~g} / \mathrm{cm}^{3}\right)$, quartzite $\left(\rho_{0}=2.65 \mathrm{~g} / \mathrm{cm}^{3}\right)$, and granite $\left(\rho_{0}=2.63 \mathrm{~g} / \mathrm{cm}^{3}\right)$. In all these substances, the splitting of the shock-wave front into a leading elastic precursor and a following plastic compression wave were revealed. A diffusion of the front of the elastic precursor and a decrease in its amplitude were found to occur as the front propagates through the samples of the substances studied. No sharp decrease in the amplitude of elastic waves (yielding "tooth") was fixed. Pressures in the elastic and plastic compression waves, as well as the wave and mass velocities and the magnitudes of the relative compression were determined. © 2001 MAIK "Nauka/Interperiodica".


## INTRODUCTION

The aim of shock-wave measurements of the elastoplastic properties of rocks is to obtain information that is necessary for calculating the effects of power underground explosions, calculating the effects of meteorite impacts, the explosive stimulation of oil strata, and solving some other application problems. Therefore, the attention of many researchers is primarily turned to the most common geological materials.

The importance of such investigations is also caused by the need of obtaining new experimental data, such that could be used for the development and improvement of theoretical models of the behavior of rocks under conditions of shock compression (marble in this respect is one of the most suitable materials).

No complete clarity exists at present in the treatment of the behavior of rocks upon shock loading. In particular, a fundamental feature is the existence or the absence of a sharp front of the elastic precursor. The available experimental data (including those obtained by the authors of this paper) indicate that in some rocks the front of the elastic wave is smeared. The latter indicates that, possibly, the material has an anomalous compressibility or strength.

The aim of this paper is to investigate the elastoplastic properties of granite, quartzite, and marble.

## EXPERIMENTAL

The elastoplastic parameters were determined using a manganin pressure gage, since this technique permits pressure measurements to be performed directly in the materials under study [1, 2]. The gage was made in the form of a bifilar coil of a manganin wire 0.1 mm in diameter, which then was laminated between the forc-
ers of a press tool to a thickness of $\sim 0.03 \mathrm{~mm}$. The initial resistance of the gage was $R_{0} \sim 1.5 \Omega$ and its diameter was $\sim 5 \mathrm{~mm}$.

The profile of a shock-wave pulse in the substances studied was detected in experiments whose scheme is shown in Fig. 1. As an explosive, we used cylinders of TG 50/50 or TNT 90120 mm in diameter and 40 mm thick. In order to obtain a marking in the oscillogram, necessary for subsequent treatment of experimental


Fig. 1. Schematic of experiments: (1) electric detonator; (2) plane-wave generator; (3) lens of foamed plastic; (4) explosive; (5) striker; (6) screen; (7) sample; (8) manganin gage; (9) electric-contact gage; and (10) to oscillographs.
data, an electric contact gage was mounted on the screen. The signals taken from the gage were recorded using an HP54645D (USA) digital oscillograph and an S9-4 (Russia) analog oscillograph. The measurements were performed using the potentiometric method [2].

## RESULTS AND DISCUSSION

For illustration, Fig. 2 displays typical oscillograms that were obtained on the S9-4 oscillograph in experiments with marble and quartzite. In order to enhance the time resolution of experimental measurements (to detect the yielding "tooth"), experiments with the use of a quartz pressure transducer were performed as well as with the use of the HP54645D oscillograph. The oscillogram of one of these experiments is given in Fig. 3.

The loading pressure was determined from the experimentally measured magnitude of electrical resistance $R$ of the manganin gage in the compressed state, which was calculated by the formula

$$
\begin{equation*}
R=R_{0}\left(Z_{0}-Z_{1}+Z\right) Z_{0}^{-1}, \tag{1}
\end{equation*}
$$

where $R_{0}$ is the initial resistance of the gage and $Z_{0}, Z_{1}$, and $Z$ are the amplitudes of the deviation of the beam in the oscillograph (Fig. 2a). On going from the resistance ratio $R / R_{0}$ to pressure $P$, dependences of the electrical resistance of manganin on the pressure of the shock loading ( $P=f\left(R / R_{0}\right)$ borrowed from [3, 4] were used. The accuracy of measuring pressure was $2-3 \%$.

The experimental results that characterize the elastoplastic parameters of marble are generalized in Table 1. The data for marble listed in Table 1, just as the


Fig. 2. Typical oscillograms obtained in experiments with marble and quartzite: (a) $\Delta=3.96 \mathrm{~mm}$, the loading pressure on the marble sample is 7.36 GPa ; asterisk marks the moment at which the shock wave closes the electric contact mounted at the screen-sample boundary; the frequency of the scale sinusoid in the oscillogram is 10 MHz ; (b) $\Delta=$ 15.7 mm ; the loading pressure on the quartzite sample is 10 GPa ; the frequency of the scale sinusoid in the oscillogram is 5 MHz .
data for other materials, were calculated by the following formulas:

$$
C_{1}=\frac{\Delta}{t_{1}}, \quad D_{2}^{\prime}=\frac{\Delta+U_{1}\left(t_{2}-t_{1}\right)}{t_{2}}
$$

Table 1. Experimental results of measuring parameters of elastoplastic flow in marble ( $\rho_{0}=2.68 \mathrm{~g} / \mathrm{cm}^{3}$ )

| No. | $\Delta, \mathrm{mm}$ | $P_{1}, \mathrm{GPa}$ | $C_{1}, \mathrm{~km} / \mathrm{s}$ | $D_{2}^{\prime}, \mathrm{km} / \mathrm{s}$ | $D_{2}^{\prime \prime}, \mathrm{km} / \mathrm{s}$ | $P_{2}, \mathrm{GPa}$ | $t_{1}, \mu \mathrm{~s}$ | $t_{2}, \mu \mathrm{~s}$ |
| ---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 2.00 | 1.79 | 8.52 | 5.07 | 4.99 | 7.60 | 0.24 | 0.40 |
| 2 | 3.96 | 1.80 | 7.04 | 4.77 | 4.68 | 7.36 | 0.57 | 0.84 |
| 3 | 4.00 | 1.70 | - | - | - | 7.00 | - | - |
| 4 | 5.97 | 1.64 | 5.98 | 4.38 | 4.28 | 7.52 | 1.00 | 1.38 |
| 5 | 8.10 | 1.65 | - | - | - | 6.70 | - | - |
| 6 | 14.03 | 1.60 | 5.58 | 4.36 | 4.26 | 10.20 | 2.50 | 3.24 |
| 7 | 18.05 | 1.55 | 5.61 | 4.54 | 4.44 | 9.76 | 3.22 | 4.00 |
| 8 | 24.09 | 1.48 | 5.82 | 4.44 | 4.34 | 9.27 | 4.14 | 5.46 |
| 9 | 19.40 | 1.37 | - | - | - | 6.00 | - | - |
| 10 | 20.00 | 1.40 | - | - | - | 6.00 | - | - |
| 11 | 20.00 | 1.25 | - | - | - | 5.70 | - | - |
| 12 | 28.70 | 1.30 | - | - | - | 4.70 | - | - |
| 13 | 20.00 | 1.47 | - | - | - | - | - | - |

[^0]

Fig. 3. Oscillogram of the experiment with marble taken using an HP54645-D oscillograph; $\Delta=8.0 \mathrm{~mm}$; the loading pressure is 6.98 GPa .

$$
\begin{gather*}
U_{1}=\frac{P_{1}}{C_{1} \rho_{0}}, \quad D_{2}^{\prime \prime}=D_{2}^{\prime}-U_{1}, \\
\sigma_{1}=\frac{C_{1}}{C_{1}-U_{1}}, \quad \sigma_{2}^{\prime \prime}=\frac{D_{2}^{\prime \prime}}{D_{2}^{\prime \prime}-\left(U_{2}-U_{1}\right)},  \tag{2}\\
\rho_{1}=\rho_{0} \sigma_{1}, \quad \rho_{2}=\rho_{1} \sigma_{2}^{\prime \prime},
\end{gather*}
$$

where $\Delta$ is the sample thickness; $t_{1}$ and $t_{2}$ are the times of passage of elastic and plastic compression waves from the screen to the manganin gage, respectively; $C_{1}$ is the velocity of propagation of the elastic compression wave; $P_{1}$ is the pressure in the elastic compression wave; $U_{1}$ is the velocity of the substance behind the front of the elastic compression wave; $U_{2}$ is the velocity of the substance behind the front of the plastic compression wave; $\sigma_{1}$ is the compression of the substance


Fig. 4. Damping of the elastic precursor in the rocks studied: (1) quartzite; (2) granite; and (3) marble.
by the elastic wave; $\sigma_{2}^{\prime \prime}$ is the compression of the substance by the plastic wave relative to the elastic wave; $\rho_{0}$ is the initial density of the substance; $\rho_{1}$ is the substance density behind the front of the elastic compression wave; $\rho_{2}$ is the density behind the front of the plastic compression wave; and $D_{2}^{\prime}$ and $D_{2}^{\prime \prime}$ are the velocities of propagation of the plastic compression wave in the laboratory coordinate system and relative to the moving substance, respectively.

Tables 2 and 3 give the experimental data that characterize the elastoplastic parameters of quartzite and granite, respectively. The experimentally obtained dependences of the amplitudes of elastic precursors on the thickness of the samples of marble, quartzite, and granite are shown in Fig. 4. The above dependences of damping of the amplitudes on the sample thickness $P_{1}(\chi)$ are described by the formulas $P_{1}=2.0369 \chi^{-0.1189}$,

Table 2. Experimental results of measuring parameters of elastoplastic flow in quartzite $\left(\rho_{0}=2.65 \mathrm{~g} / \mathrm{cm}^{3}\right)$

| No. | $\Delta, \mathrm{mm}$ | $P_{1}, \mathrm{GPa}$ | $C_{1}, \mathrm{~km} / \mathrm{s}$ | $D_{2}^{\prime}, \mathrm{km} / \mathrm{s}$ | $D_{2}^{\prime \prime}, \mathrm{km} / \mathrm{s}$ | $P_{2}, \mathrm{GPa}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 4.0 | 7.1 | 5.95 | - | - | 7.6 |
| 2 | 10.0 | 5.7 | - | 5.14 | 4.27 | 11.0 |
| 3 | 11.0 | 5.7 | - | - | - | 11.6 |
| 4 | 11.5 | 5.9 | - | - | 8.4 |  |
| 5 | 15.0 | 5.2 | - | - | - | 13.8 |
| 6 | 15.7 | 5.3 | 5.05 | - | - | 10.0 |
| 7 | 20.0 | 4.9 | - | - | - | 11.7 |
| 8 | 25.0 | -2 | - | - | 13.0 |  |
| 9 | 33.2 | 5.2 | - | - | 11.5 |  |

Note: The average values of the parameters of elastic ( $U_{1}=0.45 \mathrm{~km} / \mathrm{s}, \rho_{1}=2.83 \mathrm{~g} / \mathrm{cm}^{3}, \sigma_{1}=1.063$ ) and plastic $\left(U_{2}=1.12 \mathrm{~km} / \mathrm{s}, \rho_{2}=\right.$ $3.07 \mathrm{~g} / \mathrm{cm}^{3}, \sigma_{2}^{\prime \prime}=1.155$ ) compression waves in quartzite did not enter into Table 2.

Table 3. Experimental results of measuring parameters of elastoplastic flow in granite $\left(\rho_{0}=2.63 \mathrm{~g} / \mathrm{cm}^{3}\right)$

| No. | $\Delta, \mathrm{mm}$ | $P_{1}, \mathrm{GPa}$ | $P_{2}, \mathrm{GPa}$ | $t_{1}, \mu \mathrm{~s}$ |
| :---: | :---: | :---: | :---: | :---: |
| 1 | 9.0 | 4.4 | 10.0 | 1.64 |
| 2 | 15.0 | 3.6 | - | 2.73 |
| 3 | 30.0 | 3.2 | - | 3.64 |
| 4 | 25.0 | 3.0 | - | 4.55 |
| 5 | 31.0 | 2.6 | - | 5.64 |
| 6 | 36.0 | 2.6 | - | 6.55 |

$P_{1}=7.206 \chi^{-0.13}$, and $P_{1}=5.103 \chi^{-0.2848}$ for marble, quartzite, and granite, respectively.

The above thickness dependences of the amplitudes of elastic waves in the rocks studied lead to an obvious conclusion that these amplitudes decrease with the distance passed by an elastic wave in the sample. Naturally, the slopes of the damping curves for various materials are different because of the differences in the physical properties of these materials. It is seen from the oscillograms displayed that the amplitudes of elastic waves in marble and other rocks studied increase in a smooth manner. No yielding "tooth" found in $[5,6]$ for Fe and LiF is observed in this work. Note that the authors of this paper studied single-crystal samples of LiF (compressed in the $\langle 100\rangle$ direction) and "khilumin" (a ceramic containing $94 \% \mathrm{Al}_{2} \mathrm{O}_{3}, \rho_{0}=3.65 \mathrm{~g} / \mathrm{cm}^{3}$ ) as control materials and found a smooth character of increasing amplitude of elastic waves without any evidence for yielding a "tooth" in these substances.

## CONCLUSIONS

From an analysis of the results obtained, the following conclusions can be made.
(1) The elastic precursor has a diffuse front and its amplitude decreases with increasing distance propagated by the wave in the sample.
(2) No sharp decrease in the amplitude of elastic waves (no yielding "tooth") was revealed for the substances studied in this work.
(3) The results obtained indicate the possible anomalous behavior of some properties of the rocks studied (compressibility, strength) under the conditions of shock-wave compression and suggest the necessity of performing additional investigations, e.g., for studying shear strength of those rocks upon shock loading.

The experimental results obtained can serve as a starting material that can be used for improving existing models of the behavior of solid media under shockwave compression.
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#### Abstract

An original technique for $\mathrm{Si}-\mathrm{Si}$ direct bonding combined with impurity diffusion in a single process is suggested. A dopant (aluminum) source is located at the interface. The high-temperature treatment of the polished wafers in an oxidizing atmosphere results in the diffusion of Al atoms and the formation of a $p-n$ junction in $n$-silicon. The presence of aluminum is shown to improve the continuity of the interface. Results obtained are explained within a model whereby the initial contact between the hydrophilic silicon surfaces in a water solution of aluminum nitrate $\mathrm{Al}\left(\mathrm{NO}_{3}\right)_{3}$ serves to increase the bonding area of the wafers at room temperature due to the interaction of $\mathrm{Al}-\mathrm{OH}$ groups with water molecules adsorbed on the surfaces of the wafers. © 2001 MAIK "Nauka/Interperiodica".


## INTRODUCTION

In the production of power semiconductor devices, deep diffusion of doping impurities is replaced by direct bonding (DB) of wafers with different conduction type and initial impurity concentrations. However, to fabricate directly bonded multilayer structures with $p-n$ junctions, impurities are usually introduced into one or both wafers before bonding. As a result, the surface quality and the elastic stress distribution may change to the point where they no longer meet the DB requirements.

In spite of the considerable recent progress in direct bonding of different materials, the obtaining of the continuous large-area interface is still a challenge. This problem, including the discontinuity sources (voids) and conditions for their healing, the effect of the surface roughness on the bonding quality, etc., has been considered in detail (see, e.g., [1-3] and Refs. therein). It was ascertained [4] that the polished surface of a silicon wafer is actually wavy and that the complex relief of the surface can be represented as a superposition of sinusoids with different periods and amplitudes. Nevertheless, during bonding, the surfaces come into close contact even at room temperature (RT). The greater the RT contact area, the higher its surface energy. The contact area grows through elastic deformation of the wafers, which starts at RT and builds up with temperature.

In order to minimize the effect of surface morphology on the structure quality of the interface, we proposed a modified DB process [5-7] where a regular
mesoscopic relief is formed on one of the surfaces to be bonded by means of photolithography. It was demonstrated that the artificial relief at the interface assists in reducing in elastic deformation at the contact of nonplanar surfaces and, thus, improves the quality of the interface.

In this paper, we pursue our discussion about conditions ensuring the reliable homogeneous interface. The objects under study are DB structures produced by the original technology, which combines bonding and aluminum diffusion from a source located directly at the interface in a single production cycle. A relation between physicochemical processes at the interface and the actual structure of the surfaces being bonded is considered. A mechanism behind the formation of the continuous interface over the surface of the wafers in the presence of dopant atoms is discussed. The $I-V$ characteristic of a $p^{+}-n$ diode obtained by direct bonding with the concurrent diffusion of aluminum is presented.

## EXPERIMENTAL

We studied $n-n$ and $p^{+}-n$ structures produced by the DB technology. (111)Si wafers 0.3 to 0.5 mm thick and $40-60 \mathrm{~mm}$ in diameter were cut from floating-zone $n$ silicon with a resistivity of $20 \Omega \mathrm{~cm}$ and from Czochral-ski-grown $p$-silicon with a resistivity of $0.005 \Omega \mathrm{~cm}$. The surface profile was determined with an optical profilometer. It was found to be wavy with a typical amplitude ranging from 30 to 60 A and a period of approxi-
mately $200 \mu \mathrm{~m}$. In order to reduce the near-interface elastic deformation due to the long-period surface roughness, an artificial relief (a network of orthogonal grooves [5]) was photolithographically formed on the surface of one of the wafers. The grooves were $50 \mu \mathrm{~m}$ wide and $0.3-0.5 \mu \mathrm{~m}$ deep. The distance between the sidewalls of the neighboring grooves was $200 \mu \mathrm{~m}$. Before bonding, the mirror-polished wafers were subjected to standard rinsing and hydrophilization and then were rinsed in deionized water with a resistivity of $18 \mathrm{M} \Omega \mathrm{cm}$.

The wafers were brought in contact in (1) deionized water and (2) a water solution of aluminum nitrate $\mathrm{Al}\left(\mathrm{NO}_{3}\right)_{3}(0.5-1 \mathrm{wt} \%)$, which served as a source of aluminum diffusion during the high-temperature processing of the wafers. They were annealed in air at $95^{\circ} \mathrm{C}$ for 5 h and at $1250^{\circ} \mathrm{C}$ for 5 h . The wafers were brought in contact without crystallographic matching. The aluminum profile was recorded by an SRM-3 computerized setup.

We studied the structure of the $\mathrm{Si}-\mathrm{Si}$ compositions by means of X-ray topography (XRT) [8]. Of all the nondestructive techniques used to test the interface continuity, this method proves to be the most sensitive: its resolution is $\approx 10 \mu \mathrm{~m}$. Both the reflection and transmission projection topography methods were employed. Also, the interface quality after bonding was investigated by examining the cross sections of the samples with a scanning electron microscope (SEM).

To study the defect distribution across the depth, the polished taper sections of the samples of both types were etched in an $\mathrm{H}_{2} \mathrm{O}$ : HF (anhydrous): $\mathrm{CrO}_{3}=1$ : $0.4: 0.2$ etchant; then, etch pits were counted.

## EXPERIMENTAL RESULTS <br> Diffusion of Aluminum

An experimental profile of Al in the $n / n$ structure after bonding is shown in Fig. 1. Between the two $n$-type wafers, an $\approx 30-\mu$ m-thick $p$-type diffusion layer with a surface concentration at the interface of $\approx 5 \times$ $10^{16} \mathrm{~cm}^{-3}$ is seen to form. This result indicates that the diffusion of aluminum into a polished silicon wafer during open-tube thermal treatment in an oxidizing atmosphere is a possibility. Note that the diffusant source was located at the interface between the wafers bonded.

## Structure Quality Analysis

XRT images of the $\mathrm{Si} / \mathrm{Si}$ structures include two basic components: (1) the contrast from the regular network of artificial voids the voids result from crystal plane bending at the interface) [5] and (2) the smooth increase and decrease in the reflected intensity due to compression/extension regions existing near the interface and to the local misorientation of the crystal lattice. The type- 1 contrast is typical of the contact


Fig. 1. Profiles of the Al concentration (solid curve) and sheet resistance (dashed curve) across the $\mathrm{Si} / \mathrm{Si}$ structures. The abscissa is the distance from the interface.


Fig. 2. X-ray diffraction topogram (Lang method) of the entire area of the $\mathrm{DB} \mathrm{Si} / \mathrm{Si}$ structure with the Al diffusion. (202) reflection, $\mathrm{Mo} K_{\alpha}$ radiation.
between a smooth surface and an artificial relief. The smoothly varying contrast features any bonded structure. The latter is due to the fact that the bonding of imperfectly planar surfaces always generates elastic strains at the interface [4]. This contrast is not observed where the wafers do not adhere to each other. This XR property is used for the detection of unboned regions or voids.

According to the XRT data, the $\mathrm{Si} / \mathrm{Si}$ structures that were bonded in the $0.5-1 \%$ solution of $\mathrm{Al}\left(\mathrm{NO}_{3}\right)_{3}$ exhibit high structure quality. A typical X-ray topogram that demonstrates the continuity of the interface is shows in Fig. 2. The comparative analysis of the XRT data obtained for many samples bonded in the $\mathrm{Al}\left(\mathrm{NO}_{3}\right)_{3}$ solution and in the deionized water indicates that the


Fig. 3. X-ray diffraction topogram (Lang method) of the structures bonded (a) in the $\mathrm{Al}\left(\mathrm{NO}_{3}\right)_{3}$ solution and (b) in $\mathrm{H}_{2} \mathrm{O}$. (202) Reflection, $\mathrm{Mo} K_{\alpha}$ radiation.
interface continuity is considerably better in the former case. From the topograms in Figs. 3 and 4, we can compare the degree of interface continuity in the compositions studied. An example of good bonding with the Al diffusion is shown in Fig. 3a. Another sample (Fig. 3b, bonding in $\mathrm{H}_{2} \mathrm{O}$ ) contains voids, some of which are indicated by arrows. The enlarged view of a defect region in the latter sample and the same image after computer processing are seen in Figs. 4 a and 4b, respectively. The enhanced contrast due to image filtering allowed us to quantitatively estimate the bonded fraction of the wafer area. To do this, we imposed a fine-mesh network on the image filtered (Fig. 4b) and counted the number of meshes filled by the images of bonded and unbonded regions.

Bonded fraction measured: $S_{\text {bond }}=\left(1-S_{\text {void }} / S_{\text {sample }}\right), \%$

|  | Interval <br> of $S_{\text {bond }}, \%$ | Number of counts <br> per interval |
| :--- | :---: | :---: |
| Bonding in $\mathrm{H}_{2} \mathrm{O}$ | $80-85$ | 7 |
|  | $85-90$ | 14 |
| $90-95$ | 19 |  |
|  | $95-100$ | 16 |
| Bonding in $\mathrm{Al}\left(\mathrm{NO}_{3}\right)_{3}$ | $88-92$ | 5 |
| solution | $92-96$ | 8 |
|  | $96-100$ | 24 |

The histograms in Figs. 5a and 5b demonstrate the bonded fraction calculated for 56 samples bonded in the water and for 37 samples bonded in the nitrate solution, respectively. The data used for constructing the histograms are listed in the table. As follows from the charts, bonding in the solution gives the nearly $100 \%$ continuity of the interface, whereas bonding in the water provides a continuity of about $92 \%$.

The X-ray topograms indicate that, for several samples bonded in the water, the varying contrast is lower than for those with the Al diffusion. This fact can be attributed to the higher strength of the latter samples, because increased elastic strains, leading to an increase in the contrast, mean stronger bonds between atoms of the contacting wafers with the imperfectly planar surfaces [4].

According to the SEM data, the interface in the structures that were brought into contact in the water, contains irregularly (voids) and regularly (grooves) distributed microcavities, whereas the samples bonded in the $\mathrm{Al}\left(\mathrm{NO}_{3}\right)_{3}$ solution are almost free of them (Fig. 6). The etch pit density on the polished taper section in the vicinity of the continuous interface is roughly equal for both types of the structures and does not exceed $10^{4} \mathrm{~cm}^{-2}$.

## DISCUSSION

The results presented can be explained within the model for the bonding of hydrophilic surfaces [1]. The hydrophilic surfaces of natural and thermal oxides of silicon are known to incorporate $\mathrm{Si}-\mathrm{OH}$ silanol groups, which form hydrogen bonds with OH groups of water adsorbed on the surface. Being brought in contact at room temperature, the wafers adhere via the formation of hydrogen-bonded OH chains (Fig. 7a) [9]:

$$
\mathrm{SiOH}:\left(\mathrm{OH}_{2}\right)_{2}\left(\mathrm{OH}_{2}\right)_{2}: \mathrm{HOSi}
$$

The chains may be as long as $7 \AA$; that is, bonding takes place over the surface area within which the microroughness is no more than $3.5 \AA$. A temperature increase from 300 to $700^{\circ} \mathrm{C}$ gives rise to polymerization: the formation of $\mathrm{Si}-\mathrm{O}-\mathrm{Si}$ siloxane bonds. Water molecules leave the interface, and the gap between the wafers narrows to $1.6 \AA$. On further heating of the wafers to $1000^{\circ} \mathrm{C}$ and above, the siloxane bonds are replaced by covalent $\mathrm{Si}-\mathrm{Si}$ ones. The remaining microvoids are filled due to the diffusion of atoms along the interface and the viscous flow of the oxide.

As follows from our experimental data, the formation of the continuous interface is not a necessary result of bonding of the hydrophilic silicon surfaces. This does not follow from the physicochemical model for the bonding of perfectly planar and smooth surfaces and can be explained only if the real surface structure is taken into account. It was shown [1] that, for wafers whose surfaces have a natural sinusoidal relief with a period $R$ and an amplitude $h$, the formation of the con-


Fig. 4. (a) Enlarged view of the defect region of the sample shown in Fig. 3b and (b) the same image after computer processing.
tinuous interface is possible if $h<3.6\left(R \gamma / E^{\prime}\right)^{1 / 2}$ for $R<2 t_{w}$ (the latter inequality meets our experimental conditions). Here, $t_{w}$ is the wafer thickness, $E^{\prime}$ is the effective elastic constant of the material, and $\gamma$ is the surface energy. At room temperature, $\gamma$ grows with the amount of surface atoms that ensure the initial contact. An increase in $\gamma$ with temperature actually stems from the fact that the silanol bonds give way to siloxane bonds, which are considerably shorter and, hence, have a shorter range. Thus the strengthening of the structure bonded and the formation of the continuous interface can take place only at the sites of the initial RT contact; i.e., the area of reliable bonding is almost completely defined by the range of the initial adhesive force.

Gaussian fit to Histgm:



Fig. 5. Histograms of the bonded fraction $S_{\text {bond }}=(1-$ $\left.S_{\text {void }} / S_{\text {sample }}\right) \%$ for the samples obtained by bonding of Si wafers in (a) $\mathrm{H}_{2} \mathrm{O}$ and (b) $\mathrm{Al}\left(\mathrm{NO}_{3}\right)_{3}$.

The high continuity of the interface between the wafers dipped into the water solution of aluminium nitrate $\mathrm{Al}\left(\mathrm{OH}_{3}\right)_{3}$ can, in our opinion, be explained by an increase in the initial contact area. In fact, due to the


Fig. 6. SEM image of the $\mathrm{Si} / \mathrm{Si}$ sample obtained by bonding of the wafers in the $\mathrm{Al}\left(\mathrm{NO}_{3}\right)_{3}$ solution.


Fig. 7. Model of the initial (RT) stage of direct bonding of the hydrophilic silicon surfaces in (a) $\mathrm{H}_{2} \mathrm{O}$ and (b) $\mathrm{Al}\left(\mathrm{NO}_{3}\right)_{3}$.

Al-OH groups embedded in the OH chains (Fig. 7b), the chains grow longer, thus enabling initial adhesion to take place over a greater area than for the traditional bonding process (Fig. 7a).

The formation of the continuous interface is thought to proceed as follows. Aluminum nitrate dissociates in the water solution: $\mathrm{Al}\left(\mathrm{NO}_{3}\right)_{3} \longrightarrow \mathrm{Al}^{3+}+3\left(\mathrm{NO}_{3}\right)$, and the $\mathrm{Al}^{3+}$ ions interact with the water to form aluminum hydroxide $\mathrm{Al}(\mathrm{OH})_{3}$. Then, the RT direct bonding process goes according to Fig. 7b.

As the temperature increases, the hydrogen bonds are replaced by stronger ones:

$$
\begin{gathered}
\mathrm{SiOH}:\left(\mathrm{OH}_{2}\right)_{2}: 2 \mathrm{Al}(\mathrm{OH})_{3}:\left(\mathrm{OH}_{2}\right)_{2} \mathrm{OHSi} \\
\longrightarrow \mathrm{Si}-\mathrm{O}-\mathrm{Al}-\mathrm{Al}-\mathrm{O}-\mathrm{Si}+7 \mathrm{H}_{2} \mathrm{O} \\
\mathrm{O}^{\prime}
\end{gathered}
$$



Fig. 8. (a) Forward and (b) reverse branches of the $I-V$ characteristic of the $p^{+}-n$ DB diode with an active area of $\approx 12 \mathrm{~cm}^{2}$.

Subsequently, the Al atoms interact with the natural oxide [10],

$$
(4 / 3) \mathrm{Al}+\mathrm{SiO}_{2}=(2 / 3) \mathrm{Al}_{2} \mathrm{O}_{3}+\mathrm{Si}
$$

to produce additional free silicon atoms, which heal the microvoids through the diffusion mechanism at the final stage of bonding. Moreover, since the Al-Si bond energy is higher than that of Al-Al bonds, the incorporation of Al atoms into the silicon lattice stimulates Si self-diffusion and facilitates the filling of the microviods.

In the course of the high-temperature treatment, Al diffuses from the interface into the $n$-type silicon and forms a $p-n$ junction. Shown in Fig. 8 is the $I-V$ characteristic of the $p^{+}-n$ diode obtained by bonding in the $0.5 \%$ water solution of $\mathrm{Al}\left(\mathrm{NO}_{3}\right)_{3}$. Since the junction is deep, the electric performance of the structure does not depend on the interface quality: the $I-V$ curve is typical of a standard diffusion junction, and the voltage drop in the forward direction is $\approx 2 \mathrm{~V}$ at the current density $\approx 200 \mathrm{~A} / \mathrm{cm}^{2}$. The breakdown voltage of the diode
approximates 1200 V (Fig. 8b), which corresponds to the avalanche breakdown voltage in silicon with the resistivity given ( $20 \Omega \mathrm{~cm}$ ).

## CONCLUSION

We have demonstrated that the high-temperature treatment of silicon wafers brought in contact in an oxidizing atmosphere makes the diffusion of Al atoms from a source at the interface into the polished silicon surface feasible. Furthermore, we argue that aluminum present between the wafers being bonded improves the quality of the interface. It it assumed that the bonding of the wafers in a water solution of aluminium nitrate $\mathrm{Al}\left(\mathrm{NO}_{3}\right)_{3}$ may increase the area of initial adhesion, since $\mathrm{Al}-\mathrm{OH}$ groups between the adsorbed water molecules are built into the chains responsible for bonding the wafers. Finally, it is believed that the formation of diffusion layers combined with the direct bonding of silicon wafers in a single process opens vast opportunities for creating new semiconductor devices
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# On the Transmission of X-ray Beams through Rough Near-Surface Channels 
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#### Abstract

The transmission of X-rays through a rough narrow channel in a dielectric material is investigated by numerical simulation with regard for diffraction and loss in coherence. It is found that the transmission factor may sharply decrease in channels with periodic deformations. The effect of roughness on the transmission is explained in terms of the statistical theory of X-ray scattering in a rough boundary layer. The mode damping factors $\beta$ are related to the channel width $d$ as $1 / d^{3}$ and are proportional to the roughness amplitude. The explanation for the anomalous propagation through thin Cr/C/Cr channels is given. © 2001 MAIK "Nauka/Interperiodica".


The effect of total external reflection is exploited in laser physics where the beam is captured into a rough narrow dielectric channel [1], submicron diffraction analysis for obtaining thin X-ray beams [2, 3], and other applications $[4,5]$.

In this paper, we study the role of diffraction, which can be essential for narrow beams, particularly if the surface roughness is considerable. Scattering by rough surfaces calls for a specific approach, since weak-perturbation methods are inapplicable [6].

As a rule, X-ray scattering by rough surfaces is investigated within the Andronov-Leontovich approximation [7]. The case under study is beyond its scope, because the diffraction spreading of the beam results in losses even at the zero grazing angle in reference to the channel surface. Our approach employs the complex refractive index, which takes into consideration the loss in coherence at incoherent scattering [8], and is based on the Tatarskiĭ statistical method [9, 10]. The permittivity of the boundary layer at an arbitrary boundary $x=$ $\xi(z)$ represented as $\varepsilon(x, z)=\varepsilon_{1}+\left(\varepsilon_{0}-\varepsilon_{1}\right) H(x-\xi(z))$, where $\varepsilon_{1}$ and $\varepsilon_{0}$ are the permittivities of the medium and air, respectively; $z$ and $x$ are the longitudinal and transverse coordinates of the rough channel; and $H(x)$ is a step function. It is assumed [1, 4] that, in the case of grazing angles, the number of modes excited is small. We neglect large-angle scattering:

$$
\partial^{2} A(x, z) / \partial z^{2} \ll k \partial A(x, y, z) / \partial z
$$

if the beam width is small,

$$
\partial^{2} A(x, y, z) / \partial z^{2} \ll \partial^{2} A(x, y, z) / \partial x^{2} .
$$

With these assumptions, the propagation of an X-ray mode can be described by the parabolic equation
for the amplitude of the electric vector $A(x, z)$ [12]:

$$
\begin{gathered}
2 i k \frac{\partial A}{\partial z}=\Delta_{\perp} A+k^{2} \frac{\varepsilon-\varepsilon_{0}}{\varepsilon_{0}} A, \\
A(x, z=0)=A_{0}(x),
\end{gathered}
$$

where $z$ and $x$ are the longitudinal and transverse coordinates of the channel (we consider the case of twodimensional channels), $k=\sqrt{\varepsilon_{0}} \frac{\omega}{c}$, and $\Delta_{\perp}$ is the Laplacian operator.

In this equation, $\varepsilon_{0}$ is the permittivity of the channel and $\varepsilon_{1}$ is that of the "walls." This method can readily be extended to the case of a three-dimensional capillary.

Scattering by a rough surface was simulated by integrating Eq. (1) for the energy $E=10 \mathrm{keV}$, channel width $d=0.5 \mu \mathrm{~m}, \sigma=400 \AA$, and the roughness correlation length $z_{\text {corr }}=5 \mu \mathrm{~m}$. The results averaged over 40 realizations are shown in Fig. 1. Both the total beam intensity $r_{\text {tot }}$ and the incoherent part $r_{\text {inc }}$ are normalized to the input intensity $r_{i},=\int_{-\infty}^{\infty} I_{i}(x) d x / \int_{-d / 2}^{d / 2} I_{0}(x) d x$, where $r_{i}$ corresponds either $r_{\text {tot }}$ or $r_{\text {inc }}$. The angles of incidence are $\vartheta=0,3 \times 10^{-4}$, and $6 \times 10^{-4} \mathrm{rad}$. It is seen that the beam intensity in the narrow channel quickly decreases because of the loss in coherence.

Assuming that $A(x, z)$ is changed within the roughness correlation length $z_{\text {corr }}$ very slightly, we can take advantage of the correlator property

$$
\begin{gather*}
\left\langle\delta \varepsilon^{\prime}(x, z) A(x, z)\right\rangle=\langle A(x, z)\rangle(-i k / 4) \\
\times \int_{-\infty}^{\infty}\left\langle\delta \varepsilon^{\prime}(x, z) \delta \varepsilon\left(x, z^{\prime}\right)\right\rangle d z^{\prime}, \tag{1}
\end{gather*}
$$

which holds for a $\delta$-correlated fluctuating medium [10]. The coherent part of the amplitude $A(x, z)$ is calculated from the statistically averaged parabolic equation [8, 10]

$$
\begin{gather*}
2 i k \partial\langle A(x, z)\rangle / \partial z-\Delta_{\perp}\langle A(x, z)\rangle \\
-k^{2} \chi(x)\langle A(x, z)\rangle-i k^{2} W(x)\langle A(x, z)\rangle=0,  \tag{2}\\
\langle A(x, z=0)\rangle=A_{0}(x)
\end{gather*}
$$

where $\chi(x, z)=\left(\langle\varepsilon(x)\rangle-\varepsilon_{0}\right) / \varepsilon_{0}$ and angle brackets mean averaging.

The term with $\chi(x)$ in Eq. (2) corresponds to absorption by the channel walls; and that with $W(x)$, to incoherent scattering:

$$
\begin{gather*}
W(x)=(-i k / 4) \int_{\infty}^{\infty}\left\langle\delta \varepsilon^{\prime}(x, z) \delta \varepsilon^{\prime}\left(x, z^{\prime}\right)\right\rangle d z^{\prime} \\
=-\frac{k}{4} \frac{\left(\varepsilon_{0}-\varepsilon_{1}\right)^{2+\infty}}{\pi\left(\varepsilon_{0}\right)^{2}} \int_{-\infty}^{x / \sigma} d z^{\prime} \int_{-\infty} \exp \left(-\xi^{2}\right) d \xi  \tag{3}\\
\frac{x / \sigma-R\left(z^{\prime}\right) \xi}{\left(1-R^{2}\left(z^{\prime}\right)\right)^{1 / 2}} \\
\times \int_{x / \sigma} \exp \left(-\eta^{2}\right) d \eta
\end{gather*}
$$

where $\delta \varepsilon^{\prime}(x, z)=(\varepsilon(x, z)-\langle\varepsilon(x)\rangle) / \varepsilon_{0}$ is the coefficient of autocorrelation and $\sigma$ is the variance of the distribution of $\xi(z)$.

It can be shown that, in the middle of the boundary layer, which lies between $x=0$ and $x=d$, the value of $W(x)$ is independent of $\sigma$ and is almost proportional to the roughness correlation length $z_{\text {corr }}$.

The wave amplitude can be represented as a mode expansion or an expansion in eigenfunctions $\varphi_{j}(x)$ that are the solutions of the equations

$$
\Delta_{\perp} \varphi_{j}(x)=k\left[2 k_{j z}-k \operatorname{Re}(\chi(x))\right] \varphi_{j}(x) .
$$

Thus, the attenuation coefficients are found as the overlap integrals $\beta_{l}=-(k / 2) \int \varphi_{l}^{*}(x)[\operatorname{Im}(\chi(x))+$ $W(x)] \varphi_{l}(x) d x$. Width $W$ is defined, for the most part, by the surface roughness; therefore, the coefficients of lower order mode attenuation due to incoherent scattering are proportional to $\sigma$ :

$$
\begin{gathered}
\beta_{\text {scat }} \sim k^{2}\left(\varepsilon_{0}-\varepsilon_{1}\right)^{2} \sigma \int_{-\infty}^{\infty} d z^{\prime} \int_{-\infty}^{0} \exp \left(-\xi^{2} / 2\right) d \xi \\
\\
\quad \frac{-R\left(z^{\prime}\right) \xi}{\left(1-R^{2}\left(z^{\prime}\right)\right)^{1 / 2}} \\
\quad \int_{0} \exp \left(-\eta^{2} / 2\right) d \eta .
\end{gathered}
$$

That the intensity loss is proportional to the channel roughness at ultrasmall grazing angles has also been


Fig. 1. Variation of the total integral normalized intensity $r_{\text {tot }}$ and its relative incoherent part $r_{\text {inc }} / r_{\text {tot }}$ for different angles of incidence $\vartheta$. (1) $r_{\text {tot }}, \vartheta=0 ;\left(I^{\prime}\right) r_{\mathrm{inc}} / r_{\mathrm{tot}}, \vartheta=0$; (2) $r_{\text {tot }}, \vartheta=\vartheta_{F} / 10$; (2') $r_{\text {inc }} / r_{\text {tot }}, \vartheta=\vartheta_{F} / 10$; (3) $r_{\text {tot }}, \vartheta=\vartheta_{F} / 5$; and ( $3^{\prime}$ ) $r_{\text {inc }} / r_{\text {tot }}, \vartheta=\vartheta_{F} / 5$.


Fig. 2. Attenuation coefficients for the $1-\mathrm{keV}$ X-ray beam passing in the gap between silicon wafers vs. gap width $d$ for modes 0,1 , and 2 at $\sigma=400 \AA$ and $z_{\text {corr }}=5 \mu \mathrm{~m}$. Dotted lines denote the attenuation coefficient $\beta_{\text {scat }}$ due to scattering, and solid curves refer to the attenuation coefficient $\beta_{\mathrm{abs}}$ due to absorption.
found by the direct numerical integration of the ran-dom-boundary parabolic equation (see [11] and Fig. 5 therein).

For a $1-\mathrm{keV}$ beam, the attenuation coefficients vs. channel width are shown in Fig. 2 for three lowest modes. It is seen that $\beta \sim 1 / d^{3}$. Thus, as the beam width increases, the diffraction effects decay as $\sim \lambda / d^{2}$ (where $\lambda$ is the wavelength) and the portion of the beam that interacts with the surface decreases as $\sim \sigma / d$. With lead used in place of silicon, the attenuation coefficient grows by a factor of 1.5. With a decrease in the energy $E$, the coefficient $\beta$ grows faster than $\sim 1 / E$, because the effect of diffraction becomes considerable and the optical density of the channel walls increases.

Channeling in a thin layer of a low-density material where the layer is sandwiched in metal layers seems to be promising for obtaining submicron beams of hard X-rays [3]. In experiments with a carbon film ( $d=$ $1620 \AA$ ) between chromium layers (the $\mathrm{Cr} / \mathrm{C} / \mathrm{Cr}$ chan-


Fig. 3. Transmission factor of mode 0 vs. radiant energy $E$. Deformation amplitude $a=120 \AA$; the period $\Lambda=(1) 100$, (2) 500 , and (3) $1000 \mu \mathrm{~m}$; and $\sigma=0$. $\diamond$, Data points [2].


Fig. 5. Variation of the total beam intensity (curves 1,2 ) and the intensity of fundamental mode 0 (curves $I_{o}^{\prime}, 2^{\prime}$ ). $E=$ $17 \mathrm{keV}, d=1620 \AA, \sigma=0, L=3 \mathrm{~mm}, a=120 \AA$, and $\Lambda=$ $\left(1, l^{\prime}\right) 45$ and $\left(2,2^{\prime}\right) 40 \mu \mathrm{~m}$.
nel length $L=3 \mathrm{~mm}$ ) [2], the transmission of mode 0 depended on the beam energy nonmonotonically (Fig. 3, $>$ ). It was assumed [2] that the interface roughness was no more than $10 \AA$.

The transmission of modes 0 and $l$ vs. roughness amplitude was studied by the direct numerical simulation of X-ray beam propagation with the use of Eq. (1). If the roughness is taken into account, the transmission factor of the fundamental mode with $E=17 \mathrm{keV}$ declines by $1.3 \%$ for $\sigma=10 \AA$ and by $5 \%$ for $\sigma=20 \AA$. This, however, cannot explain a dip in the experimental curve (Fig. 3) even at much worse interface properties if the linear rise in the attenuation coefficient with the roughness amplitude is taken into consideration.

To explain the anomaly in the transmission of the $17-\mathrm{keV}$ fundamental mode through the $\mathrm{Cr} / \mathrm{C} / \mathrm{Cr}$ channel [2], we assumed the presence of periodical disturbances (deformations) of the channel; the relevant results are shown in Fig. 3.

If the roughness is neglected (as noted above, its effect is insignificant), the transmission factor at $E=$


Fig. 4. Transmission factor of mode 0 vs. deformation period. $\sigma=0, L=3 \mathrm{~mm}$; solid and dotted lines refer to $E=$ 17 and 20 keV , respectively.


Fig. 6. The same as in Fig. 5 for the undeformed channel (curves $1, l^{\prime}$ ) and under deformations with period $\Lambda=$ $1000 \mu \mathrm{~m}$ (curves 2, 2').

17 keV and $a=120 \AA$ depends on the deformation period $\Lambda$ as shown in Fig. 4. There is a number of resonances in the range of short $\Lambda$. The results shown in Figs. 3 and 4 are similar to the complicated effects of the radical modification of the wave function of channeled electrons in superlattices [13].

As the beam passes through the $\mathrm{Cr} / \mathrm{C} / \mathrm{Cr}$ channel, its total intensity and the intensity of the fundamental mode vary as shown in Figs. 5 and 6 for different deformation periods $\Lambda$. The initial conditions (at the entrance into the channel) correspond to the fundamental mode 0 . For small-scale deformations with the period close to that of oscillations of the fundamental mode amplitude, the transmission factor $T$ depends on whether the deformation period $\Lambda$ coincides with the period (or a harmonic of the period) of the oscillations in the undeformed channel Fig. 5 (curves $l$ and $l^{\prime}$ for $\Lambda=45 \mu \mathrm{~m}$ ) or not Fig. 5, curves 2 and 2 for $\Lambda=40 \mu \mathrm{~m}$. The resonance interaction results in the strong absorption of the beam.

At large-scale deformations ( $\Lambda \geq 400 \mu \mathrm{~m}$ ), the total intensity drops in much the same way as in the undeformed channel (cf. curves 1 and 2 in Fig. 6). However, the deformations result in oscillating energy transfer from the fundamental (zero) mode (Fig. 6, curve 2') to the lowest ( 1,2 , etc.) modes. This causes the broadening of the angular spectrum of the beam at the exit from the channel.

Thus, the dip in the transmission curve at the energy $E=17 \mathrm{keV}$ (Fig. 3) [2] can be explained by periodic disturbances in the $\mathrm{Cr} / \mathrm{C} / \mathrm{Cr}$ layer and by the interference between the resulting higher wave modes. This leads to the attenuation of the beam.

The results obtained provide fresh in sight into experiments with a "slitless X-ray collimator" [14, 15]. From data for the angular separation between interference peaks in a transmitted beam (with regard for diffraction), the gap between the two polished plates is approximately $10 \mu \mathrm{~m}$ [11] rather than $1 \mu \mathrm{~m}$, as follows from [15] in the geometric optics approximation. At the inclined incidence of the beam, higher transverse modes are excited; these modes give rise to many peaks in the transmitted beam. At the same time, if unpolished areas are left on the plates, the intensity of the emerging beam does not depend on the inclination at the entrance due to the strong absorption of the higher transverse modes with the lowest symmetric mode retained.

Experimentally, this effect can be also measured shows up as a decrease in the angular width of the transmitted beam down to the diffraction value $\lambda / d$. The resulting angle is much less than the angle of total external reflection $\theta_{F}$. The effective narrowing of the angle at which X-ray radiation is captured into the channel can improve the angular discrimination of X-ray detectors.
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#### Abstract

Experiments on the change in the electric conductivity of a Na -He gas-discharge plasma irradiated by both circularly polarized helium lamp emission and polarization-modulated laser radiation exciting resonant transitions of Na atoms are described. © 2001 MAIK "Nauka/Interperiodica".


In recent papers [1-3], experiments on the laser optical orientation of sodium atoms in a gas discharge excited in a sodium vapor-helium mixture were reported on. Thus, in [1], the spin polarization of $2^{3} S_{1}$ metastable helium atoms was produced in a $\mathrm{Na}-\mathrm{He}$ plasma in which sodium atoms in the $3^{2} S_{1 / 2}$ state were optically oriented by laser radiation. Spin polarization was recorded by the change in the absorption of helium lamp emission under the magnetic resonance conditions for the $\mathrm{He} 2^{3} S_{1}$ state. In [2, 3], a method was developed and tested for detecting the spin orientation of helium atoms by the change in the absorption of resonant helium emission without using the magnetic resonance technique. In these papers, the effect of circular dichroism of an ensemble of triplet metastable helium atoms in a $\mathrm{Na}-\mathrm{He}$ plasma in which sodium atoms were pumped by polarization-modulated laser radiation was observed.

In this paper, we continue investigations on the influence of laser radiation exciting resonant transitions of sodium atoms on the physical processes in a $\mathrm{Na}-\mathrm{He}$ plasma. The aim of this paper is to observe and investigate the optogalvanic effect [4] in a Na-He plasma irradiated by both circularly polarized helium lamp emission and polarization-modulated laser radiation that resonantly excites sodium atoms. It is known [5, 6] that the mutual spin orientation of metastable helium atoms and alkali metal atoms affects the probability of Penning ionization when these atoms collide in a plasma. For this reason, breaking or changing the orientation with the help of magnetic resonance results in the change of the electric conductivity of an alkali metalhelium plasma, as was observed experimentally in [5, 7]. In order to observe the effect of spin orientation on the ionization processes in a plasma, we used a technique based on the modulation of laser polarization [2]. We note that, in our paper, the signal observed was the change in the plasma conductivity; hence, fluctuations in the laser radiation amplitude, which in previous experiments produced substantial interferences during
the optical detection of spin polarization of atoms, were of minor importance in our case.

A schematic of the experimental setup is shown in Fig. 1. A gas-discharge cell (a glass cylinder 5 cm in diameter and 6 cm in length) containing helium at a pressure of $0.5-1$ torr and metallic sodium was placed in a magnetic field ( $H_{0} \sim 10 \mathrm{Oe}$ ) produced by two Helmholtz coils. The necessary pressure of sodium vapor was ensured by heating the discharge cell in a thermostat ( $\sim 140^{\circ} \mathrm{C}$ ). An RF discharge ( $\sim 45 \mathrm{MHz}$ at a voltage of $20-100 \mathrm{~V}$ ) was excited in the discharge cell with the help of external electrodes. The RF circuit used to initiate the discharge consisted of an inductance coil $L$, a variable capacitor $C_{1}$, and a capacitor $C_{2}$ produced by the electrodes and the discharge cell placed between them. Near the coil $L$, there was an antenna $A_{D}$ with a diode detector $D$, which recorded the amplitude


Fig. 1. Schematic of the experimental setup: (1) gas-discharge cell, (2) RF oscillator, (3) helium lamp, (4) tunable dye laser, (5) argon laser, (6) amplifier and synchronous detector, (7) recorder, $(P)$ polaroid, $(\lambda / 4)$ quarter-wave plate, ( $\lambda / 4(\Omega)$ ) turning mica plate, $\left(A_{D}\right)$ detector antenna, $(D)$ RF detector, and $\left(L C_{1} C_{2}\right) \mathrm{RF}$ circuit.
of the RF voltage at the antenna $A_{D}$. The change in the plasma conductivity resulted in the change in both the voltage in the RF circuit (which also included the discharge cell) and the amplitude of the RF field emitted by the circuit. This change in the amplitude of the emitted field manifested itself in the change in the voltage in the antenna contour $A_{D}$ and was recorded by the detector $D$. The increase in the plasma conductivity resulted in the decrease in both the voltage at the electrodes initiating the discharge and the RF voltage $U$ at the antenna. Circularly polarized resonant helium lamp emission entered the discharge cell along the magnetic field $\mathbf{H}_{0}$. This emission produced the optical orientation of metastable triplet helium atoms. In the opposite direction, the discharge cell was irradiated by a tunable CW rhodamine-6G laser created in our laboratory. An argon LGR-404a laser with a power of $\sim 4 \mathrm{~W}$ was used as a pump. The maximum power of the tunable laser was $\sim 50 \mathrm{~mW}$ and the spectral width was $\sim 0.01 \mathrm{~nm}$. The laser wavelength was varied in the spectral region corresponding to the resonant doublet of sodium atoms. The laser beam passed through a quarter-wave plate whose orientation determined the sign of circular polarization of laser radiation $\left(\sigma^{ \pm}\right)$. The mechanical rotation of the quarter wave plate with an angular frequency of $\Omega / 2 \pi \sim 10 \mathrm{~Hz}$ in the plane perpendicular to the beam resulted in the periodical (at a frequency of $2 \Omega$ ) change in the sign of circular polarization of laser radiation. The optogalvanic signal $\delta U$ was detected by the modulation (at a frequency of $2 \Omega$ ) of the RF voltage at the antenna when the laser wavelength was tuned to each of the lines of the resonant doublet of sodium atoms $[\lambda=$ $589.6 \mathrm{~nm}\left(D_{1}\right)$ and $\left.\lambda=589.0 \mathrm{~nm}\left(D_{2}\right)\right]$. To increase the signal-to-noise ratio, we employed a narrowband amplification and synchronous detection (at a frequency of $2 \Omega$ ) with a subsequent recording of the signal $\delta U$ by a two-coordinate recorder.

The experiment was carried out as follows. Circularly polarized helium lamp emission produced the optical orientation of metastable helium atoms excited in the discharge. Simultaneously, the plasma was irradiated by laser radiation with alternating-sign circular polarization. When the laser wavelength passed through the region of resonant absorption of sodium atoms, the electric conductivity of the plasma changed with the frequency at which the sign of laser polarization varied. The observed $\delta U$ signals are shown in Fig. 2. The $\delta U$ signals were recorded at a temperature of about $120-140^{\circ} \mathrm{C}$. The maximum signal amplitude $\Delta U \sim 100 \mu \mathrm{~V}\left(t^{0}=140^{\circ} \mathrm{C}\right)$ was obtained at an electrode voltage of $\sim 25 \mathrm{~V}$ (near the threshold voltage for the self-sustaining discharge) and an RF voltage at the antenna of $U \sim 4 \mathrm{~V}$; i.e., the relative change in the RF voltage amplitude was $\delta U / U \sim 2.5 \times 10^{-5}$. The increase in the amplitude of the $\delta U$ signal near the threshold for the self-sustaining discharge is related to the decrease in the influence of the relaxation of spin orientation of sodium atoms and metastable helium atoms due to col-


Fig. 2. Variations in the $\mathrm{Na}-\mathrm{He}$ plasma conductivity observed when scanning the wavelength of the tunable laser $\left(t^{0}=\right.$ $135^{\circ} \mathrm{C}$ ) near $\lambda=\left(\right.$ a) $589.6 \mathrm{~nm}\left(D_{1}\right)$ and (b) $589.0 \mathrm{~nm}\left(D_{2}\right)$.


Fig. 3. Amplitude of the optogalvanic signal $\delta U$ vs. the intensity of helium lamp emission for the laser pumping of sodium atoms (the laser is tuned to the $D_{1}$ line of Na atoms); $\delta U(1)=100 \mu \mathrm{~V}$ for the maximum intensity of helium lamp emission.
lisions with plasma electrons. Moreover, in this case, the optimum conditions for the generation of the optogalvanic signal $\delta U$ are probably realized [4]. The forced excitation (or quenching) of the discharge near the threshold resulted in a decrease (or an increase) in the detected antenna voltage $U$ by the value $\Delta U \sim 0.5 \mathrm{~V}$; i.e., the relative change in the RF voltage amplitude was $\Delta U / U \sim 0.1$. Assuming that the quantity $\Delta U / U$ is on the order of the relative contribution from the plasma conductivity in the total impedance of the discharge gap, we can estimate the relative contribution from the effect of the mutual spin orientation of Na and He atoms to


Fig. 4. Amplitude of the optogalvanic signal $\delta U$ vs. laser intensity (the laser is tuned to the $D_{1}$ line of Na atoms) for the pumping of helium atoms by radiation with (1) $\sigma^{+}$and (2) $\sigma^{-}$polarization; $\delta U(1)=100 \mu \mathrm{~V}$ for a laser intensity of 50 mW .
the plasma conductivity as $\delta U / \Delta U \sim 2.5 \times 10^{-4}$. Accurate calculations of the impedance of the discharge gap and its change due to the optical orientation of atoms in the discharge plasma is a rather complicated problem beyond the scope of our paper.

The change in the sign of circular polarization of helium lamp emission resulted in the change in the polarity of the $\delta U$ signal. The signal amplitude depended linearly on the intensity of helium lamp emission; i.e., it was determined by the degree of the spin orientation of triplet metastable helium atoms. The dependence of $\delta U$ on the intensity of helium lamp emission is shown in Fig. 3. The maximum of the signal amplitude corresponds to the maximum intensity of helium lamp emission.

The dependence of the experimentally observed signals on the intensity of laser radiation, which pumped sodium atoms, was quite different. At low intensities, the signal amplitude grows linearly with intensity. As the laser intensity increases, the clearly pronounced saturation is observed at an intensity of $\geq 10 \mathrm{~mW}$. Curves 1 and 2 in Fig. 4, which are recorded at the opposite signs of circular polarization of helium lamp emission, are symmetric with respect to the $\delta U=0$ axis. As a rule, in the absence of helium lamp emission and at a noise amplitude corresponding to $\delta U \sim 5 \mu \mathrm{~V}$, we did not observe a change in the electric conductivity under the action of laser radiation. ${ }^{1}$ For pumping by the

[^1]$D_{1}$ and $D_{2}$ lines of sodium atoms, the signals $\delta U$ had the same polarity. When tuning to the $D_{1}$ line, the change in the RF voltage was four to five times larger than for the tuning to the $D_{2}$ line. No other difference in the behavior of the $\delta U\left(D_{1}\right)$ and $\delta U\left(D_{2}\right)$ signals was observed.

Therefore, the results presented in Figs. 2-4 show that the polarization optogalvanic effect in a $\mathrm{Na}-\mathrm{He}$ gas-discharge plasma containing optically oriented $2^{3} S_{1}$ metastable He atoms and irradiated by circularly polarized laser radiation corresponding to the $D_{1}$ and $D_{2}$ transitions of Na atoms is related to the value and mutual orientation of the spin momenta of the ensembles of helium and alkali metal atoms. This relation can be explained by the dependence of the probability of the Penning ionization reaction

$$
\begin{align*}
& \mathrm{Na}\left(3^{2} S_{1 / 2}\right)+\mathrm{He} *\left(2^{3} S_{1}\right) \\
& \longrightarrow \mathrm{Na}^{+}\left(2^{1} S_{0}\right)+\mathrm{He}\left(1^{1} S_{0}\right)+e \tag{1}
\end{align*}
$$

on the mutual orientation of spin momenta of colliding atoms [5-7].

For the same orientation of spin momenta of colliding atoms, the Penning ionization reaction (1) is forbidden because of the conservation of both the total spin and its projection. The change in the orientation direction of one of the reagents with respect to the orientation of the other (in our case, the change in the sodium atom orientation with the frequency $2 \Omega$ or the change in the sign of polarization of helium lamp emission) lifts this restriction. As a result, the number of free electrons in the gas-discharge plasma increases, which manifests itself in the experiment as variations in the conductivity of the discharge plasma at the frequency $2 \Omega$.

The linear dependence of the signal amplitude $\delta U$ on both the intensity of helium lamp emission $I_{\mathrm{He}}$ (Fig. 3) and laser radiation $I_{\mathrm{Na}}$ at small laser intensities (Fig. 4) is explained by the linear dependence of the degree of orientation of helium and sodium atoms on the intensity of the corresponding pump radiation. At higher laser intensities, we observed the nonlinear intensity dependence of the signal $\delta U\left(I_{\mathrm{N} 2}\right)$. This is explained by the optical saturation of the degree of orientation of sodium atoms [8] due to the competition between the processes of optical orientation and optical relaxation. The difference in the amplitudes of the $\delta U\left(D_{1}\right)$ and $\delta U\left(D_{2}\right)$ signals (see, e.g., Fig. 2) is due to the different intensities of the process of optical orientation of sodium atoms for the $3^{2} S_{1 / 2} \longrightarrow 3^{2} P_{1 / 2}$ and $3^{2} S_{1 / 2} \longrightarrow 3^{2} P_{3 / 2}$ transitions [8].

Thus, we have revealed and investigated the polarization optogalvanic effect in a sodium-helium plasma simultaneously irradiated by both resonant (for Na atoms) laser radiation with alternating-sign circular polarization and circularly polarized helium lamp emission. It is shown that this effect is related to the
dependence of the probability of the Penning ionization reaction occurring during the collisions of optically polarized helium and sodium atoms on the mutual orientation of their spin momenta. In the experiment, this dependence manifests itself as a change in the electric conductivity of the gas-discharge plasma at the doubled modulation frequency of the polarization of laser radiation when it is tuned to the lines of the resonant doublet of sodium atoms.
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#### Abstract

The dependences of the parameters of a continuous optical discharge in an interelectrode space of a thermoelectronic laser energy converter on the gas pressure, electron emission current, and discharge current are studied. The current-voltage characteristics of the discharge are calculated. © 2001 MAIK "Nauka/Interperiodica".


1. In the first part of our study [1, 2], we demonstrated the essentially equilibrium character of the plasma in the core of a continuous optical discharge (COD) in the interelectrode space of a thermoelectronic laser energy converter (TELEC) under typical operating conditions [3]. Significant deviations from equilibrium take place only in narrow layers in the vicinity of electrodes and COD edges. With allowance for this fact, we formulated a set of equations describing the equilibrium core of a COD in the TELEC interelectrode space. An analysis of the processes occurring in the nonequilibrium electrode regions yields the corresponding boundary conditions. We developed a method for numerically solving the above set of equations and computer codes for TELEC simulations and created a data base on the thermophysical, optical, and transfer properties of argon plasma in TELEC. We also reported on the preliminary results of calculations of the COD parameters.

In the second part of our study, we employ mathematical simulation to obtain new data on the characteristics of a COD in the TELEC interelectrode space and the effect of the parameters of the converter on the conversion efficiency of laser energy deposited in the discharge.
2. Let us specify the mathematical model of TELEC. We consider an axially symmetric TELEC filled with argon at the pressure $P_{0}$. A hot electrode (emitter) with a radius $r_{1}$ emits electrons, whereas a relatively cold electrode (collector) with an internal radius $r_{2}>r_{1}$ does not emit charged particles. A stationary COD is maintained in the interelectrode space of the converter by slightly focused laser radiation propagating in the positive direction along the $z$ axis. We assume that the characteristic absorption length of laser light is much larger than the emitter-collector distance $L$.

This geometry allows us to simplify the mathematical description of the converter using its axial symmetry. On the other hand, it is also possible to take into
account the fact that the collector area must be much larger than the emitter area for efficient TELEC operation [4].

Plasma predominantly emits in the short-wavelength spectral region, where the electrode reflectivity is low [5]. Therefore, we can assume that the electrodes are black and completely absorb plasma radiation. Estimates show that the reabsorption of plasma radiation in a TELEC with black electrodes at an interelectrode distance of $L \sim 1 \mathrm{~mm}$ and low gas pressure ( $P_{0} \leq 1 \mathrm{~atm}$ ) plays a minor role in the plasma energy balance and, thus, can be neglected. This fact allows one to substantially speed up calculations because, in this case, it is not necessary to calculate the distribution of plasma emission in the interelectrode space.

Let us consider a weakly ionized electrode plasma, which is of special interest for thermoelectronic laser energy conversion.

We performed calculations for an emitter radius of $r_{1}=0.2 \mathrm{~cm}$ and internal collector radius of $r_{2}=0.5 \mathrm{~cm}$. A slightly focused tubular laser beam with a wavelength $\lambda=5.3 \mu \mathrm{~m}$ propagated along the converter axis (the $z$ axis). In the absence of a plasma, the beam was focused into a ring focal spot between the electrodes (the ring radius being $r=\left(r_{1}+r_{2}\right) / 2$ ) at a distance of $F=$ 15 cm from the entrance to the interelectrode gap (IEG) ( $z=0$ ). As a rule, the discharge did not reach the IEG boundaries ( $z=0$ and $z=z_{\max }=10 \mathrm{~cm}$ ). The temperatures at the boundaries were assumed to be constant and equal to $T_{W}=\left(T_{E}+T_{C}\right) / 2$, where $T_{E}$ and $T_{C}$ are the emitter and collector temperatures, respectively. The calculations were carried out for large densities of the electron emission current $e J_{E}$ from the emitter (several hundreds of $\mathrm{A} / \mathrm{cm}^{2}$ ), because it is this range of $e J_{E}$ in which high TELEC efficiency can be achieved [3].
3. Figures show the results of calculations. Figure 1 demonstrates the isotherms of the COD core in the TELEC interelectrode space at an argon pressure of


Fig. 1. COD isotherms in the TELEC interelectrode space at $P_{0}=1 \mathrm{~atm}, q_{L}=100 \mathrm{~kW}, T_{E}=2000 \mathrm{~K}, T_{C}=1000 \mathrm{~K}, e J_{E}=$ $500 \mathrm{~A} / \mathrm{cm}^{2}, F=15 \mathrm{~cm}$, and $J=0$. The numerals at the curves show the plasma temperature in kK .
$P_{0}=1 \mathrm{~atm}$, a laser power of $q_{L}=100 \mathrm{~kW}$, and an electron flux density in the discharge core of $J=0$. The plasma temperature in the center of the discharge core amounts to 20 kK and decreases to approximately 10 kK in the vicinity of the electrodes. The axial length of the high-temperature discharge region is about 1.5 cm , which is substantially larger than the interelectrode distance. Therefore, the processes of radial transport can be treated in the quasi-one-dimensional approximation. In the case at hand, the discharge absorbs up to $\approx 25 \%$ of laser power entering the IEG. The energy losses in the discharge are mainly determined by plasma emission ( $\approx 23 \mathrm{~kW}$ ), whereas $\approx 2 \mathrm{~kW}$ are lost due to plasma heat conduction. The radiation power density at the electrodes is $\approx 3.3 \mathrm{~kW} / \mathrm{cm}^{2}$, which is substantially higher than the power spent on heating the electrons from the emitter $\left(\approx 0.6 \mathrm{~kW} / \mathrm{cm}^{2}\right)$. We note that most of the energy emitted by the plasma is lost and cannot be used for laser energy conversion.

Figure 2 shows the power of COD emission at wavelengths exceeding the given wavelengths. The discharge emits mainly in the UV region: $70 \%$ of the emission power falls in the wavelength range below $0.17 \mu \mathrm{~m}$.

Thus, the COD in the TELEC interelectrode space at an argon pressure of $P_{0}=1 \mathrm{~atm}$ is five times longer than the IEG. That the discharge length is relatively small leads to substantial energy losses at the discharge ends. This also results in that only a small part of the electrode surface operates in the optimum mode of laser energy conversion. In addition, the losses of the deposited laser energy due to plasma emission give rise to large heat load on the electrodes.

The radiative losses decrease and the discharge length increases with decreasing gas pressure. The decrease in the pressure leads to both the proportional decrease in the intensity of plasma emission per unit length of the COD and the concentration of electrons in the central part of the discharge, which causes a quadratic decrease in the plasma absorbance. Figure 3 shows the $z$ profiles of the plasma temperature in the middle of the IEG $(r=0.35 \mathrm{~cm})$ at two argon pressures.


Fig. 2. Radiation energy emitted by a COD at the wavelengths exceeding the given wavelength under the conditions of Fig. 1.

The twofold decrease in the pressure leads to a $\approx 1.5$-fold increase in COD length (cf. curves 1 and 2 ), which substantially improves the longitudinal uniformity of the discharge. The energy spent on heating electrons emitted from the emitter increases with decreasing pressure $\left(\approx 0.04\right.$ at $P_{0}=1 \mathrm{~atm}$ and $\approx 0.09$ at $\left.P_{0}=0.5 \mathrm{~atm}\right)$. We also observed the twofold decrease in the light intensity at the electrodes (to $\approx 1.6 \mathrm{~kW} / \mathrm{cm}^{2}$ ). At the same time, the temperature of the discharge plasma remains almost unchanged.

Figure 4 shows the radial profiles of the plasma temperature $T$ (curve 1), electron density $n$ (curve 2), and electric potential $\varphi$ (curve 3 ) in the midplane of the discharge ( $z=2.5 \mathrm{~cm}$ ) under conditions corresponding to curve 2 in Fig. 3. The plasma temperature profile is bell-shaped. Due to the absorption of laser radiation in the plasma, the curvature of the $T(r)$ profile is negative in the central part of the IEG. The curvature becomes positive when approaching the electrodes due to energy losses caused by plasma emission. The curvature becomes negative again in the vicinity of the emitter because of the cylindrical symmetry of the converter. The plasma temperature in the center of the discharge is approximately two times higher than that in the vicinity of the electrodes. In thin regions near the electrodes (with a width of $\sim 2.6 \times 10^{-2} \mathrm{~cm}$ in the midplane of the discharge), the temperature of the heavy components (atoms and ions) falls by one order of magnitude. This leads to large energy fluxes ( $\approx 0.25 \mathrm{~kW} / \mathrm{cm}^{2}$ ) toward the electrodes carried by the heavy plasma components. In the midplane of the discharge, the energy spent on the heating of electrons emitted from the emitter (see formula (31) in [2]) and the generation of ions in nonequilibrium regions near the emitter and collector amounts to 720,59 , and $85 \mathrm{~W} / \mathrm{cm}^{2}$, respectively.

In the center of the IEG, the plasma is almost completely ionized. At the boundaries of the discharge core, the degree of ionization is no higher than one-tenth. The $n(r)$ profile has a minimum in the middle of the IEG due to plasma overheating, which is typical of a stable discharge.


Fig. 3. Axial profiles of the plasma temperature in the middle of the IEG at $T_{E}=2000 \mathrm{~K}, T_{C}=1000 \mathrm{~K}, e J_{E}=$ $500 \mathrm{~A} / \mathrm{cm}^{2}, F=15 \mathrm{~cm}$, and $J=0$ for (1) $P_{0}=1 \mathrm{~atm}$ and $q_{L}=100 \mathrm{~kW}$, (2) $P_{0}=0.5 \mathrm{~atm}$ and $q_{L}=169 \mathrm{~kW}$, and (3) $P_{0}=0.5 \mathrm{~atm}$ and $q_{L}=184 \mathrm{~kW}$.


Fig. 4. Radial profiles of (1) the plasma temperature (in kK), (2) electron density (in units of $10^{16} \mathrm{~cm}^{-3}$ ), and (3) electric potential (in V ) in the midplane of the discharge vs. radius at $P_{0}=0.5 \mathrm{~atm}, q_{L}=169 \mathrm{~kW}, T_{E}=2000 \mathrm{~K}, T_{C}=1000 \mathrm{~K}$, $e J_{E}=500 \mathrm{~A} / \mathrm{cm}^{2}, F=15 \mathrm{~cm}$, and $J=0$.


Fig. 5. Paths of laser rays in the TELEC interelectrode space under the conditions of Fig. 4.

The radial profile of the electric potential has a characteristic shape with a large negative drop near the collector, a smaller drop near the emitter (because of a fairly large emission current from the emitter), and a relatively small drop in the discharge core plasma, because the plasma temperatures (and, hence, the elec-
tron densities) at the emitter and collector boundaries of the discharge core are close to each other in the case at hand $(J=0)$. We recall that the electrode potential jump includes both the potential jump in the Langmuir sheath and the changes in the potential in the nonequilibrium and quasi-equilibrium electrode regions.

Thus, the plasma of the COD in the TELEC interelectrode space is strongly nonuniform in the radial direction. In such a plasma, laser radiation undergoes substantial refraction. Figure 5 shows the paths of the laser rays in the TELEC interelectrode space calculated in the geometric-optics approximation. Although this approximation is insufficiently accurate to adequately calculate the propagation of laser radiation in the TELEC interelectrode space, it still gives an idea of the refraction characteristics of the interelectrode plasma. Recall that, in order to determine the COD characteristics, we calculated the propagation of laser radiation in the TELEC interelectrode space in the quasi-optical approximation. As the laser radiation propagates along the interelectrode space, a fraction of laser radiation from the low-intensity peripheral regions is deflected towards the electrodes. The remaining radiation is focused at a distance smaller than that in the absence of a plasma in the IEG $(z=15 \mathrm{~cm})$. The latter fact is illustrated by Fig. 6, which shows the radial profiles of the laser intensity calculated in the quasi-optical approximation.

Steady-state optical discharges under consideration exist only within a narrow range of the laser power. As the power decreases, the discharge length decreases and the discharge is quenched. An increase in the power leads to an increase in the discharge length, which is favorable for the optimum regime of TELEC operation. However, gas heating in front of the leading (left) edge causes the discharge to displace along the IEG towards the laser. In the case at hand, the discharge is stabilized only after it reaches the left IEG boundary $(z=0)$, at which the temperature is set to $T_{W}=\left(T_{E}+T_{C}\right) / 2$. Curve 3 in Fig. 3 shows the $z$ profile of the plasma temperature in the middle of the IEG for such a discharge. The formation of a rather sharp leading edge at $z=0$ leads to the removal of a substantial amount of heat from the discharge edge, which results in discharge stabilization. In a real TELEC, it is hardly possible to provide a simple method of heat removal from the lens or a transparent window covering the IEG. For a TELEC with an opened left end and laser intensity slightly exceeding that corresponding to the stationary discharge in the IEG (Fig. 3, curves 1, 2), the discharge diameter can increase after propagating from the IEG to the region $z<0$. This will give rise to additional energy losses in the edge region of the discharge and will result in discharge stabilization. The stabilization of the discharge can also be attained by using gas being blown along the gap or fairly strong focusing of the laser beam. In the future, we plan to study alternative methods for stabilizing the discharge.
4. When considering the radial transport processes, we can assume that the discharge is quasi-uniform along the $z$-axis. Hence, we can study the electrophysical characteristics of the discharge using a simplified one-dimensional model under the assumption that the laser intensity is independent of $z$. Figure 7 shows the current-voltage ( $I-V$ ) characteristics of the IEG of a converter ( $i$ is the discharge current density per unit electrode length) for different electron emission currents from the emitter and different argon pressures. These characteristics can be transformed to the $I-V$ characteristics of the converter by adding the difference of the collector and emitter work functions to the potential difference $V$ between the collector and emitter. Thus, the characteristics presented can be regarded as converter characteristics for equal work functions.

Within the range of the emission currents and argon pressures under study, almost one-half of the $I-V$ characteristics lie in the region of negative voltages (conversion region). The increase in the electron emission current $e J_{E}$ at a given IEG voltage $V$ leads to an increase (somewhat slower than proportional) in the converter current and a corresponding increase in the conversion efficiency, because the absorption of laser radiation is almost unresponsive to the increase in $e J_{E}$. In addition, the increase in $e J_{E}$ causes an increase in the off-load voltage (cf. curves 1 and 2 in Fig. 7). The twofold decrease in the pressure (cf. curves 2 and 3 in Fig. 7) insignificantly changes the current but causes a more than twofold decrease in energy losses due to plasma emission and the corresponding increase in the conversion efficiency.

Let us consider the dependence of the parameters of the COD plasma on the converter current. Figure 8 shows the radial profiles of the plasma temperature for three points of the $I-V$ characteristic. As the current increases, the plasma temperature increases in the emitter region and decreases in the collector region. The changes in the plasma temperature are caused by the current-dependent changes in the energy flux from the boundary of the equilibrium core of the discharge (see the last term on the right-hand side of formula (31) in [2]) and in the volume heat sources near emitter and heat sinks near collector (see the last two terms on the right-hand side of formula (5) in [2]).

The changes in the plasma temperature in the vicinity of the electrode boundaries of the COD core lead to similar changes in the energy spent on the heating of electrons emitted from the emitter to the plasma temperature, heat transfer to the emitter caused by ions and atoms, and the generation of ions in the nonequilibrium region (see formula (31) in [2]). These energy losses strongly (the second and the third exponentially) depend on the plasma temperature. Their changes, in turn, decrease the variations in the plasma temperature near the electrodes. Consequently, the plasma temperature weakly depends on the current. However, even minor variations in the plasma temperature change the


Fig. 6. Radial profiles of the laser intensity (in arbitrary units) under the conditions of Fig. 4 for $z=$ (1) 0.1 , (2) 5.0 , (3) 7.0 , and (4) 8.0 cm .


Fig. 7. $I-V$ characteristics at $T_{C}=1000 \mathrm{~K}$ for (1) $P_{0}=1 \mathrm{~atm}$, $T_{E}=3000 \mathrm{~K}, e J_{E}=200 \mathrm{~A} / \mathrm{cm}^{2}$, and the absorbed laser power per unit length of the discharge $W_{L}^{(1)}=17 \mathrm{~kW} / \mathrm{cm}$; (2) $P_{0}=1 \mathrm{~atm}, T_{E}=3000 \mathrm{~K}, e J_{E}=600 \mathrm{~A} / \mathrm{cm}^{2}$, and $W_{L}^{(1)}=$ $19 \mathrm{~kW} / \mathrm{cm}$; and (3) $P_{0}=0.5 \mathrm{~atm}, T_{E}=2000 \mathrm{~K}, e J_{E}=$ $600 \mathrm{~A} / \mathrm{cm}^{2}$, and $W_{L}^{(1)}=10 \mathrm{~kW} / \mathrm{cm}$.


Fig. 8. Radial profiles of the plasma temperature at $P_{0}=$ $0.5 \mathrm{~atm}, T_{E}=2000 \mathrm{~K}, T_{C}=1000 \mathrm{~K}$, and $e J_{E}=600 \mathrm{~A} / \mathrm{cm}^{2}$ for $i=(1) 0$, (2) 150, and (3) $380 \mathrm{~A} / \mathrm{cm}$.
electron density (Fig. 9), which exponentially depends on the temperature in a weakly ionized plasma.

Figure 10 shows the radial profiles of the electric potential for three values of the converter current. As


Fig. 9. Radial profiles of the electron density under the conditions of Fig. 8.


Fig. 10. Radial profiles of the electric potential under the conditions of Fig. 8; $V_{1}, V_{2}$, and $V_{3}$ are the IEG voltages for the corresponding curves.


Fig. 11. Radial profiles of the specific power deposited in the plasma under the conditions of Fig. 8.
the current increases, the emitter jump of the potential increases, whereas the absolute value of the collector jump decreases. The potential difference between the collector and emitter boundaries of the discharge core decreases (the absolute value increases) with current due to the change in the plasma temperature and the electron density at these boundaries.

The gradients of the temperature, electron density, and electric potential are low in the middle of the interelectrode gap, where the major part of laser energy is absorbed. Accordingly, the current-dependent volume heat sources and sinks are low in comparison with the
absorbed laser energy. Thus, the current only slightly affects the temperature and electron density in that region of the IEG and, consequently, laser energy absorbed in the plasma. Specifically, the change in the current density per unit length $i$ from 0 to $380 \mathrm{~A} / \mathrm{cm}$ leads to a change in the absorbed laser energy by $\sim 1 \%$. Figure 11 shows the total volume energy deposition in the plasma caused by the current and the absorption of laser radiation. This quantity is the sum of the specific power deposited in the plasma due to the absorption of laser radiation $W_{L}$ and the last two terms on the righthand side of formula (5) in [2].
5. Therefore, a COD several centimeters long can exist in the TELEC interelectrode space. The plasma temperatures in the center of the discharge core and electrode regions can attain $\approx 20000$ and $\approx 10000 \mathrm{~K}$, respectively. A decrease in the gas pressure makes it possible to increase the discharge length and its axial uniformity and decrease the radiative losses per unit length of the discharge. In this case, the plasma temperature in the IEG remains almost unchanged.

As the discharge current density per unit length $i$ increases, the plasma temperature in the emitter region of the discharge core increases, whereas in the collector region it decreases. This leads to the corresponding change in the electron density in these regions. Another consequence of the increase in $i$ is the increase in the emitter jump of the potential and the decrease in the absolute value of the collector jump. For the fixed voltage at the IEG, $i$ grows slower than the electron emission current from the emitter. The change in the pressure only slightly affects the value of $i$.
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#### Abstract

An electromagnetic centimeter-wave quasi-optical two-mirror open resonator is studied. The eigenfrequency spectrum of the resonator is determined and the $Q$ factor is measured. The structure of a standing wave in the resonator is visualized by an electrodeless microwave discharge. The experimental results are compared with theoretical values. © 2001 MAIK "Nauka/Interperiodica".


## INTRODUCTION

In the simplest case, electrodynamic systems referred to as open resonators are composed of two plane or spherical concave mirrors placed face-to-face. Initially, interest in these devices was related to their use in electromagnetic oscillators of optical, submilli-meter-wave, and millimeter-wave bands [1, 2]. Later, they found applications in plasma diagnostics [3] and in studying high-pressure electrodeless microwave gas discharges [4, 5].

Electrodeless microwave discharges are discharges that occur in wave beams at a significant distance from beam-forming elements. At gas pressures of $p \leq$ 100 torr, such discharges can be excited by focused microwave beams [6, 7]. At $p \leq 150$ torr, resonators whose dimensions are comparable to the wavelength $\lambda$ are widely used [8]. At higher $p$ (up to tens of atmospheres), quasi-optical open resonators can be used to study electrodeless discharges.

An atmospheric-pressure discharge in the field of a two-mirror resonator was described in [4]. The discharge was excited in air at the center of the resonator at a distance of several tens of centimeters apart from the closest construction elements. It had the form of a thin plasma channel, which efficiently absorbed the energy accumulated in the resonator by the time of the discharge ignition. This energy was accumulated at the center of the discharge channel, in a small nucleus, having the nature of a micropinch $[9,10]$. This method for producing the pinch effect opens unique possibilities for its study and applications [11].

At present, a theory exists that relates the geometry of an open resonator with circular spherical mirrors to its eigenmodes and the resonance conditions [12]. Several papers were published on the measurement of the $Q$ factor of such resonators in the millimeter-wave band $[13,14]$. The ignition of a microwave discharge in an open resonator in the $8-\mathrm{mm}$ and $10-\mathrm{cm}$ wavebands was
studied in [4,5]. However, a number of fundamental problems are still not clearly understood, e.g., the problem concerning efficient coupling between the resonator and the feeding microwave oscillator, the magnitude $E_{0}$ of the field in the resonator, and the electromagnetic energy $W_{\mathrm{ac}}$ accumulated in it.

## 1. ELECTROMAGNETIC FIELD STRUCTURE IN A RESONATOR WITH CIRCULAR SPHERICAL MIRRORS

We consider a resonator consisting of two identical circular spherical mirrors placed face-to-face at a distance of $2 L<2 R_{\text {mir }}$, where $R_{\text {mir }}$ is the radius of the mirror curvature. The mirrors reside on the polar $x$ axis with the origin at the resonator center [12]. Let the mirror diameter be $2 a_{\text {mir }}$. The resonance electromagnetic oscillations may exist in the resonator if its dimensions and the wavelength $\lambda$ of the feeding field are related as

$$
\begin{equation*}
2 L /(\lambda / 2)=q+(2 / \pi)(m+2 n-1) \arcsin \sqrt{L / R_{\mathrm{mir}}}, \tag{1}
\end{equation*}
$$

where $q$ is a large integer; $m=0,1,2, \ldots$ and $n=1$, $2, \ldots$. The integers $q, m$, and $n$ characterize the variations of the field in the $x$ coordinate, polar angle $\varphi$, and radius $r$, respectively. We are interested in the simplest axially symmetric mode with $m=0$ and $n=1$. It has the form of a standing wave along the resonator. At odd $q$, the distribution of the electric field amplitude along the $x$ axis in the central region of the resonator can be written as

$$
\begin{equation*}
E=E_{0} \cos \left(2 \pi x / \lambda_{\text {res }}\right), \tag{2}
\end{equation*}
$$

where $\lambda_{\text {res }}$ is the wavelength in the resonator, which can be written using relationship (1) as

$$
\begin{equation*}
\lambda_{\text {res }}=\lambda\left(1+[2 /(\pi q)] \arcsin \sqrt{L / R_{\operatorname{mir}}}\right) . \tag{3}
\end{equation*}
$$

In the focal plane (at $x=0$ ), this field component depends on $r$ as

$$
\begin{equation*}
E=E_{0} e^{-(r / a)^{2}} \tag{4}
\end{equation*}
$$

where

$$
\begin{equation*}
a=\sqrt{\lambda / \pi} \sqrt[4]{L^{2}\left(R_{\operatorname{mir}} / L-1\right)} \tag{5}
\end{equation*}
$$

The electric current on the mirrors for this mode is also independent of $\varphi$ and has a Gaussian distribution similar to distribution (4) with the characteristic dimension

$$
\begin{equation*}
a_{\mathrm{cur}}=\sqrt{\lambda / \pi} \sqrt[4]{R_{\mathrm{mir}}^{2} /\left[\left(R_{\mathrm{mir}} / L\right)-1\right]} \tag{6}
\end{equation*}
$$

It follows from formulas (5) and (6) that, as $L \longrightarrow$ $R_{\text {mir }}$, the field is mainly concentrated near the resonator axis, while the characteristic dimension of the current distribution on the mirrors grows. For a high- $Q$ resonator, the ratio of the power of diffraction loss due to the finite mirror radius to the power incident on the mirror (i.e., the diffraction loss factor $\alpha_{\text {dif }}$ ) can be expressed as

$$
\begin{equation*}
\alpha_{\mathrm{dif}}=e^{-2\left(a_{\mathrm{mir}} / a_{\mathrm{cur}}\right)^{2}} \tag{7}
\end{equation*}
$$

The oscillation mode in the resonator is determined not only by expression (1), but also by the excitation conditions. For example, for the mode with $m=0$ and $n=1$, the excitation current on the mirrors must be localized in their central regions and be equiphase. To excite the mode with $m=0$ and $n=2$, the currents in the central region and in the ring around it must be antiphase.

## 2. NORMAL INCIDENCE OF AN ELECTROMAGNETIC WAVE ON A METAL MIRROR

Before proceeding to analyzing the resonator energy characteristics, we consider, for reference, the familiar case of the normal incidence of a TEM wave on a plane metal mirror and assume that

$$
\begin{equation*}
\left(\varepsilon_{0} \omega / \sigma\right) \ll 1 \tag{8}
\end{equation*}
$$

where $\varepsilon_{0}=10^{-9} /(36 \pi) \mathrm{F} / \mathrm{m}, \omega$ is the circular frequency, and $\sigma$ is the conductivity of the mirror material.

In this case, the magnitude of the reflected-to-incident wave amplitude ratio is

$$
\begin{equation*}
\rho=1-\sqrt{2\left(\varepsilon_{0} \omega / \sigma\right)} \tag{9}
\end{equation*}
$$

and the reflected wave is shifted in phase by $[-(\pi-\psi)]$ with respect to the incident one, where

$$
\begin{equation*}
\psi=\sqrt{2\left(\varepsilon_{0} \omega / \sigma\right)} \tag{10}
\end{equation*}
$$

In the centimeter waveband, $\sigma$ of highly conducting metals is about $10^{7} 1 /(\Omega \mathrm{m})$ and condition (8) is satis-
fied with a considerable margin so that the angle $\psi$ may be neglected as compared to $\pi$, and $\rho$ is close to unity.

The reflected-to-incident wave power ratio (i.e., the reflection coefficient $\alpha_{\text {ref }}$ ) is equal to the squared $\rho$ : $\alpha_{\text {ref }}=\rho^{2}$. It follows from the power conservation law that, when condition (8) is satisfied, the absorption coefficient $\alpha_{\sigma}$, defined as the ratio of the power absorbed in the mirror due to the skin effect to the incident power, is

$$
\begin{equation*}
\alpha_{\sigma} \equiv \gamma^{2}=1-\rho^{2}=2 \sqrt{2\left(\varepsilon_{0} \omega / \sigma\right)} \tag{11}
\end{equation*}
$$

Finally, for a mirror with a high conductivity, the following approximation is valid:

$$
\begin{equation*}
\rho=1-(1 / 2) \alpha_{\sigma} . \tag{12}
\end{equation*}
$$

If the mirror is perforated with apertures, then a part of the incident electromagnetic energy will penetrate through them. Let the field be linearly polarized and the apertures be circular with radius $r_{\text {con }} \ll \lambda /(4 \pi)$ and be punched at the nodes of a rectangular mesh with cell sizes of $h$ and $\chi$ (both less than $\lambda$ ). One of the sides of the mesh is parallel to $\mathbf{E}$ and the other side is perpendicular to it. Let the mirror thickness be $\Delta<2 r_{\text {con }}$. In this case, the transmitted-to-incident wave power ratio (i.e., the coupling coefficient) is

$$
\begin{equation*}
\alpha_{\mathrm{con}} \equiv \Theta^{2}=\left[\left(16 \pi r_{\mathrm{con}}^{3}\right) /(3 h \chi \lambda)\right]^{2} \tag{13}
\end{equation*}
$$

Further, we will consider the case $\alpha_{\text {con }} \ll 1$ and will be interested in the question whether the relationship

$$
\begin{equation*}
\rho=1-(1 / 2) \alpha_{\text {con }}-(1 / 2) \alpha_{\sigma} \tag{14}
\end{equation*}
$$

is valid.

## 3. ENERGY CHARACTERISTICS OF A TWO-MIRROR RESONATOR

In view of the above considerations, we will present and discuss the expressions that relate the field amplitude $E_{0}$ at the resonator focus and the energy $W_{\text {ac }}$ accumulated in the resonator to the power $P_{\text {osc }}$ of the feeding microwave oscillator and the resonator characteristics. We first consider a simpler resonator composed of two infinite plane mirrors and assume that the distance $2 L$ between the mirrors satisfies the resonance conditions. Figure 1 schematically illustrates the field structure in the resonator a time $t$ after a primary unit-amplitude wave has impinged on semitransparent mirror 1 normally from the left. The letter $C$ indicates the superposition of waves that form the reflected wave, and $E_{0}$ is the superposition of waves in the resonator (it is seen that the latter is composed of two waves $E_{\leftarrow}$ and $E_{\rightarrow}$ traveling in opposite directions). The individual waves
in the superpositions $C$ and $E_{0}$ are marked with their relative amplitudes, whose signs allow for their relative phases and the indices at the coefficients $\rho$ and $\gamma$ are related to the first or second mirror.

Individual terms in these superpositions are the terms of geometric progressions. We can write

$$
\begin{gather*}
C_{k}=-\rho_{1}+\frac{\Theta^{2} \rho_{2}\left[1-\left(\rho_{1} \rho_{2}\right)^{k}\right]}{1-\rho_{1} \rho_{2}},  \tag{15}\\
C=-\rho_{1}+\frac{\Theta^{2} \rho_{2}}{1-\rho_{1} \rho_{2}},  \tag{16}\\
E_{k}=E_{k \rightarrow+}+E_{k \leftarrow} \\
=\frac{\Theta\left[1-\left(\rho_{1} \rho_{2}\right)^{k}\right]}{1-\rho_{1} \rho_{2}}+\frac{\Theta \rho_{2}\left[1-\left(\rho_{1} \rho_{2}\right)^{k}\right]}{1-\rho_{1} \rho_{2}},  \tag{17}\\
E_{0}=E_{\rightarrow}+E_{\leftarrow} \\
=\frac{\Theta}{1-\rho_{1} \rho_{2}}+\frac{\Theta \rho_{2}}{1-\rho_{1} \rho_{2}}=\frac{\Theta\left(1+\rho_{2}\right)}{1-\rho_{1} \rho_{2}}, \tag{18}
\end{gather*}
$$

where the symbols $C$ and $E$ with indices $k$ refer to the sums of $k$ terms and those without indices refer to the sums of an infinite number of terms.

Figure 1 shows that, when passing over from the sums to the functions $C_{k}$ and $E_{k}$ smoothed in time $t$, one should take into account the relationship

$$
\begin{equation*}
k=t /(4 L / c) \tag{19}
\end{equation*}
$$

where $c$ is the speed of light.
We introduce the time constant

$$
\begin{equation*}
\tau=(4 L / c)\left[1 /\left(\alpha_{\sigma}+\alpha_{\text {con }} / 2\right)\right] . \tag{20}
\end{equation*}
$$

Then, expressions (15) and (16) and the identity $\left(\rho_{1} \rho_{2}\right)^{k} \equiv \exp \left(k \ln \left(\rho_{1} \rho_{2}\right)\right)$ yield the time dependence of the reflected wave:

$$
\begin{equation*}
C_{k}=\left(C_{0}-C\right) e^{-(t / \tau)}+C, \tag{21}
\end{equation*}
$$

where $C_{0}=-\rho_{1} \cong-1$. With allowance for expressions (12) and (14), we obtain at $\gamma_{1} \cong \gamma_{2}=\gamma$

$$
\begin{equation*}
C=-1+2 \alpha_{\text {con }} /\left(2 \alpha_{\sigma}+\alpha_{\text {con }}\right) . \tag{22}
\end{equation*}
$$

Formula (21) shows that, at $t=0$, the wave incident on mirror $l$ is almost completely reflected from it and, then, the amplitude of the reflected wave tends exponentially to the value $C$ defined by formula (22). It follows from formula (22) that $C$ tends to zero at

$$
\begin{equation*}
\alpha_{\text {con }}=2 \alpha_{\sigma} . \tag{23}
\end{equation*}
$$

This is the familiar condition for the optimal coupling between the resonator and oscillator, which provides a zero reflected wave at $t \gg \tau$ in the feeder that guides microwave energy to the resonator. Similar


Fig. 1. Electromagnetic field structure in a resonator.


Fig. 2. Field amplitude in a resonator vs. coupling with the oscillator.
transformations applied to formulas (17) and (18) yield the expression for the field in the resonator:

$$
\begin{equation*}
E_{k}=E_{0}\left(1-e^{-(t / \tau)}\right), \tag{24}
\end{equation*}
$$

where

$$
\begin{equation*}
E_{0}=\left(2 / \sqrt{\alpha_{\sigma}}\right) \sqrt{\alpha_{\text {con }} / \alpha_{\sigma}} /\left[1+\alpha_{\text {con }} /\left(2 \alpha_{\sigma}\right)\right] . \tag{25}
\end{equation*}
$$

An analysis of formula (25) shows that condition (23) provides the maximum saturation field in the resonator:

$$
\begin{equation*}
E_{0 \mathrm{opt}}=\sqrt{2 / \alpha_{\sigma}} \tag{26}
\end{equation*}
$$

Figure 2 plots $E_{0} / E_{0 \text { opt }}$ versus the ratio $\alpha_{\text {con }} / 2 \alpha_{\sigma}$.
The time constant $\tau$ defined by formula (20) allows us to write an expression for the $Q$ factor of the resonator, which, according to one of its possible definitions, is the number of electromagnetic field oscillations during the time $\tau$ multiplied by $\pi$ :

$$
\begin{equation*}
Q \equiv(\omega \tau) / 2=\pi[2 L /(\lambda / 2)]\left[1 /\left(\alpha_{\sigma}+\alpha_{\text {con }} / 2\right)\right] . \tag{27}
\end{equation*}
$$

This is the so-called loaded $Q$. The $Q$ factor of an unloaded resonator is higher; it is given by formula (27) at $\alpha_{\text {con }}=0$.


Fig. 3. Amplitude of the electric field in a resonator vs. time for different deviations of its length from the resonant value $\Delta L=(1) 0$, (2) 1.5 , (3) 3,(4) 4.5 , (5) 6, (6) 7.5, (7) 9, (8) 10.5 , (9) 12 , (10) 13.5 , and (11) $15 \times 10^{-4} \mathrm{~cm}$.

This wave summation procedure can be performed at an arbitrary $2 L / \lambda$. This approach gives the following formula for the saturation field in the resonator:

$$
\begin{equation*}
E_{0}=\frac{\Theta \sqrt{1+2 \rho_{2} \cos [(4 \pi / \lambda) 2 L]+\rho_{2}^{2}}}{\sqrt{1-2 \rho_{1} \rho_{2} \cos [(4 \pi / \lambda) 2 L]+\left(\rho_{1} \rho_{2}\right)^{2}}} . \tag{28}
\end{equation*}
$$

Formula (28) describes resonance curves $E_{0}(\lambda)$ or $E_{0}(2 L)$. Near the resonance values of $\lambda$ or $2 L$, it can be reduced to the known expressions

$$
\frac{E_{0}(\lambda)}{E_{0}}=\frac{1}{\sqrt{1+[Q(\Delta \lambda / \lambda)]^{2}}}
$$

or

$$
\begin{equation*}
\frac{E_{0}(2 L)}{E_{0}}=\frac{1}{\sqrt{1+[Q(\Delta L / 2 L)]^{2}}}, \tag{29}
\end{equation*}
$$

where $E_{0}$ and $Q$ are given by formulas (18) and (27), respectively, and $\Delta \lambda$ and $\Delta L$ are the full widths of the resonance curves at a level of $1 / \sqrt{2}$ of the resonant value $E_{0}$.

Expressions (29) are also used as a possible definition of the $Q$ factor.

The shape of the incident wave front can differ from the step function. For example, it may be described as $1-\exp \left(-t / \tau_{\text {in }}\right)$. In this case, applying the above wave summation procedure, we obtain (for $\alpha_{\text {con }}=2 \alpha_{\sigma}$ as an example) that the field in the resonator grows as

$$
\begin{equation*}
E_{k}=E_{0}\left[1-\left(\tau_{\text {res }} e^{-\left(t / \tau_{\text {res }}\right)}-\tau_{\text {in }} e^{-\left(t / \tau_{\text {in }}\right)}\right) /\left(\tau_{\text {res }}-\tau_{\text {in }}\right)\right], \tag{30}
\end{equation*}
$$

where $\tau_{\text {res }}$ is the time constant, which is an intrinsic characteristic of the resonator and, according to formula (27), is determined by its quality factor.

Figure 3 plots the function $E_{0}(t)$ calculated from expressions (28) and (30) for different deviations of the resonator length from the resonant value at $\alpha_{\sigma}=1.6 \times$ $10^{-4}, 2 L /(\lambda / 2)=11, \lambda=8.9 \mathrm{~cm}$ (see Section 4), $\alpha_{\text {con }}=$ $2 \alpha_{\sigma}$, and $\tau_{\text {in }}=1.5 \mu \mathrm{~s}$. The upper curve corresponds to $\Delta L=0$; the higher $\Delta L$, the lower the curve.

Let the incident field and the field in a resonator with plane mirrors be symmetric about the $x$ axis and the amplitude have a Gaussian radial profile with the characteristic scale length $a$. Also, let the coupling between the resonator and source be optimal and $t \gg \tau$. At the input of this resonator, only the incident wave exists. It may be characterized by the Poynting vector. The integration of the magnitude of the Poynting vector over the surface perpendicular to the $x$ axis gives the power of the wave traveling from the oscillator to resonator:

$$
\begin{equation*}
P_{\mathrm{osc}}=\left[E_{\mathrm{in}}^{2} /\left(2 z_{0}\right)\right]\left(\pi a^{2} / 2\right), \tag{31}
\end{equation*}
$$

where $z_{0}=120 \pi \Omega$ and $E_{\text {in }}$ is the amplitude of the incident wave.

We use expression (31) to find $E_{\mathrm{in}}$; then, taking into account formula (26), which implies the incident wave amplitude is equal to unity, we obtain the relationship between the oscillator power and the saturation field in the resonator:

$$
\begin{equation*}
E_{0}=(2 / a) \sqrt{\left(2 \eta P_{\mathrm{osc}} z_{0}\right) /\left(\pi \alpha_{\sigma}\right)}, \tag{32}
\end{equation*}
$$

where $\eta$ is the oscillator power utilization factor, which is less than unity, e.g., due to the mismatch between wave fronts at the entrance mirror of the resonator.

Taking into account expressions (5) and (27), relationship (32) can be written as

$$
\begin{equation*}
E_{0}=\frac{4}{\pi a} \sqrt{\frac{Q \eta P_{\text {os }} z_{0}}{2 L /(\lambda / 2)}}=2 \sqrt{\frac{Q \eta P_{\text {osc }} z_{0}}{\pi L \sqrt{L\left(R_{\mathrm{mir}}-L\right)}}} \tag{33}
\end{equation*}
$$

We note that formula (32) is convenient when designing the resonator, while formula (33) contains quantities that can be measured experimentally. Furthermore, formula (32) implies that diffraction losses, estimated by formula (7), are small as compared to thermal losses in the mirrors:

$$
\begin{equation*}
\alpha_{\text {dif }} \ll \alpha_{\sigma} . \tag{34}
\end{equation*}
$$

In the resonance, the field distribution along the resonator has the form of a standing wave. Unlike the traveling wave, the $\mathbf{E}$ and $\mathbf{B}$ vectors in the standing wave are not only orthogonal, but are also shifted in phase by $\pi$. In this case, the notion of the Poynting vector becomes meaningless. At the same time, the standing wave is equivalent to the sum of two waves $E_{\leftarrow}$ and $E_{\rightarrow}$ traveling at equal velocities in opposite directions. These waves, whose amplitudes are twice as small as the standing wave amplitude, can be characterized by the Poynting vector and, similarly to expression (31), their power can be written as

$$
\begin{equation*}
P_{\rightarrow}=P_{\leftarrow}=\left(E_{0} / 2\right)^{2} \pi a^{2} / 4 z_{0} . \tag{35}
\end{equation*}
$$

With relationship (32), this formula yields $P_{\leftarrow} \alpha_{\mathrm{con}}=$ $P_{\text {osc }}$ and $\left(P_{\leftarrow} \alpha_{\sigma}+P_{\rightarrow} \alpha_{\sigma}\right)=P_{\text {osc }}$; i.e., as it should be for the optimal coupling in the saturation regime, the wave that exits from the resonator through the coupling apertures completely compensates for the reflected wave and the energy that enters the resonator is completely absorbed by the resonator mirrors.

It was found experimentally that gas breakdown in a resonator with a highly focused field occurs mostly in the focal region [4]. A significant absorption of electromagnetic energy was observed in the discharge channel only in the final (about 1-ns-long) stage of its evolution. This time is comparable to that needed for the accumulated energy to discharge from the resonator:

$$
\begin{equation*}
t_{\min }=2 L / c \tag{36}
\end{equation*}
$$

We define the resonator power $P_{\text {res }}$ as the total power of waves traveling in both directions through its central plane. Then, expressions (32) and (35) yield

$$
\begin{equation*}
P_{\text {res }}=P_{\leftarrow}+P_{\rightarrow}=\eta P_{\text {osc }}\left(1 / \alpha_{\sigma}\right) . \tag{37}
\end{equation*}
$$

The value of $P_{\text {res }}$ determines the maximum possible rate of supplying the microwave discharge with electromagnetic energy. It increases with $P_{\text {osc }}$ and the conductivity of the mirror material. If an imaginary surface with a $100 \%$ absorption is instantly introduced into the resonator central plane, the product $P_{\text {res }} t_{\text {min }}$ will determine the energy accumulated in the resonator:

$$
\begin{equation*}
W_{\mathrm{ac}}=\eta P_{\mathrm{osc}}(2 L / c)\left(1 / \alpha_{\sigma}\right) \tag{38}
\end{equation*}
$$

Using the above relationships, expression (38) can be reduced to

$$
\begin{equation*}
W_{\mathrm{ac}}=\frac{\varepsilon_{0} E_{0}^{2}}{2} \frac{\pi a^{2}}{2} \frac{2 L}{2}=\frac{2 Q \eta P_{\mathrm{osc}}}{\omega}=\eta P_{\mathrm{osc}} \tau . \tag{39}
\end{equation*}
$$

## 4. EXPERIMENTAL SETUP

A layout of the experimental setup used to study the two-mirror open resonator is shown in Fig. 4. A distinctive feature of the setup is that it operates at the low-frequency range of the centimeter-wave band. The setup is built around pulsed magnetron 1 , which generates an electromagnetic wave at the circular frequency $\omega=$ $2.12 \times 10^{10} \mathrm{~s}^{-1}$. It feeds a waveguide line, which contains circulator 2 , switch 3 , attenuator 4 , lens system 5 , and two-mirror resonator 6 with measurement circuit 7 .

Lens system 5 formed a linearly polarized TEM wave with a plane wave front over a circular aperture of diameter $2 a_{\text {osc }}=60 \mathrm{~cm}$. The normalized radial power distribution in the exit aperture is shown in Fig. 5. The maximum measured radiated power was $P_{\mathrm{osc}}=1 \mathrm{MW}$. The aperture produced rectangular microwave pulses with duration $t_{\text {pul }} \cong 40 \mu \mathrm{~s}$ and characteristic rise and fall times $\tau_{\text {in }} \cong 0.3 \mu \mathrm{~s}$ and $\tau_{\text {fall }} \cong 0.8 \mu \mathrm{~s}$, respectively, at $\lambda=$ 8.9 cm with the vector $\mathbf{E}$ perpendicular to the axis of the


Fig. 4. Layout of the experimental setup.


Fig. 5. Normalized microwave power distribution over the radiating aperture.
microwave beam. The time between individual pulses was no shorter than 10 s .

Resonator 6 was placed at a distance of $H=7.8 \mathrm{~cm}$ from the aperture. The mirrors were fabricated from $0.2-\mathrm{cm}$-thick sheet copper and had a diameter $2 a_{\text {mir }}=$ 64 cm and radius of curvature $R_{\text {mir }}=35 \mathrm{~cm}$. The reference copper conductivity is $\sigma=5.8 \times 10^{7} 1 /(\Omega \mathrm{m})$. Therefore, $\alpha_{\sigma}=1.6 \times 10^{-4}$ at the operating frequency $\omega$. The mirror that is the nearest to the aperture was fixed. Its central region of diameter $2 a_{\text {con }}=20 \mathrm{~cm}$ was perforated with apertures of diameter $2 r_{\text {con }}=0.89 \mathrm{~cm}$ over a rectangular grid with step sizes $h=\chi=1.5 \mathrm{~cm}$ and one
side parallel to $\mathbf{E}$. The second mirror was movable such that the distance $2 L$ between the mirrors could be varied in the range from 45 to 70 cm . This distance could be initially installed in steps with an accuracy of $\pm 5 \times$ $10^{-2} \mathrm{~cm}$ and, then, could be continuously varied within $\pm 1 \mathrm{~cm}$ about the chosen position with a $2.5 \times 10^{-2}$ - cm per revolution vernier whose rotation angle was measured to a $\pm 10^{\circ}$ accuracy.

In the central part of the movable mirror, there were several openings through which a small control signal was supplied from the resonator to measurement circuit 7, consisting of a waveguide-to-coaxial converter, attenuator, amplitude detector, amplifier, and storage oscilloscope. This circuit almost undistortedly displayed the top of a $40-\mu s$-long test rectangular video pulse with characteristic rise and fall times of less than $0.1 \mu \mathrm{~s}$. The time constants of the leading and trailing edges of the output pulse were 0.17 and $0.3 \mu \mathrm{~s}$, respectively. In the experiments with microwave field, the attenuation in the measurement circuit was chosen such that it operated in an almost linear portion of the circuit characteristic and the interference signal observed on the screen of the oscilloscope was negligible.

The output signal of measurement circuit 7 was related to the absolute values of the field amplitude $E_{0}$


Fig. 6. Parameters of the resonator vs. its length.
at the focus of the resonator through the known air breakdown field at atmospheric pressure, $E_{\mathrm{br}}=$ $32 \mathrm{kV} / \mathrm{cm}$. The microwave pulse of the maximal power applied to the resonator tuned to the resonance mode with $m=0$ and $n=1$ could cause a breakdown in air at the focus. At the instant of breakdown, the signal on oscilloscope 10 dropped abruptly. The maximum amplitude of the signal before breakdown was associated with the field strength $E_{0}=32 \mathrm{kV} / \mathrm{cm}$.

Waveguide switch 3 allowed us to use any service oscillator 8 to measure the resonator parameters in the cold mode. The waveguide line (from the output of magnetron 1 through the smaller lens of lens system 5) was sealed hermetically and filled with $\mathrm{SF}_{6}$ gas to an excessive pressure of 1 atm . The resonator was placed into sealed chamber 9 , the air pressure $p$ in which could be varied in the range from $p=760$ to 3 torr. Photographs of the microwave discharge could be taken through a chamber window in the direction perpendicular to the $\mathbf{E}_{0}$ vector and the resonator axis.

## 5. EXPERIMENTAL RESULTS AND DISCUSSION

In the first experiment, the resonator was excited by the magnetron at the maximum power $P_{\text {osc }}$ at $p=$ 760 torr. The distance $2 L$ was continuously varied over the entire range allowed by the setup design. The signal in the measurement circuit was almost always zero and abruptly increased only at certain values of $2 L$, which we will further refer to as the resonance dimensions. This increase in the field intensity in the resonator could be accompanied by air breakdown in its central part. The range $\Delta L$ of the distances between the mirrors, at which the increase in the signal was recorded, was no larger than several hundredths of a millimeter. When the distance $2 L$ approached the resonance value, characteristic beatings (Fig. 3) were observed on the top of the recorded signal, which facilitated tuning the setup to the resonance.

Results of this experiment are summarized in the two left columns of Table 1.The first column lists the resonance values of $2 L$; the plus symbols in the second column indicate cases in which breakdown occurred. The table also gives the values of $2 L$ calculated from Eq. (1) closest to the experimental ones along with the corresponding values of $m, n$, and $q$. The graphical solution of Eq. (1) at $m=0$ and $n=1$ and 2 is illustrated in the upper panel of Fig. 6, which plots the functions $F_{1}=$ $2 L /(\lambda / 2)-q$ and $F_{2}=(2 / \pi)(m+2 n-1) \arcsin \sqrt{2 L / 2 R_{\text {mir }}}$ versus $2 L$. The resonance values of $2 L$ are given by their intersection points.

The square symbols in Fig. 6 show the measured values. It is seen that, for $n=1$, the difference between the experimental and theoretical values becomes negligible only when foci of the mirrors come sufficiently close together. It is seen from Fig. 5 and Table 1 that the
feeding circuit also excites the axially symmetric resonator mode with $n=2$. This could be expected. As is shown in Fig. 4, the mirror through which the resonator is coupled to the oscillator faces the incident plane wave with its convex side, which causes a significant phase difference between the center of the mirror and a point displaced by $a_{\text {con }}$ in the radial direction. This circumstance creates conditions for the excitation of this mode. This oscillation mode was not observed at $q>9$, which is presumably associated with a low value of the quality factor at these $q$. As follows from the theory, the current-carrying region on the mirror surface increases with $n$ and, consequently, $\alpha_{\text {dif }}$ significantly increases, because the mirror diameter is fixed.

Figure 6 shows $a, a_{\text {cur }}$, and $\alpha_{\text {dif }}$ versus $2 L$ for the 0 , $1, q$ oscillation mode. As could be expected, the focusing of the field at the center of the resonator becomes stronger as $L \longrightarrow R_{\text {mir }}$. However, Table 1 shows that, at $q>13$, the field intensity drops to such a level that breakdown in air becomes impossible. As follows from Fig. 6, this can be attributed to the increase in $a_{\text {cur }}$ and $\alpha_{\text {dif }}$. For example, for modes with $n=1, \alpha_{\text {dif }}$ becomes even greater than $\alpha_{\sigma}$ when $2 L>60 \mathrm{~cm}$.

It follows from formula (3) that, for the same frequency $\omega$, the wavelength $\lambda_{\text {res }}$ in the resonator is greater than that in free space $\lambda$. In the next experiment, we verified this formula. For this purpose, a nylon filament 0.073 cm in diameter and marked every 1 cm was stretched along the resonator axis. The resonator was excited at $p=760$ torr by the magnetron at the maximum power $P_{\text {oss }}$. The resonator was tuned to the resonance at $2 L=51.65 \mathrm{~cm}$, which corresponds to $\lambda_{\text {res }}=$ 9.4 cm according to expression (3). Each microwave pulse caused breakdown with a discharge channel about 2.5 cm long and $7 \times 10^{-2} \mathrm{~cm}$ in diameter extended along $\mathbf{E}_{0}$. Breakdowns occurred randomly at one of the antinodes of the standing wave. Discharges observed in a sequence of pulses visualize positions of the maxima. Figure 7 shows the images of 40 discharges and the marked filament. Vector $\mathbf{E}_{0}$ is perpendicular to the filament. The distance between the centers around which the discharge channels were localized was 4.7 cm , which corresponds to $\lambda_{\text {res }}=9.4 \mathrm{~cm}$.

In the next experiment, the resonator with the same length, $2 L=51.65 \mathrm{~cm}$, was excited by a low-power microwave service oscillator. When the frequency was varied, the resonance spikes in the measured signal were also observed. The first and second columns in Table 2 list the resonance frequencies $f$ taken from the oscillator scale and those calculated from formula (1), respectively, which are seen to be in good agreement with each other. As in the first experiment, the mode with $n=2$ was also excited in the resonator. At the length $2 L$ used in the experiment, $Q$ factors of these modes were high enough to record them.


Fig. 7. Electrodeless microwave discharge in atmospheric air in an open resonator.


Fig. 8. Resonance curves.

Our service oscillator was capable of measuring the mode frequency within an accuracy of no higher than 100 kHz , while the frequency ranges in which the spikes of the measured signal were observed were also narrower than 100 kHz . Therefore, with this instrument, we could only roughly estimate the resonator $Q$ factor. It was no less than several tens of thousands. Using a swept-frequency service oscillator capable of displaying the resonance curve confirmed this estimate, but more accurate measurements were also impossible

Table 1

| Experiment, <br> $2 L[\mathrm{~cm}]$ | Breakdown | Theory, $2 L[\mathrm{~cm}]$ | $m, n, q$ |
| :---: | :---: | :---: | :--- |
| 47 | + | 47 | $0,1,10$ |
| 48.2 |  | 48.3 | $0,2,9$ |
| 51.6 | + | 51.6 | $0,1,11$ |
| 56.25 | + | 56.3 | $0,1,12$ |
| 61.15 |  | 60.8 | $0,1,13$ |
| 66.2 |  | 65.7 | $0,1,14$ |

Table 2

| $f, \mathrm{GHz}$ |  | $m, n, q$ |
| :---: | :---: | :---: |
| experiment | theory |  |
| 3.48 | 3.47 | $0,2,10$ |
| 3.38 | 3.38 | $0,1,11$ |
| 3.18 | 3.18 | $0,2,9$ |
| 3.09 | 3.09 | $0,1,10$ |
| 2.9 | 2.9 | $0,2,8$ |
| 2.8 | 2.8 | $0,1,9$ |

because the $Q$ factor of the studied resonator was beyond the instrument resolution.

In the next experiment, the $Q$ factor of the resonator with a resonance length $2 L=51.65 \mathrm{~cm}$ was estimated by mechanically detuning the resonator length. For this purpose, the resonator was fed by a magnetron whose signal was attenuated with an attenuator by a factor of 1.56 in amplitude. Experiments showed that, in this case, the level $E_{0}$ corresponded to the air breakdown field $E_{\mathrm{br}}$ at $p=760$ torr (Fig. 8, curve 1). Then, the chamber in which the resonator was placed was evacuated to $p=760 / \sqrt{2}=540$ torr and the range $\Delta L$ was measured in which air breakdown occurred at this value of $p$. The measured value was $\Delta L=3.1 \times 10^{-3} \mathrm{~cm}$; i.e., $Q=2 L / \Delta L=1.7 \times 10^{4}$ from expression (29).

In the test experiment, the same resonator was fed with full power and the range $(\Delta L)_{1}$ of the resonator lengths was measured in which breakdown in air occurred at $p=760$ torr. Our measurements gave $(\Delta L)_{1}=8.7 \times 10^{-3} \mathrm{~cm}$, which, with formula (29) and $Q=1.7 \times 10^{4}$ measured above, predicts that the field $E_{0}$ for the exact tuning to the resonance is 1.53 times stronger than $E_{\mathrm{br}}$. This result almost coincides with the attenuation introduced above. We note that the portion of curve 2 in Fig. 8 shown with the dashed line is not realized in the experiment because the field $E_{0}$ could not exceed $E_{\mathrm{br}}$ at $p=760$ torr.

In the final experiment, the $Q$ factor of the resonator with the same $2 L$ was estimated from the measured time constant $\tau$, which characterizes the leading edge. For this purpose, the resonator was fed by the magnetron, but attenuation was introduced so that breakdown in atmospheric air was not observed. The measured signal had a typical shape with an exponentially saturating leading edge, a flat top, and an exponentially dropping trailing edge. The measured rise time was $\tau=2 \mu \mathrm{~s}$, which gives $Q \cong 2 \times 10^{4}$ from expression (27).

Let us use the formulas of Section 3 to calculate the maximum field strength $E_{0}$ at the focus of the resonator and compare it with the experimental value $E_{0}=1.56 \times$
$32 \mathrm{kV} / \mathrm{cm}=50 \mathrm{kV} / \mathrm{cm}$. In our calculations, we take $P_{\text {osc }}=1 \mathrm{MW}, 2 L=51.65 \mathrm{~cm}$, and $Q=1.7 \times 10^{4}$.

Formula (27) allows us to compute the experimental value of $\alpha_{\text {con }}$. It gives $\alpha_{\text {con }}=3.9 \times 10^{-3}$. This coefficient can also be found from formula (13) taking into account that the perforated region of the mirror, through which the resonator is excited, accepts only $70 \%$ of the power of the wave incident on the mirror from the resonator side. At $r_{\text {con }}, h$, and $\chi$ used in the experiment, this formula gives $\alpha_{\text {con }}=3.6 \times 10^{-3}$. It is easily seen that the two estimates are almost identical. Thus, in our experiment, the coupling between the oscillator and resonator was not optimal. We had $\alpha_{\text {con }} /\left(2 \alpha_{\sigma}\right) \cong 12$ and the field $E_{0}$ could be no stronger than $0.6 E_{0 \text { opt }}$, as follows from Fig. 2.

To calculate $E_{0}$, we use the second relationship in formula (33). The coefficient $\eta$ in this formula is determined by the distribution of the power $P_{\text {osc }}$ over the radiating aperture (Fig. 4) and by the ratio of the area of this aperture (of diameter $2 a_{\text {osc }}$ ) to the area of the perforated region of the resonator mirror (of diameter $2 a_{\text {con }}$ ). This coefficient is equal to 0.3 . Formula (33) with allowance for the ratio $E_{0} / E_{0 \text { opt }}$ gives $E_{0}=48 \mathrm{kV} / \mathrm{cm}$, which almost coincides with the experimental value.

## CONCLUSION

We have shown that the present theory quite satisfactorily describes the properties of quasi-optical open resonators with spherical mirrors. This refers to their possible oscillation modes, resonance conditions, the coupling between the oscillator and resonator, etc. A certain discrepancy becomes noticeable only when the configuration becomes close to confocal. The study reported above allows us to design systems for the excitation of electrodeless microwave discharges in this type of resonators at ultrahigh gas pressures [11]. Such resonators can also serve as a fine tool for studying breakdown fields in various gases at high pressures, the rate and degree of electromagnetic energy dissipation in electrodeless discharges, etc.
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#### Abstract

The motion of a charged particle under the combined action of a magnetostatic field and a circularly polarized electromagnetic wave of phase velocity $u$ higher than $c$, the wave being aligned with the field, is studied theoretically. A nonlinear resonance curve is found. Certain integrals of motion are derived. © 2001 MAIK "Nauka/Interperiodica".


Let us consider the motion of a charged particle under the combined action of a magnetostatic field and a circularly polarized electromagnetic wave of phase velocity $u$, the wave being aligned with the field. For the case $u=c$, concomitant resonant phenomena were addressed in [1]. It was established that the cyclotron frequency relates to the integral of motion $\Psi_{3}=\varepsilon-u p_{z}$ and is time-independent. Here, $\varepsilon$ is the total energy of the relativistic particle and $p_{z}$ is the projection of the momentum onto the direction of the magnetostatic field. If $u \neq c$, the cyclotron frequency as a function of the momentum components is not an integral of motion and the resonance becomes nonlinear. Let us consider a number of specific cases.
(1) Let the magnetostatic field be aligned with the $z$ axis, $\overline{\mathbf{H}}=(0,0, H)$ and the electromagnetic wave be defined by the vector potential

$$
\begin{equation*}
\overline{\mathbf{A}}(\xi)=-\frac{c E}{w}(\bar{i} \sin \xi-g \overline{\mathbf{j}} \cos \xi), \quad \xi=\omega t-k z, \tag{1}
\end{equation*}
$$

where $\omega$ is the frequency of the wave, $k$ is the wave number, and $g$ is a polarization parameter. Then, the equations of motion have the form

$$
\begin{gather*}
\frac{d p_{x}}{d t}=e E\left(1-\frac{v_{z}}{u}\right) \cos \xi+\frac{e}{c} v_{y} H, \\
\frac{d p_{y}}{d t}=e E\left(1-\frac{v_{z}}{u}\right) g \sin \xi-\frac{e}{c} v_{x} H,  \tag{2}\\
\frac{d p_{z}}{d t}=\frac{e E}{u}\left(v_{x} \cos \xi+v_{y} g \sin \xi\right) .
\end{gather*}
$$

Multiplying the first and second equations of system (2) by $p_{x}$ and $p_{y}$, respectively, and taking the sum of the results yields

$$
\begin{equation*}
\frac{d}{d t} \frac{p_{x}^{2}+p_{y}^{2}}{2}=\left(1-\frac{v_{z}}{u}\right) e E\left(p_{x} \cos \xi+p_{y} g \sin \xi\right) . \tag{3}
\end{equation*}
$$

Then, we multiply the first and second equations of system (2) by $p_{y}$ and $p_{x}$, respectively, and subtract the latter result from the former to obtain

$$
\begin{align*}
p_{y} \frac{d p_{x}}{d t}-p_{x} \frac{d p_{y}}{d t} & =\left(1-\frac{v_{z}}{u}\right) e E\left(p_{y} \cos \xi-p_{x} g \sin \xi\right)  \tag{4}\\
& +\frac{e}{c} H\left(v_{y} p_{y}+v_{x} p_{x}\right) .
\end{align*}
$$

In the transverse $(x, y)$ plane, we pass to polar coordinates, so that $p_{x}=p \cos \varphi$ and $p_{y}=p \sin \varphi$. After rearrangements, we arrive at

$$
\begin{gather*}
\frac{d p}{d t}=\left(1-\frac{v_{z}}{u}\right) e E \cos \theta, \\
\frac{d \theta}{d t}=\left(g \omega-\frac{e E \sin \theta}{p}\right)\left(1-\frac{v_{z}}{u}\right)+\frac{e c H}{\varepsilon},  \tag{5}\\
\theta=g \xi-\varphi, \quad \varepsilon=\sqrt{m^{2} c^{4}+c^{2} p^{2}+c^{2} p_{z}^{2}} .
\end{gather*}
$$

System (5) enables us to determine the amplitude characteristic of steady-state oscillations in the transverse plane.
(2) We eliminate $\cos \theta$ and $\sin \theta$ from Eqs. (5). This yields

$$
\begin{gather*}
\left(1-\frac{V_{z}}{u}\right)^{2}(e E)^{2}=\left(\frac{d p}{d t}\right)^{2} \\
+\left[\frac{-d \theta}{d t}+g \omega\left(1-\frac{V_{z}}{u}\right)+\frac{e c H}{\varepsilon}\right]^{2} p^{2} . \tag{6}
\end{gather*}
$$

Steady-state oscillations are characterized by the condition $d p / d t=0$ and $d \theta / d t=0$ [2]. Hence,

$$
\begin{equation*}
\left(\frac{e E}{\omega}\right)^{2}=\left[g+\frac{e c H}{\omega\left(1-v_{z} / u\right) \varepsilon}\right]^{2} p^{2} . \tag{7}
\end{equation*}
$$

Here, $p$ is the amplitude of the steady-state oscillation.
Now, let us revert to Eqs. (2). We multiply the first and second equations by $v_{x}=p_{x} c^{2} / \varepsilon$ and $v_{y}$, respec-
tively, and take the sum of the results. Integration in view of the third equation gives the integral of motion

$$
\begin{equation*}
\Psi_{3}=\varepsilon-u p_{z} . \tag{8}
\end{equation*}
$$

For the case $H=0$, integral (8) is described in [3]. We thus obtain
$=\frac{-u \Psi_{3}+\sqrt{c^{2} \Psi_{3}^{2}+\left(u^{2}-c^{2}\right)\left(m^{2} c^{4}+c^{2} p^{2}\right)} \operatorname{sgn}\left(u-v_{z}\right)}{u^{2}-c^{2}} ;$
hence,

$$
=\frac{c}{u} \sqrt{\Psi_{3}^{2}+\left(1-v_{z}^{2}-c^{2}\right)\left(m^{2} c^{2}+p^{2}\right)} \operatorname{sgn}\left(u-v_{z}\right)
$$

Thus, we arrive at the resonance curve equation

$$
\begin{gather*}
A^{2}=\left[g+\frac{e H u \operatorname{sgn}\left(u-v_{z}\right)}{\omega \sqrt{\Psi_{3}^{2}+\left(u^{2}-c^{2}\right)\left(m^{2} c^{2}+p^{2}\right)}}\right]^{2} p^{2}  \tag{10}\\
A=\frac{e E}{\omega}
\end{gather*}
$$

If $p \ll m c$, we can expand Eq. (10) and obtain the equation of weakly nonlinear oscillations [2, 4]:

$$
\begin{align*}
& A^{2}=\left\{g+\frac{e c H \operatorname{sgn}\left(u-v_{z}\right)}{\omega \sqrt{\Psi_{3}^{2}+\left(u^{2}-c^{2}\right) m^{2} c^{2}}}\right.  \tag{11}\\
& \left.\times\left[1-\frac{\left(u^{2}-c^{2}\right) p^{2}}{2\left[\Psi_{3}^{2}\left(u^{2}-c^{2}\right) m^{2} c^{2}\right]}\right]\right\}^{2} p^{2} .
\end{align*}
$$

If $u=c$, the term with $H$ in (10) equals $e c H /\left(\omega \Phi_{3}\right)$ and the resonant frequency is constant [5]. If $u<c$, formula (9) sets a limit on the growth of $p$. From here on, we assume that $u>c$ and $\operatorname{sgn}\left(u-v_{z}\right)=1$. It follows from Eq. (10) that

$$
\begin{gather*}
\frac{d p^{2}}{d \omega}=\frac{2 p^{2} e u H}{\omega^{2} X}\left(g+\frac{e u H}{\omega X}-\frac{e u H\left(u^{2}-c^{2}\right) p^{2}}{\omega X^{3}}\right)^{-1},  \tag{12}\\
X=\sqrt{\Psi_{3}^{2}+\left(u^{2}-c^{2}\right)\left(m^{2} c^{2}+p^{2}\right)} .
\end{gather*}
$$

The derivative becomes infinite at two values of the frequency [see Fig. 1a]:

$$
\begin{equation*}
\omega_{1}=0, \quad \omega_{2}=\frac{e u H}{g X^{3}}\left(-\Psi_{3}^{2}-\left(u^{2}-c^{2}\right) m^{2} c^{2}\right) \tag{13}
\end{equation*}
$$

The expression for $\omega_{2}$ indicates that resonance is possible if $\mathrm{eH} / \mathrm{g}<0$, as is the case with an electron $(e<0)$ and a clockwise polarized wave $(g=+1)$ traveling along the magnetostatic field ( $H>0$ ). If $\omega$ is between $\omega_{1}$ and $\omega_{2}$, three values of the steady-state


Fig. 1. (a) General form and the characteristic frequencies of the resonance curve; (b) graphs of $f(X)$ for (1) $A=0$ and $H=0$, (2) $A=2 \times 10^{-17}$ and $H=0$, (3) $A=2 \times 10^{-17}$ and $2 \frac{e H}{k}=-10^{-7}$, and (4) $A=2 \times 10^{-17}$ and $2 \frac{e H}{k}=-5 \times 10^{-7}$; and (c) the location of two real and two complex roots of $f(X)$ in the complex $X$ plane.
amplitude are possible. If $\omega>\omega_{2}$, the amplitude is determined uniquely.
(3) System (2) comprises delay differential equations, with the delay depending on time. Generally speaking, they can be solved by the method of steps for individual time intervals [6]. Some motion parameters can be found from the integrals of Eqs. (5). If we derive an expression for $d t$ from the first equation in (5) and
substitute the result into the second equation, we will have after rearrangements:

$$
\begin{gather*}
=g+\frac{\frac{d}{d p} A \sin \theta+\frac{A \sin \theta}{p}}{k \sqrt{\Psi_{3}^{2}+\left(u^{2}-c^{2}\right)\left(m^{2} c^{2}+p^{2}\right)}}
\end{gather*}
$$

hence,

$$
\begin{aligned}
& 2 A p \sin \theta=g\left(p^{2}-p_{0}^{2}\right)+2 \frac{e H}{k\left(u^{2}-c^{2}\right)} \\
& \times\left(\sqrt{\Psi_{3}^{2}+\left(u^{2}-c^{2}\right)\left(m^{2} c^{2}+p^{2}\right)}\right. \\
& \left.-\sqrt{\Psi_{3}^{2}+\left(u^{2}-c^{2}\right)\left(m^{2} c^{2}+p_{0}^{2}\right)}\right)+2 C
\end{aligned}
$$

Here, $p_{0}$ is the initial value of the momentum and $2 C=$ const. If $u \longrightarrow c$, the term with $H$ changes into ( $p^{2}-$ $\left.p_{0}^{2}\right) /\left(k \Psi_{3}\right)$. If $H=0$ or $p \ll m c$, we obtain the wellknown integral

$$
(\overline{\mathbf{p}}+(e / c) \overline{\mathbf{A}}(\xi))^{2}=\text { const. }
$$

In what follows, $2 C$ includes the terms with the lower limit $p_{0}$. Combining the integral $2 C$ with the first equality of (5), we arrive at the constraint on $p$ the magnitude of:

$$
\begin{gather*}
{\left[\frac{2 p d p / d t}{\omega\left(1-v_{z} / u\right)}\right]^{2}=4 p^{2} A^{2}-\left[g p^{2}+\frac{2 e H}{k\left(u^{2}-c^{2}\right)}\right.}  \tag{15}\\
\left.\quad \times \sqrt{\Psi_{3}^{2}+\left(u^{2}-c^{2}\right)\left(m^{2} c^{2}+p^{2}\right)}+2 C\right]^{2}
\end{gather*}
$$

For the longitudinal direction, we have the integral

$$
\begin{equation*}
1-\frac{V_{z}}{u}=\left(u^{2}-c^{2}\right) X /\left(\Psi_{3} c u+u^{2} X\right) \tag{16}
\end{equation*}
$$

which allows us to derive

$$
\begin{equation*}
\left[2 \frac{d X}{d t}\left(X-\Psi_{2} \frac{c}{u}\right)\right]^{2}=\frac{\omega^{2}}{u^{4}}\left(u^{2}-c^{2}\right) f(X) \tag{17}
\end{equation*}
$$

where

$$
\begin{gathered}
f(X)=4 A^{2}\left(X^{2}-a^{2}\right)\left(u^{2}-c^{2}\right) \\
-\left[2 C g\left(u^{2}-c^{2}\right)+\left(X^{2}-a^{2}\right)+2 g \frac{e H}{k} X\right]^{2} \\
a=\sqrt{\Psi_{3}^{2}+\left(u^{2}-c^{2}\right) m^{2} c^{2}}
\end{gathered}
$$

If the wave is absent, relation (15) indicates that $p$ is conserved in a magnetostatic field. Equations like (17) describe the time variation of the total energy [7]. They also apply to other particular cases of the motion of a relativistic charged particle in the field of a transverse
wave [8]. Separating variables, we express the solution in terms of elliptic integrals:

$$
\begin{equation*}
t-t_{0}=\frac{2 u^{2}}{\omega\left(u^{2}-c^{2}\right)}\left[\int_{X_{0}}^{X} \frac{X d X}{\sqrt{f(X)}}-\Psi_{3} \frac{c}{u} \int_{X_{0}}^{X} \frac{d X}{\sqrt{f(X)}}\right] \tag{18}
\end{equation*}
$$

The values of the integrals depend on the location of the roots of $f(X)$ in the complex plane.
(4) The expression for $f(X)$ is represented by a fourth-order algebraic curve that has two maxima and a single minimum. The curve may be situated variously with respect to the $X$ axis. The four roots of $f(X)$ may be all real; furthermore, there may be two multiple roots among them. Otherwise, $f(X)$ has two real and two complex conjugate roots.

When the wave is turned on, $f(X)$ increases for $X<$ $-a$ or $X>a$ and decreases for $-a<X<a$. When the magnetostatic field is turned on, $f(X)$ becomes asymmetric, since the coefficients of odd powers depend on $H$. In the case $g=+1$ and $e<0$, the turn-on of the magnetostatic field reduces the left-hand peak. The wave field and the magnetostatic field have different effects on the left-hand peak if it is located at $X<a$. In a sufficiently strong magnetostatic field, this peak is at $X>-a$. Then, the wave field and the magnetostatic field reduce the left-hand peak; if we increase one of the two fields, complex roots may result.

Figure 1 b shows $f(X)$ for $g=+1, H>0, u=1.5 c, \omega=$ $6.28 \times 10^{10} \mathrm{rad} / \mathrm{s}, k=1.4 \mathrm{rad} / \mathrm{cm}, \Psi_{3} \approx m c^{2}, p_{0}=m c / 10$, and $\theta_{0}=0$, where $m$ and $e$ are the mass and the charge of an electron, respectively. In the figure caption, the quantities come in Gaussian units.

Let the real roots satisfy the inequalities $\alpha_{4}<\alpha_{3}<$ $\alpha_{2}<\alpha_{1}$. Using [9], we calculate the integrals in (18) for $\alpha_{2}<X<\alpha_{1}$ to obtain

$$
\begin{gather*}
t=\frac{u^{2}}{\omega\left(u^{2}-c^{2}\right)} \frac{4}{\sqrt{\alpha_{1}-\alpha_{3}\left(\alpha_{2}-\alpha_{4}\right)}} \\
\times\left[\alpha_{3} F(\varphi, k)+\left(\alpha_{2}-\alpha_{3}\right) \Pi\left(\varphi, \frac{\alpha_{1}-\alpha_{2}}{\alpha_{1}-\alpha_{3}}, k\right)\right.  \tag{19}\\
\left.-\Psi_{3} \frac{c}{u} F(\varphi, k)\right]+J_{1}
\end{gather*}
$$

where

$$
k^{2}=\frac{\left(\alpha_{1}-\alpha_{2}\right)\left(\alpha_{3}-\alpha_{4}\right)}{\left(\alpha_{1}-\alpha_{3}\right)\left(\alpha_{2}-\alpha_{4}\right)}, \quad \sin ^{2} \varphi=\frac{\left(\alpha_{1}-\alpha_{3}\right)\left(X-\alpha_{2}\right)}{\left(\alpha_{1}-\alpha_{2}\right)\left(X-\alpha_{3}\right)}
$$

From here on, $k$ is the modulus of a corresponding elliptic function. The constant $J_{1}$ depends on the lower limits of integration. If $\alpha_{3}=\alpha_{4}$, we have

$$
t=\frac{u^{2}}{\omega\left(u^{2}-c^{2}\right)}
$$

$$
\begin{equation*}
\times\left\{-2 \arcsin \frac{\alpha_{1}+\alpha_{2}-2 X}{\alpha_{1}-\alpha_{2}}+\frac{2\left(\alpha_{3}-\Psi_{3} c / u\right)}{\sqrt{\left(\alpha_{1}-\alpha_{3}\right)\left(\alpha_{2}-\alpha_{3}\right)}}\right. \tag{20}
\end{equation*}
$$

$\left.\times \arcsin \frac{\left(\alpha_{3}-\alpha_{2}\right)\left(\alpha_{1}-X\right)+\left(\alpha_{1}-\alpha_{3}\right)\left(X-\alpha_{2}\right)}{\left(\alpha_{1}-\alpha_{2}\right)\left(X-\alpha_{3}\right)}\right\}+J_{2}$.
With two complex and two real roots, well-known substitutions [10] provide

$$
\begin{align*}
& t=\frac{\mu u^{2}}{\omega\left(u^{2}-c^{2}\right)}\left\{\frac{\alpha_{1}+\alpha_{2}}{2}-\Psi_{3} \frac{c}{u}-\frac{\alpha_{1}-\alpha_{2}}{v} F(\varphi, k)\right. \\
& +\frac{\alpha_{1}-\alpha_{2}}{2 v} \Pi\left(\varphi, \frac{v^{2}}{v^{2}-1}, k\right)+\frac{\sqrt{1-v^{2}}\left(\alpha_{1}-\alpha_{2}\right)}{4 \sqrt{v^{2}+k^{2}-v^{2} k^{2}}}  \tag{21}\\
& \left.\times \arcsin \frac{\left(2 k^{2}-2 k^{2} v^{2}+v^{2}\right) \sin ^{2} \varphi+v^{2}-1}{1-v^{2} \cos ^{2} \varphi}\right\}+J_{3} .
\end{align*}
$$

Here,

$$
\begin{gathered}
\left(\tan \frac{\varphi}{2}\right)^{2}=\frac{\cos \theta_{1}}{\cos \theta_{2}} \frac{\alpha_{1}-X}{X-\alpha_{2}}, \quad k^{2}=\sin ^{2} \frac{\theta_{1}-\theta_{2}}{2}, \\
\tan \theta_{1}=\frac{\alpha_{1}-b_{1}}{c_{1}}, \quad \tan \theta_{2}=\frac{\alpha_{2}-b_{1}}{c_{1}}, \\
v=\tan \frac{\theta_{2}-\theta_{1}}{2} \tan \frac{\theta_{2}+\theta_{1}}{2}, \quad \alpha_{3}=b_{1}+i c_{1} \\
\alpha_{4}=b_{1}-i c_{1} \\
\mu=\sqrt{\cos \theta_{1} \cos \theta_{2}} / c_{1} .
\end{gathered}
$$

(5) Let us investigate the function $X(t)$. This entails the inversion of the expressions obtained. If the wave is turned on, then $\alpha_{1}, \alpha_{2}, \alpha_{3}$, and $\alpha_{4}$ diverge. The difference $\alpha_{1}-\alpha_{2}$ relates to the change in $p$ and evaluates the width of the right-hand peak. The difference $\alpha_{1}-\alpha_{3}$ evaluates the space between like sides of the peaks in $f(X)$, so that $\left(\alpha_{1}-\alpha_{2}\right) /\left(\alpha_{1}-\alpha_{3}\right)<1$. The weaker the wave, the stronger this inequality. Thus, the $\Pi$ function in (19) is expressed as

$$
\Pi(\varphi, n, k)
$$

$$
\begin{equation*}
=\int_{0}^{\varphi} \frac{d \varphi}{\left(1-n \sin ^{2} \varphi\right) \sqrt{1-k^{2} \sin ^{2} \varphi}} \approx F(\varphi, k) \tag{22}
\end{equation*}
$$

so that

$$
\begin{align*}
t \approx & \frac{u^{2}}{\omega\left(u^{2}-c^{2}\right)} \frac{4}{\sqrt{\left(\alpha_{1}-\alpha_{3}\right)\left(\alpha_{2}-\alpha_{4}\right)}}  \tag{23}\\
& \times\left(\alpha_{2}-\Psi_{3} \frac{c}{u}\right) F(\varphi, k)+J_{1} .
\end{align*}
$$

According to [11], the inversion of the elliptic integral of the first kind results in

$$
\begin{equation*}
X \approx\left[\alpha_{2}-\frac{\alpha_{1}-\alpha_{2}}{\alpha_{1}-\alpha_{3}} \alpha_{3} \operatorname{sn}^{2}(\gamma, k)\right]\left[1-\frac{\alpha_{1}-\alpha_{2}}{\alpha_{1}-\alpha_{3}} \operatorname{sn}^{2}(\gamma, k)\right],( \tag{24}
\end{equation*}
$$

where

$$
\begin{gathered}
\gamma=\frac{\left(t-J_{1}\right) \omega\left(u^{2}-c^{2}\right)}{4 u^{2}\left(\alpha_{2}-\Psi_{3} c / u\right)} \sqrt{\left(\alpha_{1}-\alpha_{3}\right)\left(\alpha_{2}-\alpha_{4}\right)}, \\
\operatorname{sn}(\gamma, k)=\frac{1}{\sqrt{k}} \frac{t_{1}(v)}{t_{4}(v)}, \quad v=\frac{\gamma}{2 K}, \\
K(k)=\frac{\pi}{2}\left[1+\left(\frac{1}{2}\right)^{2} k^{2}+\binom{1 \cdot 3}{2 \cdot 4}^{2} k^{4}+\ldots\right], \\
t_{1}(v)=2\left(h^{\frac{1}{4}} \sin \pi v-h^{\frac{9}{4}} \sin 3 \pi v+h^{\frac{25}{4}} \sin 5 \pi v \ldots\right), \\
h=\exp \left(-\pi \frac{K^{\prime}(k)}{K(k)}\right), \\
t_{2}(v)=1-2 h \cos 2 \pi v \\
\left.+2 h^{4} \cos 4 \pi v-2 h^{9} \cos 6 \pi v \ldots\right), \\
K^{\prime}(k)=K\left(k^{\prime}\right), \quad k^{\prime}=\sqrt{1-k^{2}} .
\end{gathered}
$$

As a crude approximation, we can write

$$
X \approx \alpha_{2}+\left(\alpha_{2}-\alpha_{3}\right) \frac{\alpha_{1}-\alpha_{2}}{\alpha_{1}-\alpha_{3}} \operatorname{sn}^{2}(\gamma, k) .
$$

For a weak wave, we also have $\alpha_{1}-\alpha_{3} \approx \alpha_{2}-\alpha_{3}$; then,

$$
\begin{equation*}
X \approx \alpha_{2}+\left(\alpha_{1}-\alpha_{2}\right) \operatorname{sn}^{2}(\gamma, k) \tag{25}
\end{equation*}
$$

Quantity $k^{2}$ is divisible by the width-to-spacing ratios of the peaks. If the wave is weak, then $k^{2} \longrightarrow 0$ and $\mathrm{sn} \longrightarrow \sin$. In the general case, the oscillations are anharmonic. With a stronger wave and a larger $\alpha_{1}$, the coefficient of the second term on the right-hand side of (20) may be small. Then, in the case of multiple roots, the inversion provides

$$
\begin{equation*}
X \approx \frac{\alpha_{1}+\alpha_{2}}{2}-\frac{\alpha_{1}-\alpha_{2}}{2} \sin \frac{\left(t-J_{2}\right) \omega\left(u^{2}-c^{2}\right)}{2 u^{2}} \tag{26}
\end{equation*}
$$

With complex roots, (26) can be simplified if $\alpha_{1}+\alpha_{2} \gg$ $\alpha_{1}-\alpha_{2}$. Then, (21) becomes

$$
t \approx \frac{\mu u^{2}}{\omega\left(u^{2}-c^{2}\right)}\left(\frac{\alpha_{1}+\alpha_{2}}{2}-\Psi_{3} \frac{c}{u}\right) F(\varphi, k)+J_{3}, \quad \theta_{1} \approx \theta_{2} .
$$

Hence,

$$
\left(\tan \frac{\varphi}{2}\right)^{2}=\frac{1-\cos \varphi}{1+\cos \varphi} \approx \frac{\alpha_{1}-X}{X-\alpha_{2}} .
$$

$$
\begin{gather*}
X \approx \frac{\alpha_{1}+\alpha_{2}}{2}+\frac{\alpha_{1}-\alpha_{2}}{2} \\
\times \operatorname{cn} \frac{\left(t-J_{3}\right) \omega\left(u^{2}-c^{2}\right)}{u^{2} \mu\left(\left(\alpha_{1}+\alpha_{2}\right) / 2-\Psi_{3} c / u\right)} . \tag{27}
\end{gather*}
$$

Here,

$$
\begin{gathered}
\operatorname{cn}(\varphi, k)=\sqrt{\frac{k^{\prime}}{k}} \frac{t_{2}(v)}{t_{4}(v)}, \quad v=\frac{\varphi}{2 K} \\
t_{2}(v)=2\left(h^{\frac{1}{4}} \cos \pi v+h^{\frac{9}{4}} \cos 3 \pi v+h^{\frac{25}{4}} \cos 5 \pi v \ldots\right)
\end{gathered}
$$

If $k \ll 1$, the oscillations are sinusoidal: $\mathrm{cn} \longrightarrow \cos$. The integral $2 C$ enables one to find the cyclotron $\varphi(t)$ provided that $z(t)$ is known. This function, in turn, can be determined from the condition $v_{z}=p_{z} c^{2} / \varepsilon$ with the help of the integral $\Psi_{3}$ :

$$
\begin{equation*}
z(t)=z_{0}+\int_{t_{0}}^{t} c \frac{-\Psi_{3} u+c X(t)}{-\Psi_{3} c+u X(t)} d t \tag{28}
\end{equation*}
$$

The function $z(t)$ can be expanded into a linear and an oscillating term, the latter depending on the roots of $f(X)$. In the case of four real roots, the linear term also includes the constant appearing in the expression for $\mathrm{sn}^{2}$. This constant depends on the strength of wave field (25). In the other cases, there is no such contribution to the linear term. The function $\varphi(t)$ has similar properties. In accord with $X(t)$, there are three possible types of behavior for $\varphi(t)$. This agrees with the conclusions of [12].
(6) For any $u$ higher than $c$, the dependence of the cyclotron frequency on the momentum components has the form $\mathrm{euH} / \sqrt{\Psi_{3}^{2}+\left(u^{2}-c^{2}\right)\left(m^{2} c^{2}+p^{2}\right)}$. The resonance curve gives a single value of the steady-state amplitude for $\omega>\omega_{2}$ and three such values for $0<\omega<$ $\omega_{2}$. The motion of the particle in the momentum space is described by the integrals $2 C, J_{i}$, and $\Psi_{3}$ (the known
one), as well as by the basic equations of motion. Integrals $J_{i}$ are governed by the roots of $f(X)$. Roots $\alpha_{1}$ and $\alpha_{2}$ determine turning points in the momentum space. Root $\alpha_{2}$ depends on the field strengths only slightly. The oscillation is always anharmonic. In the case of four real roots, the oscillation-period averages of $z(t)$ and $\varphi(t)$ still depend on the wave field strength. Fluctuations of the fields or the initial conditions obviate the need to consider the case of multiple roots.
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#### Abstract

A computer simulation of the dynamics of a magnetized electron beam in composite drift tubes with multiple virtual cathodes is presented. For a single-cavity tube, the value of the limiting current is found to equal that given by an exact formula. For two- and three-cavity tubes, it is revealed that the values of the limiting currents are smaller than those reported previously and that the current diagram may have a different structure. These phenomena are attributed to Pierce instability. The efficiency of microwave generation as a function of injection current is examined. It is established that the efficiency is minimum if the current equals any of the limiting values refined. © 2001 MAIK "Nauka/Interperiodica".


## INTRODUCTION

Let us consider a high-current electron beam injected into a closed equipotential cavity. As is known, the cavity develops a potential barrier hindering the passage of the beam if the beam current exceeds a critical level, so that some of the electrons are reflected by the barrier toward the entrance. The region where the electrons injected are stopped and turn about is called the virtual cathode (VC), and the critical value of the beam current (at which the VC is formed) is called the vacuum beam limiting current (VBLC).

The VBLC has been evaluated for cylindrical drift tubes immersed in a strong axial magnetic field; for the early overview, see [1]. In general, the VBLC is expressed as

$$
\begin{equation*}
I_{\lim }=\frac{m c^{3}}{e} G\left(\gamma^{2 / 3}-1\right)^{3 / 2} \approx 17 G\left(\gamma^{2 / 3}-1\right)^{3 / 2}[\mathrm{kA}], \tag{1}
\end{equation*}
$$

where $m$ and $e$ are the mass and the charge of an electron, respectively; $c$ is the velocity of light; $\gamma$ is the Lorentz factor of the electrons in the injection plane; and $G$ is a dimensionless geometric factor.

Electron beams with VCs find wide application in many areas of high-current electronics, such as the generation of high-power microwaves by VC oscillations [2-4]; the collective acceleration of positive ions [5, 6]; the generation of intense bursts of soft X-rays by forcing electrons to pass back and forth through a thin elec-tron-to-bremsstrahlung converter [7, 8]; the measurement of the residual gas pressure in an ultrahigh vacuum [9]; etc. Nevertheless, some aspects of the beam dynamics have yet to be understood. Also note that the VBLC values were determined only for a few simple configurations of the drift tube and the beam.

This paper addresses the dynamics of a magnetized relativistic electron beam in composite drift tubes that are made up of coaxial closed cylindrical resonant cavities separated by electron-penetrable sheets of foil. Under certain conditions, such tubes have multiple VCs, whose number may reach $N=2 n-1$, where $n$ is the number of the cavities. Furthermore, a beam injected into a composite drift tube may pass to the socalled squeezed state [10-12]. The electron dynamics under the transition to this state has not been adequately investigated.

The dynamics is studied by computer simulation using the particle-in-cell (PIC) method. Specifically, we exploited the well-known PIC code KARAT (version 707) for self-consistent simulation in the relativistic case [13].

## COMPARING EXACT AND SIMULATED VALUES OF THE LIMITING CURRENT

To check the accuracy of the simulation, we chose a single-cavity configuration with foil sheets at the ends (Fig. 1). It was assumed that the entire computational box is covered by an axial magnetic field. The magnetic


Fig. 1. Schematic diagram of a single-cavity drift tube.


Fig. 2. Single-cavity drift tube with a VC: typical simulated dependence of beam current on time.
(a)

(b)


Fig. 3. Geometry of a two-cavity drift tube for (a) case I and (b) case II.


Fig. 4. Case I of the two-cavity configuration: the current diagrams provided by (a) theory and (b) simulation. The insets show sketched phase portraits of the beam.
induction was taken to be 5 T , and the energy of electrons injected was set equal to $e U_{0}=511 \mathrm{keV}(\gamma=2)$. For a monoenergetic hollow beam, the VBLC is given by the exact formula [14]

$$
\begin{equation*}
I_{\lim }^{\mathrm{exact}}=\frac{m c^{3}}{e} \frac{\left(\gamma^{2 / 3}-1\right)^{3 / 2}}{\left(\frac{\Delta r}{r_{b}}+2 \ln \frac{R}{b}\right)\left(1-\operatorname{sech} \frac{\mu_{1} L}{2 R}\right)} \tag{2}
\end{equation*}
$$

where $\mu_{1}$ is the first zero of the Bessel function $J_{0}(\mu)$.
As already mentioned, the simulation employed the KARAT code [13, 14]. It is useful for solving a wide range of problems in electrodynamics. The code embodies the explicit leapfrog scheme with the conservation of energy, using shifted meshes. Self-consistent solutions of Maxwell equations are thus generated. They are second-order accurate with respect to the coordinates and time. The relativistic equations of particle motion are treated by the PIC method.

The simulation was carried out on a $65 \times 210$ mesh. The accuracy was monitored with reference to the energy balance (its maximum deviation was within $2 \%$ ). It was assumed that the current $I_{0}$ injected at the left-hand end of the tube is a step function of time. Different levels of the beam current $I_{0}$ were taken. The minimum current at which a VC is formed, $I_{\text {lim }}^{\text {calc }}$, was compared with $I_{\text {lim }}^{\text {exact }}$ evaluated by (2). The results for three values of $R$ are shown in the table ( $L=20 \mathrm{~cm}, r_{b}=$ 1.01 cm , and $\Delta r=0.02 \mathrm{~cm}$ ). Note that a similar procedure has been performed with the RUBIN code, an early version of KARAT [15].

Another test for accuracy was based on the conception that transit current oscillates about the VBLC in the presence of a VC [16]. We computed the beam currents $\left\langle I_{\text {up }}(t)\right\rangle$ and $\left\langle I_{\text {down }}(t)\right\rangle$ (see table) at certain cross sections upstream and downstream of the VC, respectively (Fig. 2); their average values are included in the table. The currents vary identically because the total beam current flows through a closed circuit. Initially, the beam current equals the injection current $I_{0}$, with the latter exceeding the VBLC in magnitude. Once the VC has formed, the beam current begins oscillating about the VBLC, with $\langle I(t)\rangle=I_{\text {lim }}$, as anticipated. Thus, as follows from the table, the KARAT code can compute the VBLC with a good accuracy.

## DYNAMICS OF VC FORMATION IN A TWO-CAVITY DRIFT TUBE

Now that we have checked the capability of KARAT to evaluate the VBLC, let us investigate the behavior of an electron beam in a two-cavity drift tube (Fig. 3). Let us recall that a configuration similar to Fig. 3b but with no foil sheets was considered in [10]. This section pursues the study [11].


Fig. 5. The same as in Fig. 4 for case II.

Let the left- and the right-hand cavity be labeled 1 and 2 , respectively, and let the beam enter the drift tube at its left-hand end. In what follows, the nonzero numerals in subscripts refer to the corresponding cavities.

Current diagrams obtained with the formalism of [10] showed the following.

Case I: $I_{\lim 1}<I_{\lim 2}$ (Fig. 3a). Two regimes of electron flow are possible. (1) If $I_{0}<I_{\text {lim } 1}$, the beam passes through the tube with no reflection. (2) If $I_{0}>I_{\lim 1}$, then a $\mathrm{VC}_{1 l}$ is formed near the left-hand end of cavity 1. (From here on, the subscript $l$ or $r$ indicates the cavity end near which the VC is situated.)

Case II: $I_{\lim 1}>I_{\lim 2}$ (Fig. 3b). Four regimes of electron flow are possible. (1) If $I_{0}<I_{\lim 2}$, the beam passes through the tube with no reflection. (2) If $I_{\lim 2}<I_{0}<$ $1 / 2\left(I_{\lim 1}+I_{\lim 2}\right)$, then a VC $2 l$ forms. (3) If $1 / 2\left(I_{\lim 1}+\right.$ $\left.I_{\lim 2}\right)<I_{0}<I_{\lim 1}$, then $\mathrm{VC}_{2 l}$ and $\mathrm{VC}_{1 r}$ form. (4) If $I_{0}>$ $I_{\lim 1}$, then $\mathrm{VC}_{2 l}, \mathrm{VC}_{1 r}$, and $\mathrm{VC}_{1 l}$ forms and the beam portion between the $\mathrm{VC}_{1 r}$ and $\mathrm{VC}_{1 l}$ passes to the squeezed state. Under regime 4 , the $\mathrm{VC}_{2 l}$ arises earlier than the $\mathrm{VC}_{1 l}$ if $I_{0}-I_{\lim 1}$ is not too large; if the difference is high enough, the two VCs arise in reverse order. In what follows, $I_{c}$ denotes the current at which the $\mathrm{VC}_{2 l}$ and $\mathrm{VC}_{1 l}$ form simultaneously.


Fig. 6. Regime 2 for case II of the two-cavity configuration: beam evolution in the phase space.


Fig. 7. Regime 4 for case II of the two-cavity configuration: beam evolution in the phase space.


Fig. 8. Geometry of a three-cavity drift tube.

Our simulation yielded a different picture. In the current diagram for case I when $I_{\lim 2}-I_{\lim 1}$ is small, the borderland between the two regimes has a fine structure indicating that two or three VCs are possible (Fig. 4).

Also, this interval is shifted toward lower currents. As regards case II, we observed only a marked decrease in $I_{\lim 1}$ and $I_{\lim 2}$ : they are lower by a factor of about 2 (Fig. 5).

These findings were explained by analyzing the evolution of the phase portraits of the beam under different regimes. For example, consider regime 2 in case II. Figure 6 shows that the beam produces monotron Pierce instability [17], which arises against the background of the Bursian instability of VC formation and is related to shorter wavelengths. The Pierce instability causes a pronounced beam modulation in momentum. In this situation, at the separating sheet, the total number of electrons with energies lower than the injection energy is much larger than that of higher-energy electrons. Consequently, the electrons enter cavity 2 with lower energies [according to (1)], which results in a decreased $I_{\lim 2}$ and, hence, in restructuring the current diagrams.

Thus, we revealed that the Pierce instability is responsible for the shift and restructuring of the current diagrams for the two-cavity drift tube. Furthermore, we believe that forward- and backward-moving electrons (the two-stream state) cannot coexist in cavity 1 for long, since instabilities may arise in the beam, as suggested by the phase portraits with $\mathrm{VC}_{2 l}$ (cavity 2 ). It was estimated that the length of cavity 1 and the strengths of the forward and backward currents may be sufficient to produce two-stream instability [18].

We conducted a special investigation into this matter. It was found that there occurs another type of instability under the conditions in hand, namely, the formation of the squeezed state in the beam. This type of instability develops at a higher rate than the two-stream instability. The evolution of the phase portrait in this case is depicted by Fig. 7. Notice that the switching from the two-stream to the squeezed state is a wave phenomenon, in accord with [10-12]. The switching wave travels in the direction opposite to the forward stream with a speed estimated at $\approx 3 \times 10^{9} \mathrm{~cm} / \mathrm{s}$. Again, the domains favorable for the squeezed state were found to be shifted to lower currents.

## CURRENT DIAGRAMS OF A THREE-CAVITY DRIFT TUBE

For a three-cavity drift tube, we have to consider as many as six cases, some of them having up to ten regimes.

Here, we restrict ourselves to the case $I_{\lim 1}>I_{\lim 2}>$ $I_{\lim 3}$ (Fig. 8). Figure 9 presents a current diagram obtained by the simulation. Some regimes exist over narrow or even overlapping intervals of the current, making analysis difficult; therefore, the diagram displays six main intervals only. Figure 9 also shows the order in which VCs form. Just as with the two-cavity configuration, the limiting currents were found to be somewhat lower. The other cases can be represented by


Fig. 9. Current diagram for the three-cavity configuration.


Fig. 11. Microwave generation efficiency vs. beam current for the two-cavity configuration in case I.
similar diagrams, but the order of VC formation may change.

## EFFICIENCY OF MICROWAVE GENERATION IN SINGLE- AND TWO-CAVITY DRIFT TUBES

An important issue in microwave design is the efficiency with which electromagnetic radiation is generated. In the context of our study, this line of research should address two main problems: (1) What are the ways to make VCs emit in phase? (2) What are the ways to match the waves emitted with the oscillations resulting from the Pierce instability? Hopefully, there may be regimes under which the waves generated would amplify each other. The idea could be instrumental in creating more efficient vircators, which would use multiple VCs.


Fig. 10. Microwave generation efficiency vs. beam current for the single-cavity configuration.


Fig. 12. Microwave generation efficiency vs. beam current for the two-cavity configuration in case II.

To answer the above questions, the following investigation was performed. We consider a two-cavity configuration with an open output end, at which radiation conditions are defined. The profile of the magnetic field was tailored so as to allow the transit electrons to reach the wall of cavity 2 downstream of the rightmost VC. The trick enabled us to create a closed circuit for the transit current and to compute the electromagnetic

Table

| $R, \mathrm{~cm}$ | $I_{\text {lim }}^{\text {exact }}, \mathrm{kA}$ | $I_{\text {lim }}^{\text {calc }}, \mathrm{kA}$ | $\left\langle I_{\text {up }}(t)\right\rangle, \mathrm{kA}$ | $\left\langle I_{\text {down }}(t)\right\rangle, \mathrm{kA}$ |
| :---: | :---: | :---: | :---: | :---: |
| 2.0 | 5.55 | 5.6 | 5.59 | 5.63 |
| 2.5 | 4.12 | 4.1 | 4.14 | 4.12 |
| 3.0 | 3.51 | 3.4 | 3.50 | 3.51 |

wave emerging from the drift tube. In this way we evaluated (1) the flux $P$ of the Poynting vector through the tube cross section near the output end and (2) the generation efficiency $\eta=100 \% P / I_{0} U_{0}$.

Earlier [19], the problem of maximizing the generation efficiency and power was solved analytically and numerically for a single-cavity configuration. The analytical treatment yielded that the generation efficiency is maximum at $I_{0}=2 I_{\text {lim }}$ and that the power is maximum at $I_{0}=3 I_{\text {lim }}$. These conclusions were supported by the numerical simulation [19]. However, the analysis neglected the Pierce instability and the simulation used a large step size for $I_{0}$.

Our investigation covers a single-cavity drift tube as well. We closely examined the dependence of $\eta$ on the injection current $I_{0}$ for $R=2 \mathrm{~cm}$ (see the table). An example is given in Fig. 10. It shows that the maximum efficiency ( $14 \%$ ) relates to the Pierce instability, when no VC forms, and that the local minima of $\eta\left(I_{0}\right)$ are at $I_{0}=I_{\mathrm{lim}}, 2 I_{\mathrm{lim}}, 3 I_{\mathrm{lim}}$, and so on. Similar behavior was observed for the other values of $R$.

The two-cavity case (Fig. 3a) is illustrated by Figs. 11 and 12 . Note that the currents that minimize $\eta$ are the limiting currents refined (see the section on the dynamics of VC formation in a two-cavity drift tube). These results have yet to be understood. As a possible explanation, we conjecture that the increment $\delta$ of the Bursian instability is very small when the injection current is near limiting currents: $\lim _{\left(I_{0}-I_{\text {lim }}\right) \rightarrow 0} \delta=0$ [3].

## CONCLUSIONS

We have computed the limiting currents and simulated the dynamics of a magnetized electron beam in composite drift tubes with multiple VCs. The main findings are as follows.

For a single-cavity tube, the computed values of the limiting current are very close to those given by the exact formula.

For two- and three-cavity tubes, the values of the limiting currents are lower than those reported previously, which results in shifted or even restructured current diagrams. The values refined appear to reflect the build-up of Pierce instability.

The transition to the squeezed state is a wave phenomenon. The domains with the squeezed state are also found to be shifted toward lower currents.

The microwave generation efficiency as a function of injection current is minimum if the current equals a limiting value. This behavior may be due to a decrease in the corresponding increments of the Bursian instability.
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#### Abstract

The surface and surface layers of $\mathrm{Co}_{x} \mathrm{Cu}_{100-x}$ inhomogeneous thin films irradiated by an oxygen ion beam for a long time (to 100 min ) are studied. The films are obtained by electrolytic deposition. With X-ray photoelectron spectroscopy and conversion electron Mössbauer spectroscopy, it is shown that the irradiation leads to the formation of an oxidized surface layer. The continuity and thickness of the layer depend on the roughness of the initial film. For a cobalt content of $8 \leq x \leq 20 \mathrm{at} . \%$, the oxide layer is continuous and nonuniform in thickness, the mean thickness being estimated at several tens of nanometers. The interface between the layer and the underlying film is sharp. The films irradiated are smoother than the as-deposited ones. The formation of the oxide layer is treated in terms of a qualitative model. © 2001 MAIK "Nauka/Interperiodica".


## INTRODUCTION

Low-temperature oxidation of metals and thin metal films has been the subject of much investigation over many years because of its fundamental and practical importance [1,2]. The structure and properties of inhomogeneous CoCu films have been extensively studied over the past 20 years [3]. These films seem to be promising for the practical implementation of the giant magnetoresistance effect at room temperature. The stability of the films against environmental effects, corrosive gases, and irradiation by charged particles is less well understood. However, thin-film-based electronic devices frequently operate under severe environmental conditions. The effect of ion irradiation on the properties of electrodeposited inhomogeneous CoCu films was reported in [4, 5]. It was shown that long-term lowenergy oxygen ion irradiation produces an oxidized layer on the film surface. This layer stabilizes the properties of the initial films and prevents their degradation during temperature cycling (from -50 to $+150^{\circ} \mathrm{C}$ ) in air. In this work, we explore the properties of the oxide layer further so as to establish possible formation mechanisms.

## EXPERIMENT

$\mathrm{Co}_{x} \mathrm{Cu}_{100-x}(x=5-20$ at. $\%$ ) inhomogeneous films used in this work were obtained with the technique developed in [3]. Substrates were pyroceramic plates covered by an amorphous nickel phosphide layer, as well as copper and aluminum foils. The thickness of the films was no more than $2.5 \mu \mathrm{~m}$. Some of the films deposited on the aluminum foil were doped by ${ }^{57} \mathrm{Fe}$ isotopes during electrodeposition. The concentration of
the isotopes was no more than $1 \mathrm{at} . \%$. Tentative studies have shown that the undoped and iron-doped films have similar X-ray diffraction spectra and surface morphologies, as well as equal resistivities.

The films were irradiated in a vacuum setup with a residual pressure no higher than $1 \times 10^{-3} \mathrm{~Pa}$. The oxygen pressure did not exceed $8 \times 10^{-3} \mathrm{~Pa}$. Radiation from a wide-aperture ion source with a hollow cold cathode was employed [6]. The energy and current density of the oxygen ions were $E=650 \mathrm{eV}$ and $j=0.25 \mathrm{~mA} / \mathrm{cm}^{2}$, respectively.

The films to be irradiated were mounted on a movable water-cooled support. The temperature was kept with an accuracy of $1^{\circ} \mathrm{C}$ by chromel-alumel thermocouples. During the irradiation, the film temperature was no more than $50^{\circ} \mathrm{C}$. This was provided by using the continuous-periodic regime of irradiation. In a single vacuum cycle, the films were repeatedly irradiated for 5 min and then cooled for 6 min until a required irradiation time was achieved. The total irradiation time was taken as the irradiation duration.

During the irradiation, products of surface sputtering were deposited on single-crystal silicon wafers thinned down to $50 \mu \mathrm{~m}$ and then were examined by electron probe analysis and optical methods. Since the surface of the samples was very rough and irregular, the sputtering process was characterized by the intensity of sputtering rather than by its rate. The sputtering intensity was defined as the weight of the deposit that was sputtered in a unit time across a unit surface area onto the mirror surface of the single-crystal silicon wafers. To collect the necessary amount (weight) of the deposit, several films of the same composition and of
the total surface area $40 \mathrm{~cm}^{2}$ were sputtered simultaneously.

The composition of the surface layer and the nature of chemical bonds in it were examined with X-ray photoelectron spectroscopy (XPS). A magnesium anode ( $\mathrm{Mg} K_{\alpha}$ radiation with a photon energy of 1253.6 eV ) was used as an X-ray source. The resolution of the electrical analyzer was 0.5 eV , and the escape depth of photoelectrons was no more than 15 nm . The bond energy scale was calibrated against the $\mathrm{Cu}\left(K_{L M M}\right)$ line with an energy of 918.6 eV . The lines $\mathrm{C}(1 x), \mathrm{O}(1 s), \mathrm{Co}(2 p)$, and $\mathrm{Cu}(2 p)$ were recorded.

The surface morphology and the composition of the surface layer (to a thickness of 150 nm ) were examined with an SEM equipped with an energy dispersion X-ray spectrometer.

The surface layer (to a depth of 150 nm ) was also studied by conversion electron Mössbauer spectroscopy (CEMS). ${ }^{57} \mathrm{Co}$ isotopes embedded in the Rh
matrix served as a gamma source. Isomeric chemical shifts were found with respect to $\alpha-\mathrm{Fe}$.

The resistivity of the films was measured with the standard four-point probe technique [7].

## EXPERIMENTAL RESULTS

In appearance, the as-deposited films can be subdivided into two groups. Those from group 1 ( $\mathrm{Co}<8$ at. \%) have a rough and dull surface. The films from group 2 ( $\mathrm{Co}>8 \mathrm{at} . \%$ ) have a mirror surface with metallic luster. A fragment of an as-deposited $\mathrm{Co}_{6} \mathrm{Cu}_{94}$ film with the highly rough surface is shown in Fig. 1a ( $\times 1500$ and $\times 10000$ magnifications). The smoother surface of an as-deposited $\mathrm{Co}_{11} \mathrm{Cu}_{89}$ film is shown in Fig. 1b (the same magnifications).

During the irradiation, the sheet resistivity of the films grows and the sputtering intensity drops. For the group-1 films, the sheet resistivity does not saturate,


Fig. 1. Surface of the as-deposited CoCu films. The cobalt content is (a) 6 and (b) $11 \mathrm{at} . \%$.
while the resistivity of the films from group 2 exhibits a plateau after 40 -min irradiation. For both groups, the sputtering intensity sharply drops within the first $10-$ 15 min and then varies insignificantly. Simultaneously, the films change color. The group- 1 films turn dark. The group-2 films change initial metallic luster to blue color (within 40 min of irradiation), which is subsequently retained.

Long-term (for more than 40 min ) irradiation noticeably changes the surface relief. Large irregularities on the surface of the $\mathrm{Co}_{6} \mathrm{Cu}_{94}$ film irradiated (Fig. 2a) become smoother. The spread in their sizes and their mean size decrease compared with the asdeposited films (Fig. 1a). The relief is also smoothed out for the group-2 films: fine irregularities coalesce to form larger clusters and surface asperities flatten (Fig. 2a).

Electron probe microanalysis data show that the irradiation changes the composition of the surface layer
(to a depth of $0.1 \mu \mathrm{~m}$ ). It becomes enriched with copper (but by no more than $10 \%$ against the initial composition). However, the mean composition of the film before and after the irradiation remains the same.

Postirradiation XPS spectra for the group-1 and group-2 films differ. Figures 3 and 4 demonstrate the $\mathrm{C}(1 s), \mathrm{O}(1 s)$, and $\mathrm{Cu}(2 p)$ lines for the $\mathrm{Co}_{6} \mathrm{Cu}_{94}$ and $\mathrm{Co}_{11} \mathrm{Cu}_{89}$ films before and after $50-\mathrm{min}$ irradiation. For the as-deposited films from both groups, the photoelectron $\mathrm{C}(1 s)$ and $\mathrm{O}(1 s)$ lines are rather broad, which is usually associated with the fact that carbon and oxygen atoms form various chemical bonds on the surface and in the surface layer [8]. As follows from the changes in these lines, the carbon content on the surface increases for the group-1 films and decreases for the films of group 2. However, it is known [9] that irradiation by low-energy ions removes carbon from the surface and increases the oxygen content. This is observed for the group- 2 films. The rise in the intensity of the $\mathrm{C}(1 s)$ line


Fig. 2. Surface of the oxygen-irradiated CoCu films (irradiation time 50 min ). The cobalt content is (a) 6 and (b) 11 at. $\%$.


Fig. 3. XPS spectra for the (a) as-deposited and (b) irradiated (for 50 min ) CoCu films with the Co content 6 at. \%.
for the group- 1 films may be related to specific features of sputtering of the very rough surface (Figs. 1a, 2a), where the sorptive capacity of "shaded" areas (beyond the reach for irradiation) increases because of the accumulation of products of resputtering there. The slight growth of the oxygen content is also observed for the first group.

After the irradiation, the XPS $\mathrm{Cu}(2 p)$ line for group 1 slightly shifts toward higher bond energies and its intensity somewhat grows. For group 2, prior to the irradiation, this line has a small peak at energies slightly less than 932.5 eV and a higher and sharper peak at greater energies. After the irradiation, the line becomes stronger and has two peaks with nearly the


Fig. 4. The same as in Fig. 3 for the films with the Co content 11 at. \%.
same heights at energies slightly less and slightly more than 932.5 eV . The peaks are 1 eV apart. Such postirradiation modifications of the $\mathrm{Cu}(2 p)$ line may be interpreted as the formation of CuO oxide on the surface [10]. The rise in the intensity of the $\mathrm{Cu}(2 p)$ line for the films of both groups can be explained by smoothening the surface relief. In this case, the relative surface area that is parallel to the film plane (normal to the direction of ion incidence) increases and, hence, the probability of photoelectron escape from the surface grows. According to Figs. 1a and 2a, for group 1, large irregularities flatten for the most part and smoothing is less pronounced than for the films of group 2 (Figs. 1b, 2b).

In the latter case, smoothing is more distinct and takes place over the entire surface.

Both before and after the irradiation, the XPS $\mathrm{Co}(2 p)$ lines are broken and faint even for the films with a Co content as high as $20 \mathrm{at} . \%$. Therefore, we failed to treat changes in the cobalt state on the surface. Note, however, that the magnetic and crystallographic properties of inhomogeneous CoCu films in general and those obtained by electrodeposition in particular [11] depend on the uniformity of the cobalt distribution over the copper matrix and on the state in which cobalt particles are present. The $\operatorname{Co}(2 p)$ lines obtained indicate at least that the cobalt clusters are absent on the surface on the copper matrix. This is indirect evidence that the cobalt distribution in electrodeposited CoCu films is highly uniform, which agrees with earlier results [3, 11].

Electron probe analysis data for the material deposited on the silicon wafers show that the cobalt content in the deposit differs from the mean content of cobalt in the films subjected to irradiation by no more than $10 \%$ and does not depend on the irradiation time. Therefore, the low intensity of the cobalt lines even if its amount in the films is high may be an indication of its specific state in the surface layer of the films.

CEMS spectra for $\mathrm{Co}_{6} \mathrm{Cu}_{94}, \mathrm{Co}_{11} \mathrm{Cu}_{89}$, and $\mathrm{Co}_{20} \mathrm{Cu}_{80}$ films that were recorded before irradiation and after $50-\mathrm{min}$ irradiation are shown in Fig. 5.

For the as-deposited $\mathrm{Co}_{6} \mathrm{Cu}_{94}$ film (Fig. 5a), the spectrum consists of two lines of roughly equal intensities. The spectrum was analyzed within the model of two singlets as applied to the iron ion positions. The lines are characterized by the isomeric shift $\delta_{1}=$ $0.24 \mathrm{~mm} / \mathrm{s}$ (on the right) and $\delta_{2}=-0.09 \mathrm{~mm} / \mathrm{s}$ (on the left). The value of $\delta_{1}$ corresponds to the solid solution of iron in copper [12]. The second component, $\delta_{2}$, is related to iron atoms with CoCu around. The introduction of Co atoms causes a decrease in the concentration of $d$ electrons around the iron atoms and, hence, an increase in that of $s$ electrons. The latter effect leads to a decrease in the isomeric shift, which is observed experimentally. The insignificant broadening of the singlets ( $\Gamma=0.35-0.40 \mathrm{~mm} / \mathrm{s}$ ) is due to local inhomogeneities in the surroundings of the resonant atom. The irradiation of the $\mathrm{Co}_{6} \mathrm{Cu}_{94}$ film by oxygen ions causes no appreciable changes in the initial spectrum (Fig. 5b). This means that the local state of the iron atoms remains the same and that the effect of the irradiation on the composition of the surface layer about 150 nm thick is negligible.

The spectrum of the initial $\mathrm{Co}_{11} \mathrm{Cu}_{89}$ alloy (Fig. 5c) is in many ways similar to that of $\mathrm{Co}_{6} \mathrm{Cu}_{94}$. The only difference is the change in the ratio of the intensities of the partial lines in the spectrum. The ratio of the integral intensities of the right- and left-hand components is about $85 \%$ in this case. This means that iron is incorporated into the combined CoCu environment more
readily than into the purely copper one. This statement is corroborated by the higher concentration of cobalt in the initial composition of the film. One more feature is worth noting. The difference in the positions of the peaks on the velocity axis for the as-deposited $\mathrm{Co}_{6} \mathrm{Cu}_{94}$ and $\mathrm{Co}_{11} \mathrm{Cu}_{89}$ films is the same. In the case of a doublet, this difference depends on the amount of quadrupole splitting. A change in the $\mathrm{Co} / \mathrm{Cu}$ ratio in the system would alter the electric field gradient across the iron nucleus and, hence, the amount of quadrupole splitting, which is not the case. Thus, our model for spectrum analysis, which deals with two singlets instead of one doublet, seems to be valid.

The spectra for inhomogeneous oxygen-irradiated and as-deposited $\mathrm{Co}_{11} \mathrm{Cu}_{89}$ films (Figs. 5b, 5d, respectively) considerably differ. After the irradiation, the spectrum broadens and its centroid shifts toward positive velocities. In Fig. 5d, the hyperfine lines are poorly resolved in the spectrum, presumably because of the redistribution of their intensities. Simultaneously, the intensity at the center of the spectrum grows and a new component appears in the positive range of velocities. Therefore, this experimental spectrum can be considered as consisting of two singlets and one doublet. For the singlets, the isomeric shifts do not change after the irradiation. It can therefore be argued that the $\mathrm{Fe}-\mathrm{Cu}$ and $\mathrm{Fe}-(\mathrm{CoCu})$ environments around the resonant atom are retained and a new component with a quadrupole doublet appears. The isomeric shift and the amount of quadrupole splitting for the doublet are found to be $\delta=0.46 \mathrm{~mm} / \mathrm{s}$ and $\Delta E=0.80 \mathrm{~mm} / \mathrm{s}$. Such values are typical of the ${ }^{57} \mathrm{Fe}$ Mössbauer spectrum taken from CuO oxide [12, 13]. Along with the copper oxide, cobalt oxides may form. CEMS studies of CoO using impurity iron atoms were reported in [14]. At 298 K , the spectrum had two isolated lines with the isomeric shifts $\delta_{1}=0.22 \mathrm{~mm} / \mathrm{s}$ and $\delta_{2}=0.87 \mathrm{~mm} / \mathrm{s}$. The former corresponded to the $\mathrm{Fe}^{3+}$ oxidation state in the cobalt oxide, and the latter was assigned to the $\mathrm{Fe}^{2+}$ state. The ${ }^{57} \mathrm{Fe}$ Mössbauer spectral lines in the copper and cobalt oxides partially overlapped. The doublet in the $\mathrm{Co}_{11} \mathrm{Cu}_{89}$ film irradiated is also broadened; therefore, the possibility of cobalt oxide formation in the $150-\mathrm{nm}-$ thick surface layer must not be ruled out. This is also supported by the fact that the intensity of the $\mathrm{Fe}-\mathrm{Cu}$ and $\mathrm{Fe}-(\mathrm{CoCu})$ singlets decreases after the irradiation, indicating that some copper and cobalt atoms produce associated oxides.

The spectrum of the as-deposited $\mathrm{Co}_{20} \mathrm{Cu}_{80}$ film (Fig. 5e) has two lines with the isomeric shifts $\delta_{2}=$ $-0.14 \mathrm{~mm} / \mathrm{s}$ and $\delta_{1}=0.30 \mathrm{~mm} / \mathrm{s}$. They refer to iron atoms in the $\mathrm{Fe}-(\mathrm{CoCu})$ and $\mathrm{Fe}-\mathrm{Cu}$ environments. The minor decrease in the isomeric shift for the first line is due to a larger number of cobalt atoms around iron because of the larger cobalt content in the alloy. The irradiation causes changes (Fig. 5f) similar to those for


Fig. 5. CEMS spectra for the ( $a, c, e$ ) as-deposited and (b, d, f) oxygen-irradiated CoCu films. The Co content is (a, b) 6 , ( $c, d$ ) 11 , and (e, f) 20 at. \%.
the $\mathrm{Co}_{11} \mathrm{Cu}_{89}$ film (Fig. 5d). The partial components of both spectra also behave in a like manner.

On the whole, the CEMS spectra of the oxygen-irradiated films with the cobalt content $x \geq 8$ at. \% testify that the oxide layer does form on the surface, its average thickness being several tens of nanometers.

To directly measure the thickness of this oxide, the films with $x \geq 8$ at. $\%$ were exposed to $0.5-\mathrm{keV}$ argon ions with a beam current density of $0.3 \mathrm{~mA} / \mathrm{cm}^{2}$. The oxide was removed for $3-5 \mathrm{~min}$, as indicated by metallic luster recovered and the resistivity value close to that for the nonirradiated films.

## DISCUSSION

Thus, we studied long-term low-temperature $\left(50^{\circ} \mathrm{C}\right)$ irradiation of electrodeposited inhomogeneous CoCu films (with the cobalt content $x=6-20$ at. \%) by lowenergy ( $E=650 \mathrm{eV}, j=0.25 \mathrm{~mA} / \mathrm{cm}^{2}$ ) oxygen ions. The basic results are as follows.
(i) A continuous layer nonuniform in thickness and consisting of cobalt and copper oxides forms on the surface of the films where the Co content varied from 8 to $20 \mathrm{at} . \%$. It is several tens of nanometers thick and favors surface planarization.
(ii) After the irradiation, the surface of these films becomes free of organic impurities.
(iii) The structure of the layer is essentially dependent on the surface roughness of the as-deposited films.

Based on the aforesaid, we have developed a qualitative nonthermal model of an oxide layer growing on the oxygen-irradiated surface to a thickness of several tens of nanometers. The overall process is subdivided into three stages. At the first stage, lasting 10 min , oxide islands about 1 nm thick form directly by the action of reactive oxygen ions on those areas oriented normally to the direction of ion incidence. On these oxidized areas, the rate of sputtering slows down in comparison with the bare surface because of the difference in the partial sputtering yields for the metals and their oxides $[15,16]$. Subsequently, the relative surface area normal to the direction of ion incidence slowly increases, because unoxidized microasperities are sputtered out and oxidized products of sputtering are removed (resputtered) from areas accessible to the ion beam to those beyond its reach (shaded). Eventually, the microasperities on the as-deposited films flatten and the mean thickness of the oxide layer increases. At the third stage (the irradiation time is more than 40 min ), the processes of sputtering and oxide formation equilibrate. At this stage, the oxide is present on the surface and the film condition remains almost unchanged for as long as the mass sputtered is much less than the mass of the initial film.

It should be noted that this mechanism also applies to CoCu films where the Co content is less than $8 \mathrm{at} . \%$. In this case, however, the very rough initial surface precludes the formation of a continuous oxide layer because of the impossibility to fill large surface irregularities by products of resputtering.

That a continuous oxide layer can be grown on the surface of electrodeposited CoCu films directly by the action of oxygen ions at $50^{\circ} \mathrm{C}$ may be of practical significance in our opinion. This layer can prevent the degradation of the films under severe environmental conditions [1]; hence, the magnetic properties of the asdeposited and long-stored films will be nearly the same. In addition, the oxide layer can serve as a transition or an insulating layer in fabricating multilayer microelectronic devices based on these films.
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#### Abstract

The advantages and disadvantages of carbon fibers and graphite plates with a developed surface as field-emission cathode materials are discussed. Experimental data for the chemical composition of the materials and the effect of thermal annealing on their structure and emission properties are presented. A correlation between the work function and the amount of cesium implant is studied. The feasibility of preparing planar cold cathodes with a developed surface by means of radiation technologies is considered, and the evolution of the emitting surface during bombardment by low-energy residual gas ions is traced. Cold cathode designs for various applications are recommended. © 2001 MAIK "Nauka/Interperiodica".


## INTRODUCTION

The idea of using carbonaceous materials as fieldemission (FE) cathodes was first realized in 1972 [1]. In pioneering works [2, 3], experiments were performed with carbon fibers [4]. Earlier, beginning in 1957, carbides of refractory metals as FE cathodes have been applied [5]. Later, a variety of reports dealing with FE cathodes made of various bulk carbonaceous materials with a developed surface appeared (see, e.g., [6, 7]). Interest in using carbonaceous materials in emission electronics has been aroused primarily because they are compatible with industrial vacuum conditions. The basic arguments in favor of carbon fibers as FE cathodes are as follows. (1) They do not require special sharpening (the surface of fracture of the fiber contains emitting centers) and are stable against bombardment by residual gas ions, which takes place in high-voltage devices and in those operating in an industrial vacuum; (2) during sputtering, their surface structure remains dynamically stable and retains a sufficient number of emitting centers (it has been established that, as one centers disappear, other arise under such conditions); and (3) the fibers do not deteriorate vacuum conditions and are produced by many manufacturers; hence, they are relatively cheap. Of importance also is that they are produced in the form of bundles containing several hundred or thousands of individual fibers.

To date, many patents concerning the designs of fiber-based FE cathodes have been published (see [8] and references therein). An example is an FE cathode incorporated into an emitting device with memory functions (US Patent no. 4728851). It consists of a single fiber of diameter $2.0 \mu \mathrm{~m}$ corona-tapered to form an apex of diameter $0.2 \mu \mathrm{~m}$. An FE cathode for a pulsed source of electrons is described in US Patent no. 4272 699. This cathode consists of a bundle of carbon fibers from 2.0 to $10.0 \mu \mathrm{~m}$ in diameter, each having
the emitting surface obtained by simply cutting the fibers without using special procedures. US Patent no. 5588893 [9], which is the latest and perhaps the most informative in this field, describes the design of the cathode and method of fabrication. Up to now, encouraging results of using radiation technologies in creating or processing FE cathodes made of bulk carbon plates or plates of highly oriented pyrolytic graphite (HOPG) have been obtained [1].

Today, however, nanometer carbon clusters, in particular, nanotubes-extended structures largely consisting of hexatomic rings [11, 12]-seem to be the most promising carbon material for FE cathodes. Their emission properties were qualitatively considered in [13], and in [14], the work function in the nanotubes was estimated at about 1 eV . If this unique value is confirmed, FE cathodes made from carbon nanoclusters will have no equals in the majority of cases.

In this work, we discuss the advantages and disadvantages of cold cathodes made from carbon fibers and carbon plates with a developed surface and report recent experimental results concerning these cathodes. Conceptually, many of the results will be considered in subsequent papers. This article to some extent summarizes our original works.

## EXPERIMENT

The geometry of the FE cathodes was examined with conventional scanning electron microscopy (the operating surface of the fibers) and scanning tunnel microscopy (the surface of the bulk cathodes with a developed surface). The elemental composition of the cathode material was studied with magnetic-scan mass spectrometers and solid-state laser ion sources. The internal structure of the fibers was investigated by the X-ray diffraction method. The emission properties of
the cathodes were studied in a specially designed computerized setup [15]. Its vacuum chamber is made of stainless steel and has high-voltage bushings and a watch window. The original part of the chamber is a positioner that can control the spatial arrangement of the components of the measuring system (cathode, modulator, and anode) with a high accuracy. The anode diameter varies between 10 and 40 mm according to the cathode type and design (individual carbon fibers, bundle of fibers, nanotubes, silicon or tungsten tips, or planar carbon or graphite plates with a developed surface), anode-cathode distance, and aim of experiments. The temperatures of the anode and modulator are measured with temperature sensors. The uniformity of the emission current is estimated using all-metal and sectional (up to four sections in the form of a circular arc) anodes. As modulators, grids of various transparencies, perforated plates, wires, etc. are used. The electronic unit of the setup, the core of the data acquisition and processing system, includes programmable power supplies, a divider, an amplifier, and an L-264 card connected to a computer. The system is adjusted and controlled by a DMM-VC-506 multimeter (Conrad Electronic GmbH , Germany). It passes digital data for the emission currents and the temperatures of the setup elements to the computer, where the information is processed and then used to construct $I-V$ characteristics (including in the Fowler-Nordheim coordinates), dependences of the temperatures on the emission currents, etc.

In experiments where the emission properties of the materials and the efficiency of the cathodes and entire modules were studied, the necessary potential difference was provided by HCN $35-6500$ and HCN 3512500 power supplies (both from F.u.G. Electronic GmbH , Germany), which can also operate in the current source mode. This mode was used when we investigated the stability of the cold cathodes against longterm bombardment by residual gas ions. The voltage applied to the anode and to the modulator was positive, since the material of the chamber markedly affects the electric field distribution in the interelectrode gap. Both power supplies are equipped with analog-to-digital converters (ADCs) and are connected to the computer, which specifies time parameters and a voltage-varying program. The voltage values, as well the currents and temperatures, are filed in the digital form using the L-264 ADC card embedded in the computer. The card serves as a device for data input, output, and processing (in both the analog and digital forms). The card also has an ADSP-2105 off-line signal processor, which provides analog data input and analysis and generates a report on measurement results. During the adjustment and calibration of the entire data acquisition and processing system, graphic and numeric data obtained with the computer are compared with processed experimental data obtained with the DMM-VC-506 digital multimeter. In both cases, instantaneous values of the parameters measured are displayed in real time.

## COMPOSITION OF THE CARBONACEOUS MATERIALS

The elemental identification of the materials was performed with the MI-1201 mass spectrometer and ÉMAL-2 mass spectrograph (both from AO Selmi, Sumy, Ukraine). We studied UKN-P, UKN-400, UKN5000, VMN-RK, VMN-4, VÉN-280, and Kulon-P poly(acrylonitrile) fibers (all from the All-Russia Research Institute of Polymer Fibers, RIPF [16]); T-50 and T-300 poly(acrylonitrile) fibers from Thornel (USA); carbon fibers made from R-25 and R-75 isotropic petroleum pitch from Thornel (USA) [17]; and pilot samples of cellulose hydrate-based fibers from the RIPF. Also, we analyzed MPG-6, MPG-8, KPG, GMP1011, GR-1, GR-280, and VPG domestic nuclear graphites and domestic HOPG. It was found that all the materials have a considerable amount of impurities (up to $3 \%$ ). These are nitrogen ( 2 to $2.3 \%$ ) and $\mathrm{F}, \mathrm{Na}, \mathrm{Mg}$, $\mathrm{Al}, \mathrm{Si}, \mathrm{S}, \mathrm{Cl}, \mathrm{Ca}, \mathrm{K}, \mathrm{Ti}, \mathrm{Fe}, \mathrm{Cr}, \mathrm{Ni}, \mathrm{Co}, \mathrm{Cu}, \mathrm{Zn}$, and Sr (several hundredths of a percent each). The amount of the impurities markedly depends on the type of the material. One can suggest that this is the basic reason for the difference in the mechanical and emission properties of the carbonaceous materials, as well as in their stability against bombardment by low-energy ions in the FE current generation mode under conditions of an industrial vacuum. Some results on the elemental composition of the materials are available from the appendices to the quarterly reports on project no. 467-97, which is supported by the International Research Center. Altogether, the results will be published in the preprint of the Institute of Theoretical and Experimental Physics (currently in press).

## ANNEALING OF CARBON FIBERS

It was reported $[18,19]$ that thermal treatment of carbon fibers improves their field emission capacity. For the majority of the fibers, heat treatment at $500^{\circ} \mathrm{C}$ for 10 min seems to be optimal. It is believed that heating "improves" the internal structure of the fibers, making it optimal for the formation of a developed working surface that is dynamically stable against ion bombardment.

To gain a better understanding of this phenomenon, we investigated the evolution of the phase state of several types of the fibers during annealing with an HZG4A X-ray diffractometer (Carl Zeiss GmbH, Germany). In X-ray experiments, the fibers in the cell were packed parallel to each other, perpendicularly to each other, or in a random way. The X-ray tube has a copper target ( $\lambda=0.154 \mathrm{~nm}$ ) and a nickel filter. Fibers annealed in air in an LM 111.10 furnace (Linn Elektro Therm GmbH, Germany) at $100,300,500$, and $600^{\circ} \mathrm{C}$ for 10 min were examined. Typical results for UKN-400 poly(acrylonitrile) fibers are shown in Fig. 1. The fibers are highly amorphous. The spectrum has a single peak, which corresponds to the interplanar spacing $d=0.36 \mathrm{~nm}$. The


Fig. 1. Diffraction patterns from the $(*)$ unannealed reference sample and from UKN-400 poly(acrylonitrile) fibers annealed at (■) 100 , (土) 300 , ( $\times$ ) 500 , and (*) $600^{\circ} \mathrm{C}$ for 10 min .


Fig. 2. Calculated number of ions striking the surface of the carbon tip in a second for the gas pressure $P_{0}=10^{-4} \mathrm{~Pa}$ and the voltage $V_{0}=5.0 \mathrm{kV}$.
half-width of the peak is about 0.15 nm , indicating a low degree of ordering. This diffraction pattern gives no chance to judge the degree of texturing of the fibers and the effect of annealing (in the range $100-600^{\circ} \mathrm{C}$ ) on the structure and phase state of the fibers.

The SEM examination (XL 30 TMP scanning electron microscope from the Philips Electron Optics, Netherlands) of the working surfaces of individual fibers after they had been trained for about 1 h at a voltage of $\geq 5 \mathrm{kV}$ and a residual pressure on the order of $1 \times$ $10^{-4} \mathrm{~Pa}$ showed that the most developed surface is
observed for the fibers annealed at $T \leq 400^{\circ} \mathrm{C}$ or not heat-treated at all. Hence, we can conclude that heat treatment at the above temperatures merely removes (completely or partially) the organic binder from the bundles. The binder benefits the formation of the developed fiber surface during ion bombardment in the FE current generation mode. On the other hand, its presence (even in minor amounts) plagues the use of the bundles as FE cathodes and makes it difficult to maintain necessary vacuum conditions in sealed-off glass tubes.

## ION BOMBARDMENT OF THE SURFACE: COMPUTER SIMULATION AND EXPERIMENTAL DATA

It is known that the continuous bombardment of the cathode surface by residual gas ions is one of the most important effects that accompanies field emission and strongly affects its parameters. The ions are generated in the interelectrode space by the electron impact mechanism. This effect becomes of special importance when the cathode operates at a pressure of about $10^{-4} \mathrm{~Pa}$ and the voltage across the diode gap is several kilovolts [20].

To estimate the effect, we elaborated a procedure to compute and predict the variation of the cathode surface during long-term operation. The essence of our approach is the rigorous quantitative estimation of radiation load on FE cathodes. When analyzing the formation and evolution of the surface relief of the cathodes, we take into account the following factors: (1) the initial geometry of the surface; (2) the structure and chemical composition of the cathode material, including the composition of the surface layer; (3) the composition and pressure of the gas in the operating space; (4) the energy distribution of the ions; and (5) the parameters of ion sputtering of the surface (sputtering yield and possibility of resputtering) and type of sputtering (chemical, physical, atomwise, or cluster) [21-23]. The radiation load was estimated by the formulas derived in [24] and modified for the multi-tip surface with overlapping electron flows. The load was estimated with a specially developed computational program for pure compact carbon, porous carbon, tungsten, tungsten carbide, and tungsten oxide that are irradiated by ions of pure $\mathrm{H}_{2}, \mathrm{D}_{2}$, He, and Ar. By way of example, Fig. 2 plots the calculated number of ions striking the surface of the carbon tip per unit time, $N_{i}$, and Fig. 3 shows the time variation of the volume of the carbon and tungsten FE cathodes that is sputtered by He ions. It follows from the calculations that the carbonaceous materials do not have any advantages over the other materials in terms of radiation hardness and material loss (here we do not consider carbon nanoclusters [12], which call for special theoretical and experimental investigation).

Using the original experimental technique (it was described in part in $[25,26]$ ), we measured the sputter-


Fig. 3. Calculated time variation of the volume of the (1) tungsten and (2) carbon FE cathodes that is sputtered by He ions (ideal tips). The gas pressure $P_{0}$ is $10^{-4} \mathrm{~Pa}$, and the voltage $V_{0}$ is 5.0 kV .
ing yields $Y_{s}$ for the carbonaceous materials considered in a wide range of energies. It was shown that, for the graphites, $Y_{s} \leq 0.5$ atom/ion when the maximum energy of residual ions is $V \approx 8 \mathrm{keV}$. For the carbon fibers, $Y_{s}$ is more than one order of magnitude higher even if the "resputtering" of carbon atoms onto working surface asperities is taken into consideration. Thus, for the bulk graphite cathodes with a developed surface, the sputtering (removal) of surface atoms may substantially change the surface relief and, thereby, the emission parameters after long-term operation. In the case of the fibers, the sputtering process (including cluster sputtering) will cause extensive mass transfer from the cathode to the anode (or to the modulator).

## RADIATION TECHNOLOGIES FOR FIELD-EMISSION CATHODE FABRICATION

It has been shown recently $[7,10]$ that the irradiation of bulk carbonaceous materials by various particles may successfully be used for fabricating flat FE cathodes with a developed surface. The surface irradiated may be irregular (see, e.g., Fig. 4) or have a periodic relief (Fig. 5). The surfaces of HOPG and MPG-6 highstrength nuclear graphite (both irradiated by protons, a laser-induced plasma, cesium ions, and fission fragments) were thoroughly examined by STM [27], which is known to quantitatively characterize the degree of surface development in terms of fractal dimensions [28,29]. The experiments were performed with an SMM-2000T scanning multimicroscope operating in air (KPD Company Ltd., Russia). The HOPG surface irradiated by $\mathrm{Xe}^{+}$ions is shown in Fig. 6. Concurrently, $I-V$ characteristics were taken from each of the samples. For a developed surfaces, they qualitatively agreed (typical $I-V$ curves are presented in [7]). The emissive power (current per unit emitting surface area) increased with the fractal dimension. This dependence was not linear but tended to saturation.

## REDUCTION OF THE WORK FUNCTION

As is known, carbonaceous materials rank below many others in emission properties and primarily in work function ( $\varphi \approx 4.7 \mathrm{eV}$ ) [30]. However, they are promising FE cathode materials in a number of specific applications, because their developed surface remains dynamically stable and retains a sufficient number of emission centers during sputtering due to low-energy ion bombardment. In addition, carbon is a suitable material for industrial vacuum conditions. Therefore, it would be logical to reduce the work function of carbonaceous materials, e.g., by implanting a material with a


Fig. 4. STM image of the HOPG surface irradiated by the high-intensity laser-induced $\mathrm{SiO}_{2}$ plasma.


Scale $X: 500 \AA, Y: 500 \AA, Z: 20 \AA$

Fig. 5. STM image of the HOPG surface irradiated by $210-\mathrm{MeV} \mathrm{Xe}{ }^{+}$ions. The relief depicted forms only on separated sites of the surface.


Fig. 6. Graphic representation of the degree of surface development (profile fractal dimension $P$ ) for HOPG samples subjected to various irradiations: (1) reference; (2) $p^{+}$, 3 MeV , angle of incidence on the surface $90^{\circ}$; (3) $p^{+}, 90 \mathrm{keV}$, $45^{\circ}$; (4) fission fragments; (5) cesium ions, 25 keV ; (6) laser-induced $\mathrm{SiO}_{2}$ plasma; and (7) $p^{+}, 90 \mathrm{keV}, 90^{\circ}$.
much lower work function $\varphi$. We tried to decrease the value of $\varphi$ for the HOPG and carbon fibers by implanting cesium ions ( $\varphi \approx 1.80 \mathrm{eV}$ ). Note, however, that for graphite, cesium ion bombardment can also be used for developing the surface (the STM image in Fig. 7). The HOPG and fibers were irradiated by $25-\mathrm{eV}$ Cs ions. In the former case, the ion beams struck the surface at right angles, while in the latter, the beams were perpendicular or parallel to the fiber axis. The value of $\varphi$ was measured with the original technique. It involves statistical analysis of many $I-V$ characteristics obtained from the same sample and plotted in the Fowler-Nordheim coordinates and comparison with similar data for nonirradiated cathodes. Actually, the relative value of $\varphi$ (or, what is the same, a decrease in $\varphi$ relative to its initial value $\varphi_{0}$ for nonirradiated carbon) was measured. Cesium implantation was found to decrease $\varphi$ by a factor of 1.5 for the fibers and twofold for the as-obtained HOPG surface. However, during the generation of FE current, both factors (1.5 and 2 ) decreased ( $\varphi$ grew) and became unstable. The reasons may be the insufficient Cs ion energy, specific range distribution of cesium ions in carbon, and sputtering of carbon during emission. We suppose that the best practical results will be obtained if cesium ions implanted into the carbon fibers have an energy corresponding to the mean projective range $\bar{R} \approx d / 2$, where $d$ is the fiber diameter. In principle, multistage implantation processes that ensure the adequate uniformity of the Cs distribution over the material can be applied to both "bulk" graphite plates and carbon fibers.

## DESIGN AND PROPERTIES OF FIELD-EMISSION CATHODES

If FE cathodes include modulators as the basic components, a cathode-modulator unit as a whole should be considered. The role of the modulators and the possible designs of the units are discussed elsewhere [8]. In


Fig. 7. STM image of the HOPG surface irradiated by $25-\mathrm{keV} \mathrm{Cs}^{+}$ions.


Fig. 8. Time variations of the cold current emitted by the (1) single carbon fiber and (2) single tungsten wire. Modulators are metallic plates with holes coaxial with the fiber and wire. No special sharpening of the cathodes was made in both cases. The cathodes were trained prior to the measurements. The pressure in the vacuum chamber is $P_{0}=$ $10^{-4} \mathrm{~Pa}$, and the voltage between the electrodes is 6.0 kV .
that work, detailed comparative analysis of the cath-ode-modulator units was given for the following systems:
(1) A bundle of carbon fibers (cathode) and grid (modulator);
(2) A single carbon fiber and grid;
(3) A single carbon fiber and metallic plate with a hole coaxial with the fiber;
(4) Regularly arranged individual carbon fibers and grid;
(5) Regularly arranged individual carbon fibers and metal plate with holes opposite to each of the fibers;
(6) A single tungsten wire and grid;
(7) A single tungsten wire and metallic plate with a hole coaxial with the wire;
(8) Regularly arranged individual tungsten wires and grid;
(9) Regularly arranged individual tungsten wires and metal plate with holes opposite to each of the wires;
(10) HOPG with a developed surface and grid.

In all cases, the carbon fibers and tungsten wires were cut normally to the axis and were not specially sharpened.

The measurements were performed under the same conditions. That is, in all the cases, the cathode, modulator, and anode potentials were the same, the potential difference between the cathode and the anode was 6 kV , the cathodes were trained in a similar way, and the residual gas pressure was $10^{-4} \mathrm{~Pa}$. Quantitative results of this study will be published later; here, we report only qualitative data.

First, it was established that the use of the bundles is inappropriate, since the fibers differ widely in length.

Moreover, the FE current is generated only in several fibers, while they number in the tens or even hundreds in the bundles. The best results were obtained for cathode-modulator system 5 . The systems having similar designs but dissimilar cathode materials (such as 2 and 6,3 and 7, 4 and 8 , and 5 and 10) have close characteristics (at least over a time interval of 5 h ), which appears to be rather unexpected and surprising. Figure 8 depicts the time dependence of the FE current for systems 2 and 5.

## CONCLUSIONS

(1) The thermal treatment of carbon fibers at 500$600^{\circ} \mathrm{C}$ in air for $t \geq 10 \mathrm{~min}$ removes the organic binder from the bundles without affecting the surface structure and the phase state of the fibers. The presence of the binder on the fiber surface adds to its development during ion bombardment but greatly deteriorates vacuum conditions in sealed-off glass tubes.
(2) Computer analysis of the formation and evolution of the surface relief must take into consideration the initial surface geometry; structure and chemical composition of the cathodes, including the composition of the surface layer; composition of the gas in the operating space; energy distribution of bombarding ions; parameters of ion sputtering of the surface material [sputtering yield, possibility of resputtering, and sputtering mechanism (physical, chemical, atomwise, or cluster)].
(3) As follows from the computer simulation, the carbonaceous materials have no advantages over the others in terms of stability against low-energy ion bombardment and cathode material loss due to sputtering. The experimentally found fact that the sputtering yield for the fibers far exceeds that for the graphite plates indicates extensive mass transfer to the anode and to the modulator. Hence, the lifetime of the carbon-fiber cathodes generally ranks below that of the cathodes made of the graphite plates. On the other hand, the lifetime of the latter is limited by the possible change in the surface relief and the gradual elimination (sputtering-out) of the emitting centers. With cluster sputtering of graphite, the sputtering yield will inevitably increase.
(4) Flat FE cathodes may successfully be produced by radiation technologies. For HOPG plates, both randomly and regularly oriented developed surfaces may be obtained with these technologies. Their efficiency can be characterized with STM by measuring the fractal dimensions of the surfaces formed. These dimensions were found to be proportional to the specific FE current.
(5) The work function of the carbonaceous cathodes can considerably be decreased by implantation of Cs (or any other material with the work function much lesser than that of carbon). The energy and fluence of the ions must provide the implant uniformity over the cathode. In practice, implantation may decrease the
work function of the carbonaceous materials down to $2.5-3.0 \mathrm{eV}$.
(6) The use of the bundles appears to be inappropriate, since the fibers differ widely in length. Moreover, the FE current is only generated by a few fibers, while they number in the tens or even hundreds in the bundles. The best results are observed when the regularly arranged fibers are used as a cathode and a metal plate with holes coaxial with the fibers, as a modulator.
(7) Based on information currently available, we can conclude that carbon nanoclusters seem to be the most promising material for high-efficiency FE cathodes.
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#### Abstract

A comparative analysis was carried out of the initiation temperatures of solid-phase reactions in bilayer solid films and the Kurnakov temperatures of the phases forming in the reaction products. It has been shown that in superstructures where ordering is usually observed, the Kurnakov temperature coincides with the initiation temperature of the solid-phase reactions if no other solid-phase structural transformation precedes the order-disorder phase transition in the state diagram. A rule was proposed by which pairs of films capable of entering into solid-phase reactions and their initiation temperatures can be determined. © 2001 MAIK "Nauka/Interperiodica".


## INTRODUCTION

Solid-phase reactions in thin films, the backbone of modern microelectronics technology, have been intensively studied for the past three decades [1-8]. The majority of the solid-phase reactions in thin metal films occur in the temperature range $400-800 \mathrm{~K}$ and fall into two classes. The first class are reactions in which new phases are formed. The second class are reactions whose products contain no new phases while the layers intermix at temperatures below the eutectic temperature [1]. It is believed that the basic mechanism of the low-temperature solid-phase reactions in thin films is the diffusion along grain boundaries, which is several orders of magnitude faster than diffusion in bulk samples [1]. The grain boundary diffusion and high imperfection of the films are the main factors in the formation of compounds at the interfaces of film condensates. As in bulk samples, the formation of new phases in films occurs by nucleation and growth obeying the kinetic Kolmogorov-Avrami-Johnson-Mehl law. Such an analysis supposes that, by virtue of the Arrhenius dependence of diffusion on temperature, the formation of new phases at the interface occurs at any temperature and the thickness of the layer of reaction products depends only on temperature and the annealing time. However, calorimetric data and Rutherford backscattering investigations of many solid-phase reactions in thin films show that the phase formation begins at a certain temperature and proceeds at a fast rate in a narrow temperature interval $[2,3]$. Generally, as the temperature is increased, a so-called first phase forms at the interface. Further increase of the temperature can result in the emergence of new phases and the formation of a phase sequence [2-8]. Different rules have been proposed to predict the first phase and the phase sequence [6-8]; however, not one of them can embrace the diver-
sity of experimental data. Nevertheless, prediction of the pairs between which the solid-phase reactions are possible, of the initiation temperature values, of the first phases, and of the phase sequences is extremely important for technical applications.

One of the thermal treatment methods causing solidphase reactions in thin films to yield compounds is rapid thermal annealing [9]. Rapid thermal annealing includes rapid heating of the sample to a certain temperature, exposure for $1-100 \mathrm{~s}$, and subsequent rapid cooling. It has been shown [10, 11] that solid-phase reactions in metallic thin films can proceed as a selfpropagating high-temperature synthesis (SHS). Unlike SHS in powders [10,11], SHS in thin films can occur spontaneously only when the sample temperature $T_{s}$ exceeds the initiation temperature $T_{0}\left(T_{s}>T_{0}\right)$ and represents a surface combustion wave. The SHS front velocity increases exponentially with the sample temperature $T_{s}$, and at a sample temperature close to the initiation temperature it is equal to $\sim 2-10 \times 10^{-2} \mathrm{~m} / \mathrm{s}$. So, the time of travel of the SHS wave over the sample surface in the experiments is equal to $\sim 5-15 \mathrm{~s}$. This suggests that many of the solid-phase reactions taking place in the course of the rapid temperature annealing are SHS reactions. SHS in thin films, the same as the solid-phase reactions, can be of two types. The reaction products formed in the wake of an SHS wave of type I contain compounds. SHS of type II comprises a combustion wave and a phase immiscibility wave, which arises when the sample temperature $T_{s}$ drops below the initiation temperature $T_{0}$. Reaction products of type II SHS in bilayer film systems described by a simple eutectic state diagram contain initial components. Therefore, in such samples, the reaction produces the effect of intermixing of the layers. SHS of type II, called multiple SHS [12, 13], corresponds to the transi-
tion through the eutectic temperature in bulk samples. Unlike the eutectic crystallization of the bulk samples, the multiple SHS in thin films is a reversible solid-state structural phase transition. This result is absolutely unexpected since the phase immiscibility observed during eutectic crystallization is currently believed to be the result of the transition of the liquid eutectic into a solid one. Therefore, the multiple SHS should be considered as a "solid-phase melting" of eutectic systems.

The SHS initiation temperatures in many of the bilayer film samples are found in the temperature range 400-800 K, characteristic for solid-state reactions. Comparison with the binary phase equilibrium diagrams of the bulk samples shows that in the temperature range 400-800 K, many structural solid-phase transformations take place. This is an indication that the temperatures of the solid-phase reactions (including SHS) coincide with the phase transformation temperatures. However, it is considered that all these transformations depend on diffusion (excluding the martensite transitions), which is slow in this temperature range and cannot create the considerable mass transfer across the interface between the layers characteristic for SHS and solid-state reactions. Nevertheless, the supposition that the SHS initiation temperatures in thin films are the same as the temperatures of other solid-phase transformations was verified for bilayer systems $\mathrm{S} / \mathrm{Fe}$ and $\mathrm{Cu} / \mathrm{Au}$. In [14], the SHS initiation temperature in $\mathrm{S} / \mathrm{Fe}$ thin films has been shown to be in agreement with the temperature of the metal-dielectric phase transition in ferric monosulfide FeS. It was shown in [15] that the Kurnakov temperature of the order-disorder phase transition in the classic $\mathrm{Cu}-\mathrm{Au}$ system determines the initiation temperature of SHS in the $\mathrm{Cu} / \mathrm{Au}$ bilayer film system.

The present study aims to provide an experimental proof that, in other bilayer film systems as well, the initiation temperature of the solid-phase reactions is determined by the Kurnakov temperature of the ordering phases forming in the reaction products.

## SAMPLES AND EXPERIMENTAL TECHNIQUE

The objects studied were bilayer film samples, which could contain ordered phases in the reaction products after passage of an SHS wave or a solid-phase reaction. The systems chosen for comparing Kurnakov temperatures and the initiation temperatures of solidphase reactions were those in which the ordering phenomenon typically occurs, namely, $\mathrm{Cu}-\mathrm{Zn}, \mathrm{Ni}-\mathrm{Zn}$, $\mathrm{Mn}-\mathrm{Ni}, \mathrm{Co}-\mathrm{Al}, \mathrm{Fe}-\mathrm{Al}, \mathrm{Ni}-\mathrm{Al}, \mathrm{Cu}-\mathrm{Al}, \mathrm{Ti}-\mathrm{Al}, \mathrm{Co}-\mathrm{Pt}$, $\mathrm{Au}-\mathrm{Cu}$ [16-18]. Bilayer film samples were prepared by consecutive vacuum deposition of the above metals onto glass and mica substrates as well as onto freshly cleaved $\mathrm{MgO}(001)$ surfaces. The thickness of the layers was chosen such that the composition of the samples after the reactions have been completed was in the region of homogeneity of the ordering alloys studied.

The total thickness of the film sample did not exceed 250 nm . In order to improve adhesion and obtain monocrystalline layers on the $\mathrm{MgO}(001)$ surface, on all substrates the first layers were deposited with the substrate temperature kept at $500-520 \mathrm{~K}$. To prevent the reaction from occurring during deposition, the second layer was deposited at room temperature. The samples obtained were placed on a tungsten heater in vacuum and heated to the SHS initiation temperature at a rate of no less than $20 \mathrm{~K} / \mathrm{s}$. After passage of the SHS front, which was monitored visually, the samples were cooled down at $\sim 10 \mathrm{~K} / \mathrm{s}$. In the cases where passage of the SHS front was discernible poorly or not at all, the samples were subjected to rapid thermal annealing. The rapid thermal annealing (RTA) included heating of the bilayer samples at a rate of no less than $20 \mathrm{~K} / \mathrm{s}$ to a temperature $20-40 \mathrm{~K}$ above $T_{0}$ and exposition at that temperature for 15 s (the time necessary for passage of the SHS front) with subsequent cooling at a rate of $\sim 10 \mathrm{~K} / \mathrm{s}$. Sample preparation and thermal annealing were carried out in a vacuum of $\sim 1 \times 10^{-5}$ torr. The initiation temperature depended strongly not only on the heating rate but also on the thickness of the substrate. Therefore, in the experiments, the substrate thickness was kept at a minimum. For the glass and mica substrates, it was $0.10-0.18 \mathrm{~mm}$; for the MgO substrates, $0.35-0.40 \mathrm{~mm}$. The phase composition was determined using a DRON-4-07 (LOMO) instrument and $K_{\alpha}$ radiation. The X-ray spectral fluorescence method was used for determining the chemical composition and thickness of the layers. Measurements of the magnetic crystallographic anisotropy were carried out by the method of rotation moments. The degree of transformation $\eta$ was determined from variation of the magnetic moment of the ferromagnetic sample layer before and after the reaction following the method described in [10, 11].

## EXPERIMENTAL RESULTS AND DISCUSSION

$\mathbf{C u}-\mathbf{Z n}$ system. In the $\mathrm{Cu}-\mathrm{Zn}$ system, a $\beta^{\prime}-\mathrm{CuZn}$ phase of type B2 ordering exists. The Kurnakov temperature of the bulk $\beta^{\prime}-\mathrm{CuZn}$ phase is in the range $T_{k}=741-727 \mathrm{~K}$ [16]. It was found that, indeed, in the $\mathrm{Zn} / \mathrm{Cu}$ film samples deposited onto mica and glass substrates, the SHS reaction between copper and zinc films took place as the temperature $T_{s}$ was increased to $T_{0}$ ( $T_{s}=T_{0}$ ). The initiation temperature was in the range $550-600 \mathrm{~K}$, and the SHS front propagation could easily be observed visually (Fig. 1). The initiation temperature $T_{0}$ in $\mathrm{Zn} / \mathrm{Cu} / \mathrm{MgO}(001)$ samples was higher by $50-100 \mathrm{~K}$ than in the samples deposited on glass substrates, and the SHS front propagation was not distinctly noticeable. The diffraction patterns of the $\mathrm{Zn} / \mathrm{Cu} / \mathrm{MgO}(001)$ samples taken prior to initiation showed that the copper layer grew on the $\mathrm{MgO}(001)$ surface epitaxially with the (001) orientation. The absence of reflections from the zinc film deposited on
top of the copper film suggests that it was either finely dispersed or amorphous. As a result of SHS, the copper layer reacted completely since its reflections disappeared. The analysis of diffraction patterns showed that the ordered $\beta^{\prime}$ phase and the high-temperature $\beta_{2}$ phase formed in the reaction products (Fig. 2). The ordered $\beta^{\prime}-\mathrm{CuZn}$ phase is a typical example of the $B 2$ phase ordering. The high-temperature $\beta_{2}$ phase probably owes its stability to the higher cooling rate occurring behind the SHS front.
$\mathrm{Ni}-\mathrm{Zn}$ system. The $\mathrm{Ni}-\mathrm{Zn}$ system includes only one type $B 2$ ordered phase, namely, NiZn. An ordered $\beta_{1}-\mathrm{NiZn}$ phase of the $\mathrm{Cu}-\mathrm{Au}$ type is formed as a result of the eutectic-like decomposition at a temperature of $T_{k}=888 \mathrm{~K}$ [16]. The $\beta_{1}-\mathrm{NiZn}$ phase is stable at room temperature. The $\mathrm{Zn} / \mathrm{Ni}$ film samples deposited onto the glass substrates, just like the $\mathrm{Zn} / \mathrm{Cu}$ films (Fig. 1), exhibit a well-defined front when SHS is initiated. The SHS initiation temperature was in the range $T_{0}=430-$ 480 K. In Fig. 3, the dependence of the degree of transformation $\eta$ on the substrate temperature $T_{s}$ typical of SHS reactions in thin films is shown [10, 11]. The same samples on the $\mathrm{MgO}(001)$ substrate had $T_{0}=600-$ 650 K. X-ray diffraction by the initial $\mathrm{Zn} / \mathrm{Ni} / \mathrm{MgO}(001)$ samples showed that the nickel film grown on $\mathrm{MgO}(001)$ was monocrystalline and contained no zinc reflections (Fig. 4a). The reason for the absence of these reflections is the same as for the $\mathrm{Zn} / \mathrm{Cu} / \mathrm{MnO}(001)$ samples. The measured values of the magnetic crystallographic anisotropy constant of the initial $\mathrm{Zn} / \mathrm{Ni} / \mathrm{MgO}(001)$ samples are close to the value for bulk nickel and confirm that the Ni film grew on $\mathrm{MgO}(001)$ epitaxially in the (100) plane. Magnetic and X-ray diffraction measurements showed that SHS in $\mathrm{Zn} / \mathrm{Ni} / \mathrm{MgO}(001)$ samples can penetrate the film thickness only partially. This is possibly caused by intensive heat removal to the substrate and is also observed in $\mathrm{Al} / \mathrm{Ni} / \mathrm{MgO}(001)$ samples [17]. Figures 4 b and 4 c show diffraction patterns corresponding to the transformation degrees of $\eta=0.5$ and 1 , respectively. The new phase must grow epitaxially on the $\mathrm{Ni}(100)$ surface since only the strong reflection at $d=0.178 \mathrm{~nm}$ is present. However, this reflection does not belong to the ordered $\beta_{1}-\mathrm{NiZn}$ phase. It has been shown previously $[10,11,18]$ that the formation of phases at high SHS front velocities occurs in non-steady-state conditions and the formation of metastable phases and quasi-crystals is possible in the reaction products. Probably, the reflection at $d=0.178 \mathrm{~nm}$ belongs either to an unknown metastable phase, a $\delta$-phase, or a $\mathrm{ZnNi}_{3}$ phase with a lattice similar to $\gamma$-brass [19]. The large discrepancy between the temperatures $T_{k}=888 \mathrm{~K}$ and $T_{0}=430-$ 480 K suggests that the initiation temperature of the first phase in the $\mathrm{Zn} / \mathrm{Ni}$ film is determined not by the Kurnakov temperature of the $\beta_{1}$-NiZn phase but by an unknown low-temperature structural transformation in the $\mathrm{Ni}-\mathrm{Zn}$ system.


Fig. 1. SHS front in a $(150 \mathrm{~nm}) \mathrm{Zn} /(50 \mathrm{~nm}) \mathrm{Cu}$ film grown on glass substrate. The arrow indicates the front propagation direction.


Fig. 2. X-ray diffraction patterns of a $(150 \mathrm{~nm}) \mathrm{Zn} /$ $(50 \mathrm{~nm}) \mathrm{Cu} / \mathrm{MgO}(001)$ film sample after passage of the SHS wave.


Fig. 3. Degree of transformation $\eta$ as a function of the substrate temperature $T_{s}$ in a $(150 \mathrm{~nm}) \mathrm{Zn} /(50 \mathrm{~nm}) \mathrm{Ni}$ bilayer film system.
$\mathbf{N i}-\mathrm{Mn}$ system. In the $\mathrm{Ni}-\mathrm{Mn}$ system, a NiMn phase having $L l_{0}$ ordering and a $\mathrm{Ni}_{3} \mathrm{Mn}$ phase with the $L 1_{2}$ structure are known. The NiMn phase is formed as a low-temperature modification; the Kurnakov temperatures of these phases are $T_{k}(\mathrm{NiMn})=753 \mathrm{~K}$ and $T_{k}\left(\mathrm{Ni}_{3} \mathrm{Mn}\right)=778 \mathrm{~K}$, respectively [16]. In the $\mathrm{Mn} / \mathrm{Ni}$ bilayer samples, propagation of the SHS front could not be seen; therefore, these samples were subjected to RTA. Between the nickel and manganese layers, a


Fig. 4. X-ray diffraction patterns of a ( 150 nm ) $\mathrm{Zn} /$ $(50 \mathrm{~nm}) \mathrm{Ni} / \mathrm{MgO}(001)$ film sample: (a) initial sample; (b, c) after passage of the SHS front at $\eta=0.5$ and 1 , respectively.


Fig. 5. Degree of transformation $\eta$ as a function of the substrate temperature $T_{s}$ in a $(100 \mathrm{~nm}) \mathrm{Mn} /(100 \mathrm{~nm})$ Ni bilayer film sample: (1) in the course of deposition of the manganese layer onto the nickel layer; (2) after rapid thermal annealing.
solid-state reaction took place; in Fig. 5 (curve 1), the dependence of the degree of transformation $\eta$ on the substrate temperature is presented for $\mathrm{Mn} / \mathrm{Ni}$ bilayer samples deposited onto mica substrates. However, it was not expected that $\eta\left(T_{s}\right)$ would depend on the sub-
strate temperature for the Mn layer deposited onto a Ni film (Fig. 5, curve 2), its initiation temperature ( $T_{0}^{1}=570 \mathrm{~K}$ ) being lower than in the bilayer samples $\left(T_{0}^{2}=850 \mathrm{~K}\right)$. It has been shown in $[10,11]$ that during both heating of bilayer samples and consecutive layer deposition from the substrate temperature, the SHS initiation temperature $T_{0}$ will be the same. The significant difference between $T_{0}^{1}$ and $T_{0}^{2}$ values suggests different phase formation processes for these two cases of initiation. The $\mathrm{Ni}-\mathrm{Mn}$ system has been intensively studied mostly on account of the superstructure in $\mathrm{Ni}_{3} \mathrm{Mn}$, which is ferromagnetic in the ordered state. However, no compounds of this system are listed in the JCPDS catalogue. This complicates interpretation of the diffraction patterns of Ni and Mn films successively deposited onto the MgO (100) surface and samples subjected to RTA, which are presented in Figs. 6a and 6b, respectively. The samples containing a reflection for $d=0.178 \mathrm{~nm}$ in their diffraction patterns were always ferromagnetic. Therefore, this reflection should correspond to the (002) $\mathrm{MnNi}_{3}$ phase with a lattice constant of $a=0.357 \mathrm{~nm}$ [20]. The ordered MnNi phase has a lattice similar to that of CuAu , with $a=0.3714 \mathrm{~nm}$ and $c=0.3524 \mathrm{~nm}$ [20]. Thus, the reflections for $d=0.221$ and 0.185 nm were tentatively assigned to $\mathrm{MnNi}(111)$ and $\mathrm{MnNi}(200)$ phases. With increase of the RTA temperature, the diffraction patterns change considerably owing to the great diversity of the phase transformations in the $\mathrm{Mn}-\mathrm{Ni}$ system.

Al-Co system. In the Al-Co system an AlCo alloy with $B 2$ ordering is of interest. SHS in thin $\mathrm{Al} / \mathrm{Co}$ films on glass substrates is initiated at temperatures of 650680 K . The plots of the degree of transformation as a function of the substrate temperature $\eta\left(T_{s}\right)$ for SHS initiated during deposition and during heating of the $\mathrm{Al} / \mathrm{Co}$ film samples are identical $[10,11]$. The SHS initiation temperature in $\mathrm{Al} / \mathrm{Co} / \mathrm{MgO}(001)$ films is in the range $750-780$ K. In Fig. 7, diffraction patterns are presented of the initial $\mathrm{Al} / \mathrm{Co} / \mathrm{MgO}(001)$ samples (Fig. 7a) and after the reaction has taken place (Fig. 7b). The initial samples produced only reflections of the (001) $\beta$-Co phase and had no reflection from the aluminum layer deposited on top. As in the film systems discussed above, the top layer was either amorphous or disperse. Analysis of the diffraction patterns and the data on magnetocrystallographic anisotropy of the initial samples showed that the relative orientations of the monocrystalline $\beta$-Co film and the substrate were as (001) [100] $\beta$-Co || (001)[100]MgO. After passage of the SHS front, which was observed visually, only the AlCo phase was found in the reaction products (Fig. 6b). The presence of the (100) superstructure reflection indicates that the AlCo phase is ordered. Formation of the superstructure in the reaction products suggests that the temperature of the order-disorder transition in the AlCo phase coincides with the SHS initiation temperature in $\mathrm{Al} / \mathrm{Co}$ bilayer film samples.

Besides the systems considered above, SHS is initiated in bilayer thin samples of $\mathrm{Al} / \mathrm{Cu}\left(T_{0}=350-400 \mathrm{~K}\right)$, $\mathrm{Al} / \mathrm{Ti}\left(T_{0}=450-500 \mathrm{~K}\right)$. In respective $\mathrm{Al}-\mathrm{Cu}$ and $\mathrm{Al}-\mathrm{Ti}$ systems, CuAl, TiAl, and $\mathrm{Ti}_{3} \mathrm{Al}$ superstructures occur [16, 21, 22]. Earlier, it was found [17] that in $\mathrm{Al} / \mathrm{Fe} / \mathrm{MgO}(001)$ films, SHS produces a FeAl superstructure ( $T_{0}=610-630 \mathrm{~K}$ ), which, as a film, has an ordering temperature of $T_{k}<680 \mathrm{~K}$ [23]. The closeness of the experimental values of the SHS initiation temperature $T_{0}$ in $\mathrm{Al} / \mathrm{Fe}$ samples and the Kurnakov temperature of the FeAl superstructure suggests that their exact values should coincide. In the $\mathrm{Al} / \mathrm{Ni} / \mathrm{MgO}(001)$ film system, in SHS products, a compound is formed that has been identified as an $\mathrm{Al}_{3} \mathrm{Ni}_{2}$ phase [17]. This phase is also found after SHS on glass substrates occurring at the initiation temperature ( $T_{0}=500 \mathrm{~K}$ ) [10, 11]. Solid-phase reactions in $\mathrm{Al} / \mathrm{Ni}$ thin films that occur at a temperature $T_{r} \sim 500 \mathrm{~K}$ are fairly well studied, with $\mathrm{Al}_{3} \mathrm{Ni}_{2}, \mathrm{Al}_{3} \mathrm{Ni}$, and AlNi phases observed in the reaction products [1, 20, 24, 25]. Equality of the temperatures $T_{0}=T_{r}=500 \mathrm{~K}$ testifies that the solid-phase reactions observed in [1,23-25] proceed in the SHS mode. In the equilibrium state diagram of the Al-Ni system, there is no singularity at a temperature of 500 K . From the foregoing it can be concluded that this temperature might coincide with the ordering temperatures of the phases formed in the reaction products after SHS involving nickel and aluminum layers. It has been shown in [26] that the SHS initiation temperature in $\mathrm{Co} / \mathrm{Pt}$, both in bilayers and multilayer films, is close to the Kurnakov temperature of the CoPt bulk alloy [27,28], which also indicates that these temperatures should be equal in the film state.

Solid-phase reactions were initiated in all thin-film pairs if ordered phases were able to form in the reaction products. However, the initiation temperature of the solid-phase reactions was always lower than the Kurnakov temperature of the alloys formed in the course of the reaction ( $T_{0}<T_{k}$ ). In thin films, the equality $T_{0}=T_{k}$ turns into the inequality $T_{0}<T_{k}$ due to a number of factors: (i) considerable heat removal to the substrate reducing the Kurnakov temperature of thin films in comparison with similar bulk samples; (ii) a high concentration of defects in film condensates; and (iii) the effect on the temperature $T_{0}$ of other structural transformations preceding the order-disorder transition and originating in the reaction products.

The foregoing suggests that a one-to-one relation exists between the order in which, with increase of the annealing temperature, the phases form in the bilayer thin films, and the structural transformations in the corresponding binary systems. It appears that the first phase forming at the interface between the films is that which comes first in the phase equilibrium diagram and has the lowest structural phase transitions temperature This rule was first proposed in [26]. Formation of further phases with increase of the annealing temperature


Fig. 6. X-ray diffraction patterns of a ( 100 nm ) Mn/ $(100 \mathrm{~nm}) \mathrm{Ni} / \mathrm{MgO}(001)$ film sample: (a) after the solid-state reaction during deposition of the manganese layer onto the nickel layer; (b) after rapid thermal annealing cycle.


Fig. 7. X-ray diffraction patterns of a ( 100 nm ) Al/ $(100 \mathrm{~nm}) \mathrm{Co} / \mathrm{MgO}(001)$ film sample: (a) initial sample; (b) after passage of SHS front.
during solid-phase reactions in thin films is governed by structural transitions in a given binary system. The maximum annealing temperature at which the solidphase reactions occur should coincide with the temperature of the multiple SHS. Therefore, the solid-phase reactions occur in the temperature range found in the phase equilibrium diagram between the eutectic temperature and the minimum temperature of structural phase transformations in a given system. Hence, using the known binary state diagram, the pairs of the component and the initiation temperatures of the solid-phase reactions in the bilayer thin films can be determined. The opposite is possible as well, namely, phase sequences during solid-phase reactions in bilayer thin films can be studied in order to refine the corresponding state diagrams.

It is now widely believed that ordering of atoms into a superstructure occurs via the atoms of the lattice interchanging places. The results of the present work demonstrate that a considerable mass transfer (up to $\sim 200 \mathrm{~nm}$ ) takes place at the Kurnakov temperature in the film condensates with the formation of alloys. The ordering at $T=T_{k}$ is only a secondary process. It follows that the long-range mechanism of synthesis determines the ordering processes. The long-range forces can determine the stability of the formed phases and, together with the elastic forces, influence the character of antiphase boundaries in the long-period superstructures, as well as participate in the formation of modulated phases at spinodal and eutectic-like decompositions and in polytype structures.
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#### Abstract

A formation model for optical-beam deflection signals in ceramics is constructed. The generation of temperature waves by laser radiation in ceramics with regard for the anisotropy of their thermal physical properties is considered. The thermal physical parameters of silicon nitride ceramic are measured with a laser optical-beam deflection method. The method is shown to be useful for detecting and characterizing subsurface cracks in ceramics. © 2001 MAIK "Nauka/Interperiodica".


The thermal physical properties of today's ceramics are the object of much investigation [1, 2]. They offer high hardness, are wear- and corrosion-resistant, and have low density. In addition, the ceramics can be used at high temperatures. Of interest are the properties of homogeneous ceramics, as well as the formation and detection of defects in the material. Subsurface cracks are defects that are the most important and, at the same time, the most difficult to detect [3-6]. In this work, we try to tackle the problem with the laser optical-beam deflection (OBD) method [7, 8]. In [9], a modified OBD method was suggested. It is based on the concepts of wave optics and allows thermal physical measurements to be made for a variety of temperature waves.

The formation of an OBD signal in terms of wave optics was considered in [10-12]. In those works, diffraction effects due to probing laser radiation were described at length for a nonstationary thermal lens that is produced near an object to be studied by pumping radiation. It was shown that these effects must be taken into consideration in finding the OBD signal. Therefore, the detailed calculation of the signal will be omitted.

For the typical arrangement of laser beams and an object in OBD experiments (Fig. 1), the expressions for the normal and tangential components of the signal are as follows [10-12]:

$$
\begin{aligned}
& S_{n}=\frac{K I_{0}}{\lambda r \sqrt{\pi}} \frac{\partial n}{\partial T} \int_{0} d z \int d k_{y} \exp \left[i k_{y} y_{0}-\gamma_{g} z\right. \\
& \left.-\frac{k_{y}^{2} r^{2}}{4}-\frac{\left(z-z_{0}\right)^{2}}{r^{2}}\right] \operatorname{erfi}\left(\frac{z-z_{0}}{r \sqrt{2}}\right) \hat{T}_{s}\left(0, k_{y}, \omega\right),
\end{aligned}
$$

$$
\begin{align*}
S_{t} & =\frac{K I_{0}}{2 \lambda r \sqrt{\pi}} \frac{\partial n}{\partial T} \int d y \int d k_{y} \exp \left[i k_{y} y-\gamma_{g} z_{0}\right. \\
& \left.+\frac{\gamma_{g}^{2} r^{2}}{4}-\frac{\left(y-y_{0}\right)^{2}}{r^{2}}\right] \operatorname{erfi}\left(\frac{y-y_{0}}{r \sqrt{2}}\right)  \tag{2}\\
& \times\left[1+\operatorname{erf}\left(\frac{z_{0}}{r}-\frac{\gamma_{g} r}{2}\right)\right] \hat{T}_{s}\left(0, k_{y}, \omega\right)
\end{align*}
$$

where $K$ is a proportionality factor that relates the light intensity at the photodetector to the electrical signal; $I_{0}$, the intensity of the probing laser radiation; $\partial n / \partial T$, the partial derivative (rate of change) of the refractive index of the medium near the object with respect to temperature; $\lambda$, laser radiation wavelength; $\hat{T}_{s}\left(k_{x}, k_{y}, \omega\right)$, the


Fig. 1. Thermal OBD experiment: (1) object; (2) photodetector; (3) reading laser beam; and (4) warming radiation.


Fig. 2. Object with a horizontal crack (at a depth $d$ ) separating layers 1 and 2 .

Fourier transform for the nonstationary component $T_{s}(x, y, 0, \omega)$ of the temperature on the object surface in the coordinates $x$ and $y ; \omega=2 \pi f ; f$, the modulation frequency of the exciting radiation; $r$, radius of the exciting beam in its focal plane; $\gamma_{g}=\sqrt{k_{y}^{2}+\left(i \omega / \kappa_{g}\right)}$, the thermal diffusivity of the medium near the object; $y_{0}$, the transverse displacement of the probing laser beam from the center of the thermal lens; $z_{0}$, the height of the beam over the object surface; and
$\operatorname{erfi}(x)=\frac{2}{\sqrt{\pi}} \int_{0}^{x} \exp \left(x^{2}\right) d x, \quad \operatorname{erf}(x)=\frac{2}{\sqrt{\pi}} \int_{0}^{x} \exp \left(-x^{2}\right) d x$.
According to expressions (1) and (2), the OBD signals can be determined if the nonstationary component of the surface temperature is known. To find the latter, it is necessary to study the generation of temperature waves and their propagation in the object and in the environment. To do this, we use a two-layer model (Fig. 2). Here, it is assumed that a crack is at the depth $z=d$ and its width is much less than the length of the temperature wave. Then, the crack can be simulated by some thermal resistance at the depth $z=d$. Next, we assume for generality that layers 1 and 2 have different thermal physical properties.

Most ceramics are anisotropic by the physical properties. They are usually classed as orthotropic materials, for which two principal values of the thermal conductivity tensor coincide in one plane and the third principal value lies in the direction normal to this plane. In practice, the orientation of these planes depends on the hot pressing direction during fabrication. Let planes where two principal values of the tensor coincide be parallel to the plane $z=0$.

For the problem stated, the thermal conduction equations for the gaseous medium around the sample, as well as for its first and second layers, can be written as

$$
\begin{equation*}
\rho_{g} C_{g} \frac{\partial T_{g}}{\partial t}=K_{g}\left(\frac{\partial^{2}}{\partial x^{2}}+\frac{\partial^{2}}{\partial y^{2}}+\frac{\partial^{2}}{\partial z^{2}}\right) T_{g}, \tag{3}
\end{equation*}
$$

$$
\begin{align*}
\rho_{1} C_{1} \frac{\partial T_{1}}{\partial t}= & K_{1}^{(\|)} \frac{\partial^{2} T_{1}}{\partial z^{2}}+K_{1}^{(\perp)}\left(\frac{\partial^{2} T_{1}}{\partial x^{2}}+\frac{\partial^{2} T_{1}}{\partial y^{2}}\right)  \tag{4}\\
& +\alpha I_{p}(x, y, t) e^{-\alpha z} \\
\rho_{2} C_{2} \frac{\partial T_{2}}{\partial t}= & K_{2}^{(\|)} \frac{\partial^{2} T_{2}}{\partial z^{2}}+K_{2}^{(\perp)}\left(\frac{\partial^{2} T_{2}}{\partial x^{2}}+\frac{\partial^{2} T_{2}}{\partial y^{2}}\right) . \tag{5}
\end{align*}
$$

Here, $\rho_{g}, \rho_{1}$, and $\rho_{2}$ are the densities of the surrounding gas (air), first layer, and second layer, respectively; $C_{g}$, $C_{1}$, and $C_{2}$ are the specific heats of the three media; $K_{g}$ is the thermal conductivity of air; $K_{1}^{(\perp)}, K_{2}^{(\perp)}$ and $K_{1}^{(I)}$, $K_{2}^{(I)}$ are the components of the thermal conductivity tensor in the $(x, y)$ plane and along the $z$ axis for the first and second layers, respectively; $\alpha$ is the laser radiation absorption coefficient of the sample; and $I_{p}(x, y, t)$ is the distribution of the radiation intensity over the surface of the sample.

In OBD experiments, temperature waves are usually excited by a radiation that is readily absorbed by the sample. Therefore, Eqs. (4) and (5) assume that the exciting radiation is totally absorbed in the first layer of the object.

To solve the problem, the thermal conduction equations must be supplemented by boundary conditions. For our model, the conditions at the boundaries $z=0$ and $z=d$ can be written as

$$
\begin{gather*}
T_{1}=\left.T_{g}\right|_{z=0}, \quad K_{1}^{(1)} \frac{\partial T_{1}}{\partial z}=\left.K_{g} \frac{\partial T_{g}}{\partial z}\right|_{z=0}, \\
K_{1}^{(1)} \frac{\partial T_{1}}{\partial z}=\left.K_{2}^{(\|)} \frac{\partial T_{2}}{\partial z}\right|_{z=d}, \quad T_{1}-T_{2}=-\left.R_{t} K_{1}^{(1)} \frac{\partial T_{1}}{\partial z}\right|_{z=d}, \tag{6}
\end{gather*}
$$

where $R_{t}$ is the thermal resistance between layers 1 and 2.

Equations (3)-(5) are easily solved by using Fourier transformation in coordinates lying in the surface plane of the object:

$$
\begin{equation*}
T(x, y, z, t)=\int d k_{x} \int d k_{y} e^{i k_{x} x+i k_{y} y} \hat{T}\left(k_{x}, k_{y}, z, t\right) \tag{7}
\end{equation*}
$$

where $\hat{T}\left(k_{x}, k_{y}, z, t\right)$ is the Fourier transform of the nonstationary temperature component in the $x$ and $y$ coordinates.

We assume that the temperature waves are excited by a periodic heat source and, hence, the temperature is varied according to the harmonic law $e^{i \omega t}$. In this case, the equation for the Fourier transform of the tempera-
ture, for example, in the first layer takes the form

$$
\begin{align*}
& \frac{i \omega}{\kappa_{1}^{(I I)}} \hat{T}_{1}\left(k_{x}, k_{y}, z, \omega\right)=\left[-\frac{K_{1}^{(\perp)}}{K_{1}^{(\|)}}\left(k_{x}^{2}+k_{y}^{2}\right)+\frac{\partial^{2}}{\partial z^{2}}\right]  \tag{8}\\
& \quad \times \hat{T}_{1}\left(k_{x}, k_{y}, z, \omega\right)+\frac{\alpha \hat{I}_{p}\left(k_{x}, k_{y}\right) e^{-\alpha z}}{K_{1}^{(\| \|)}}
\end{align*}
$$

where $\hat{I}_{p}\left(k_{x}, k_{y}\right)$ is the Fourier transform for the distribution of the exciting radiation intensity on the surface of the object.

Equations for the Fourier transforms $\hat{T}_{g}$ and $\hat{T}_{2}$ of the temperatures $T_{g}$ and $T_{2}$ are obtained in a similar way. We assume that the laser radiation intensity on the object surface obeys the Gaussian distribution; that is,

$$
\begin{equation*}
I_{p}(x, y)=\frac{W_{0}}{\pi a^{2}} e^{-\frac{x^{2}+y^{2}}{a^{2}}} \tag{9}
\end{equation*}
$$

where $W_{0}$ is the power of the laser beam and $a$ is its radius in the focal plane.

Then, the Fourier transform for the radiation intensity is given by

$$
\begin{equation*}
\hat{I}_{p}\left(k_{x}, k_{y}\right)=\frac{W_{0}}{(2 \pi)^{2}} e^{-\frac{a^{2}\left(k_{x}^{2}+k_{y}^{2}\right)}{4}} \tag{10}
\end{equation*}
$$

To find the nonstationary component of the surface temperature and then the normal and tangential components of the OBD signal [expressions (1) and (2)], it is necessary to solve thermal conduction equations (3)(5) with boundary conditions (6). In the explicit form, the solution of the problem has the form

$$
\begin{gather*}
\hat{T}_{g}\left(k_{x}, k_{y}, z, \omega\right)=G e^{q_{g} z}  \tag{11}\\
\hat{T}_{1}\left(k_{x}, k_{y}, z, \omega\right)=F_{1} e^{q_{1} z}+F_{2} e^{-q_{1} z}+A e^{-\alpha z}  \tag{12}\\
\hat{T}_{2}\left(k_{x}, k_{y}, z, \omega\right)=S e^{-q_{2} z} \tag{13}
\end{gather*}
$$

where

$$
\begin{gathered}
q_{g}=\sqrt{\frac{i \omega}{\kappa_{g}}+k_{x}^{2}+k_{y}^{2}}, \quad q_{1,2}=\sqrt{\frac{i \omega}{\kappa_{1,2}^{(\|)}}+\frac{K_{1,2}^{(\perp)}}{K_{1,2}^{(\|)}}}\left(k_{x}^{2}+k_{y}^{2}\right) \\
G=A\left(\cosh q_{1} d \frac{q_{1} K_{1}^{(\|)} P e^{-\alpha d}-N\left(\alpha K_{1}^{(\|)}+q_{g} K_{g}\right)}{N M+q_{1} K_{1}^{(\|)}}+1\right), \\
A=\frac{\alpha \hat{I}_{p}}{K_{1}^{(\|)}} \frac{1 \omega}{\frac{i \omega}{\kappa_{1}^{(I I)}}+\frac{K_{1}^{(\perp)}}{K_{1}^{(\|)}}\left(k_{x}^{2}-k_{y}^{2}\right)-\alpha^{2}} \\
F_{1}=\frac{1}{2} \frac{A}{N M+q_{1} K_{1}^{(\|)}}\left[\left(\alpha K_{1}^{(\|)}+q_{g} K_{g}\right)\left(1-N e^{-q_{1} d}\right)\right. \\
\left.+P e^{-\alpha d}\left(M+q_{1} K_{1}^{(\| \|)} e^{-q_{1} d}\right)\right]
\end{gathered}
$$

$$
\begin{gathered}
F_{2}=\frac{1}{2} \frac{A}{N M+q_{1} K_{1}^{(\|)}}\left[-\left(\alpha K_{1}^{(\|)}+q_{g} K_{g}\right)\left(1+N e^{q_{1} d}\right)\right. \\
\left.+P e^{-\alpha d}\left(q_{1} K_{1}^{(\|)} e^{q_{1} d}-M\right)\right] \\
S=-\frac{q_{1} K_{1}^{(\|)}}{q_{2} K_{2}^{(\| \|}} \frac{M A}{N M+q_{1} K_{1}^{(\| \|)}} e^{q_{2} d} \cosh q_{1} d\left(\frac{\alpha K_{1}^{(\|)}+q_{g} K_{g}}{M}\right. \\
\left.+P e^{-\alpha d}\right)+\frac{\alpha A K_{1}^{(\|)}}{q_{2} K_{2}^{(\|)}} e^{-\left(\alpha+q_{2}\right) d}, \\
M= \\
N=q_{g} K_{g} \cosh q_{1} d+q_{1} K_{1}^{(\|)} \sinh q_{1} d, \\
\sinh q_{1} d+\left(1+R_{t} q_{2} K_{2}^{(\|)}\right) \frac{q_{1} K_{1}^{(\|)}}{q_{2} K_{2}^{(\|)}} \cosh q_{1} d, \\
P=\frac{\alpha K_{1}^{(\|)}}{q_{2} K_{2}^{(\|)}}\left(1+R_{t} q_{2} K_{2}^{(\|)}\right)-1 .
\end{gathered}
$$

The nonstationary component of the surface temperature can be derived from Eqs. (11) and (12) if $z=0$. Unfortunately, the resulting expressions for the OBD signal are very complicated and cannot be represented in the analytical form. In view of this circumstance, we developed a computer program to determine the normal and tangential components of the signal.

The problem stated can also be solved in terms of the theory of temperature wave scattering. In this case, it is necessary to consider incident, transmitted, and reflected waves, as well as the coefficients of reflection and transmission of temperature waves at the interfaces [15]. We will extend the results of [13] to the case where the laser radiation penetrates into the object and the thermal resistance exists at the boundary between the layers.

The incident wave, the wave reflected from the boundary $z=d$ along the $z$ axis, and the wave transmitted into layer 2 are expressed as

$$
\begin{gather*}
\hat{I}_{1}\left(k_{x}, k_{y}, z\right)=C_{I} e^{q_{1} z} \quad \text { for } \quad 0 \leq z \leq d  \tag{14}\\
\hat{R}_{1}\left(k_{x}, k_{y}, z\right)=C_{R} e^{-q_{1} z} \quad \text { for } \quad 0 \leq z \leq d  \tag{15}\\
\hat{T}_{2}\left(k_{x}, k_{y}, z\right)=C_{T} e^{q_{2} z} \quad \text { for } \quad d \leq z \leq \infty \tag{16}
\end{gather*}
$$

where $C_{I}, C_{R}$, and $C_{T}$ are coefficients depending on the components $k_{x}$ and $k_{y}$ of the wavevector.

Thus, the incident, reflected, and transmitted waves are given by expressions (14), (15), and (16), respectively. The resulting temperature wave in layer 1 is described by the expression

$$
\begin{equation*}
\hat{T}_{1}\left(k_{x}, k_{y}, z\right)=C_{I} e^{q_{1} z}+C_{R} e^{-q_{1} z} \tag{17}
\end{equation*}
$$

By definition, the coefficients of reflection and
transmission of temperature waves [13] are specified as

$$
\begin{align*}
& \hat{R}_{12}\left(k_{x}, k_{y}\right)=\frac{\hat{R}_{1}\left(k_{x}, k_{y}, d\right)}{\hat{I}_{1}\left(k_{x}, k_{y}, d\right)}=\frac{C_{R}}{C_{I}}  \tag{18}\\
& \hat{T}_{12}\left(k_{x}, k_{y}\right)=\frac{\hat{T}_{2}\left(k_{x}, k_{y}, d\right)}{\hat{I}_{1}\left(k_{x}, k_{y}, d\right)}=\frac{C_{T}}{C_{I}} \tag{19}
\end{align*}
$$

In view of boundary conditions (6) and Eqs. (16) and (17), expressions (18) and (19) can be represented in the explicit form:

$$
\begin{gather*}
\hat{R}_{12}=\frac{1-\xi_{12}\left(1-R_{t} q_{1} K_{1}^{(\|)}\right)}{1+\xi_{12}\left(1+R_{t} q_{1} K_{1}^{(\|)}\right)},  \tag{20}\\
\hat{T}_{12}=\frac{2}{1+\xi_{12}+R_{t} q_{2} K_{2}^{(\|)}},
\end{gather*}
$$

where

$$
\xi_{12}=\frac{q_{2} K_{2}^{(\|)}}{q_{1} K_{1}^{(\| \|)}}
$$

For $R_{t}=0$, these expressions coincide with those obtained in [15], where the associated coefficients were found for a planar interface in the absence of the thermal resistance.

The temperature of the object surface can be found with regard for multiple reflections of the waves from the boundaries $z=0$ and $z=d$, as well as for their interference at the boundary $z=0$ [13]. Eventually, the surface temperature is given by

$$
\begin{align*}
& \hat{T}_{1}\left(k_{x}, k_{y}, 0, \omega\right)=\frac{\alpha \hat{I}_{p} \hat{T}_{1 g}}{2 q_{1} K_{1}^{(\|)}\left(1-\hat{R}_{1 g} \hat{R}_{12} e^{-2 q_{1} d}\right)} \\
& \quad \times \int_{0}^{d} d z\left[e^{-q_{1} z}+\hat{R}_{12} e^{-q_{1}(2 d-z)}\right] \tag{21}
\end{align*}
$$

where

$$
\hat{T}_{1 g}=\frac{2}{1+\xi_{1 g}}, \quad \xi_{1 g}=\frac{q_{g} K_{g}}{q_{1} K_{1}^{(\|)}}, \quad \hat{R}_{1 g}=\frac{1-\xi_{1 g}}{1+\xi_{1 g}}
$$

Substituting coefficients (20) into (21) yields the surface temperature in the form

$$
\begin{gather*}
\hat{T}_{1}\left(k_{x}, k_{y}, 0, \omega\right)=\frac{\alpha \hat{I}_{p}}{\left(\alpha^{2}-q_{1}^{2}\right) K_{1}^{(\|)}} \\
\times \frac{(r-1)\left[1+\xi_{12}\left(1+R_{t}\right)\right]\left[1-e^{-\left(\alpha+q_{1}\right) d}\right]+(r+1)\left[1+\xi_{12}\left(R_{t}-1\right)\right]\left[e^{-2 q_{1} d}-e^{-\left(\alpha+q_{1}\right) d}\right]}{\left(1+\xi_{1 g}\right)\left[1+\xi_{12}\left(1+R_{t}\right)\right]+\left(1-\xi_{1 g}\right)\left[1+\xi_{12}\left(R_{t}-1\right)\right] e^{-2 q_{1} d}} \tag{22}
\end{gather*}
$$

where $r=\alpha / q_{1}$.
Note that expression (22) for the surface temperature coincides with the expression obtained by directly solving thermal conduction equations (3)-(5) [expressions (11) or (12)]. For $R_{t}=0$, expression (22) coincides with the earlier result [13]. Also, along with the surface temperature, such an approach allows the determination of the reflection and transmission coefficients at interfaces having the thermal resistance.

With the Fourier transform of the surface temperature known [expression (12) or (22)], the normal and tangential components of the signal are found from (1) and (2). The possibility of finding the OBD signal can be used in several applications.

First, our results may help to determine the thermal diffusivity of objects by the OBD method. In this work, the thermal physical properties of silicon nitride ceramic were found. To do this, we took dependences of the normal and tangential components of the signal on the exciting radiation frequency and on the distance between the beams of the exciting and reading lasers. Then, with expressions (1) and (2), we computed the signals and, varying the thermal diffusivities $\kappa^{(\perp)}$ and $\kappa^{(l)}$, found the least standard deviation between the analytical and measured data. Previously, such a procedure
was applied to various bulk materials and thin films [14, 15].

In the experiments, temperature waves in the ceramic were excited by argon laser radiation ( $\lambda=$ $0.512 \mu \mathrm{~m}$ ) focused into a spot of a radius about $2 \mu \mathrm{~m}$ on the sample surface. The $\mathrm{He}-\mathrm{Ne}$ laser $(\lambda=0.6328 \mu \mathrm{~m})$ was used as a reading laser. The radius of the reading beam near its waist was $42 \mu \mathrm{~m}$, and the distance between this beam and the surface was approximately $160 \mu \mathrm{~m}$. Figure 3 shows the experimental and analytical dependences of the normal and tangential components of the signal on the modulation frequency of the exciting radiation. In Figs. 4 and 5, the components are plotted against the distance between the exciting and reading laser beams for the fixed modulation frequency. The standard deviation between the experimental and analytical data is minimized at $\kappa^{(\perp)}=0.18 \mathrm{~cm}^{2} / \mathrm{s}$ and $\kappa^{(\|)}=$ $0.13 \mathrm{~cm}^{2} / \mathrm{s}$ for both components. The results obtained are in good quantitative agreement with the literature data for this ceramic: $\kappa^{(\perp)}=0.169 \mathrm{~cm}^{2} / \mathrm{s}$ and $\kappa^{(\|)}=$ $0.1237 \mathrm{~cm}^{2} / \mathrm{s}$ [2].

Second, OBD data can be employed for determining the parameters of subsurface cracks in ceramics. To demonstrate this possibility, we performed OBD experiments with the Vickers-pyramid-indented material.


Fig. 3. Amplitude and phase of the normal component of the signal vs. modulation frequency of warming radiation. (A) Data points; solid line depicts the theoretical curve after the model parameters for the homogeneous material have been adjusted.


Fig. 5. The same as in Fig. 4 for the tangential component of the signal. The modulation frequency of warming radiation is 9825 Hz .



Fig. 4. Amplitude and phase of the normal component of the signal vs. distance between the exciting and reading beams. The modulation frequency of warming radiation is 9825 Hz .


Fig. 6. Amplitude and phase of the normal component of the signal vs. modulation frequency for the Vickers-pyramidindented ceramic. ( $\mathbf{\Delta}$ ) Data points; solid line depicts the theoretical curve after the model parameters for the material with the lateral crack have been adjusted.

Indentation causes the growth of lateral subsurface cracks in the ceramic [5]. To estimate their effect on the OBD signal, the ceramic was indented by a load of 98 N . The side of the indent was $72 \mu \mathrm{~m}$ long. The OBD signal was measured at a point $60 \mu \mathrm{~m}$ away from the center of the indent. This distance was measured along the median between radial cracks. At the point of measurement, the normal component of the signal as a function of the modulation frequency of the exciting radiation was determined. The associated experimental and theoretical results are depicted in Fig. 6. The least standard deviation was attained at $R_{t} \cong 0.27\left(\mathrm{~cm}^{2} \mathrm{~K}\right) / \mathrm{W}$ and $d=22 \mu \mathrm{~m}$. If $R_{t}$ is defined as the ratio $d / K_{g}$, which is valid when the length of temperature waves far exceeds the crack width, the latter is estimated at $0.6 \mu \mathrm{~m}$. This value is consistent with typical values that characterize crack opening in ceramics [16].

In the above analysis of the formation of the OBD signal, the two problems were solved under the simplifying assumption that the laser radiation is completely absorbed at the surface. However, since we are not familiar with the literature data for the coefficient of absorption of argon laser radiation, this parameter was estimated for $\lambda=0.512 \mu \mathrm{~m}$.

The normal and tangential components of the OBD signal in the silicon nitride ceramic were measured in the modulation frequency range $1-20 \mathrm{kHz}$. Then, the standard deviation between the experimental and theoretical results was minimized by varying the absorption coefficient in expressions (1) and (2). Eventually, the coefficient of absorption of argon laser radiation in the nitride ceramic was found to be $\alpha>3 \times 10^{3} \mathrm{~cm}^{-1}$. At such a value of $\alpha$, light penetration into the material was shown to have a negligible effect on the OBD measurements and, hence, on the thermal properties of the material and the parameters of the lateral subsurface cracks. This means that the generation of temperature waves by $0.512-\mu \mathrm{m}$ radiation in silicon nitride ceramic can be considered as a purely surface process.

Thus, our theoretical and experimental results indicate that OBD measurements can help to determine the thermal physical parameters of today's ceramics and estimate the parameters of subsurface cracks.
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#### Abstract

Condensation of gaseous monosilane-argon and monosilane-helium mixtures was investigated in free jets by a Rayleigh scattering laser diagnostic technique. The condensation of a $\mathrm{SiH}_{4}-\mathrm{Ar}$ mixture begins to develop at a lower stagnation pressure and at a shorter distance from the nozzle, and proceeds at a higher rate, as compared to condensation in monosilane-helium and pure argon jets. The results of Rayleigh scattering measurements in condensing monosilane-argon jets scale with the parameter $P_{0} d^{0.8}$. An analysis of the results obtained in this study and found in literature suggests that simultaneous monosilane-argon condensation leading to the formation of mixed clusters takes place in the monosilane-argon mixture. © 2001 MAIK "Nauka/Interperiodica".


## INTRODUCTION

Current advancements in electronics include fast progress in the development of semiconductor structures grown on large-area substrates (solar cells, thinfilm transistors for use in LCDs, etc.). This field is referred to as large-area electronics [1]. Conventional thin-film deposition techniques, which are based on the use of electric discharges of various types, impede the development of large-area electronics. For this reason, thin films of various compositions are increasingly produced by means of gas jet techniques, which use various methods for activating the gaseous reactants [2-8]. These methods make it possible to attain high local deposition rates $[4,8]$ and thus solve the problem of layer growth on large area substrates.

In the jets of gaseous reactants used in thin-film deposition, the gas cooling due to adiabatic expansion may result in condensation $[9,10]$. The influence of this process on the film deposition rate and the quality of synthesized films is poorly understood to this day [11]. In [4], amorphous hydrogenated silicon film was produced by using a monosilane-argon free jet activated by an electron beam. As the gas jet pressure was increased, a number of phenomena were observed, such as a constant limit approached by the deposition rate and anomalous light emission by argon atoms and monosilane molecules [11-13]. The authors attributed these phenomena to jet condensation.

It was mentioned in [14] that condensation, i.e., the formation and subsequent growth of monosilane clusters, was observed in a monosilane-argon jet, but no data were presented. In [15], clustering was observed by means of molecular beam mass spectrometry in a
pulsed monosilane-argon jet flowing out of a nozzle 1 mm in diameter.

In this paper, we present the results of a systematic study of condensation in free jets of gaseous monosi-lane-argon and monosilane-helium mixtures by means of laser Rayleigh scattering diagnostics. The diagnostic technique was used to measure the particles of condensate directly in the gas stream.

## EXPERIMENTAL

The experiments were conducted in the VS-4 lowdensity gas flow facility of the Institute of Thermophysics Research (Siberian Division of the Russian Academy of Sciences). The setup is schematized in Fig. 1. As a gas source (1), we used axisymmetric sonic nozzles made from tapered-end quartz tubing with an inner diameter of $20-21 \mathrm{~mm}$ and with a round opening of diameter $d=0.54,1.07,1.98,3.6$, or 4.8 mm . Diaphragm gauges were used to measure the stagnation pressure (in the nozzle prechamber). The prechamber was equipped with an ohmic heater used to vary the stagnation temperature from room temperature to $300^{\circ} \mathrm{C}$. The gas temperature in the prechamber was monitored by a thermocouple and was equal to room temperature in most experiments. The gas source was mounted on a 3D traversing mechanism, which was used to adjust the nozzle position and the distance between the nozzle and laser beam within 0.1 mm . The gas expanded from the nozzle into a vacuum chamber evacuated by means of booster pumps at a total pumping rate of $35000 \mathrm{l} / \mathrm{s}$. During experiments, the vacuumchamber pressure was maintained at $10^{-3}-10^{-2}$ torr. The gaseous mixtures used in most experiments consisted of argon with a 5\% monosilane content. In some exper-


Fig. 1. Schematic of the experimental setup.
iments, we also used helium with a $10 \%$ monosilane content.

A Q-switched Nd: YAG laser was used in the experiments, with conversion to second harmonic generation ( $532 \mathrm{~nm}, 10 \mathrm{~mJ} /$ pulse, $20 \mathrm{~ns}, 10 \mathrm{~Hz}$ ). The laser beam was directed into the chamber through a polarizing rotator and an inlet window. A dual-lens system with $F=300 \mathrm{~mm}$ focused the beam (2) within a measurement region in the jet (3, see Fig. 1), creating a measurement volume of diameter 0.1 mm . The scattered light was collected by a lens with $F=100 \mathrm{~mm}$ (4) and focused through an outlet window onto an aperture restricting the measurement volume length to 0.2 mm . The axes of the focusing and light-collection systems were mutually perpendicular, the light-collection axis being aligned with the nozzle axis. This arrangement of optical elements facilitated their adjustment and focusing, whereas the jet was not disturbed since the nozzle and collecting lens were well separated. The signal generated by an FEU-97 photomultiplier (5) passed through a delay line and was fed into input channel $l$ of a ZTsP-4 charge-to-digital converter installed in a CAMAC crate. The data acquisition system was synchronized by a signal from an avalanche photodiode. The signal timing within a 200 -ns integration window was monitored on an S1-75 oscilloscope. The laser pulse energy was monitored by tapping laser radiation to a photodiode whose output was fed into input channel 2 of the ZTsP-4 converter. The ZTsP-4 converter was controlled by a PC through the CAMAC crate controller to facilitate data acquisition and subsequent processing. The results of single-pulse measurements were used to calculate "instantaneous" densities, which were then averaged over an ensemble of 100 samples.

Prior to experiments, we measured background noise (in vacuum) and calibration signal (in air at a
pressure of 20-40 torr). After that, the scattered signal in the jet was measured as depending on spatial location and prechamber pressure and temperature. The cal-ibration-signal samples that substantially exceeded the average level were attributed to scattering by dust particles and discarded as outliers. No dust was detected in jet measurements.

The intensity of Rayleigh scattering by a gas is expressed as follows [16]:

$$
\begin{equation*}
I=A(n-1)^{2} W N, \tag{1}
\end{equation*}
$$

where $N$ is the number density of gas particles, $W$ is the laser radiation intensity, and $n$ is the refractive index of the gas under standard conditions.

The constant $A$ was determined by calibration at a known air density. The refractive indices of air (1.000292), argon (1.000284), and helium (1.000035) were taken from [17]; the refractive index of monosilane (1.000833), from [18]. The refractive index $n_{\text {mix }}$ of a gaseous mixture was calculated as follows [16]:

$$
\begin{equation*}
\left(n_{\operatorname{mix}}-1\right)^{2}=\alpha\left(n_{1}-1\right)^{2}+(1-\alpha)\left(n_{2}-1\right)^{2} \tag{2}
\end{equation*}
$$

where $n_{1}$ and $n_{2}$ are the refractive indices of binarymixture components and $\alpha$ is the concentration of mixture component 1.

These formulas were used to measure the absolute density in free argon, argon-monosilane, and heliummonosilane jets in the absence of condensation.

For a gas-condensate mixture, the scattered light intensity $I$ is proportional to

$$
\begin{equation*}
I=A(n-1)^{2} W \sum_{g=1}^{\infty} N_{g} g^{2}, \tag{3}
\end{equation*}
$$

where $N_{g}$ is the concentration of clusters of size $g$ (i.e., clusters consisting of $g$ monomers) [19].

In the absence of clustering, Eq. (3) reduces to Eq. (1). Formula (3) can be rewritten as follows [20]:

$$
\begin{equation*}
I=A(n-1)^{2} W N[(1-q)+q\langle g\rangle] \tag{4}
\end{equation*}
$$

where $N=\sum_{g=1}^{\infty} N_{g} g$ is the total number density of a gas-condensate mixture, $q=\sum_{g=2}^{\infty} N_{g} g / N$ is the fraction of condensate, and $\langle g\rangle=\sum_{g=2}^{\infty} N_{g} g^{2} / \sum_{g=2}^{\infty} N_{g} g$ is the mean cluster size.

The condensate content is a relatively conservative quantity. Normally, it does not exceed $30 \%$, while clusters may consist of tens or hundreds of monomers. Thus, the relative contribution of the cluster phase to the scattered light intensity rapidly increases with the cluster size. This makes it possible to detect even a low concentration of large clusters in a gas. When the fraction of condensate is known, Eq. (4) can be used to calculate the average cluster size in a gas-condensate mixture.

## RESULTS

First, we studied condensation in a pure argon jet both to verify our diagnostic method and to obtain reference data for a comparative analysis of condensation in a monosilane-argon mixture. Figure 2 shows the normalized Rayleigh scattering intensity $I / I_{0}$ on the centerline of an argon jet flowing out of a nozzle with exit diameter 1.98 mm versus the relative distance downstream of the nozzle, measured at a stagnation pressure of 562 torr and room temperature in the gas source. Here, $I_{0}$ is equal to the value of $I$ corresponding to the gas number density $N_{0}$ in the prechamber at the stagnation pressure and temperature indicated above. The figure also shows experimental and numerical results borrowed from [20,21] and the normalized density $N / N_{0}$ predicted by isentropic calculations for a monatomic gas. In the absence of condensation, Eq. (1) yields $I / I_{0}=N / N_{0}$. The densities measured at relative distances less than 3.5 was found to be lower than the corresponding calculated densities by approximately $30 \%$. However, both measured and calculated results have similar slopes. The discrepancy between the experimental and predicted results may be explained by a deviation from the perfect nozzle geometry. The measured quantities tend to increase with the distance and deviate from the calculated isentropic curve at larger distances from the nozzle. This trend is due to the onset of clustering in the flow. The corresponding results are proportional to $N q\langle g\rangle$, as predicted by Eq. (4), and reflect the cluster concentration and size rather than the gas density. Because of the very high rate of condensation in the flow, a condensation front develops. For this portion of the curve, the increase in scattering intensity due to the growth of cluster size and concentration exceeds its decrease with decreasing density. As the flow expands further, condensation is "frozen" because of a lack of collisions, and both measured and calculated quantities decrease similarly again. The figure also shows the distribution of normalized intensity along the centerline of a free argon jet obtained by measuring the Rayleigh scattering intensity in [20]. The present results are consistent with those measured in [20] under similar flow conditions for a nozzle of diameter 1.93 mm . The experimental results presented in [20] are in much better agreement with isentropic predictions, as compared to the present measurements. This is explained by the fact that nozzles of higher quality, made of steel and having carefully designed subsonic sections, were used in that study. Figure 2 also shows the results calculated for condensation in a gas flow flowing out of a sonic nozzle of diameter 1.93 mm under similar conditions [21]. The satisfactory agreement between calculations and experiment corroborates the results obtained in the present study.

Figure 3 shows the distributions of normalized scattering intensity $I / I_{0}$ along the centerline of a jet flowing out of a sonic nozzle of diameter 1.98 mm , measured for pure argon and a monosilane-argon mixture at con-


Fig. 2. Normalized Rayleigh scattering intensity $I / I_{0}$ and gas density $N / N_{0}$ versus relative distance $x / d$ on the centerline of a free argon jet: (1) experiment, $d=1.93 \mathrm{~mm}$ [20]; (2) experiment, $d=1.98 \mathrm{~mm}$ (present study); (3) calculations [21]; (4) isentropic curve.


Fig. 3. Normalized Rayleigh scattering intensity $I / I_{0}$ and gas density $N / N_{0}$ versus relative distance $x / d$ on the centerline of free argon and monosilane-argon jets: (1) Ar, $P_{0}=537$ torr; (2) $\mathrm{Ar}+5 \% \mathrm{SiH}_{4}, P_{0}=554$ torr; (3) isentropic curve.
stant stagnation pressures with an error not greater than $5 \%$. The figure also shows the curve of $N / N_{0}$ predicted by isentropic calculations for the mixture. Since the curve calculated for the mixture is close to the isentropic prediction for the pure gas (being lower by 3$5 \%$ ), the latter is not shown here. Accordingly, the density distributions in both pure argon and mixture jets were similar upstream of the condensation front. The mixture started to condense at a shorter distance from the nozzle, and the condensation rate was much higher in the mixture as compared to the pure gas. The mixture and pure argon condensation fronts were located at relative distances of 2 and 3.5 , respectively. The Rayleigh scattering intensity measured downstream of the con-


Fig. 4. Rayleigh scattering intensity $I$ versus stagnation pressure $P_{0}$ in free argon, monosilane-argon, and monosi-lane-helium jets: (1) Ar , (2) $\mathrm{Ar}+5 \% \mathrm{SiH}_{4}$, (3) $\mathrm{He}+$ $10 \% \mathrm{SiH}_{4}$, (4) isentropic curve.


Fig. 5. Rayleigh scattering intensity $I$ versus stagnation temperature $T_{0}$ on the centerline of the free $5 \%$ monosilaneargon jet. Initial pressure: $P_{0}=1740$ torr.
densation front in the mixture jet is higher than in the case of the pure gas jet by an order of magnitude.

Figure 4 shows the scattering intensity $I$ as a function of stagnation pressure measured, with an error not greater than $10 \%$, at the distance $x=5 \mathrm{~mm}$ from the nozzle for pure argon, monosilane-argon, and monosi-lane-helium jets flowing out of a nozzle of diameter 1.07 mm . Here, the intensity is measured in the units of equivalent gas number density. In the absence of condensation (at low $P_{0}$ ), the intensity and gas density are equal. The graph implies that condensation develops at $P_{0} \sim 600$ torr in the argon jet and at $P_{0} \sim 250$ torr in the mixture jet. At lower pressures, the measured densities are mutually consistent and agree with the isentropic predictions obtained for the mixture jet. As in the measurements described above, condensation proceeds at a higher rate in the mixed jet as compared to the argon jet. The condensation observed in the $10 \%$ monosi-
lane-helium jet starts at a noticeably higher pressure ( $\sim 450$ torr), as compared to condensation in the monosilane-argon jet ( $\sim 250$ torr), and proceeds at a substantially lower rate.

Figure 5 shows the scattering intensity measured for a free monosilane-argon jet flowing out of a nozzle of diameter 0.54 mm at a distance of 5 mm as a function of stagnation temperature. As the gas-source temperature was increased to $250^{\circ} \mathrm{C}$, the scattering intensity decreased by a factor of about 30 . This is an expected result since the rate of condensation strongly depends on the gas stagnation temperature $[9,10]$.

Figure 6 shows the distributions of normalized Rayleigh scattering intensity along the centerlines of free monosilane-argon jets issuing from nozzles with diameters of $1.07,1.98,3.6$, and 4.8 mm measured at constant stagnation pressures with an error not greater than $10 \%$. The figure demonstrates that condensation takes place in the jet flowing out of each of these nozzles. However, the condensation rate is higher for nozzles of smaller diameters. The condensation front is located at a relative distance of $2-3.5$, and the distance decreases with nozzle diameter. When the nozzle diameter was 1.07 mm , measurements were difficult to perform in the jet region upstream of the condensation front because of interference with the light scattered by the nozzle. Note that the condensation front developing in the monosilane-helium jet was located at a slightly greater relative distance from the nozzle $(\sim 2.5)$.

## DISCUSSION

The Rayleigh scattering measurements showed that condensation takes place in free jets of $5 \%$ monosi-lane-argon mixture issuing from each of the nozzles tested in this study if the value of $P_{0} d^{2}$ is at least $\sim 2500$ torr $\mathrm{mm}^{2}$ (see Fig. 6). The rate of condensation increases with decreasing nozzle diameter, and the distance between the condensation front and the nozzle exit decreases from $x / d \approx 3.5$ to $x / d \approx 1-2$ as the nozzle diameter is varied from the largest to the smallest. Condensation is suppressed by heating the gas (see Fig. 5). The results presented here are in satisfactory agreement with those obtained in mass-spectrometric measurements conducted in a pulsed jet flowing out of a nozzle of diameter 1 mm [15]. In particular, well-developed condensation was observed at pressures above $P_{0}$ ~ 250 torr in this study and above $P_{0} \sim 160$ torr in [15]. When comparing these results, one should bear in mind that the Rayleigh diagnostic technique is more sensitive to large clusters and, therefore, begins to detect condensation at a higher pressure.

The experimental results presented here imply that condensation starts at lower pressures and smaller distances from the nozzle exit, and is characterized by substantially higher rates, in monosilane-argon jets as compared to pure argon or monosilane-helium jets. One plausible explanation of these results is that simul-
taneous condensation of both monosilane and argon was actually detected.

Formula (4) can be used to estimate the average cluster size for a given scattering intensity. However, the fraction of condensate must be known in this expression. For a pure argon jet, the condensate content can be reliably determined by calculation [21]. The average argon cluster size is 300 at the highest pressure under the conditions represented in Fig. 4 and 110 at the largest distance under the conditions represented in Figs. 2 and 3. Note that the corresponding condensate contents were 8.1 and $8.3 \%$, respectively. For mixture jets, no data on the condensate content are available. However, it is well known that the component characterized by the lowest saturation vapor pressure condenses first in a premixed flow at a constant temperature. In our study, monosilane was such a component. In a flow with well-developed condensation, a highly volatile component can condense almost completely when its initial concentration is below $5-10 \%$ [9]. It can be presumed that the flow regimes in 5\% monosi-lane-argon and $10 \%$ monosilane-helium jets under the conditions represented in Fig. 4 are characterized by well-developed condensation, and monosilane has condensed completely. Accordingly, the respective estimated condensate contents are 5 and $10 \%$. Since the results concerning the latter mixture were obtained only for pressures below 1000 torr, extrapolation should be used. Then, the estimated average monosilane cluster sizes are $\approx 800$ and $\approx 70$ for the monosilaneargon and monosilane-helium mixtures, respectively. These estimates may seem to suggest that the rate of monosilane condensation in an argon jet was much higher than in a helium jet. However, this is unlikely to be the case (for explanation, see [9]), and simultaneous condensation of both monosilane and argon resulting in the formation of mixed clusters is a more plausible scenario. Accordingly, a different value of the fraction of condensate should be used in estimating the cluster size. This scenario is practically impossible in the case of a helium-containing mixture, because helium is characterized by low rates of condensation in jet flows and is unlikely to contribute to any clustering (including formation of mixed clusters).

In view of these estimates, it is of interest to determine which scaling parameter should be used to unify the Rayleigh scattering data on condensation in monosilane-argon jets: $P_{0} d^{0.8}$ (as in the case of condensation in a pure argon jet [10]) or $P_{0} d$ (as in the case of condensation in a mixture jet [9]). Figure 7 shows the curves of $I / I_{i s}=f\left(P_{0} d^{0.8}\right)$ corresponding to two nozzles of different diameters and single experimental data points obtained for each of two additional nozzles. Here, $I_{i s}$ is the Rayleigh scattering intensity corresponding to the isentropic density distribution. The results scale with $P_{0} d$ near the condensation threshold (for $P_{0} d^{0.8} \sim 100-200$ torr $\mathrm{mm}^{0.8}$ ) and with $P_{0} d^{0.8}$ at higher values of the parameter. This observation sug-


Fig. 6. Normalized Rayleigh scattering intensity $I / I_{0}$ and gas density $N / N_{0}$ versus relative distance $x / d$ on the centerline of free $5 \%$ monosilane-argon jets issuing from various nozzles: (1) $d=1.07 \mathrm{~mm}, P_{0}=937 \mathrm{torr}$; (2) $d=1.98 \mathrm{~mm}, P_{0}=$ 554 torr; (3) $d=3.6 \mathrm{~mm}, P_{0}=182$ torr; (4) $d=4.8 \mathrm{~mm}, P_{0}=$ 111 torr; (5) isentropic curve.


Fig. 7. Normalized Rayleigh scattering intensity $I / I_{i s}$ versus scaling parameter $P_{0} d^{0.8}$ for free $5 \%$ monosilane-argon jets at $x / d=9.24$ with $d=$ (1) 1.07 , (2) 1.98 , (3) 3.6 , and (4) 4.8 mm .
gests that monosilane and argon condense simultaneously at high stagnation pressures, and mixed clusters are formed. The formation of mixed argonmonosilane clusters was also observed in other studies [15, 22]. In [22], monosilane-argon dimerization was detected in a $1 \%$ mixture jet. In [15], $\mathrm{Ar}_{n} \mathrm{SiH}_{x}$ cluster ions (with $n=1-4$ and $x=2-4$ ) were detected in a mass spectrometric study of a $5 \%$ monosilane-argon mixture jet, which also points to the formation of mixed clusters.

These observations suggest that condensation in a monosilane-argon jet develops as follows: monosilane condenses first, and the resulting clusters play the role of nuclei for argon condensation. As a consequence, argon condensation starts at a lower pressure and a shorter distance from the nozzle exit. This leads to a
higher rate of condensation and a larger cluster size in a monosilane-argon jet as compared to a pure argon jet. In a monosilane-helium jet, the rate of condensation is substantially lower because the formation of mixed monosilane-helium clusters is unlikely to occur.

The phenomena mentioned in the Introduction and observed in a monosilane-argon jet activated by an electron beam [11-13] definitely correlate with the development of jet condensation and may be explained by interaction between electrons and newly formed monosilane and monosilane-argon clusters. Therefore, condensation should be taken into account in studies and applications of film deposition from free jets.

## CONCLUSIONS

A Rayleigh scattering diagnostic technique was used to study condensation in free gaseous $5 \%$ monosi-lane-argon jets for nozzles with diameters varying from 0.5 to 4.8 mm and $10 \%$ monosilane-helium jets for a nozzle of diameter 1.07 mm . It was found that condensation takes place in the $\mathrm{SiH}_{4}-\mathrm{Ar}$ jet flowing out of each nozzle used in the study when the value of $P_{0} d^{2}$ is at least $\sim 2500$ torr $\mathrm{mm}^{2}$. It was shown that the Rayleigh scattering intensities corresponding to condensation in the monosilane-argon jets scale with $P_{0} d^{0.8}$. The $\mathrm{SiH}_{4}-\mathrm{Ar}$ mixture is characterized by a substantially higher condensation rate, as compared to the monosi-lane-helium mixture and pure argon. The last two observations, combined with an analysis of available literature, suggest that these results should be explained by simultaneous condensation of monosilane and argon and formation of mixed clusters.
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#### Abstract

Experimental data on measuring the amounts of fullerene-containing soot deposited in different areas of a fullerene arc are obtained. It is shown that, relying on a fairly general model of the spectra of clusters, a simple gas-dynamic model, and existing knowledge of the transformation stages of carbon clusters, the area of the arc where fullerenes are produced can be determined. © 2001 MAIK "Nauka/Interperiodica".


In experimental work [1], flows of carbon onto cylindrical probes introduced into the gas-plasma jet of an arc discharge, where fullerene-containing soot is produced, were measured, and the results obtained were found to give a qualitative picture of the carbon vapor transformations in the jet. In this study, quantitative calculations and estimates are made and compared with the experiment.

## CALCULATION OF THE CAPTURE PARAMETER AND COMPARISON WITH EXPERIMENT

From experiments with drift tubes [2], it is known that the topology of carbon clusters depends on the number of atoms $N$ approximately as follows. Chains are formed by $N \leq 10$ atoms; the number of atoms in rings is $10 \leq N \leq 30-40$, and $N \geq 30-40$ atoms form into multiring clusters whose topology is not unique. In fullerenes and nearly closed fullerene-like clusters, the basis of soot associates, the number of atoms is $N>36$ [3]. Kinetic characteristics of the rings and chains are very close [4], and the quantity of fullerenes with $N \leq 60$ in negligible. Therefore, in calculations of integrated characteristics such as the current per probe, it is sufficient to describe clusters having a distribution function over the number of atoms in the cluster $n(N)$ using a natural normalization

$$
\int N n(N) d N=n_{\Sigma}
$$

where $n_{\Sigma}$ is the total concentration of the carbon impurity in the carrier gas, helium.

Then the mass of carbon deposited from the gas flow onto a single cylindrical probe oriented at a normal
to the flow direction in a radial-slit source is defined by an integral [5]

$$
\begin{equation*}
M=2 a m_{\mathrm{C}} V L_{\mathrm{eff}} \int N n(N) \varepsilon(N) d N \tag{1}
\end{equation*}
$$

Here, $a$ is the probe radius; $m_{\mathrm{C}}$ is the mass of the carbon atom; $V$ is the radial gas velocity; $L_{\text {eff }}$ is the effective rod length; $\varepsilon(N)=J /(2 a n V)$ is the capture parameter for a cluster of given $N$; and $J$ is the carbon flux per probe unit length. For determining the variables relating to the flow, we use standard formulas of the theory of a free turbulent jet in the form given by Prandtl [5]. In this case; (i) $L_{\text {eff }}=2 x r_{0} \tan (\zeta)$ is the thickness of the jet displacement layer, where $r_{0}$ is the electrode radius; $x=$ $r / r_{0}$ is the dimensionless distance from the discharge axis; and $\zeta$ is the jet angle; (ii) the gas velocity, $V=$ $V_{0} \Theta_{v} / x$, and temperature, $T=T_{0} \Theta_{T} / x$, and the impurity concentration, $n_{\Sigma}=n_{0} \Theta_{n} / x$, where $V_{0}, T_{0}$, and $n_{0}$ are the values of these parameters in the source section and $\Theta_{v}$, $\Theta_{T}$, and $\Theta_{n}$ are the parameters of the theory. In our case $\Theta_{v} \approx \Theta_{T} \approx \Theta_{n}=\Theta \approx 3.5$.

It is evident that the formulas for $V, T$, and $n_{\Sigma}$ are true for $x>\Theta$. In the region of potential jet nucleus, $x<\Theta$, the variation of the parameters is insignificant.

The expression for the capture parameter $\varepsilon$ in the case of slow aerosol-like impurity particles has been obtained in [6] by solving the problem of steady-state diffusion, which is expressed by the equation

$$
\begin{equation*}
\operatorname{div}\left(n V_{S}\right)=D \Delta n . \tag{2}
\end{equation*}
$$

Here, $V_{S}$ is the directional velocity of the carrier gas and $D$ is the diffusion coefficient. Equation (2) was solved with boundary conditions

$$
\begin{equation*}
\left.n\right|_{r=a}=0,\left.\quad n\right|_{r=\infty}=n_{\infty},\left.\quad n\right|_{\varphi=0}=n_{\infty}, \tag{3}
\end{equation*}
$$



Fig. 1. Dependence of the Peclet number of the number of carbon atoms in a cluster: (1) chains and rings; (2) fullerenes; $T=0.3 \mathrm{eV}$.
where the angle $\varphi$ is that made with the direction opposite to the flow.

Condition (5) is required for the existence of a line of maximum onflow; it is asymptotic in character and holds only for Peclet diffusion numbers $\mathrm{Pe}=$ $a V / D \longrightarrow \infty$ [7].

In [6] the following dependence of the capture parameter on Peclet number has been obtained:

$$
\begin{equation*}
\varepsilon=2.32 \times \mathrm{Pe}^{-2 / 3} \omega \tag{6}
\end{equation*}
$$

where $\omega=1 /\{2[2-\ln (\operatorname{Re})]\}^{1 / 3}$ and $\operatorname{Re}=2 a V / v$ is the Reynolds number.

Figure 1 gives Peclet numbers of the carbon clusters forming chains (or rings, whose characteristics are very similar, see curve 1 ) and fullerenes (curve 2) for a typical helium concentration of $3 \times 10^{17} \mathrm{~cm}^{-3}$. Data for collision cross sections determining the diffusion coefficient $D \approx 0.33 V_{T(\mathrm{He})} / \sigma N_{\mathrm{He}}$, where $V_{T(\mathrm{He})}$ is the thermal velocity and $N_{\mathrm{He}}$ is the helium concentration, have been borrowed from [8]. It is seen that, for most clusters, $\mathrm{Pe} \geq 1$ and formula (6) is applicable. An exception is presented by small chains with $N \leq 10$, for which Pe can be significantly less than unity. In this case there is no maximum onflow line and the current is defined by corrections to the known formula for a diffusion probe in the absence of directional gas flow [9]:

$$
\frac{J}{2 \pi}=\frac{D n_{\infty}}{\ln (R / a)}
$$

where $R \sim V_{T} \tau$ is the cut-off length determined by the lifetime of a given cluster and its thermal velocity $V_{T}$; the corrections should have the form of an expansion over a small parameter, the Peclet number.

Let us expand $n$ in Eq. (2) over Legendre polynomials

$$
\begin{equation*}
n=n_{0}+n_{1} \cos \varphi+\ldots \tag{7}
\end{equation*}
$$

and equate the coefficients of the same order in the right- and left-hand sides. Taking into account only the
first two terms we get

$$
\begin{gather*}
d^{2} n_{0} / d r^{2}+(1 / r) d n_{0} / d r \\
=(-\mathrm{Pe} / 3)\left(U d n_{1} / d r+2 \Phi n_{1} / r\right)  \tag{8}\\
d^{2} n_{1} / d r^{2}+(1 / r) d n_{1} / d r-n_{1} / r^{2}=-\mathrm{Pe} U d n_{0} / d r \tag{9}
\end{gather*}
$$

where $U(r)$ and $\Phi(r)$ are absolute dimensionless variables of radial and angular velocities of the carrier gas divided by $\cos \varphi$ and $\sin \varphi$, respectively, and differentiating is done over a dimensionless coordinate $r / a$ denoted with the same symbol $r$.

Equation (8) was solved as a boundary problem with boundary conditions (3), (4), and Eq. (9) as an ordinary differential equation with conditions

$$
\begin{equation*}
\left.\frac{d n}{d r}\right|_{r=R / a}=\left.n\right|_{r=R / a}=0 \tag{10}
\end{equation*}
$$

In a zero approximation,

$$
\begin{equation*}
n_{0}^{0}=n_{\infty} \frac{\ln (r)}{\ln (R / a)}, \quad n_{1}^{0}=\frac{C}{r} \tag{11}
\end{equation*}
$$

Though $n_{1}^{0}$ does not satisfy condition (10), we will use it for defining the right-hand side of Eq. (8). The constant $C$ is determined from condition (9):

$$
\begin{equation*}
C=\operatorname{Pe} n_{\infty} \tag{13}
\end{equation*}
$$

Substituting Eq. (13) into Eq. (8) we get in the next (first) approximation
$d^{2} n_{0} / d r^{2}+(1 / r) d n_{0} / d r=\left(-\mathrm{Pe}^{2} n_{\infty} / 3 r^{2}\right)(U-2 \Phi) .($
In the case of viscous circumfluence, functions $U$ and $\Phi$ are calculated only over distances $r-1 \leq 1 / \mathrm{Re}$ from the probe using the known formula for the Lamb potential and have the form

$$
\begin{gather*}
U=U_{L}=\left[1 / r^{2}-1+2 \ln r\right] \omega  \tag{15}\\
\Phi=\Phi_{L}=\left[-1 / r^{2}+1+2 \ln r\right] \omega \tag{16}
\end{gather*}
$$

At $r-1>1 / \mathrm{Re}$, the form of these functions is unknown, but it is easy to find that the result of integration in Eq. (14)

$$
n_{0}=\left.\frac{d n_{0}}{d r}\right|_{r=1} \ln r+\frac{\operatorname{Pe}^{2} n_{\infty}}{3} \int_{1}^{r} \frac{d r^{\prime}}{r^{\prime}} \int_{1}^{r^{\prime}} \frac{1}{r^{\prime \prime}}(U-2 \Phi) d r^{\prime \prime}
$$

under obvious constraints for $U$ and $\Phi$

$$
\begin{gathered}
\left.(U-2 \Phi)\right|_{r=R / a}=-1 \\
\left.\frac{d}{d r}(U-2 \Phi)\right|_{r=1}=\left.\frac{d}{d r}\left(U_{L}-2 \Phi_{L}\right)\right|_{r=1}=8 \omega
\end{gathered}
$$

depends but weakly on the particular form of the function. Having thus determined $d n_{0} /\left.d r\right|_{r=1}$, we find that
the current per unit length of probe is

$$
\begin{equation*}
\frac{J}{2 \pi}=\frac{D n_{\infty}}{\ln (R / a)}\left(1-\frac{\mathrm{Pe}^{2}}{3} \int_{1}^{R / a} \frac{d r^{r^{\prime}}}{r^{\prime}} \int_{1} \frac{1}{r^{\prime \prime}}(U-\Phi) d r^{\prime \prime}\right) \tag{17}
\end{equation*}
$$

Dependence of the capture parameter given by Eq. (17) on the Peclet number Pe is shown in Fig. 2 (curve 2). It is seen that at low Pe , curve 2 can differ from curve 1 by a factor of 2 and this difference should be taken into account in the following consideration. It is interesting to note that at $\mathrm{Pe}=1$, in which case both Eqs. (6) and (17) introduce very large errors but of different sign, the curves differ by no more than $20 \%$.

Comparing Fig. 2 of this study and Fig. 2 of [1], it is seen that calculated and experimental values of the capture parameter are roughly the same. Indeed, in the region $r<1 \mathrm{~cm}$, where the jet contains carbon atoms and small clusters, the Pecklet number is much less than unity and, correspondingly, the capture parameter can be far in excess of unity. At larger $r$, where the cluster size is larger and Pe approaches 1, the capture parameter also becomes about unity. For large particles, $\mathrm{Pe} \gg 1$ and $\varepsilon<1$.

However, it should be noted that neither Eq. (6) nor Eq. (17) can ensure greater accuracy. Already at Re ~ 0.1 , which is much less than our experimental values, the boundary layer breaks away and a turbulent flow emerges beyond the probe. Therefore, it would appear that the real value of $\varepsilon$ should be lower than that given by both formulas.

On the other hand, the probe is completely immersed in the turbulent mixing layer. If the turbulent flow is presented as a sequence of large-scale vortices extending over most of the mixing layer [5], then inside a vortex the movement of particles towards the probe will have a tangential component. This should, on the contrary, increase the capture parameter because the probe cross section for a current tube inside the vortex is considerably larger than for normal incidence. In addition, the particles in the vortex swirl past the probe quite a number of times.

If over the time of passage of the vortex the flux of particles rises by a factor of $M$ and the relative time of staying in a given vortex point (intermittence factor) is $\Gamma$, then the relative increase of the flux per probe is $M \Gamma+(1-\Gamma)$. This factor can hardly exceed 2.

It is possible that the rise of the capture parameter due to "external" turbulence and the decrease because of "intrinsic" turbulence compensate one another and formulas (6) and (17) (each in its own region) give cor-


Fig. 2. Dependence of the capture parameter $\varepsilon$ on Peclet number: (1) calculation by formula (6); (2) calculation by Eq. (17): $\operatorname{Re}=1, R / a=6$.
rect results. In this study we will process experimental data using formula (6).

## CALCULATION OF THE MASS FLUX PER PROBE FOR DIFFERENT CLUSTER SIZE DISTRIBUTION FUNCTIONS

Analysis of the experimental data was done for three alternative assumptions regarding the carbon carrier.
(1) All carbon atoms are contained in chains or rings whose distribution varies as

$$
\begin{equation*}
\frac{n(N)}{n_{0}}=\alpha_{\mathrm{C}}\left[1-\left(\frac{N}{N_{1}}\right)^{q}\right] \tag{18}
\end{equation*}
$$

at $N<N_{1}(r)$. The function $N_{1}(x)$ gives the maximum number of carbon atoms in a given cluster type. The collision cross section of the cluster with helium determining their diffusion was taken equal to $\sigma \approx 0.5 N \sigma_{0}$, where $\sigma_{0}=7.54 \times 10^{-16} \mathrm{~cm}^{2}$ [8]. The adopted approximation is indirectly supported by calculation results in [8], where at $N \sim 35-45$ the number of chains and rings was found to fall drastically because of the peculiar growth of the cluster coagulation cross section with increasing $N$.

Besides the power-law approximation, an exponential approximation of the function $n(N)$ was used:

$$
\begin{equation*}
\frac{n(N)}{n_{0}}=\alpha_{C} \exp \left(-\gamma \frac{N}{N_{1}}\right) \tag{19}
\end{equation*}
$$

where parameter $\gamma$ represents simulation of a decrease of $n(N) / n_{0}$ over the scale of $N_{1}$, say, by a factor of $10^{3}$; the result of such an approximation and conclusions nearly coincide with approximation (18) for $q \sim 1 / 2-$ 1/5. Substituting Eq. (19) into Eq. (1) we get

$$
\begin{equation*}
\mu=\frac{M}{M_{0}}=B \alpha_{\mathrm{C}}\left(\frac{4}{x}\right)^{1 / 3} N_{1}^{4 / 3} \frac{9 q}{4(3 q+4)} \tag{20}
\end{equation*}
$$

where $M_{0}=2 \pi r_{0} n_{0} V_{0} 2 d m_{\mathrm{C}}$ is the total mass flux from
the arc, $2 d$ being the separation between the electrodes,

$$
\begin{equation*}
B=a \Theta^{4 / 3} \frac{\tan \zeta}{\pi d} 2.32 \omega\left(0.33 \frac{V_{T 0} / V_{0}}{\sigma_{0} N_{\mathrm{He} 0} a}\right)^{2 / 3} \tag{21}
\end{equation*}
$$

where $V_{T 0}$ and $N_{\mathrm{He} 0}$ are the thermal velocity and concentration of helium atoms in the jet source.

The normalization condition has the form

$$
\begin{equation*}
\frac{\Theta}{x}=\alpha_{\mathrm{C}} N_{1}^{2} \frac{q}{2(q+2)} \tag{22}
\end{equation*}
$$

(2) All carbon atoms are contained simultaneously in chains whose distribution is described by formula (19) with a fixed boundary $N_{1}=N_{10}=38$ and fullerenes with the number of atoms $N_{F}=60$. The normalization coefficients of the chains $\alpha_{C}$ and fullerenes $\alpha_{F}$ are assumed to be unknown:

$$
\begin{equation*}
\frac{n(N)}{n_{0}}=\alpha_{C}\left[1-\left(\frac{N}{N_{10}}\right)^{q}\right]+\alpha_{F} \delta_{60, N} \tag{23}
\end{equation*}
$$

Similar to section 1 we find

$$
\begin{gather*}
\mu=\frac{M}{M_{0}}=\frac{B}{x^{1 / 3}}  \tag{24}\\
\times\left[2^{2 / 3} \alpha_{\mathrm{C}} N_{10}^{4 / 3} \frac{9 q}{4(3 q+4)}+\frac{\alpha_{F} N_{F}}{3.71+0.1 N_{F}}\right]
\end{gather*}
$$

Here, $\delta_{60, N}$ is the fullerene distribution function represented by a discrete Chronicler symbol and the collision cross section of fullerenes with helium atoms expressed as $\sigma_{F}=\left(3.71+0.1 N_{F}\right) \sigma_{0}$ [18]. The normalization condition has the form

$$
\begin{equation*}
x\left[\alpha_{\mathrm{C}} N_{10}^{2} \frac{q}{2(q+2)}+\alpha_{F} N_{F}\right]=\Theta \tag{25}
\end{equation*}
$$

Thus, determination of the functions $\alpha_{C}$ and $\alpha_{F}$ is reduced to solving two equations with two unknown quantities.
(3) All carbon clusters depositing on the probe are associates of fullerenes and fullerene-like particles [3]. In describing them it is assumed that the number of "elementary particles" in an associate $s=\Omega \sigma$, where $\sigma$ is the average area of the associate projection approximately equal to the cross section of its collision with a helium atom; $\Omega=\omega / 4 \pi R_{0}^{2}, R_{0}$ being the radius of the "elementary particle" and $\omega$ a geometric constant, assuming that the associate is a random packing of hard spheres, $\omega=0.637$.

Suppose for simplicity that $R_{0}$ is equal to the fullerene radius, that the number of particles in all associates is the same and equal to $S_{a}(x)$, and that their con-


Fig. 3. Radial variation of the normalization factor $\alpha_{C}(x)$ for chains and rings $\alpha_{C}^{(1)}$ and the chain-ring-fullerene mixture $\alpha_{\mathrm{C}}^{(2)} \cdot V_{0}=4.6 \times 10^{3} \mathrm{~cm} / \mathrm{s}$.


Fig. 4. Radial variation of the spectral boundary between chains and rings. $V_{0}=4.6 \times 10^{3} \mathrm{~cm} / \mathrm{s}$.
centration is $n=n_{0} \alpha_{a}(x)$. Then the relative mass of associates deposited on a probe is

$$
\begin{equation*}
\mu=60 \frac{B}{x^{1 / 3}}\left(\frac{\sigma \omega}{\pi R_{0}^{2}}\right) S_{a}^{1 / 3} \alpha_{a} \tag{26}
\end{equation*}
$$

provided that the normalization condition is met:

$$
\begin{equation*}
\frac{\Theta}{x}=60 S_{a} \alpha_{a} \tag{27}
\end{equation*}
$$

Now the number of elementary particles in an associate can be easily determined:

$$
\begin{equation*}
S_{a}=\frac{\sigma \omega}{\pi R_{0}^{2}} \frac{1}{\sqrt{x}}\left(\frac{\Theta B}{\mu x}\right)^{3 / 2} \tag{28}
\end{equation*}
$$

(4) Comparison with the experiment consisted in trying to find out whether, with the cluster distribution function proposed above, the distances from the discharge axis can be determined at which transitions from one cluster type to another take place. The following parameters were used in the calculation: the temperature $T_{0}=0.3 \mathrm{eV}$, helium pressure 80 torr, and mass flow rate $2.5 \mathrm{mg} / \mathrm{s}$. At a velocity of $V_{0}=4.6 \times 10^{3} \mathrm{~cm} / \mathrm{s}$, this flow rate produces a concentration of carbon atoms in the gap section equal to $n_{0}=2.4 \times 10^{16} \mathrm{~cm}^{-3}$.

Figure 3 shows the values of $\alpha_{C}=\alpha_{C}^{(1)}$ derived by solving the system of equations (19)-(22) for chains
(curve 1) and of $\alpha_{C}=\alpha_{C}^{(2)}$ derived from Eqs. (23)-(25) for a mixture of chains and fullerenes (curve 2). The dependence $\mu(r)$ was determined from the experimental data. The fact that the curves intersect indicates that there is an area where fullerenes appear in the spectrum alongside chains and rings. The criterion of coherency of the calculation is $N_{1}=N_{10}$ in this area, to be ensured by the proper choice of one of the unknown parameters of the problem. The dependence of $N_{1}$ on $r$ for the same starting calculation data as in Fig. 3 is plotted in Fig. 4. It is evident that the behavior of $N_{1}(x)$ depends on $V_{0}$, $T_{0}$, and turbulent parameters $\Theta, \zeta$, which are not quite reliably known. Because the temperature $T_{0}$ is not expected to vary widely, the optimum variant will be the velocity $V_{0}$. Calculation has shown that at $V_{0}<2.5 \times$ $10^{3} \mathrm{~cm} / \mathrm{s}$, curves $\alpha_{\mathrm{C}}^{(1)}$ and $\alpha_{\mathrm{C}}^{(2)}$ do not intersect. In the velocity range $V_{0}=4-5 \times 10^{3} \mathrm{~cm} / \mathrm{s}$, the curves intersect and the value of $N_{1}$ at the intersection point approaches $N_{10}$ (Fig. 5). The smallest difference between $N_{1}$ and $N_{10}$ is achieved at $V_{0}=4.6 \times 10^{3} \mathrm{~cm} / \mathrm{s}$, corresponding to the distance $r_{1}=3.2 \mathrm{~cm}$ from the discharge axis. Note that this initial velocity of the turbulent jet corresponds to a theoretical estimate $[9,10]$.

The position of the point where fullerenes emerge corresponds to the experimental data of [11]. Calculation shows that for this point, $\alpha_{F} \approx 3.5 \times 10^{-2}$ and the total absolute concentration of fullerenes and fullerenelike clusters is $n_{F}=\alpha_{F} n_{0} \approx 8 \times 10^{14} \mathrm{~cm}^{-3}$.

Consider now the transition from fullerenes to associates. Figure 6 shows the dependence on $r$ of the number of particles in an associate $S_{a}$ calculated by Eqs. (28). It is seen that associates begin to form at $r_{2} \approx$ 4 cm . Thus, the extent of the "life zone" for fullerenes until they merge into associates is $r_{2}-r_{1} \approx 0.5-1.0 \mathrm{~cm}$.

Let us make some estimates. The distance at which clusters coagulate is, by an order of magnitude,

$$
L_{F}=V \tau_{F} \sim \frac{V}{V_{T}^{F}} \frac{1}{\sigma_{F F} n_{F} \lambda \exp (-\Delta E / T)}
$$

where $\tau_{F}$ is the cluster free path time; $V_{T}^{F} \approx 2 \times 10^{4} \mathrm{~cm} / \mathrm{s}$ is the cluster thermal velocity at $T=0.2 \mathrm{eV} ; \sigma_{F F} \approx 4 \sigma_{F}$ is the geometrical section for collisions between clusters; and $\Delta E$ is the energy barrier for the reaction.

According to the consideration in [12], most of the fullerene-like clusters contain small remains of the ring fragments and the possibility of "discarding" extra atoms in such clusters is very small. This is especially true of clusters with $N \leq 60$. Such clusters should coagulate more readily if it is the ring fragments that are foremost in the approaching clusters. The barrier $\Delta E$ for such a reaction is close to that for approaching rings, $\Delta E \sim 0.5 \mathrm{eV}$ [13]. The preexponential geometrical factor $\lambda \sim 0.2-0.3$ determines the fraction of collisions in which clusters collide just in this manner, with


Fig. 5. Dependence of the difference between upper spectral boundary $N_{0}=38$ used in calculation by (23) and the upper boundary of the spectrum by (18) at the intersection point of curves $\alpha_{C}^{(1)}$ and $\alpha_{C}^{(2)}$ on the flow velocity $V_{0}$ at the source section.


Fig. 6. Radial variation of the number $S_{a}$ of "elementary particles" in an associate.
their ring fragments at the fore. An estimate of the quantity $L_{F}$ gives $L_{F} \sim r_{2}-r_{1}$, which makes the adopted assumptions appear internally consistent.

As already mentioned above while discussing the flux of particles onto the probe, we used expressions for a laminar flow in the conditions where these expressions are certainly not applicable. Therefore, it is important to find out to what extent the qualitative result obtained can be affected by hydrodynamic factors depending on the flow type.

Calculations have shown that the position of point $r_{1}$ practically does not change if the factor in expression (6) for the capture parameter is changed severalfold. Only the jet initial velocity changes. On the other hand, the position of point $r_{2}$ does not depend at all on the choice of velocity.

Thus, both the qualitative characteristics of the spectrum transformation depend on specific flow characteristics only weakly unless the nature of the flow changes qualitatively over a given spatial interval.
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#### Abstract

The presence of the anomalous resistoacoustic effect in the case of the propagation of a BleusteinGulyaev wave in a piezoelectric-conducting liquid structure is theoretically predicted. As the conductivity of the liquid increases, the wave velocity increases, reaches its maximum, and then decreases. The value of the positive variation of the wave velocity increases with decreasing dielectric constant of the liquid $\varepsilon^{l q}$ and can reach $6 \%$ for potassium niobate at $\varepsilon^{l q}=2.5$. It is shown that there exists a critical value of the wave localization depth above which the anomalous resistoacoustic effect in such a structure is absent. © 2001 MAIK "Nauka/Interperiodica".


The normal resistoacoustic effect manifests itself as follows [1]: as the conductivity of a thin layer deposited on the surface of a piezoelectric substrate increases, the velocity of surface acoustic waves propagating in this system monotonically decreases, the value of the maximal velocity variation ( $\Delta v / v$ ) being uniquely related to the electromechanical coupling coefficient of the wave. At the same time, the insertion loss as a function of conductivity exhibits a characteristic maximum and becomes zero when the layer is close to an ideal dielectric or an ideal conductor. Such dependences were observed in a structure consisting of a piezoelectric and a conducting liquid [2]. However, according to the recent theoretical prediction [3], in the case of weakly inhomogeneous acoustic waves such as the BleusteinGulyaev and Love waves, there exists an interval of the layer conductivity values within which the velocity of these waves first increases, reaches its maximum, and then decreases. This effect is called the anomalous resistoacoustic effect, and it can occur in any piezoelectric, the value of the maximal positive variation of the wave velocity increasing with the increase in the electromechanical coupling coefficient of the material. It was found that the anomalous resistoacoustic effect occurs when the localization depth of the surface wave exceeds some critical value [3]. Therefore, this effect is not observed for a strongly localized Rayleigh wave $[1,3]$. The behavior of the insertion loss in the case of the anomalous effect is the same as in the case of the normal resistoacoustic effect. The interval of the conductivity values that correspond to considerable positive variations of the wave velocity proved to be quite narrow, so that we did not notice it in our previous study [4] of the effect of thin conducting layers on the characteristics of acoustic waves in potassium niobate.

Presumably, the anomalous effect can also occur in other situations with conducting layers, which affect the localization depth of weakly inhomogeneous waves propagating in piezoelectrics. From this point of view, surface acoustic waves propagating along the boundary between a piezoelectric and a conducting liquid are of particular interest. The theoretical study of such waves is the subject of this paper.

Let us analyze the propagation of an acoustic wave in a piezoelectric-conducting liquid structure. We assume that the $x_{3}$ axis is directed into the depth of a piezoelectric crystal occupying the half-space $x_{3}>0$, and the conducting liquid occupies the half-space $x_{3}<0$. The equations of motion for the piezoelectric medium and the liquid have the form:

$$
\begin{equation*}
\rho \frac{{ }^{p} \partial^{2} u_{i}^{p}}{\partial t^{2}}=\frac{\partial T_{i j}^{p}}{\partial x_{j}}, \quad \rho^{l q} \frac{\partial^{2} u_{i}^{l q}}{\partial t^{2}}=\frac{\partial T_{i j}^{l q}}{\partial x_{j}}, \tag{1}
\end{equation*}
$$

where $u_{i}^{p}$ and $u_{i}^{l q}$ are the particle displacements; $x_{j}$ are the spatial coordinates; $t$ is time; $T_{i j}^{p}$ and $T_{i j}^{l q}$ are the mechanical stresses; $\rho^{p}$ and $\rho^{l q}$ are the densities; and the superscripts $p$ and $l q$ refer to the piezoelectric and liquid media, respectively.

We write the Laplace equation for the piezoelectric medium and the Poisson equation and the charge conservation equation for the conducting liquid:

$$
\begin{equation*}
\operatorname{div} \mathbf{D}^{p}=0, \quad \operatorname{div} \mathbf{D}^{l q}=\delta^{l q}, \quad \frac{\partial J_{i}^{l q}}{\partial x_{i}}+\frac{\partial \delta^{l q}}{\partial t}=0 \tag{3}
\end{equation*}
$$

Here, $\mathbf{D}^{p}$ and $\mathbf{D}^{l q}$ are the electric inductions, $\boldsymbol{\delta}^{l q}$ is the space charge density, and $J_{i}^{l q}$ is the $i$ th component of


Fig. 1. Dependences of (a) the attenuation of a BleusteinGulyaev wave and (b) its relative velocity variation on the conductivity of the liquid for $\varepsilon^{l q}=(1) 80$, (2) 20 , and (3) 2.5 and for the frequencies 1,50 , and 500 MHz (the solid, dotted, and dashed curves, respectively).
the current density. Finally, we write the constitutive equations for an anisotropic piezoelectric medium

$$
\begin{align*}
& T_{i j}^{p}=C_{i j k}^{p} \frac{\partial u_{l}^{p}}{\partial x_{k}}+e_{k i j}^{p} \frac{\partial \Phi^{p}}{\partial x_{k}},  \tag{6}\\
& D_{j}^{p}=-\varepsilon_{j k}^{p} \frac{\partial \Phi^{p}}{\partial x_{k}}+e_{j i k}^{p} \frac{\partial u_{l}^{p}}{\partial x_{k}} \tag{7}
\end{align*}
$$

and for an isotropic liquid

$$
\begin{gather*}
T_{i j}^{l p}=C_{i j k l}^{l q} \frac{\partial u_{l}^{l q}}{\partial x_{k}},  \tag{8}\\
D_{j}^{l q}=-\varepsilon^{l q} \frac{\partial \Phi^{l q}}{\partial x_{j}},  \tag{9}\\
J_{i}^{l q}=-\sigma^{l q} \frac{\partial \Phi^{l q}}{\partial x_{i}}+d^{l q} \frac{\partial \delta^{l q}}{\partial x_{i}} . \tag{10}
\end{gather*}
$$



Fig. 2. Dependences of the normalized amplitude of the electric potential of a Bleustein-Gulyaev wave propagating in potassium niobate on the $x_{3}$ coordinate normalized to the wavelength for $\varepsilon^{l q}=(1) 80$, (2) 20 , and (3) 2.5 and for $\sigma^{l q}=$ (a) $\sigma_{1}$, (b) $\sigma_{\max }^{l q}$, and (c) $\sigma_{2}$.

Here, $\Phi^{p}$ and $\Phi^{l q}$ are the electric potentials, $C_{i j k l}^{p}$ and $C_{i j k l}^{l q}$ are the elastic constants, $e_{k i j}^{p}$ are the piezoelectric constants, $\varepsilon_{j k}^{p}$ and $\varepsilon^{l q}$ are the dielectric constants, $\sigma^{l q}$ is the bulk conductivity, and $d^{l q}$ is the diffusion coefficient.

To set the mechanical boundary conditions at the solid-liquid interface, we take into account the continuity of only the normal components of the displacements and mechanical stresses:

$$
\begin{equation*}
u_{3}^{p}=u_{3}^{l q}, \quad T_{13}^{p}=T_{23}^{p}=0, \quad T_{33}^{p}=T_{33}^{l q} . \tag{11}
\end{equation*}
$$

The corresponding electric boundary conditions are based on the assumption that the surface charge and the normal component of the current are zero at the boundary:

$$
\begin{equation*}
\Phi^{p}=\Phi^{l q}=\Phi_{0}, \quad D_{3}^{p}=D_{3}^{l q}, \quad J_{3}^{l q}=0 \tag{12}
\end{equation*}
$$

where $\Phi_{0}$ is the electric potential in the plane $x_{3}=0$.

To solve the above equations with the boundary conditions, we used the approach described in our previous publication [5]. The piezoelectric was assumed to be potassium niobate, which exhibits a strong piezoelectric effect [6]. The material constants used in the calculations were taken from the literature [7]. The analysis showed that, when the elastic and electric properties of the liquid vary over wide limits, we always obtain the normal resistoacoustic effect for a Rayleigh wave. The anomalous resistoacoustic effect occurs in the case of a Bleustein-Gulyaev wave propagating in the $Y$-cut, $X$-propagation potassium niobate [8]. In this case, the elastic properties of the liquid do not affect the characteristics of the wave. Therefore, we studied the effect of the dielectric constant and the conductivity of the liquid on the velocity and attenuation of a Bleustein-Gulyaev wave.

Figure 1 shows the dependences of (Fig. 1a) the attenuation and (Fig. 1b) the relative variation of the velocity of a Bleustein-Gulyaev wave on the conductivity of the liquid for different values of its dielectric constant $\varepsilon^{l q}$ and different frequencies of the acoustic wave. From Fig. 1a, one can see that the attenuation exhibits the usual behavior and increases with decreasing dielectric constant of the liquid. This result can be explained by the increase in the effective electromechanical coupling coefficient with decreasing dielectric constant [9]. The velocity of the acoustic wave (Fig. 1b) increases with increasing conductivity, reaches its maximal value, and then drops; i.e., a pronounced anomalous resistoacoustic effect is observed. One can see that, as the dielectric constant decreases, the maximal value of the positive velocity variation $(\Delta v / v)_{\max }^{+}$ increases and can reach $6 \%$ at $\varepsilon^{l q}=2.5$. It should also be noted that, as the frequency of the acoustic wave increases, the interval of the conductivity values $\sigma^{l q}$ for which the anomalous resistoacoustic effect is observed moves toward higher conductivities of the liquid.

Figure 2 presents the dependences of the normalized amplitude of the electric potential in potassium niobate on the $x_{3}$ coordinate normalized to the wavelength for different values of the dielectric constant and conductivity of the liquid at a frequency of 1 MHz . The depth dependence of the potential was calculated for the values of the liquid conductivity (Fig. 2a) $\sigma_{1}$, (Fig. 2b) $\sigma_{\max }$, and (Fig. 1c) $\sigma_{2}$, which correspond to the relative velocity variations $(\Delta v / v)_{\max }^{+} / 2,(\Delta v / v)_{\max }^{+}$, and $-(\Delta v / v)_{\max }^{+}$, respectively. For $\sigma_{2}$, we obtain the normal
resistoacoustic effect. Thus, Fig. 2 shows that, as in the case of the structure with a thin conducting layer [3], there exists some critical value of the wave localization depth above which the anomalous resistoacoustic effect is absent. The wave penetration depth decreases with increasing dielectric constant of the liquid. It should be noted that the dependence of the amplitude of the potential on the $x_{3}$ coordinate exhibits an oscillatory behavior, which agrees well with the literature data [8]. As the conductivity of the liquid increases, the amplitude of these oscillations decreases.

Thus, this paper shows that, in the case of the propagation of weakly inhomogeneous waves in a piezoelectric crystal that is in contact with a conducting liquid, the anomalous resistoacoustic effect is possible. This effect is a fundamental property of weakly inhomogeneous surface acoustic waves and can serve as a criterion that allows one to discern the waves of the aforementioned type in practice.
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#### Abstract

Results are given of an in situ X-ray diffraction study of the crystal-lattice state of a TiNi-based alloy during deformation under the effect of an external stress in the pretransition region preceding the $B 2-R-$ B19' martensitic transformations. The pretransition state preceding martensitic transformations in the alloy under study was found to manifest itself in a specific behavior of the lattice parameter and thermal expansion coefficient in the $B 2$ phase. The magnitude of the thermal expansion coefficient in the $B 2$ phase nonmonotonically depends on the amount of deformation and the applied stress. © 2001 MAIK "Nauka/Interperiodica".


## INTRODUCTION

The problem of pretransition phenomena preceding martensitic transformations in titanium nickelidebased alloys has been the focus of research for many years. This is due to the great scientific and practical interest in this material, which possesses unique properties, such as shape-memory effect, superelasticity, etc. [1].

In this paper, we present the results of an in situ X-ray diffraction research of the state of the crystal lattice of a TiNi-based alloy that was deformed or is under the effect of an external stress in the pretransition region preceding the $B 2-R-B 19$ ' martensitic transformation.

The study of the thermal expansion of metals and alloys yields information on the nature of interatomic interactions. Thermal expansion is due to the manifestation of anharmonic effects in the interatomic interactions [2]. In order to answer the question of how this interatomic interaction changes in the TN-10 alloy (a TiNi-based alloy [1]) in the pretransition region preceding the $B 2-R-B 19^{\prime}$ martensitic transformation and how this transformation responses to plastic deformation in a constrained sample, we studied the temperature dependences of the lattice parameter in the $B 2$ phase (Fig. 1).

## EXPERIMENTAL

The in situ X-ray diffraction investigations were performed using a DRON-2 diffractometer equipped with a special attachment [3] that made it possible to study the alloy in a required temperature range under a permanently applied load and fixed deformation. The measurements were conducted in a filtered $\mathrm{Cu} K_{\alpha}$ radiation. The method of preparation of a TN-10 alloy with
a composition close to equiatomic was described in [1]. The samples for X-ray diffraction studies were annealed at $800^{\circ} \mathrm{C}$ for 1 h before the investigation.

## RESULTS AND DISCUSSION

Figure 1 shows the temperature dependences of the lattice parameter of the $B 2$ phase, $a_{B 2}(T)$ in a temperature range preceding the martensitic transformation. In the $a_{B 2}(T)$ dependences of the undeformed alloy, it is seen that the deviation from the linear behavior begins far before the onset of the martensitic transformation (Fig. 1a). Such a behavior of the lattice parameter in the region preceding the transformation indicates the development of a pretransition state [4]. The study of the $a_{B 2}(T)$ dependence in a weakly deformed alloy in a constrained state revealed a feature near $100^{\circ} \mathrm{C}$ (Fig. 1b). This feature consists in the existence of an inflection point (the temperature $T^{*}$ ) in the $a_{B 2}(T)$ curve. An increase in the degree of deformation led to a shift of the inflection point in the $a_{B 2}(T)$ curve toward lower temperatures (Fig. 1c). In samples deformed to $10 \%$, the pretransition region in the $a_{B 2}(T)$ curve is markedly narrower than in the undeformed sample and has a more pronounced character (Fig. 1d).

Usually, upon an analysis of thermal expansion of solids, temperature dependences of the thermal expansion coefficient are used. We obtained the values of the thermal expansion coefficients from the experimental $a_{B 2}(T)$ curves (Fig. 2). It is seen that in the undeformed state with approaching the temperature of the onset of the $B 2 \longrightarrow R \longrightarrow B 19^{\prime}$ phase transition the thermal expansion coefficient in the $B 2$ phase increases. This indicates a decrease in the interatomic interaction and, as a consequence, a decrease in the stability of the crystal lattice of the $B 2$ phase (Fig. 2a). An insignificant


Fig. 1. Temperature dependences of the lattice parameter of the $B 2$ phase: (a) in the undeformed state; (b)-(d) in a deformed state under constrained conditions; (b) $\varepsilon=2.5$, (c) 3.7 , and (d) $10 \%$.
deformation leads to a marked increase in the thermal expansion coefficient in the $B 2$ phase far from the phase transition (not shown in the figure). At deformations of $2.5-4 \%$, the thermal expansion coefficient in the $B 2$ phase decreases in the temperature region preceding the phase transition (Figs. 2b, 2c). Greater deformations also lead to an increase in the thermal expansion coefficient in the $B 2$ phase far from the phase transition, and in the temperature region preceding the phase transition leads to a noticeable growth of the thermal expansion coefficient in the $B 2$ phase (Fig. 2d).

The changes in the thermal expansion coefficient depending on the degree of deformation are small. It was established in [2] that in the presence of deformation the thermal expansion coefficients obey the dependence $\alpha=\alpha_{0}(1+A \varepsilon)$, where $\varepsilon$ is the deformation caused by the external actions; $\alpha_{0}$ is the thermal expansion coefficient at $\varepsilon=0 ; A \approx \chi_{T} E \gamma / 3$ is a coefficient that is determined by the elastic properties of the substance; and $E$ is the elasticity modulus. We calculated the thermal expansion coefficient depending on the degree of plastic deformation for nickel with the coefficient $A=2.1$ [2] (Fig. 3). This dependence is nonmonotonic for titanium nickelide, in which phase transitions occur. In metals, which suffer no phase transitions, the depen-


Fig. 2. Temperature dependences of the thermal expansion coefficient of the TN-10 alloy after deformation in a constrained state: (a) $\varepsilon=0$, (b) 2.5 , (c) 3.7 , and (d) $10 \%$.


Fig. 3. Thermal expansion coefficient as a function of the degree of deformation for (1) the TN-10 alloy and (2) pure nickel. Calculated by the formula $\alpha=\alpha_{0}(1+A \varepsilon)$.
dence of the thermal expansion coefficient from deformation is linear.

It is known that the thermal expansion coefficient of metals $\alpha$ is one of anharmonic characteristics of crystals [4]. The coefficient $\alpha$ depends on the binding energy $|U|$. For pure metals, the thermal expansion coefficient at $T>\Theta$ can be calculated by the formula [5] $\alpha=3 C R / 2 \mid U$, where $C$ is a coefficient that can take on values $3,5, \ldots, 10$. This formula qualitatively reflects a realistic situation: the greater the binding energy and the deeper the potential well, the smaller the thermal expansion coefficient. An increase in the value of the thermal expansion coefficient $\alpha$ indicates a decrease in the binding energy, i.e., reflects the decrease in the stability of a given crystal modification. In our case, a discontinuous (jumpwise) increase in coefficient $\alpha$ shows that the crystal lattice of the phase with the B2-type structure passed into a new, less stable state with respect to the low-temperature state. This indicates the
preparation of the crystal lattice to the martensitic transition. By the magnitude of the jump $\Delta \alpha$, we can judge the magnitude of the binding energy change $\Delta U$. The alloys that were subjected to small deformations in the immediate proximity to the temperature of the $B 2-R$ martensitic transformation ( $T_{R}<T<T^{*}$ ), coefficient $\alpha$ decreases markedly. This indicates that the deformation converts the crystal lattice of the $B 2$ phase into a more stable state. These data correlate with the revealed nonmonotonic dependence of the $T_{R}$ and $M_{\mathrm{s}}$ curves on the degree of deformation with a minimum at deformations of $3-5 \%$ for the TN-10 alloy [6].

## CONCLUSIONS

Thus, X-ray diffraction studies show that the pretransition state that precedes the martensitic transformation in the titanium nickelide-based alloy manifests itself in the behavior of the lattice parameter and thermal expansion coefficient in the $B 2$ phase. The magni-
tude of the thermal expansion coefficient in the $B 2$ phase depends nonmonotonically on the deformation and on the applied external stress.
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#### Abstract

Interaction between atomic hydrogen and pyrolytic graphite is investigated by thermal desorption spectroscopy, atomic force microscopy, and scanning tunneling microscopy. After exposure in an atomic hydrogen flow, the initially smooth graphite surface becomes rough, with a height difference of several nanometers. When heated, the samples release hydrogen and their surface is smoothed out, showing monolayer-deep etch pits. After multiple sorption-desorption cycles, both the linear sizes and the depth of the pits increase. © 2001 MAIK "Nauka/Interperiodica".


## INTRODUCTION

The unique combination of the physical parameters of graphite, such as its small atomic number, as well as high thermal conductivity, heat capacity, and temperature of sublimation, makes it promising for protective coatings of both the first wall and the divertor in tokamak reactors. During the operation of the reactor, the graphite surfaces are subjected to intense flows of hydrogen atoms, ions, and molecules, which cause protective graphite tiles to degrade.

Hydrogen-graphite interaction depends on the state of hydrogen (ionic, atomic, or molecular) striking the graphite surface. For instance, molecular hydrogen interacts with the graphite surface only at high temperatures and in the presence of a catalyst $[1-3]$. The irradiation of graphite by hydrogen atoms produces hydrocarbons and causes the hydrogen to accumulate both on the surface and in the bulk of the sample [2, 4, 5]. $\mathrm{H}^{+}$ ion bombardment gives rise to the formation of the near-surface layer, which is saturated by hydrogen to a concentration of roughly 0.4 atoms per C atom. Interaction between graphite and neutral hydrogen atoms is as yet little understood. A part (usually small) of the hydrogen is responsible for the formation of volatile hydrocarbon compounds and the rest of the hydrogen is sorbed either on or under the surface. On heating, the hydrogen sorbed leaves the sample mainly in the form of $\mathrm{H}_{2}$ molecules [2]. A number of authors assume, without citing convincing evidence, that this hydrogen is adsorbed on the surface [2], whereas others believe that it is released from the bulk [6, 7]. The kinetics of hydrogen release from commercial and pyrolytic graphites irradiated by $\mathrm{H}^{0}$ atoms was investigated in [8]. Results obtained in that work suggest that hydrogen is most likely to localize in the near-surface layer of graphite.

In this study, we pursue our investigation of atomic hydrogen sorption and its subsequent release on heating. Apparently, the sorption of hydrogen and the formation of hydrocarbons must change the morphology of the graphite surface. It can be expected that the methods of atomic-force and scanning-tunneling microscopies (AFM and STM, respectively), together with the method of thermal desorption spectroscopy (TDS), will provide valuable information on both hydrogen localization and the morphology of the graphite surfaces.

## PREPARATION OF SAMPLES AND EXPERIMENTAL METHODS

The object under study is quasi-single-crystal pyrolytic graphite, since its surface has extensive planar regions needed for the reliable observation of morphological changes with the AFM and STM methods. A strip of pyrolytic graphite measuring $1 \times 40 \times$ 0.15 mm was cut from a bulk sample (its upper damaged layers were removed with an adhesive tape) and placed into a high-vacuum chamber. The sample surface was parallel to the basal graphite plane. Prior to experiments (for details, see [8]), the samples were outgassed by high-vacuum heating for a long time. The AFM and STM images taken of various surface regions both before and after the treatment indicate that the high-temperature vacuum heating does not change the surface morphology of the samples.

The chamber can be connected to a mass-spectrometer and to a purified hydrogen delivery system. After outgassing, the sample was cooled to room temperature and the chamber was filled by molecular hydrogen up to a pressure of about $10^{-2}$ torr. Hydrogen molecules


Fig. 1. Number of $\mathrm{H}^{0}$ atoms desorbing from $1 \mathrm{~cm}^{2}$ of the pyrolytic graphite surface vs. irradiation dose.


Fig. 2. Kinetic curves for hydrogen thermal desorption from graphite that were obtained after the sorption of $\mathrm{H}^{0}$ atoms. Heating is stopped at the temperatures (1) 1200, (2) 880, (3) 820 , and (4) $750^{\circ} \mathrm{C}$. The heating rate is $25^{\circ} \mathrm{C} / \mathrm{s}$.
dissociated into neutral atoms on an atomizer-a fine tungsten wire heated to $2500^{\circ} \mathrm{C}$. The atomizer was located parallel to the sample surface at a distance of $5-8 \mathrm{~mm}$. In our experiments, the flux of incident hydrogen atoms was equal to $\sim 5 \times 10^{13} \mathrm{H}^{0} /\left(\mathrm{cm}^{2} \mathrm{~s}\right)$ [8].

To determine the amount of hydrogen absorbed and to investigate the kinetics of absorption-desorption processes, we applied the TDS method. Today, different modifications of this method are well known and widely used in investigating the kinetics of gas-solid interactions [9]. If the temperature of the sample exposed to the flow of hydrogen atoms is increased, the gas sorbed (or its portion) leaves the sample. As a result, the pressure in the vacuum system grows, which is detected by a sector magnetic mass spectrometer. By measuring the change in the partial pressure during the
heating of the sample, it is easy to find the amount of hydrogen desorbed provided that the pump capacity is known [10]. For a number of the samples, the kinetics of hydrogen release was also investigated in order to make sure that the process is similar to that described in [8]. In our experiments, the sample was heated by the linear law from some initial temperature $T_{0}: T=T_{0}+\alpha t$, where $\alpha$ is the rate of heating and $t$ is time. By varying the rate of heating, one can easily evaluate the energy of activation of desorption (see, for example, [11]).

The surface morphology was examined with a P4-SPM-MDT atomic force microscope operating in the contact mode and with a scanning tunneling microscope of the original design that provides an atomic resolution in studying the surface of graphite layers [12]. STM tunnel tips were prepared by etching tungsten wires in a 2 M NaOH solution with subsequently cleaning them in a vacuum by electron bombardment. The tunnel current upon scanning was maintained in the interval $0.1-5 \mathrm{nA}$ to minimize noise. Samples for surface morphology examination were prepared in the same way as for the investigation of the hydrogen release kinetics. Then, they were taken out of the vacuum chamber and studied under environmental conditions.

## EXPERIMENTAL RESULTS

The initial surface of the samples has extended regions of atomically smooth planes. At large scan fields, one can see clear-cut atomic steps (AFM image) and the distinct atomic structure (STM image). Longterm exposure of the samples to molecular hydrogen in the chamber (cold atomizer) does not lead to hydrogen absorption by graphite [3, 8]. Correspondingly, no changes in the surface morphology of graphite are observed.

Unlike molecular hydrogen, atomic hydrogen is vigorously sorbed by pyrolytic graphite [3, 8]. The rise in the temperature of the samples, after they have been irradiated by hydrogen atoms, causes a large amount of $\mathrm{H}_{2}$ and a minor (less than 1\%) amount of light hydrocarbon molecules to release. Figure 1 shows the amount of the hydrogen desorbed (per $1 \mathrm{~cm}^{2}$ of the surface area) as a function of the $\mathrm{H}^{0}$ irradiation dose. Hereafter, by the irradiation dose, we mean the product of the atomic flux (per $1 \mathrm{~cm}^{2}$ of the surface) and the exposure time of the sample. It is worth noting that the efficiency of hydrogen atom capture by the graphite surface (the ratio of the number of atoms striking the surface to the number of those remaining in the sample) does not exceed $3-4 \%$ even at the initial stage of the sorption process. As the irradiation dose increases, the capture efficiency drops and the amount of hydrogen sorbed tends to saturation at doses on the order of $(2-4) \times 10^{17} \mathrm{H}^{0} / \mathrm{cm}^{2}$.

A detailed analysis of the kinetic curves of thermal desorption was performed in [8]. Below, we only
briefly outline the basic results. The time dependence of the rate of $\mathrm{H}_{2}$ desorption from the atomic-hydrogenirradiated sample heated at a constant rate of $25^{\circ} \mathrm{C} / \mathrm{s}$ has two sharp maxima at temperatures about 850 and $1250^{\circ} \mathrm{C}$ [8]. The temperatures corresponding to the maximal desorption rates (at a constant heating rate) were independent of the amount of hydrogen sorbed, which is characteristic of first-order desorption kinetics. The first order of desorption kinetics means that the formation of $\mathrm{H}_{2}$ molecules from the atoms is not the limiting stage of hydrogen release. A characteristic feature of hydrogen release from the graphite is the rapid (for 20-30 s) decrease in the desorption rate almost to zero when heating is stopped (Fig. 2). Note that hydrogen release from the sample ceases although a significant amount of the gas still remains in the sample. However, with the further rise in the temperature, hydrogen evolves from the sample again (Fig. 3). The analysis performed in [8] demonstrates that the kinetics of adsorption-desorption processes in an atomic hydro-gen-graphite system can adequately be described if it is assumed that the graphite has two types of traps the capture by which is accompanied by diffusion. However, only from kinetic measurements, it is virtually impossible to draw any conclusions concerning the physical nature of trapping centers, as well as the localization of hydrogen captured. Nevertheless, certain suggestions can be made. One is that during sorption, hydrogen atoms penetrate into the sample and become trapped between graphite layers; i.e., we are dealing with the process of intercalation.

The surface morphology was examined on samples exposed to hydrogen atoms for $2.5,30,60$, and 125 min at temperatures of $50-70^{\circ} \mathrm{C}$ (with or without subsequent thermal desorption), as well as on those underwent several exposure-desorption cycles. The irradiation dose was varied between $7.5 \times 10^{15}(2.5 \mathrm{~min})$ and $3.75 \times 10^{17} \mathrm{H}^{0} / \mathrm{cm}^{2}(125 \mathrm{~min})$. According to Fig. 1, these values correspond to the hydrogen concentrations in the samples from $2.2 \times 10^{14}$ to $4.3 \times 10^{14} \mathrm{H} / \mathrm{cm}^{2}$. After the exposure to atomic hydrogen (before thermal desorption), the initially smooth surfaces facing the atomizer become rough, with the asperity height being equal to several nanometers (Figs. 4, 5). The hydrogenexposed surfaces feature increased scan noise as compared to the initial surfaces. The figures presented allow us to conclude that, as the exposure time increases, the mean lateral sizes of the asperities diminish but their density grows. At the same time, the back sides of the samples (not exposed to the atoms) remain unchanged.

After hydrogen thermal desorption, the scan noise markedly decreases, the surface is smoothed out, and the fine, down to the atomic scale, relief can be resolved. The probe techniques detect many pits about $3 \AA$ in depth on the surface (Fig. 6) (the spacing between graphite layers is approximately $3.35 \AA$ ). The distribution of the pits over the surface is nonuniform: from several tens per $1 \mu \mathrm{~m}^{2}$ to zero. In addition, their


Fig. 3. Hydrogen desorption kinetics. Linear heating was stopped at the temperatures (3) 880 and (2) $1030^{\circ} \mathrm{C}$ and then was continued to (1) $1200^{\circ} \mathrm{C}$. The heating rate $25^{\circ} \mathrm{C} / \mathrm{s}$.


Fig. 4. AFM image of the graphite surface $(1 \times 1 \mu \mathrm{~m})$ after outgassing but before interaction with atomic hydrogen. The asperity height is 0.8 nm .
density randomly changes when the probe moves along the length and width of the sample. When the time of exposure to hydrogen atoms increases or sorption-thermal desorption cycling takes place, the lateral sizes of the pits grow and they partially coalesce. Simultaneously, new pits also of a monoatomic depth start to grow at the bottom of the large pits (Fig. 7). On the back side of the samples, the pits are absent even if sorptiondesorption cycles are repeated many times.

It is interesting to note that the long-term storage (for several weeks) of the samples exposed leads to a decrease in the scan noise and to smoothing the surface relief, as is the case with thermal desorption.

## DISCUSSION

The surface morphology examination shows that the irradiation of the graphite by hydrogen makes its surface rough (the asperities disappear in the course of


Fig. 5. AFM image of the graphite surface $(1 \times 1 \mu \mathrm{~m})$ after the sorption of atomic hydrogen. Irradiation dose (asperity height) is (a) $7.5 \times 10^{15}(2.76)$, (b) $8.9 \times 10^{16}(4.1)$, (c) $1.78 \times 10^{17}(3.4)$, and (d) $3.75 \times 10^{17} \mathrm{H}^{0} / \mathrm{cm}^{2}(5.5 \mathrm{~nm})$.
thermal desorption) and initiates a set of pits on the surface. The lateral size of the pits increases with exposure time. The weak dependence of the asperity height on the exposure time demonstrates that the near-surface


Fig. 6. AFM image of the graphite surface $(1 \times 1 \mu \mathrm{~m})$ after 30 -min exposure to hydrogen atoms and subsequent thermal desorption. The asperity height is 0.5 nm .


Fig. 7. AFM image of the graphite surface $(0.33 \times 0.33 \mu \mathrm{~m})$ after six $30-\mathrm{min}$ exposure to atomic hydrogen-thermal desorption cycles. The asperity height is 1.6 nm .


Fig. 8. STM image of the graphite surface $(1 \times 1 \mu \mathrm{~m})$ after six 30-min exposure to atomic hydrogen-thermal desorption cycles. The asperity height 2.2 nm .
region saturates very rapidly (Fig. 1): the amount of hydrogen being released at thermal desorption after a 125 -min exposure is only twice as large as that after the exposure for 2.5 min . The appearance of asperities on
the surface confirms, in our opinion, the above assumption that atomic hydrogen penetrates into the near-surface graphite layers rather than is sorbed on its surface. In the latter case, a relief such as in Fig. 5 would hardly be probable to occur. Another point in favor of hydrogen accumulation in the near-surface layers is the increase in the scan noise, which is associated with a change in the mechanical properties of the surfaces exposed.

The appearance of the pits on the surfaces is the result of the erosion of the graphite surface during interaction with atomic hydrogen. The growth of the pits is irreversible. It seems likely that they begin to appear as soon as the hydrogen atoms strike the surface. However, the monolayer-deep pits are difficult to detect on the rough "noisy" surface. After the hydrogen is thermally desorbed, they are distinctly detected by the probe techniques. The increase in the exposure time results in the growth of the lateral pit sizes. The pits coalesce, and, thus, graphite planes are removed layer by layer (Fig. 7). The pit density strongly vary even between regions $100-200 \mu \mathrm{~m}$ distant from each other. One can therefore assume that the pits originate primarily at initially defect sites of the graphite surface. The essential role of defects during the erosion of the graphite surface was observed in [13, 14]. In the former article, the effect of high temperatures on the graphite surface under environmental conditions was studied; in the latter, oxygen-graphite interaction under UV irradiation was investigated at room temperature. In [14], it is assumed that only atomic oxygen or ozone can cause erosion, which develops where surface defects exist. Such surface defects may be, for example, atomic vacancies or steps. Where there are one or more dangling carbon bonds, hydrogen more readily reacts to produce volatile hydrocarbon compounds. The carbon atoms are removed, and pits form. It is not surprising that the distribution of defects over the surface is nonuniform. As is known, the density of defects (after removing the upper graphite layers with the help of an adhesive tape) varies from site to site by several orders of magnitude [13]. That the origination and evolution of erosion are defect-related is indirectly confirmed, in our case, by the sharp increase in the concentration of the pits at the steps (Fig. 8). In addition, the spontaneous formation of defects on the surface immediately during the irradiation must not be ruled out. The equal depths of the pits can be explained by the fact that the layers of pyrolytic graphite adhere to each other only via Van der Waals bonds. Therefore, if a defect is in an upper atomic layer, an undamaged underlying layer is not subjected to erosion. Hence, the pits grow only in the lateral direction, with the depth remaining equal to one monolayer.

Of interest is also the fact of surface smoothing after the samples have been stored under environmental conditions for a long time. We did not perform detailed investigations into this phenomenon, and its mechanism is still unclear. Hypothetically, there are unknown
catalytic mechanisms of absorbed hydrogen release that are not so energy-consuming as hydrogen thermal desorption under a high vacuum.

## CONCLUSION

Thus, the AFM and STM investigations of the interaction between atomic hydrogen and the graphite surface discovered the significant changes in the morphology of the surface. Being initially atomically smooth, it becomes rough when exposed to atomic hydrogen. This is related to the penetration of the hydrogen into the near-surface graphite layers during sorption. Under the graphite surface, hydrogen atoms recombine to form molecules, which exert an excess pressure. This pressure results in surface bulging, which is reversible and disappears after removing the hydrogen from the graphite. Simultaneously, the surface is covered by etch pits. This is associated with the partial desorption of the hydrogen in hydrocarbon compounds. The growth of the pits over the surface and the origination of new ones, as the exposure time increases or sorption-desorption cycles are repeated, indicates the effective mechanism of graphite erosion in atomic hydrogen.
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#### Abstract

The Faraday effect spectra were measured in $\mathrm{La}_{0.7} \mathrm{Sr}_{0.3} \mathrm{MnO}_{3-\delta}$ films. A band attributed to $d-d$ transitions ${ }^{4} A_{2 g}-{ }^{4} T_{2 g}$ in $\mathrm{Mn}^{4+}$ ions or octahedral complexes $\left(\mathrm{MnO}_{6}\right)^{8-}$ was observed in the spectral region of $\sim 2.7 \mathrm{eV}$. The position and value of the maximum of the Faraday rotation band and the figure of merit were found to depend on the degree of charge and magnetic uniformity of the films. The films can be used to develop magnetooptical modulators. © 2001 MAIK "Nauka/Interperiodica".


The metal-to-insulator transition in lanthanum manganites with colossal magnetoresistance is accompanied by sharp changes in resistivity and light absorption. Lanthanum manganites with such properties can be used in various optoelectronic devices [1]. To determine possible applications of lanthanum manganites in engineering, it is necessary to study their magnetooptical properties. In addition, the study of magnetooptical effects provides information about electron transitions and the electron and spin structure of lanthanum manganites. The goal of this work was to study the Faraday effect in $\mathrm{La}_{0.7} \mathrm{Sr}_{0.3} \mathrm{MnO}_{3-\delta}$ (LSMO) films.

Single-crystal LSMO films (thickness, $900 \AA$ ) were grown on $\mathrm{SrTiO}_{3}(100)$ (STO) substrates using the technique of ion-plasma evaporation in an $\mathrm{Ar}: \mathrm{O}_{2}(4: 1)$ atmosphere at a pressure of $1-8$ torr. The substrate temperature during evaporation was $600^{\circ} \mathrm{C}$ (film 1) or $480^{\circ} \mathrm{C}$ (film 2). The $c$ axis of the film was perpendicular to the substrate surface. The chemical composition of the films, as well as the temperature dependence of their electric resistance, was described in the preceding work [2]. The maximum resistivity near the metal-toinsulator transition was attained at a temperature $T_{\mathrm{\rho}}$ of 227 K (film 1) and 165 K (film 2). The behavior of the resistivity of the films within the temperature range from $T_{\rho}$ to 300 K was semiconductor-like; below $T_{\mathrm{\rho}}$, the resistivity behavior was metal-like. The maximum resistivity of film 2 was almost two times higher than that of film 1 .

A double-beam optical setup based on the MDR-12 spectrometer was used to detect the Faraday effect. Upon passing through a polarizer and the sample, a monochromatic beam was split by a Wollaston prism into two beams. The prism was used as an analyzer for the two beams. The angle between the polarization planes of the polarizer and the Wollaston prism was
$45^{\circ}$. Therefore, the intensities of the two beams were equal. The Faraday effect changed the beam intensities. The difference in the intensities of the beams was detected using an electronic system $(Y)$. The magnetic field was directed in parallel to the film surface. The angle of incidence of light on the film surface was $68^{\circ}$. The value of specific Faraday rotation was determined from the equation $F=Q_{F} /(d \sin (\varphi))$, where $d$ is the optical path in the film; $\varphi$ is the angle between the direction of light propagation in the film and the normal to the film surface. The value of $Q_{F}$ was calculated from the formula $Q_{F}=\left(\Delta Y K_{1}\right) /\left(8 Y_{0} K_{2}\right)$, where $\Delta Y$ is the difference in signals for two directions of the magnetic field; $Y_{0}$ is the signal generated by one of the beams in the absence of the plane-of-polarization rotation; and $K_{1}$ and $K_{2}$ are the coefficients of amplification of $\Delta Y$ and $Y_{0}$, respectively. The spectra of Faraday rotation in the films were measured within a range of 2 to 3 eV in magnetic fields up to 1 kOe . The temperature range was $90-$ 300 K . The spectra of light absorption in the films were measured within a range of 0.1 to 2.5 eV .

A typical absorption spectrum for $\mathrm{La}_{0.7} \mathrm{Sr}_{0.3} \mathrm{MnO}_{3-\delta}$ films, in which the Faraday effect was observed, is shown in Fig. 1. A band is observed in the spectrum at 1.5 eV . The band maximum shifts toward a lower energy on cooling within the ferromagnetic range. An increase in the absorption is observed at energies higher than 2 eV . The temperature dependence of the intensity of light passed through the film in the region of light interaction with free charge carriers at an energy of $0.18 \mathrm{eV}(\lambda=7 \mu \mathrm{~m})$ shows a bend at $T=227 \mathrm{~K}$ (see inset in Fig. 1). This temperature is equal to the temperature $T_{\rho}$, at which the resistivity maximum was observed. Such a change in the light intensity in the region of light interaction with charge carriers is typical of lanthanum manganites [1,3].

Low-energy ( 2.4 eV ) and high-energy ( 5.2 eV ) bands are revealed in the spectra of optical conductivity of manganites $\mathrm{LaMnO}_{3}$ [4]. These bands can be attributed to the $d-d$ transition ${ }^{5} E_{g}{ }^{5} T_{2 g}$ in $\mathrm{Mn}^{3+}$ ions and the lowest energy charge-transfer transition $\mathrm{O} 2 p-\mathrm{Mn} 3 d$ in octahedral complexes $\left(\mathrm{MnO}_{6}\right)^{9-}$, respectively [5]. Introduction of $\mathrm{Ca}^{2+}$ and $\mathrm{Sr}^{2+}$ ions (hole doping) causes a significant change in the optical properties of manganites within a wide spectral range. The low-energy ( 2.4 eV ) band intensity decreases sharply, whereas the high-energy band shifts toward a lower energy. The spectral weight in general is shifted to the IR region. A sharp peak is observed at 1.5 eV [4]. The nature of this peak has been discussed at length in the literature. According to [4], the peak is caused by the chargetransfer transition $\mathrm{O} 2 p-\mathrm{Mn} 3 d$. Other researchers attributed this peak to various one-centered or two-centered $d-d$ transitions. For example, according to [6], this absorption band can be caused by indirect transitions between occupied $e_{g \uparrow}^{(1)}$ and vacant $e_{g \uparrow}^{(2)}$ states. These $e_{g}^{(1)}$ and $e_{g}^{(2)}$ states belong to the $e_{g}$ zone of $\mathrm{Mn}^{3+}$ ions. The $e_{g}$ zone is split by the Jahn-Teller interaction. Such an electric-dipole $d-d$ transition becomes possible because of hybridization of the $e_{g}$ states of manganese with the $2 p$ states of oxygen. The band shift and the increase in the IR absorption coefficient in the ferromagnetic region are caused by the contribution of the free charge carriers and redistribution of the spectral weight toward a lower energy [3]. In our opinion, such a transition can be also caused by the $d-d$ transition ${ }^{5} E_{g}{ }^{5} T_{2 g}$ in $\mathrm{Mn}^{3+}$ ions screened from the crystal field by the hole density located partially in nearby oxygen ions.

The largest part of the optical data on manganites was obtained by processing reflection spectra. This method did not allow many important effects to be observed and studied. These effects are caused by relatively weak $d-d$ transitions and forbidden charge-transfer transitions. Though weak, these transitions are of high information value, in particular, such transitions as those in $\mathrm{Mn}^{4+}$ ions or octahedral complexes $\left(\mathrm{MnO}_{6}\right)^{8-}$. The occurrence of these complexes in $\mathrm{La}_{1-x} \mathrm{Sr}_{x} \mathrm{MnO}_{3}$ systems is due to hole doping. Magnetooptical studies of such transitions in pyrochlorine compounds of $\mathrm{A}_{2} \mathrm{Mn}_{2} \mathrm{O}_{7}$ with the octahedral complexes $\left(\mathrm{Mn}^{4+} \mathrm{O}_{6}\right)^{8-}$ were performed within a spectral range of 1.5 to 4.5 eV using the Kerr effect [7]. Spectral bands at 2.6 and 3.1 eV were attributed to $d-d$ transitions ${ }^{4} A_{2 g}{ }^{4} T_{2 g}$ and ${ }^{4} A_{2 g}{ }^{4} T_{1 g}$ in $\mathrm{Mn}^{4+}$ ions or the octahedral complexes $\left(\mathrm{MnO}_{6}\right)^{8-}$, respectively. A band at 3.8 eV and a highintensity band with a maximum at $E \geq 4.3 \mathrm{eV}$ can be attributed to forbidden and allowed charge-transfer transitions, respectively. This suggestion is sufficiently consistent with the data given in [8]. These data are based on measurements of the luminescence spectra of manganites. Thus, a study of the magnetooptical spec-


Fig. 1. Absorption spectrum of a $\mathrm{La}_{0.7} \mathrm{Sr}_{0.3} \mathrm{MnO}_{3}$ film on a $\mathrm{SrTiO}_{3}$ substrate at two temperatures. Inset: the temperature dependence of the intensity of light passed through the film at $0.18 \mathrm{eV}(\lambda=7 \mu \mathrm{~m})$.
tra of doped manganites could provide valuable information on $\mathrm{Mn}^{4+}$ ions, to which the unique properties of these oxides are attributed.

The Faraday effect in $\mathrm{La}_{1-x} \mathrm{Ca}_{x} \mathrm{MnO}_{3}$ manganites within a range of 1.5 to 3.0 eV was studied only in [9]. Significant Faraday rotation with maximums located presumably at 1.2 and 3.1 eV was observed. However, work [9] does not contain any comprehensive analysis of the spectral and temperature dependences. The magnetooptical Kerr effect in $\mathrm{La}_{1-x} \mathrm{Sr}_{x} \mathrm{MnO}_{3}$ within a range of 0.9 to 5.3 eV was studied in [10]. Spectral dependences of the complex polar Kerr effect or, more precisely, the off-diagonal components of the permittivity tensor calculated from these dependences were processed using a simple two-oscillator model. This model provides an adequate description of the low-frequency band with a maximum at 1.2 eV . However, the deviation of the calculated contribution of a single oscillator with an energy of 3.1 eV from the spectral behavior observed within a range of 2 to 5 eV goes far beyond the limits of error. The magnetooptical activity within the range under consideration was attributed in [10] to the charge-transfer transitions $\mathrm{O} 2 p-\mathrm{Mn} 3 d$. The Kerr effect in epitaxial films $\left(\mathrm{La}_{0.35} \mathrm{Pr}_{0.35}\right) \mathrm{Ca}_{0.3} \mathrm{MnO}_{3}$ was measured within a spectral range of 1.5 to 3.8 eV [11]. A high-intensity magnetooptical transition centered at $2.7-3.0 \mathrm{eV}$ was observed. Generally speaking, in the LSMO films under consideration, $\mathrm{Mn}^{4+}$ ions are expected to exhibit a high magnetooptical activity between 2 and 3 eV .

A band at $\hbar \omega=2.69 \mathrm{eV}$ was observed in the specific Faraday rotation spectrum of the film 1 at 90 K (Fig. 2). The Faraday effect value at the maximum was $\sim 25000 \mathrm{deg} / \mathrm{cm}$. The Faraday rotation band in the spectrum of film 2 was shifted toward a higher energy. The Faraday effect value at the maximum ( 2.72 eV ) was


Fig. 2. Spectra of the specific Faraday rotation in $\mathrm{La}_{0.7} \mathrm{Sr}_{0.3} \mathrm{MnO}_{3}$ films at $T=90 \mathrm{~K}$ and $H=0.06 \mathrm{~T}$ : (1) film with $T_{c}=228 \mathrm{~K}$ and (2) film with $T_{c}=165 \mathrm{~K}$. Inset: the temperature dependence of the Faraday rotation at 2.6 eV in the film 1 .


Fig. 3. Magnetic field dependence of the specific Faraday rotation in the $\mathrm{La}_{0.7} \mathrm{Sr}_{0.3} \mathrm{MnO}_{3}$ film (film 1) at 90 K and 2.6 eV . Inset: the magnetization hysteresis loop at 77 K (film 1).
$\sim 18000 \mathrm{deg} / \mathrm{cm}$. As reported in [9], a shoulder of $\sim 25000 \mathrm{deg} / \mathrm{cm}$ was observed in the Faraday rotation spectrum of a $\mathrm{La}_{0.7} \mathrm{Ca}_{0.3} \mathrm{MnO}_{3}$ film at 2.7 eV and a temperature of 100 K .

Comparison of the data obtained in this work with the results of the spectroscopic study of octahedral ions $\mathrm{Mn}^{4+}$ presented in [7,8] allows the band at 2.7 eV to be attributed to the $d-d$ transitions ${ }^{4} A_{2 g}{ }^{4} T_{2 g}$ in $\mathrm{Mn}^{4+}$ ions. The magnetooptical activity of these transitions is caused by the exchange interaction and the spin-orbit interaction in ${ }^{4} T_{2 g}$ states with an effective orbital moment of $L=1$. The volume of the magnetooptically active ferromagnetic phase in a film is determined by the presence of $\mathrm{Mn}^{4+}$ ions. Films of the same chemical composition may differ from each other in the number
of ions. Presumably, the variations in the number of ions are caused by the nonstoichiometric oxygen composition of films. Donors (oxygen vacancies) compensate acceptors ( $\mathrm{Mn}^{4+}$ ions) produced by Sr doping. The value of the Faraday rotation in film 2 is lower than in film 1 , presumably because the ferromagnetic phase volume in film 2 is smaller than in film 1. The asymmetric shape of the bands is most probably caused by inhomogeneous broadening, as well as the proximity of the ${ }^{4} A_{2 g}-{ }^{4} T_{1 g}$ transition in $\mathrm{Mn}^{4+}$ ions, with a maximum at $3.1 \mathrm{eV}[7,8]$.

The temperature dependence of the specific Faraday rotation $F(T)$ in film $l$ was measured at 2.6 eV in a magnetic field $H$ of 600 Oe (see inset in Fig. 2). Curve $F(T)$ provides information about the temperature dependence of magnetization. The tail of the curve is extended. It can be assumed on the basis of curve $F(T)$ that the film contains several ferromagnetic regions with different $T_{c}$. Regions with an effective Curie temperature of $T_{c} \approx 228 \mathrm{~K}$ make the largest contribution to the value of Faraday rotation (at $T \approx 228 \mathrm{~K}$, the first derivative of $F(T)$ is maximum). The temperature dependence of the intensity of light passed through the film shows a bend almost at the same temperature ( $T \approx$ 227 K; see inset in Fig. 1). Using the same method, the Curie temperature $T_{c}$ of film 2 was found to be approximately 165 K . The Curie temperatures of the films under study are considerably lower than $T_{c}$ of single crystals and polycrystals of the same composition. Probably, this is also caused by the nonstoichiometric oxygen composition of films. Extended tails of the temperature dependences of the Faraday effect show that the films are magnetically nonuniform. Stresses caused by a $0.57 \%$ mismatch of the lattices of the STO substrate and $\mathrm{La}_{0.7} \mathrm{Sr}_{0.3} \mathrm{MnO}_{3-\delta}$ film also induce various nonuniformities in the films.

The saturation magnetization $H_{s}$ of the films was measured in the magnetic field parallel to the film surface at a temperature of 77 K using a vibrating-coil magnetometer. A saturation magnetization of $H_{s} \sim$ 10 Oe was attained in fields of very low intensity. This indicates that the LSMO films have easy-plane anisotropy. The hysteresis loop is rectangular (see inset in Fig. 3). Similar results were obtained in [12] (measurements of magnetization of an LSMO film on the STO substrate using a vibrating-coil magnetometer; $T_{c}=$ 350 K ) and [13] (measurements of the Kerr effect). In these works, the saturation magnetization was attained in a magnetic field of $\sim 5$ Oe at a temperature of $\sim 300 \mathrm{~K}$.

The magnetic field dependence of the specific value of the Faraday effect in film 1 was measured in fields far exceeding $H_{s}$. As seen from Fig. 3, the Faraday effect saturation was not attained in magnetic fields of up to 1000 Oe at a temperature of 90 K and a photon energy of 2.6 eV . The magnetic field was parallel to the film surface during measurements of the Faraday effect, as well as during measurements of the saturation
magnetization. Therefore, a significant slope of the curve $F(H)$ in magnetic fields exceeding $H_{s}$ is indicative of a considerable paraprocess in the film within a field range of up to 1000 Oe . This fact also substantiates the conclusion that the films under study are magnetically nonuniform. Thus, an increase in the nonuniformity of films causes an increase in the electrical resistance and a decrease in the value of the magnetooptical Faraday effect.

The figure of merit of LSMO films was evaluated from the measurement data of the absorption coefficient $K$ for film 1 (Fig. 1) and a specific Faraday effect (Fig. 2): $D=2 F / K=0.2$ at 2.69 eV and 90 K . Presumably, the figure of merit of the LSMO films can be increased by increasing the magnetic uniformity of these films. Films with increased figures of merit can be used in modulators based on the Faraday effect for light modulation at room temperature.

Thus, a high-intensity magnetooptical band centered at $\sim 2.7 \mathrm{eV}$ was observed in $\mathrm{La}_{0.7} \mathrm{Sr}_{0.3} \mathrm{MnO}_{3-\delta}$ films. This band was attributed to the ${ }^{4} A_{2 g}{ }^{4} T_{2 g}$ transition in $\mathrm{Mn}^{4+}$ ions. The spectral, temperature, and magnetic field dependences of the Faraday effect show that the electronic and spin structures of the films under study are nonuniform. Developing methods for controlling of these nonuniformities would increase the practical value of the films under study.
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[^0]:    Note: The average values of the parameters of elastic $\left(U_{1}=0.1 \mathrm{~km} / \mathrm{s}, \rho_{1}=2.72 \mathrm{~g} / \mathrm{cm}^{3}, \sigma_{1}=1.016\right)$ and plastic $\left(\rho_{2}=3.14 \mathrm{~g} / \mathrm{cm}^{3}, \sigma_{2}^{\prime \prime}=1.155\right)$ compression waves did not enter into Table 1.

[^1]:    ${ }^{1}$ In some experiments, when tuning to the $D_{1}$ line, we observed weak (with a signal-to-noise ratio of 1.5-2) $\delta U$ signals even in the absence of helium lamp emission. This is probably related to an additional weak (in comparison to the optical orientation produced by helium lamp emission) orientation of helium atoms due to spindependent processes occurring during the collisions of helium atoms with oriented sodium atoms or polarized electrons; these weak signals may also be caused by other optogalvanic effects (e.g., the photoexcitation of sodium atoms). These signals require a separate study at a substantially higher signal-to-noise ratio. When analyzing the effects observed, these signals can be ignored.

